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The Optical Diode Ideality Factor Enables Fast Screening of Semiconductors for Solar Cells

Finn Babbe,* Leo Choubrac, and Susanne Siebentritt

In the search for new materials for solar cells, fast feedback is needed. Radiative efficiency measurements based on photoluminescence (PL) are the tool of choice to screen the voltage a material is capable of. Additionally the dependence of the radiative efficiency on excitation density contains information on the diode ideality factor, which determines in turn the fill factor of the solar cell. Both parameters are immediate ingredients of the efficiency of a solar cell and can be determined from PL measurements, which allow fast feedback. The method to determine the optical diode ideality factor from PL measurements and compare to electrical measurements in finished solar cells are discussed.

1. Introduction

A range of materials is currently used and deployed in solar cells. Yet, an intensive search is going on for new materials, that are more abundant and that are still at least as energy efficient as the existing materials. Various criteria have been defined for materials screening based on computational methods. Experimental materials screening, needs feedback from fast measurements, that do not rely on finished devices. Optical measurements based on photoluminescence (PL) allow for a fast screening. A widely used criterion for the suitability of a (new) material for solar cell applications is the radiative efficiency or the quasi Fermi level (qFL) splitting. Both quantities are closely related. They describe the open-circuit voltage an absorber material is capable of, which is a decisive criterion for the efficiency of a solar cell. Another important property with significant influence on the device efficiency is the diode ideality factor. From the diode characteristics under illumination we can derive the dependence of the open circuit voltage on the diode ideality factor, which determines in turn the fill factor of a solar cell and can be determined from PL measurements, which allow fast feedback. The method to determine the optical diode ideality factor from PL measurements and compare to electrical measurements in finished solar cells are discussed.
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junction, the recombination at the interface can dominate with a diode ideality factor given by the ratio of the voltage drops on either side or a diode ideality factor of 1, when the Fermi level is pinned. For a detailed discussion see ref. [20,25]. Thus, the diode ideality factor is closely related to the details of the electronic structure of the complete device.

The recombination taking place in the bulk of the semiconductor can be monitored by luminescence studies. Although luminescence is obviously based on radiative transitions, information on non-radiative recombination is obtained from the intensity and its dependence on excitation. PL experiments can be performed on the semiconductor film without finishing the device structure and the excitation can be precisely controlled by the intensity of the laser source. The result of an excitation dependent measurement series is usually the observation of a power law dependency that stretches over several orders of magnitude according to:

\[ I_{PL} \sim I_{laser}^b \] (1)

with \( I_{PL} \) the integrated PL intensity, \( I_{laser} \) the intensity of the excitation and \( b \) the exponent. Room temperature PL is typically dominated by band-band recombination, that is, the recombination of free electrons in the conduction band with free holes in the valence band. If there are no other recombination channels, the luminescence increases linearly with the excitation and \( b = 1 \) (see e.g., Spindler).

\[ \text{PL} \text{ without } \text{film without } \text{absorber, or near the interface, when we use absorbers grown under Cu-excess,} \]

1.1. Luminescence, Voltage, and Current

The radiative recombination rate \( R_{rad} \) in a semiconductor is given by Planck’s generalized law, which can generally be simplified to:

\[ R_{rad} = R_0 \exp(\mu/kT) \] (2)

where \( R_0 \) is the equilibrium recombination rate that balances the thermal radiation and \( \mu \) is the qFL splitting.

In the case where radiative band-band recombination is the only recombination path we get,

\[ I_{laser} \propto G = R = R_{rad} \propto I_{PL} \] (3)

since the recombination rate \( R \) must balance the generation rate \( G \). Equation (3) is the same as Equation (1) with \( b = 1 \), as discussed above for the case where band–band recombination is the sole recombination channel.

In the case where competing recombination channels exist we get from Equations (1) and (2)

\[ R_{rad} \propto G^\beta \propto R_0 \exp(\mu/kT) \] (4)

To relate this with the \( jV \) characteristics of the device under illumination we assume that we can neglect parasitic resistances.

To compare with the situation of the PL measurement, which is always under open circuit condition, we can write:

\[ j_{ph} = j_0(\exp(eV_{OC}/AKT) - 1) \approx j_0 \cdot \exp(eV_{OC}/AKT) \] (5)

with the photocurrent \( j_{ph} \) and the open circuit voltage \( V_{OC} \). If we now take into account that the photocurrent is given the illumination and thus by the generation rate, we can use Equation (4) and write:

\[ j_{ph} \sim G \sim \exp(\mu/kT) \] (6)

Comparing Equations (5) and (6) we see that the diode ideality factor of the finished device is directly given by the exponent of the PL power law under the following conditions: 1) we can equate \( \mu = V_{OC} \). This is generally the case if the qFL splitting is measured as a spatial average. 2) the finishing of the device with adding contacts and interfaces does not add new recombination channels. This is something that has to be checked experimentally. In the case where the above conditions are fulfilled, the diode ideality factor of the finished device is already determined by the exponent of the power law. We call this exponent the optical diode ideality factor.

2. Experimental Findings

In the following we put this optical diode ideality factor to an experimental check. Illumination dependent PL measurements are carried out at room temperature on a total of five samples with Cu-poor composition as well as four samples that where grown Cu-rich (see section 4). From the calibrated measurements the qFL splitting is extracted. The samples measured are
etched and covered with cadmium sulfide (CdS) to passivate the absorber surface. This passivation is needed since the luminescence yield of bare absorbers degrades by more than a decade within minutes exposed to oxygen and laser illumination,[46,47] inhibiting illumination dependent measurements. Using the passivated absorber to investigate the properties of the bare absorber is legitimate since the PL properties (peak shape, peak position, and luminescence yield) are the same in freshly etched absorber layers and absorber layer covered with CdS.[47] That there is no change although the buffer partly forms a junction can be explained by the assumption that the observed PL stems from recombination from the notch of the gallium gradient[48] see also discussion later in the manuscript. The data of one exemplary Cu-poor sample and on typical Cu-rich sample with similar bandgaps is plotted semi-logarithmically over the excitation density in Figure 1. The qFLs increases linearly with excitation in both samples and is about 120 meV higher in the Cu-poor sample than in the Cu-rich sample, as already shown elsewhere.[47] The slope of the qFLs increase is on average \( s = (75 \pm 3) \text{ meV/decade} \) for Cu-poor samples. Averaging the Cu-rich samples gives a comparable but slightly lower value for \( s \) of \( (69 \pm 3) \text{ meV/decade} \).

This slope \( s \) can be linked to the power law dependency factor \( b \), when the Equation (1) is inserted into Planck's generalized law shown in Equation (2). From this it is derived that the slope is defined by Equation (7). The prefactor 2.3 is needed to correct for the change from the natural logarithm (in the calculation) to the decadic logarithm used for plotting.

\[
s = 2.3 \cdot \frac{kT}{e} \cdot b \tag{7}
\]

To verify this relationship the qFL splitting was measured on a broad range of CIGS absorber layers covered with CdS as well as on finished devices. The gallium content was varied from no to considerable high amounts \((0 < [\text{Ga}]/([\text{Ga}]+[\text{In}]) < 0.4)\). The copper content was varied between 0.8 and 1.4 \((0.8 < [\text{Cu}]/([\text{Ga}]+[\text{In}]) < 1.4)\). For the extraction of the power law exponent \( b \), the PL yield was determined by integrating the measured spectra and plotting the yield double-logarithmically over the excitation. The slope of a linear fit through the data defines the \( b \)-value.[49] The slope of the qFLs \( s \) is plotted over the exponent \( b \) in Figure 2 for all measured samples. It should be noted here that the determination of \( b \) yields an at least ten times smaller error than the determination of \( s \), leading to an error mainly in direction of the \( s \)-axis in Figure 2.

The slope \( s \) increases linearly with exponent \( b \). From Equation (7) a slope of \((58.7 \pm 0.4) \text{ meV/decade}\) is expected at the measured room temperature \((296 \pm 2) \text{ K}\). The linear Fit through the data, shown in red, has a slope of \((59.6 \pm 0.4) \text{ meV/decade}\) confirming the relation between the power law exponent and the increase of the qFLs with illumination.

Figure 1. Quasi Fermi level splitting measured at room temperature for a Cu-poor and a Cu-rich grown sample plotted over the equivalent illumination used for excitation.

Figure 2. Slope of the qFLs increase with excitation \( s \) plotted over the exponent \( b \) of the power law from Equation (1). The red line depicts a linear fit.

Figure 3. Open circuit voltage of a Cu-poor (black) and Cu-rich (blue) solar cell plotted semi-logarithmically over the illumination conditions during a SunsVoc measurement. The dashed red lines indicate the area fitted for the extraction of the diode ideality factor.
For the smaller set of samples discussed earlier the found relation stated in Equation (7) also holds true. For samples with a Cu-poor composition an average exponent \(b\) of \((1.25 \pm 0.05)\) and a slope \(s\) of \((75 \pm 3)\) meV/decade is determined. The average values for the Cu-rich samples are with \(b = (1.16 \pm 0.05)\) and \(s = (69 \pm 3)\) meV/decade a bit lower but comparable to the Cu poor values.

Each cell of the finished devices is measured under the illumination of a flash lamp in a SunsVoc set up. In Figure 3 the measured \(V_{OC}\) is plotted semi-logarithmically over the illumination for a typical Cu-poor device (black) and a typical Cu-rich (blue) device. The Cu-poor device shows a linear behavior over a wide illumination range. Below 0.1 suns it slightly bends of due to the influence of the shunt resistance. The \(V_{OC}\) of the Cu-rich device has a pronounced drop toward low illumination conditions due a very low shunt resistance. The data for all devices is fitted linear symmetrically around one sun illumination over one order of magnitude. From the linear fit the slope of the VOC gain, called \(r\) in the following, is extracted

Averaging all 29 solar cells with Cu-poor composition a slope \(r\) of \((80 \pm 12)\) mV/decade and a diode ideality factor of \((1.3 \pm 0.2)\) is determined. The diode ideality factor is in good agreement with the previously determined power law exponent \((1.25)\), proving the direct correlation of both properties shown in theory. Thus the power law exponent can be defined as optical diode ideality factor. It should be noted here, that for the extraction of the optical diode factor from intensity dependent PL measurements the set up does not need to be calibrated or the qFLs to be extracted. The optical diode factor is given by the slope of a linear Fit of the PL intensity over the excitation density in a double logarithmic plot. The absolute calibration of the luminescence yield (multiplicative factor) and the calibration of the excitation density (multiplicative factor) only shift the data in such a plot, but does not change the slope. This makes this property easy to access in all PL set ups in which the excitation density can be varied.

The samples grown under Cu-excess (averaging 26 cells) exhibit a larger slope \(r\) of \((112 \pm 9)\) mV/decade leading to an average diode ideality factor of \((1.9 \pm 0.2)\). This value is well above the determined power law exponent of \((1.15)\). The higher diode factor matches the values found for Cu-rich CuInSe\(_2\) solar cells\(^{[48]}\) and can be explained by the fact that Cu-rich solar cells are dominated by recombination close to the interface.\(^{[49,50]}\) This has also been shown for the here used Cu-rich samples by temperature dependent current voltage measurements (see supplementary materials of ref. [47]). The mismatch can be thus explained by an additional recombination channel created during device finishing.

For both compositions we probe the qFLs inside the absorber layer which is essentially a bulk property. In the ideal case, device finishing does not add recombination channels. Then the bulk qFLs and the open circuit voltage at the terminals is the same as indicated on the left side of Figure 4. When another recombination path is added due to a bad interface with a high recombination velocity the qFLs splitting decreases toward the terminals, as depicted on the right side of Figure 4, leading not only to a reduction of \(V_{OC}\) but also changing diode factor. The comparison of the diode factor and the optically diode factor can be used to unveil those bad interfaces, which limit the device performance.

3. Conclusion

We have shown, that the power law exponent \(b\) of the PL of a solar cell absorber is directly linked to the diode ideality factor \(A\) of the completed device. If the device is dominated by recombination in the bulk of the absorber, the power law exponent and the diode ideality factor agree. If additional recombination channels are present in the finished device, like interface recombination, the diode factor of the finished device is larger than the power law exponential factor. If the device is dominated by recombination in the bulk of the absorber, the power law exponent and the diode ideality factor match the higher diode ideality factor of the Cu-rich devices.

Figure 4. Schematic and simplified band diagram of a CIGS solar cell at open circuit condition. The left side depicts the ideal case, whereas the right side depicts a case with a “bad” interface with a considerably high recombination velocity. For simplicity we assume that the qFLs within the absorber is not influenced by the surface recombination. Even in this case, the open circuit voltage would be considerably lower than the qFLs of the absorber itself.
exponent. The approach was confirmed using Cu(In,Ga)Se₂ solar cells, which have the advantage that different recombination channels are present and can be controlled in the solar cells of the same class of absorbers.

The approach is relevant for the screening of new materials for solar cells, since it allows a quick measurement of the diode ideality factor, which has implications for the fill factor of the solar cell, before finishing the device, based on the PL of the absorber alone. The approach can furthermore be used in for the development of new materials into solar cells as it indicates whether the limitations of the solar cell stem from the absorber or from the interface and thus indicates in which direction optimisation efforts need to be directed.

4. Experimental Section

Polycrystalline CIGS samples are grown by a 3-stage evaporation process on glass substrates covered with molybdenum in a molecular beam epitaxy system (details can be found elsewhere).

The Indium flux is varied to achieve [Ga]/([Ga]+[In]) ratios (CGI) between 0.25 and 0.4. The length of the third stage is varied to control the final [Cu]/([Ga]+[In]) ratio (CGI). Samples with a long 3rd stage exhibit an overall CGI of 0.9, measured by energy dispersive X-ray spectroscopy (EDX). They will be called Cu-poor within the script. Samples grown with a short 3rd stage exhibit an overall CGI of about 1.2, due to secondary Cu₂Se phases on top of a stoichiometric bulk. After growth, those secondary phases are removed by a 5 min etching in a 10% aqueous KCN solution for 30 s to remove residual oxides.

After etching, the absorber layers are covered by a 40 nm thick CdS layer applied by chemical bath deposition. A small piece is cut from the absorber after CdS deposition for PL measurements. The remaining absorber is finished by a sputtered intrinsic zinc oxide and aluminium doped zinc oxide double layer as well as nickel aluminium grids.

The PL properties are measured in a home built set up under continuous illumination from a diode laser (660 nanometer wavelength). The emitted PL is collected by an off-axis mirror and focused into a fiber by an off-axis mirror. The light is afterwards split by a grating monochromator and detected by a detector array (Si or InGaAs). For the evaluation of the qFL splitting and the calibration steps refer to literature. For the determination of the diode ideality factor of the finished cells, SunsVoc measurements are carried out in a Sinton Instruments system. With this method, the V_oC is measured over a wide range of illumination intensities during the flash of a xenon lamp (12 ms). The diode ideality factor is extracted by a linear fit of the V_oC plotted semi-logarithmically over the illumination. This method has the advantage that it is not disturbed by the series resistance. This measurement technique is well known in the silicon community but has also successfully employed for CIGS and kesterite cells. Furthermore, there is a great correspondence between the illumination dependent V_oC measurements for the extraction of the diode ideality factor on the one side, and the illumination dependent PL measurements for the extraction of the qFLs and the exponent b of the power law on the other side.
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