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Abstract

DNA nanostars: A model system to investigate biomolecular condensation

by

Gabrielle Rose Cronin Abraham

Biomolecular condensates — phase-separated drops of proteins and nucleic acids —

provide vital spatial organization within cells. Model systems made up of proteins and/or

nucleic acids are useful to elucidate the underlying principles that govern the phase sep-

aration of biomolecules. Here, I investigate a model system composed of branched, lim-

ited valence particles called DNA nanostars, which can phase separate into a DNA-rich

phase and a DNA-dilute phase. Nanostars are unique in that they are composed entirely

of DNA; thus, modulating individual nanostar properties is straightforward through se-

quence engineering of the constituent strands. Specifically, one can easily tune key molec-

ular parameters associated with phase separation such as valence and the strength of

interactions between particles. Additionally, because nanostars interact via base pairing,

it is facile to relate nanostar phase behavior to the binding free energy of inter-nanostar

interactions.

In this dissertation, I discuss three projects in which I examine various aspects of

nanostar liquids, as motivated by key behaviors of biomolecular condensates. In the first

project, I show that the physical properties of the nanostar dense phase — such as the

viscosity, macromolecular density, and surface tension — are similar to the properties

of biomolecular condensates. However, because nanostar interactions are driven by base

pairing while other biomolecular condensates form via electrostatic attractions, the two

condensates exhibit contrary responses to changing salt concentration. In the second

project, I show that nanostar drops exhibit selective partitioning of solutes, analogous to
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behavior displayed by biomolecular condensates. I quantify the effects of adding one or

two nanostar binding sites on solute particles and show that this can counter the length-

dependent entropic confinement that affects long solutes when entering the nanostar

dense phase. In the third project, I investigate a system that mimics the heterogeneity

of composition and interactions of biological condensates. When nanostars are combined

with a positively charged polymer, I observe a rich phase diagram in which electrostatic

and base pairing interactions cooperate in some cases and compete in others to form

multiple distinct phases that can coexist.

Overall, this work demonstrates that nanostar phase behavior is highly predictable

when phase separation is driven by nanostar–nanostar base pairing. Additionally, I

use nanostar drops to mimic several key properties of biomolecular condensates and

am able to draw conclusions about the effects of interaction thermodynamics on phase

behavior. These results clarify why the nanostar system is interesting to investigate from

a material standpoint as well — the dense phase has a surprisingly low volume fraction

due to the rigidity of the nanostar arms and sequence-specific interactions can be used

to predictably functionalize the nanostar dense phase. These properties can be exploited

to create nanostar materials that target specific cell types, act as molecular sensors, or

sequester relatively large solute particles.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Phase separation in biology

Liquid-liquid phase separation (LLPS), the process by which polymers condense into

a polymer-dense phase that is spatially distinct from a polymer-dilute phase, is now con-

sidered ubiquitous in sub-cellular organization [1, 2]. Within the cell, protein–protein and

protein–nucleic acid attractions create phase separated structures that have been impli-

cated in a vast number of vital roles — for example chromosome structuring, transcrip-

tion, protection of RNA, microtubule organization, ribosome creation, etc. [3, 4, 5, 6].

Characterization of biomolecular condensates (also known as intracellular droplets and

membraneless organelles) has shown that they tend to be size-limited droplets with a

typical mesh size of around 5 nm, viscosities typically of order 1–10 Pa·sec, and a low

surface tension that is generally of order 0.5 – 1 µN/m [1, 7, 8, 9]. Biomolecular con-

densates, like membrane-bound organelles, act as compartments that are distinct from

the rest of the cell. However, unlike traditional, membrane-bound organelles, biomolec-
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Introduction Chapter 1

ular condensates form dense meshworks via reversible LLPS; thus, the organization they

offer in the cell is two fold: (1) Biomolecular condensates create temporal organization

because they are dynamic and can dissolve and reform based on cell state [6, 10]. (2)

Some molecular species are excluded from the biomolecular condensate while others are

highly concentrated within it; thus they create spatial organization [6, 10]. Because of

this, biomolecular condensates are sometimes described as temporary reactors: by locally

concentrating molecules and changing the local solution conditions, reaction rates within

biomolecular condensates may be enhanced [1, 2, 6].

Intracellular phase separation is incredibly complex: The surrounding environment is

crowded [7]; the condensates can be composed of (potentially) hundreds of components,

which have the potential for numerous interaction types (e.g., electrostatic, π − π in-

teractions, and hydrophobic interactions) [11, 12, 13, 14]; some of the components can

change state via post-translational modifications and configurational changes [1, 6]; and

it has been suggested that entering a biomolecular condensate can cause a component

to change state [15, 16]. Further, the material properties of biomolecular condensates

are known to vary as well. For example, some works have shown that some biomolecular

condensates can exhibit gel-like behavior such as not fully rounding up into a sphere or

incomplete recovery after photobleaching (indicating that some molecules are kinetically

trapped rather than rearranging as in a liquid) [1, 6]. However, many in vivo and in

vitro experiments have observed liquid-like behavior of biomolecular condensates. For

example, nucleoli have been observed coalescing and P granules have been shown to flow

under stress [17, 18]. On the other hand, some works have concluded that biomolecu-

lar condensates are dynamic structures that can transition from a liquid-like state to a

gel-like state [19]. Furthermore, aberrant phase transitions have been implicated in some

diseases (e.g., coacervates containing FUS proteins have appeared solid-like rather than

liquid-like in cells with amyotrophic lateral sclerosis, ALS) [20, 21]. Due to the complexity

2



Introduction Chapter 1

of biomolecular condensates, a consensus of the principles that determine biomolecular

condensation has yet to be reached.

1.1.2 Beyond intracellular phase separation

LLPS is prominent outside of cellular biology as well. The RNA world hypothesis

postulates that even before the creation of cells, LLPS played a role in the creation of

life. In this theory, RNA nucleotides phase separated with multi-valent cations, e.g.,

Mg2+, which allowed them to surpass a concentration threshold and polymerize into the

first biopolymers [22, 23]. Additionally, artificial phase separated structures have been

used to create biomimetic smart materials and have replicated several key properties of

intracellular droplets such as selective-partitioning (i.e., only certain molecules will enter

the dense phase), enzyme-promoted phase separation and dissolution, and coexisting

multiple dense phases that remain immiscible [2, 24, 25, 26, 27]. These works studied in

vitro model biomolecular condensates to hone in on the individual molecular properties

that impact intracellular condensation [1, 10]. Finally, LLPS has been used to purify

proteins, can alter flavor perception in food, and has been suggested as a means for drug

delivery [28, 29, 30].

1.2 The DNA nanostar

Nanostars (NSs) are small, branched DNA particles that can condense into liquids or

gels via a limited number of interactions. Because NSs are (for the most part) composed

entirely of DNA, individual NS properties — such as valency, arm length, and internal

flexibility — can be predictably designed using already available programs [31, 32, 33].

Additionally, synthesis of specific DNA sequences is cheap and accessible, and, once

formed, NSs are nearly monodisperse [34, 35]. Moreover, most NSs undergo phase sepa-
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Introduction Chapter 1

ration via well-characterized Watson-Crick-Franklin base pairing, so unlike other phase

separating systems, the thermodynamic properties of inter-NS interactions can be read-

ily calculated [34, 35]. These characteristics make NSs an ideal structure to study phase

separation and give the NS system an advantage over other model biomolecular conden-

sate systems: one can easily describe which aspects of NS phase separation depend on

inter-particle interactions and which depend on other molecular properties. (See Chapter

2 for a review of DNA hybridization thermodynamics.) As a material, the mesh size of

NS networks is relatively large (around 10 nm) because the arms are double-stranded and

thus stiff. This allows small molecules and proteins to partition into the dense phase,

such as drugs or gold nanoparticles [35, 36]. In addition, proteins and molecules that are

known to interact with DNA will similarly interact with NSs, providing numerous tools

to make the NS system active [37, 38].

1.2.1 Nanostar anatomy

NSs are limited-valence constructs composed of DNA. All NSs contain a core region

which includes double stranded arms that extend from a central junction (Fig. 1.1A).

Recent work has shown that the kinetics of NS droplet formation depend strongly on the

length of each arm where smaller NSs result in smaller, slower growing condensates [39].

The concentration of NSs in the dense phase is dependent on the amount of space that

is taken up by each NS; thus changing the arm length or the available configurations of

individual NSs is expected to impact the NS phase boundary [40, 41, 42]. Beyond NS

size, Lee et al. (2021) introduced extra flexibility by incorporating unpaired regions in

the middle of each NS arm. They showed that the unpaired regions have a small impact

on the concentration in the dense phase, but that they weaken inter-NS interactions

resulting in a dense phase that is more dynamic and that has a lower critical salt [43].
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Proper formation of the NS core is the key first step to a successful NS experiment.

However, after NSs are annealed, a fraction of the NS cores will be imperfect (perhaps

due to truncated oligomers or imperfect stoichiometry of oligomers). Previous work

determined that misformed NSs are largely excluded from the droplet phase resulting in

an over estimation of the concentration of DNA in the dilute phase [34]. Additionally,

other work showed that misformed NSs will act as a surfactant and bridge NS drops that

would otherwise not interact [26].

Frequently, NSs contain two unpaired nucleotides at the central junction, which create

angular flexibility between arms of individual NSs [34, 41, 44]. Excluding the unpaired

bases at the junction does not prevent NS formation, but it can allow the junction to

migrate if specific design principles are not followed [45, 46]. These unpaired nucleotides

have been shown to impact NS relaxation in the gel phase: in monovalent salt, NS

gels contract faster with unpaired nucleotides at the junction, but in divalent salt, NS

gels coarsen faster when the unpaired nucleotides are excluded [47]. Similarly, Um et

al. (2006) showed that internal structure of covalently-linked hydrogels resemble reptile

scales for NSs with confined arms but is fibrous and fractal for NSs with flexible arms

[48]. Finally, NSs that interact via cholesterol functionalization have been shown to

form crystalline structures if unpaired nucleotides are included in the junction. The

exclusion of these nucleotides prevents crystallization perhaps because the individual NS

configurations necessary to form the crystal are restricted without the additional angular

flexibility provided by the unpaired nucleotides [44].

Beyond NS core design, the effects of inter-NS interactions on bulk phase separa-

tion has been heavily investigated. Tails at the end of each arm (known as overhangs

if they are composed of single-stranded DNA) are usually used to drive phase separa-

tion. NSs often interact via Watson-Crick-Franklin base pairing, but other interaction

types have been used. For example, NSs with cholesterol-functionalized arms have been
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Figure 1.1: Anatomy of a NS (A.) Schematic of individual NS constructs. NSs begin
as four sinlge stranded DNA (ssDNA) oligomers. (Here, each strand is represented by
a distinct color.) Upon annealing, half of each oligomer will bind to half of another
oligomer to form a NS. (B.) Simplified diagram of a NS that highlights the partial
complementarity of two oligomers. (C.) Overhangs are single stranded sequences at
the end of NS arms. Self-complementary regions allow NSs to condense. Note that
the sequences of the pink region are the same if read from the 5’ end. The blue gap
nucleotides break up base stacking between the sticky ends and the NS arms. (A.) is
adapted from [41] with permission from the Royal Society of Chemistry.

used to create DNA 3D crystals via the multi-body interaction of the hydrophobic tails

(i.e., hydrophobic tails interact with tails on three or more neighboring NSs as opposed

to the two-body interaction of NS overhang hybridization) [44]. In addition, NSs with

overhangs that are rich in cytosine can form inter-NS i-motifs that create pH-responsive

NS hydrogels [49]. Beyond these examples, NSs generally interact via base pairing of

overhang sequences. Often, the overhang sequence contains a self-complementary region

(Fig. 1.1C). These palindromic motifs, known as sticky ends, result in inter-NS attrac-

tions that can drive phase separation [50, 51]. One can design orthogonal sticky ends, or

two self-complementary sticky ends that do not interact with each other, such that two

types of immiscible NS drops can coexist; however, orthogonal NS drops will mix if “sur-

factant” NSs that contain both types of sticky ends, are included [26, 27]. NSs will also

condense when the overhang sequences are not self-complementary if extra components

that bind to two NSs, like double stranded DNA (dsDNA) linkers, are included [52, 53].

The thermodynamics of sticky ends binding largely dictate phase behavior and the

properties of the dense phase. Longer or stronger overhang sequences result in more stable

6



Introduction Chapter 1

inter-NS interactions. Thus, the critical temperature for DNA liquid or gel formation

increases with stronger overhangs [27, 40, 54, 55, 56]. NSs with weaker overhangs form

more concentrated liquids and gels and less viscous liquids perhaps due to their increased

propensity for rearrangement [27, 41]. In addition to the sequence of the sticky end, once

two NSs bind, the double stranded sticky end can base stack with neighboring double

stranded arms, creating a more stable NS interaction. Breaking up the sticky end–

arm base stacking by including a “gap nucleotide” that remains unpaired upon two NSs

binding will weaken the interaction (Fig. 1.1C). For example, NSs with the same sticky

ends have been shown to form gels when the gap nucleotide is excluded but form liquids

when it is included [47].

The impacts of the number of overhangs, or the valency, have also been investigated.

Increasing the valency from three to four results in a significantly higher critical tempera-

ture for LLPS; however, increasing the valency further (e.g., to five or six) causes a much

smaller increase [34, 42]. The transition temperature from the liquid phase to the gel

phase has also been shown to increase with valency [27]. In addition, the mass concentra-

tion within the dense phase has been shown to change significantly between three-armed

and four-armed NSs and between five-armed and six-armed NSs, but the change in den-

sity between four-armed and five-armed NSs is small comparatively [42]. This matches

previous rheological work that shows that the scaling of the elastic response of a NS gel

with respect to NS volume fraction depends on valency. Conrad et al. (2019) observed

a large change in the scaling behavior between three- and four-armed NSs and five- and

six- armed NSs, the elastic behavior of four- and five-armed NS gels scales similarly with

changing volume fraction. They postulate that five-armed NSs form a frustrated network

due to the inherent asymmetry of the NS (as opposed to the symmetry in NSs with four

and six arms) which causes five-armed NSs to deviate from the trends observed with

valency [57].
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1.2.2 Nanostar history

The concept for a NS was developed by Ned Seeman, who has been credited as being

the founding father of DNA nanotechnology [58, 59]. Seeman was interested in creating

ordered lattices out of DNA [58, 60]. The first NS design was based on Holliday junctions,

transient branched structures that occur during genetic recombination [61]. These NSs,

referred to as nucleic acid junctions at the time, were four-armed structures that lacked

unpaired bases in the junction. Preliminary work showed that with this design, all bases

in the core are paired in the presence of Mg2+ and that the junction is stable if specific

design principles are followed [46, 62, 63].

Seeman and colleagues went on to construct and characterize NSs with up to twelve

arms [64]. They examined the loops formed by NSs with overhangs on two arms and

concluded that individual NSs are too flexible to create ordered lattices [61, 65]. They

determined that the angle between the arms varied because the loops varied in size (i.e.,

the arc per NS varied). From this result, in combination with Förster resonance energy

transfer results, Seeman concluded that the angle between arms on a four armed NS could

vary up to 30◦ from the average angle [61, 65]. (Using the design principles developed

with NSs and knowledge of the flexibility of the junction, Seeman and others created

ordered lattices using 3D DNA structures and other, stiffer, designs [60, 63].)

Following this, DNA NSs have been used to create hydrogels [48, 66]. In some of

these works, three and four armed NSs, referred to as dendrimer-like DNA or (X-, Y-

, or T-)DNA, were covalently bonded via enzymatic ligation to produce a stable gel

that can be dehydrated and resuspended and persists for weeks [48]. Similarly, NS

hydrogels connected via i-motifs have been shown to persist over several days at a low

pH, but when the pH is raised, the gel dissolves within minutes [66]. Hydrogels that form

through the hybridization of long sticky ends have exhibited reversible temperature- and

8
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pH-dependent viscoelastic responses and have been used to confine cells [53, 54, 67, 68].

Finally, NSs with short sticky ends have been shown to form an “equilibrium gel” when

prepared at a high concentration of NSs and low temperature [50, 69]. In the equilibrium

gel state, the dense phase spans the sample and NSs are tightly interconnected such that

NS relaxation is slow compared to the lifetime of the experiment (≈ 10 seconds) [70].

Using DLS, Biffi et al. (2015), established that this state is in equilibrium (as opposed

to a metastable state) by showing that the final state is the same regardless of cooling

rate [50].

The Sciortino group carried out pioneering works that give insight into NS network

structure and dynamics. They show that NSs within equilibrium gels have slower dynam-

ics at higher salt and lower temperature [50, 69, 71]. In these works, they conclude that

NS dynamics are well described by Arrhenius behavior [34]. Additionally, they determine

that NSs in the dense phase are fully bonded and further supported this conclusion by

showing that a network that has a fraction of overhangs unbound is more dynamic than

its fully-bound counterpart [34, 52]. Other works have focused on applications of DNA

gels. For example, covalently linked hydrogels have been used to detect proteins and can

enhance in vitro transcription rates [38, 72]. Additionally, functionalized NS hydrogels

have been used to target cancer cells to deliver anti-cancer medicine in mice and have

been shown to inhibit growth of some cancer cells [40, 53, 73, 74].

Biffi et al. (2013) was the first work to examine LLPS of NSs [34]. They used DLS

and absorbance spectroscopy to measure the NS phase diagram and observed a critical

slowing down of NSs as the temperature was lowered to the critical temperature of phase

separation [34]. The temperature dependence of NS rearrangement just above the critical

temperature is well-described by an Arrhenius equation with an activation energy equal

to the free energy of binding of one to two overhangs. Arrhenius behavior of NSs within

the dense phase has been further confirmed by monovalent salt assays and rheology

9
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experiments (See Chapter 3 and Refs. [57, 69]). However, other properties beyond inter-

NS binding, such as intra-NS electrostatic repulsion and/or NS flexibility, have been

shown to impact NS behavior [41, 43]. NS liquid drops have been used to mimic some

aspects of intracellular phase separation like coexisting phase separated drops that remain

immiscible [26, 27]; selective cargo partitioning [26, 27, 75]; and size-limited growth [7].

1.3 Dissertation Overview

In this dissertation, I examine the LLPS of a model system composed of a single com-

ponent: DNA nanostars (NSs). I calculate the thermodynamics of inter-NS interactions

to isolate which attributes of NS LLPS depend on inter-NS interactions and postulate

other molecular-level properties that play a role. In Chapter 2, I provide a general back-

ground of dense DNA phases and describe models that are used to describe LLPS.

I characterize the effects of salt concentration on bulk NS liquid properties in Chap-

ter 3 [41]. I compare the thermodynamics of inter-NS interactions to trends in density,

viscosity, NS diffusivity, and surface tension of NS-liquid droplets as the concentration

of monovalent salt was changed. I attribute an increase in the viscosity and decrease in

diffusivity with increasing salt to the sequence- and salt-dependent thermodynamics of

base pairing. Thus, I show that the transport properties of the liquid are dependent on an

Arrhenius process with a single NS bond as the activation barrier. However, other prop-

erties cannot be connected to NS binding thermodynamics. Instead, I relate the increase

in NS concentration within the dense phase and increase in surface tension to electro-

static screening between arms within the same NS, which allows them to take on more

compact shapes. Finally, I conclude that the interior of the NS liquid is heterogeneous:

it is composed of highly-connected clusters that are loosely linked together.

In Chapter 4, I turn to the thermodynamic principles that dictate solute partitioning

10
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into NS droplets [75]. I show that the partitioning of solutes that do not interact with

NSs can be used to determine the size of the meshwork in the DNA-rich phase. In

addition, I examine the partitioning of long dsDNA “linkers” that include sticky ends.

I find that linker partitioning is length-dependent because of a confinement penalty of

inserting long strands within the liquid’s characteristic mesh size. I quantify this entropic-

confinement effect using a simple partitioning theory and show that its magnitude is

consistent with classic Odijk pictures of confined worm-like chains [76]. Linkers with

sticky ends sometimes exhibit inhomogeneous structures: long linkers are excluded from

the liquid interior and tend to preferentially accumulate on the surface of the droplets,

and long linkers that are forced into the NS liquid undergo a secondary phase separation,

forming metastable droplet-in-droplet structures.

In Chapter 5, I describe the phase behavior of NSs when combined with a flexible,

positively charged amino acid chain, poly L-lysine (PLL) and examine the interplay

between NS–NS and NS–PLL interactions in dictating phase behavior. Without NS–NS

interactions, I show that NSs and PLL condense into liquid droplets at low salts but do

not phase separate at intermediate salts. When NS–NS base pairing is incorporated, NSs

and PLL form gel-like structures and liquid drops at low salts and intermediate salts,

respectively. At high salt concentration, base pairing NSs form drops that exclude PLL.

Like NS-only droplets, PLL-excluded NS-droplets dissolve at high temperatures; however,

NS–PLL structures are stable at high temperature. Finally, I show that orthogonal NSs

form separated droplets with PLL in both droplet types, but base-pairing NSs, non-base

pairing NSs, and PLL form three-component droplets. These results indicate that despite

having opposing responses to changing salt concentration, NS–NS base pairing and NS–

PLL electrostatic attractions both dictate phase behavior because they are both similar

to kBT .

This dissertation shows that NSs create a local environment that has comparable
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physical properties to biomolecular condensates. These liquid drops exhibit similar con-

trolled partitioning to biomolecular condensates where larger molecules are excluded,

but incorporating attractions between the solute and the components of the droplet can

drive partitioning of molecules that would otherwise be excluded. Additionally, when

combined with PLL, phase behavior is dependent on attractive interactions between

molecules of the same species (NS–NS interactions) and molecules of different species

(NS–PLL). Protein-based condensates have shown similar phase behavior that depends

on same-species and inter-species attractions. Overall, this dissertation shows that NS

liquids can model several aspects of biomolecular condensation and may prove to be

a valuable model system for isolating the individual underlying principles that dictate

intracellular phase behavior.

12



Chapter 2

Relevant Background

2.1 DNA disordered phases1

Nano-sized DNA molecules have been used to create disordered phases — dense, un-

structured, aqueous assemblies of DNA that span regions much larger than the particles

of which they are composed [77]. Materials are considered ordered if the constituent par-

ticles are organized into regular arrays, or lattices, over long length scales and disordered

if the particles lack such regular, long-range organization (Fig. 2.1) [78, 79]. Order can

be positional, orientational, or a combination of the two.

DNA-based disordered materials have been used to study phase transitions [34, 47,

69], as a model for self-assembled structures that are pervasive throughout biology [37,

41, 80], and as sensors for a variety of materials including heavy metals and biomolecules

[35, 81, 82, 83]. Compared to other types of macromolecules, e.g., synthetic polymers,

DNA offers several unique and exploitable features that aid in the creation of disordered

phases: The programmable nature of Watson-Crick-Franklin base pairing permits con-

1This section is replicated from a textbook in preparation that is the result of a collaboration with
Dr. Omar A. Saleh. It is included here to provide context for NS liquids in the broader field of DNA
disordered phases.
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Figure 2.1: Positional order The top left panel shows an ordered lattice, an ar-
rangement with high positional order that is made up of a repeating configuration of
particles which persists for large length scales, as in a crystal. Notice that the hexagon
drawn in the bottom left corner can be moved throughout the system and still rep-
resent the lattice equally well. The top right panel and bottom left panel show a
cross-linked hydrogel of colloids and a liquid composed of colloids, respectively, which
have low positional order, as are created by branched DNA particles. The bottom
right panel shows disordered, entangled polymers, which can make up a gel or a liquid
depending on the interaction strength between the DNA particles.

trolled, rational design of particle shape and inter-particle interactions. Further, the

rigid-rod nature of duplex DNA tends to lead to condensed phases with large pore

sizes and high-water content, which enables infusion of other molecules into the ma-

terial [36, 54, 67]. Finally, functionalization of the dense phase is straightforward, both

because DNA has a variety of well-understood sequence-specific interactions with other

DNA strands, RNA, and proteins, and because DNA is relatively easy to label with

various chemical groups such as biotin and fluorophores [53, 84, 85].

The specific structure and behavior of the DNA particles affects the type of disordered

phase that is created (See Fig. 2.4). Below is a non-exhaustive list of disordered phases

that can be created with DNA.
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1. DNA liquids: Formally, a liquid phase is a condensed material that, under slowly-

applied stress, exhibits a viscous, dissipative response2 [86, 87]. Such a response

requires a delicate balance of inter-particle interactions: there must be attractions

that drive condensation, but those attractions must be weak and transient to enable

liquid-like dynamics. The temporary nature of the interactions creates order over

length scales of a few particle sizes at best with the material otherwise being dis-

ordered [78, 79]. To create macromolecular liquids, including DNA liquids, recent

work has argued that the constituent particles must have relatively few binding

interactions (‘finite valence’) and a high degree of internal flexibility [70]. In line

with these considerations, DNA liquids have been created using particles that con-

tain significant intra-particle configurational freedom and that bind to each other

through multiple, but weak, base pairing sites [34, 88].

2. DNA hydrogels: Hydrogels are typically an elastic material – they resist small

deforming forces by generating a restoring force. The energy is released when the

stress is removed, allowing the material to snap back to its original shape2 [86].

Hydrogels are composed of a network of crosslinked particles that are kinetically

trapped [86, 89]; that is, the constituent particles cannot rearrange due to strong

attractive interactions with neighboring particles [47, 50, 69]. DNA hydrogels have

generally been created using multivalent particles with long-lived, base pairing in-

teractions [48, 50, 90].

2In simple schemes, a material’s response to stress is expected to be elastic or viscous. However, soft,
disordered materials typically exhibit a combination of viscous and elastic behaviors depending on the
force applied and the timescales considered [91, 92]. Such viscoelasticity is a pervasive property of DNA
materials due to the slow relaxation times of the system caused by base pairing, entanglement, and other
interactions [41, 71, 90, 93]. Viscoelastic behavior is often characterized using rheology or microrheology
(See Chapter 3.) [41, 54, 57]. Here, we refer to gels as materials in which the predominate reaction to
stress is elastic, and the time scale of particle rearrangement is long compared to the time scale of the
experiment. We refer to liquids as materials where the predominant reaction to stress is viscous, and
the particle relaxation time is short compared to the time scale of the experiment [70].
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Figure 2.2: Orientational order Particles that are longer than they are wide are
anisotropic. To the left, anisotropic particles cannot rearrange easily because they
are not aligned. On the right, the particles have orientational order and can pack
closer together while still sliding past each other, as occurs in liquid crystals. The
arrangement in the diagram is an example of a nematic liquid crystal.

3. DNA liquid crystals: Liquid crystals are an intermediate phase between fully

random liquids and fully ordered crystals. In this state, the particles exhibit some

type of crystal-like ordering, while still retaining a liquid-like ability to rearrange

[86, 94]. One way in which this can occur is if the particles are rod-like — that is,

long, slender, and relatively rigid. Such rod-like particles become trapped and lose

translational entropy when forced to pack closely in a disordered state, whereas

rods that bundle together in an aligned state retain translational entropy, since

they can slide past each other, despite packing tightly [95]. There are multiple

types of liquid crystals, which are categorized by the orientation of the particles,

the types of symmetry present, and the number of dimensions of the liquid crystal.

One example of a DNA-based liquid crystalline phase is the nematic phase, which

can be made up of dsDNA [96, 97, 98] or with self-assembled DNA structures that

form rods on larger length scales [99, 100]. DNA has also been used to make other

liquid crystalline structures, as described in Refs. [77, 101, 102].
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2.1.1 Creating DNA disordered phases

DNA disordered phases are often highly concentrated in DNA— for example Zanchetta

et. al measured the concentration of DNA in some liquid crystals to surpass 1000 mg/mL

[103]. (Taking the mass density of dsDNA to be 1700 mg/mL, a solution concentration

of DNA of 1000 mg/mL corresponds to a volume fraction of about 60% [104].) To con-

dense into such a concentrated material, the individual particles must overcome the large

electrostatic repulsion that occurs between the highly negatively charged DNA back-

bones. This typically requires a relatively high concentration of cations in solution (e.g.,

salt), which weaken (screen) backbone-backbone repulsions [41, 69, 100, 105]. Alterna-

tively, multivalent cations have been shown to drive condensation. For example, long,

linear DNA condenses when combined with small, multivalent cations like spermidine

(+3) and spermine (+4) [106, 107]. DNA can also form ‘complex coacervates,’ dense,

liquid droplets or gel-like aggregates that condense via the electrostatic attraction be-

tween negatively and positively charged polymers [2, 80, 108]. An alternative approach

of overcoming DNA–DNA repulsion is to use uncharged polymers, such as PEG and

methylcellulose, which act as depletion agents to force large DNA molecules together

[99, 102, 103]. Finally, some works have used a solvent where DNA solubility is reduced

to promote condensation [102, 109].

Phase separation that occurs due to polycations, depletion agents, or DNA-insoluble

solvent is a non-specific process: phase separation is promoted regardless of the sequence

of the DNA molecules. Better control of inter-particle attractions can be achieved using

sequence-specific interactions, notably base pairing interactions. By tuning the sequence,

base pairing interactions can be made strong enough to overcome electrostatic repulsion

and drive condensation, which is often seen in DNA liquids and hydrogels. The resulting

condensed DNA phases can then be classified as entangled or unentangled:
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• Entangled systems are composed of linear DNA that form polymer networks.

This includes plasmid-length, ssDNA that contains long, repeating complementary

sequences that hybridize to condense into a hydrogel [90, 105, 110]. Similarly, single

strands containing multiple repeats of a short, partially palindromic sequence, such

as [CTG]n, can form DNA liquids via inter-strand hybridization of the partially

palindromic sequences, while flexibility is ensured by the nucleotides that remain

single stranded [88].

• DNA particles in unentangled systems behave like colloids such that each particle

has its own volume that other DNA particles cannot penetrate. A prominent

example of an unentangled, base pairing system is the DNA ‘nanostar’ system, a

star-shaped design in which each DNA particle has several (typically 3–4) double-

stranded arms that meet at a highly flexible junction (Fig. 2.3) [34, 41, 85]. DNA

nanostars can form liquids or hydrogels via binding of a short palindromic sequence

on the tip of each arm [47, 50, 54]. The phase behavior of nanostars is dependent

on the strength of the inter-particle base pairing, where weaker interactions form

colloidal liquids and stronger interactions — including covalently bonded nanostars

— form colloidal hydrogels [47, 48].

Figure 2.3: The DNA nanostar is a branched DNA particle with arms that end in
single stranded, palindromic sequences.
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Most DNA liquid crystal works take advantage of the stiff-nature of dsDNA [96, 111,

112]: it can be considered rod-like for lengths shorter than 50 nm [113]. In fact, several

recent studies have focused on the liquid crystalline behavior of very short (4 to 20 base

pair) dsDNAs [97, 103, 114]. Highly concentrated, ultra-short DNA exhibits diverse phase

behaviors that are dependent on DNA length, sequence, and end-to-end base stacking

[98, 115]. Alternatively, DNA origami has been used to create liquid crystals out of much

longer DNA structures, such as DNA nanotubes, which are rod-like on length scales

of a few microns [116]. DNA nanotubes have been used to investigate the effects of

inter-molecular interactions that cannot be probed with traditional dsDNA; for example,

the effects of altering the helical nature of the rods on liquid crystalline phase behavior

[99, 100].

2.1.2 Characterizing disordered phases

Each disordered phase exhibits a unique set of properties including DNA particle

assembly and rearrangement. The individual particles are too small to view via optical

microscopy. Nonetheless, the differences of each material become obvious when bulk

phases of fluorescently tagged DNA are visualized (Fig. 2.4).

For example, the particles within DNA liquids can rearrange and relax resulting in

a homogeneous material that exhibits a surface tension; thus, they typically appear as

constant intensity, round drops in optical microscopy (Fig. 2.4). A way to demonstrate a

material’s liquid-like nature is to observe a structure as it relaxes into a spherical droplet

— either by perturbing an existing drop into a non-spherical shape or by tracking two

drops as they coalesce into one [41]. One can measure the internal time scale of particle

rearrangement in a liquid using fluorescence recovery after photobleaching (FRAP), a

procedure in which one tracks the return of fluorescent DNA particles as they diffuse into
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Figure 2.4: On the left, branched DNA particles, DNA nanostars, can rearrange due
to their weak interactions and form liquid droplets which round into spheres. In the
middle, DNA nanostars with stronger interactions are kinetically trapped and form
a DNA hydrogel that spans the sample. On the right, long DNA nanotubes form
liquid crystals which are visible as regions of aligned fibers. Left and middle images
are reproduced from Ref. [47] and right image is reproduced from Ref. [99] with
permission from the Royal Society of Chemistry.

a small region of non-fluorescent DNA [41, 88, 117]. Additionally, the viscoelastic nature

of DNA liquids has been probed using rheological methods [41, 57]. A final important

property for liquids is the phase diagram — i.e., the set of conditions where a DNA-

dense liquid phase coexists with a DNA-dilute phase versus when the system remains

homogeneously mixed. Phase diagram measurements require careful determination of the

concentrations of dense and dilute phases across a range of conditions (such as different

temperatures or salt concentrations) [34, 41, 42, 43].

DNA hydrogels resemble sponges under a microscope — i.e., irregularly-shaped frag-

ments consisting of dense gel regions interspersed by dilute-phase pores of various sizes

(Fig. 2.4) [47, 48]. Because hydrogels have long-lasting interparticle interactions, which

prevent significant rearrangement over the lifetime of the experiment, their nanoscale

structure can be studied directly. For example, atomic force microscopy and electron

microscopy have been used to achieve sub-optical resolution of the arrangement of DNA

particles within hydrogels [48, 53, 90]. Dynamic light scattering (DLS) has been used to

characterize the size of gel clusters [51, 69], and rheological methods have been used to

probe the viscoelastic properties of hydrogels [54, 67, 85].

20



Relevant Background Chapter 2

DNA liquid crystals can form droplets, similar to DNA liquids; however, the con-

densates can be non-spherical because liquid crystals exhibit anisotropic surface tensions

[98, 118]. When large DNA particles, like DNA nanotubes, are used to make up the

crystal, the alignment of individual fibers are directly visible using fluorescence imaging

(Fig. 2.4) [99, 100]. Regardless of the particle size, placing polarizers in the light path

will confirm the partial ordering of the material. This is because the way that polarized

light travels through liquid crystals changes based on the orientation of the light with

respect to the orientation of the DNA particles. The specific pattern of light and dark

bands gives information about the type of liquid crystal [96, 98, 102, 114, 115]. X-ray

scattering and electron microscopy have also been used to examine the interior structure

within DNA liquid crystals [93, 100, 102, 112].

2.1.3 Summary of disordered phase behavior

DNA particles have been used to create hydrogels, liquids, and liquid crystals. The

shape of the DNA particles and interactions between them are vital in determining which

disordered phase they will form. DNA liquid crystals are not crosslinked but can form

when, e.g., rod-shaped DNA particles align to allow for denser packing. Both DNA

hydrogels and DNA liquids are crosslinked, but the particles that make up DNA hydrogels

are kinetically arrested due to strong interactions, while the particles that make up DNA

liquids can rearrange easily due to weak interactions.

2.2 Introduction to phase separation

As this thesis focuses on liquid-like DNA phases, here, I provide a general introduction

into liquid-liquid phase separation (LLPS). LLPS is a type of coacervation — the process

by which regions that are dense in macromolecules demix from regions that are dilute
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in macromolecules [1]. Coacervation can occur with a single species of macromolecule

(simple coacervation, as in the case with NSs) or with multiple macromolecules (complex

coacervation). In addition, coacervates can either be liquid-like or gel-like, but LLPS

specifically creates two liquid phases. LLPS occurs when the free energy of two coexisting

phases is less than the free energy of a homogeneously mixed system [113, 119, 120]. A

system’s phase behavior depends on a wide variety of factors including the length, valency,

and stiffness of the macromolecule(s) [14].

Figure 2.5: Representative phase diagrams for complex coacervation (left) and NS
phase separation (right). The pink and blue lines show the volume fraction of the
macromolecule in the dilute and dense phase, respectively. The × represents the
critical point and the circles indicate the concentration of coexisting dense and dilute
phases.

Equilibrium phase behavior is quantified using a phase diagram (Fig. 2.5). Phase

diagrams that consider a single component generally have a y-axis that is related to the

strength of interactions between molecules (e.g., salt [119] or temperature [34].) The

x-axis is generally related to the concentration of a single macromolecular species and is

often described using the unitless volume fraction, ϕ, defined as the fraction of the total

volume that is taken up by the macromolecule. Phase separating systems often take

on an umbrella-like curve (known as a consolution curve, coexistence curve, or binodal)

which can face up or down depending on the system and axes used [14]. Within the

binodal, a system will phase separate into two phases with volume fractions ϕdense and
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ϕdilute but will form a homogeneously mixed solution when the system is outside of the

binodal. The lines that connect the concentrations of coexisting dense and dilute phases

are known as tie lines and can either be horizontal (Fig. 2.5) or have a slope depending on

the definition of the y-axis and state of the system. The point at which the interactions

are weakest, but phase separation still occurs is known as the critical point, which is used

to characterize the robustness of a phase separating system [16].

There are two typical processes that lead to phase separation: spinodal decomposi-

tion and nucleation and growth. In each of these, the kinetics of phase separation are

different, but the final product is the same. Nucleation and growth occurs when the

homogeneously mixed state is metastable, so larger fluctuations are necessary for phase

separation to begin. This leads to a delay in phase separation to allow for small (nucle-

ation) points to form and grow by collecting material from the nearby solution. Spinodal

decomposition occurs when the homogeneously mixed state is unstable. Thus, phase

separation via spinodal decomposition is spontaneous because there is no energetic bar-

rier to the demixed state. It is difficult to determine if a system is undergoing spinodal

decomposition or nucleation and growth using optical microscopy because nucleation

points are smaller than the resolution of a microscope, but recent work has shown that

NS drops form instantly at a high salt and NS concentration, supporting a transition

into the spinodal decomposition regime [121].

Several theories have been created to predict when a system will phase separate.

Some are outlined below: (1) The Flory-Huggins model approximates the change in

free energy from two liquids mixing and is often the basis for the entropy of mixing for

other models; however, it does not specify the types of interactions between components

[122, 123]. (2) The Voorn-Overbeek model expands upon the Flory-Huggins model to

describe electrostatically-driven condensation; thus, it is relevant for the polylysine-NS

mixtures explored in Chapter 5 [124]. (3) Wertheim’s Thermodynamic Perturbation
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Figure 2.6: (Top left) Flory-Huggins theory assigns monomers (black) and small
molecules (tan) to a lattice. In this example, only entropy is considered; there are
no interactions between lattice sites. (Top right) The Voorn-Overbeek model also as-
signs molecules to a lattice and incorporates attractive interactions between positively
charged monomers (pink) and negatively charged monomers (blue). (Bottom left)
Wertheim’s perturbation theory considers a limited number of attractive interactions
on colloidal molecules. (Bottom right) The sticker-spacer model includes attractive
stickers (pink and blue) connected by non-interacting spacers (black line).

Theory (TPT) can be used to describe demixing of colloids with a limited number of

anisotropic interactions, like NSs [125, 126].

2.2.1 Flory-Huggins

The Flory-Huggins (FH) theory describes the conditions in which two liquids will

mix. It separates the entropic and enthalpic free energy contributions of mixing and

uses mean field theory to determine each individually [122, 123]. The FH model assigns

the individual monomers of a linear polymer and small molecules (i.e., solvent or salt

ions) to ntot individual lattice sites of the same size (Fig. 2.6) [16, 113]. Entropy favors

mixing because more lattice sites are accessible to each molecule when the two systems

are well-mixed rather than when each molecule is confined to a subset of the lattice sites,

as is the case for the demixed state. The FH model predicts that phase separation occurs
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when pair-wise attractions counter entropy-promoted mixing; however it does not specify

the type of interactions that occur.

The FH equation describes the change in free energy per lattice (in units kBT ) of

going from a perfectly demixed system to a perfectly (homogeneously) mixed system:

∆Fmixing =
m∑
i=1

ϕi

Ni

lnϕi +
m∑
i=1

m∑
j>i

ϕiϕjχi,j (2.1)

where m is the number of species including macromolecules and small molecules. The

first term, the entropy of mixing, depends on Ni, the length of species i (taken to be 1 for

small molecules), and ϕi, the volume fraction of species i, which given by ϕi =
ni

ntot
where

ni is the number of lattice sites taken up by species i. The second term, the enthalpy of

mixing, depends on χi,j, which is the Flory interaction parameter that characterizes the

change in interaction energy upon mixing:

χi,j =
z

kBT
(ui,j −

1

2
(ui,i + uj,j)). (2.2)

where z is the valence of each lattice site and ui,j describes the energy of a single inter-

action between species i and j.

In reality, when a system phase separates, it is neither perfectly mixed nor unmixed;

there is always (at least) a small amount of each component in each phase. The free

energy of mixing, F (ϕ), can be used to predict the phase boundary (Fig. 2.7). Because

the system is in equilibrium, the chemical potential, or the free energy contribution per

particle, of each species must be the same in both phases. This equilibrium condition can

be used to define the common tangent rule: the free energy of a phase separated system

lies on the line, f(ϕ), that connects two points on the free energy curve that share the
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Figure 2.7: Binodal of a phase separating system (top) mapped onto the free energy
curves, F (ϕ) (bottom). Each line color represents the free energy cure at different
temperatures and the yellow dots correspond to points with equivalent slopes, at
ϕdense and ϕdilute. Reprinted from Methods in Enzymology, Volume 611, Ammon E.
Posey, Alex S. Holehouse, and Rohit V. Pappu, Chapter One - Phase Separation of
Intrinsically Disordered Proteins, pages 1-30, (2018), with permission from Elsevier
[127].

same slope. f(ϕ) can be calculated by

∂F

∂ϕi

∣∣∣∣
ϕi=ϕdense

i

=
∂F

∂ϕi

∣∣∣∣
ϕi=ϕdilute

i

=
F (ϕdense

i )− F (ϕdilute
i )

ϕdense
i − ϕdilute

i

(2.3)

where each expression of Eq. 2.3 gives the slope of f(ϕi) that must pass through both

points ϕdilute
i and ϕdense

i (Fig. 2.7). The FH model predicts that a system will phase

separate if the free energy of the tangential line at the bulk concentration, ϕ0, is less

than the well-mixed free energy, i.e., f(ϕ0) < Fmixing(ϕ0).

The lever rule can be used to calculate the volume of each phase, or Vdense and Vdilute,

expressed in terms of the fraction of volume taken up by each phase (not volume fraction

of a species), or νI = VI

Vtot
where I can be the dense or dilute phase. The fraction of volume

occupied by each phase depends on the difference between the bulk volume fraction and
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the volume fraction in the opposite phase, e.g., for phases I and II,

νI =

∣∣∣∣ϕII − ϕ0

ϕI − ϕII

∣∣∣∣ (2.4)

where ϕI is the volume fraction of a component in phase I. Thus, the total free energy

of a phase separated system is

F I,II = νIϕI + νIIϕII (2.5)

In addition to the phase boundary, the free energy curve can be used to calculate the

critical point, which occurs when ∂3F
∂ϕ3 = ∂2F

∂ϕ2 = 0. Finally, the FH model can be used

to predict if the system will undergo spinodal decomposition or nucleation and growth.

A system undergoes spinodal decomposition if the bulk concentration is between the

inflection points of the free energy curve, i.e., between the two points when ∂2F
∂ϕ2

poly
= 0. If

the bulk concentration is between the binodal point and the spinodal points, the system

undergoes nucleation and growth (Fig. 2.8) [16].

Figure 2.8: Spinodal decomposition occurs if the bulk concentration is between the
two dashed lines. Nucleation and growth occurs if the bulk concentration is between
the dashed and the solid lines.
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2.2.2 Voorn-Overbeek

Voorn-Overbeek (1957) created the first theoretical description of electrostatically-

driven complex coacervation of two oppositely charged polymers (Fig. 2.6) [124]. They

expanded upon the FH model by separating the change in enthalpy of mixing into an

electrostatic term and a non-electrostatic term (which they neglected, but other authors

have since included [14, 119, 128]). The Voorn-Overbeek model uses the Debye-Hückel

theory to describe the electrostatic free energy of solution:

Fele = −q2

3ϵ
κNz (2.6)

where q is the elementary charge, ϵ is the dielectric constant, κ is the Debye length,

κ2 = 4πq2Nz

ϵkBTVtot
, and Nz is the total number of electrostatic charges.

This can be rewritten as the electrostatic free energy per lattice site (in units kBT ):

Fele = −α

(
m∑
i=1

σiϕi

)3/2

(2.7)

with α given by

α =
2

3

√
π

(
lB
l0

)3/2

(2.8)

where lB is the Bjerrum length (the distance where the electrostatic interaction between

two charges is equal to the thermal energy scale, often taken to be 0.7 nm in water), and

l0 is the length of a lattice site.

The Voorn-Overbeek theory has been used to model the phase separation of flexible,

equal length polymers with high charge density, which were mixed at equal stoichiometry

[119]. This work exemplifies a few tricks that can be used with the Voorn-Overbeek

model. First, in the high salt limit ([monovalent salt] > 50 mM), the salt concentration is
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approximately constant in all phases; thus, the salt’s contribution to the entropic term can

be ignored. In addition, complex coacervates are charge neutral, so the volume fraction of

equal length, flexible polymers with equal charge density in the dense phase must be equal

[129]. These assumptions allows one to solve for a single variable ϕpoly = ϕpolycat+ϕpolyan

when solving for the phase boundary [119].

2.2.3 Wertheim’s Thermodynamic Perturbation Theory

Wertheim’s Thermodynamic Perturbation Theory (TPT), also known as the Statis-

tical Associating Fluid Theory (SAFT), has been used to describe the phase separation

of NSs [42, 56, 130]. TPT calculates the free energy of a system with a limited number

of directional interaction sites (patches) (Fig. 2.6). Each site is limited to a single inter-

action with a site on another particle [131]. The free energy of the target system (e.g.,

NSs with sticky ends) is described as a perturbation to a well-characterized reference

fluid — taken to be a system of NSs without base pairing interactions. The free energy

per particle of the reference fluid, fref is described as an ideal gas of hard spheres with

pair-wise interactions defined by the second virial coefficient, Bi,j
2 :

fref =
Fref

n
=

m∑
i=1

ϕi lnϕi + ln ctot − 1 +
m∑
i=1

m∑
j≥i

cicj
ctot

Bi,j
2 (T ) (2.9)

where n is the number of particles, ϕi is the same volume fraction as in the FH theory,

ci is the number density of species i, and ctot is the total number density of all species.

The first term is the same entropy of mixing from FH theory; the second and third terms

incorporate excluded volume interactions; and the fourth term describes the pair-wise

interactions between blunt NSs (including electrostatic repulsion between backbones)

that has been found using simulations [130].

Incorporating attractive patches (NS–NS binding sites) onto each particle perturbs
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the system from the reference fluid, f = fref + fbind. The free energy contribution from

NS–NS binding depends on the probability of an arm being bound, pb:

fbind = zctot ln(1− pb) +
1

2
zctotpb (2.10)

where z is the valency of a NS and zctot is the number density of NS arms. Eq. 2.10

shows that the free energy contribution of an unbound arm is dominated by entropy while

the free energy of a bound arm is dominated by enthalpy. The probability of binding is

calculated using the law of mass action and assuming Arrhenius behavior:

k =
[products]

[reactants]
=

cds
c2ss

= ce∆G/kBT (2.11)

where the cds is the number density of the product, dsDNA; the denominator, c2ss, is

squared because two single strands are required to form a double strand; and ∆G is the

free energy of DNA hybridization, as calculated by SantaLucia (2004) (See Section 2.3.)

[132]. Eq. 2.11 assumes a system composed of only one species of NS, but previous work

has accounted for combining species of multiple valencies [130].

Wertheim TPT has been used to describe the growth in the phase boundary for

NSs with increasing valence and salt concentration [130, 133] and the formation of a

percolating equilibrium gel phase in the dense phase [133]; however, for many of these

works, the quantitative values deviate from experimental results. For example, Conrad

(2022) showed that the phase boundaries are similar for a four-armed and five-armed NS,

but TPT predicts a consistent increase with increasing valence [42, 57, 134].
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2.2.4 Other models

Other models have been used to describe protein-based phase separation. These

models can account for some factors that mean-field-based models, like FH theory and

the Voorn-Overbeek approximation, cannot. For example, mean field models treat all

monomers equally (e.g., if only a subset of monomers are charged, the charges are ran-

domly assigned on the polymer); however, recent works have shown that charge pattern-

ing impacts phase behavior, not just the fraction of charged molecules [135, 136, 137].

Other models, like the sticker-spacer model and Random Phase Approximation (RPA),

are able to account for the distribution of charge along a polymer (Fig. 2.6) [135, 138,

139]. In the sticker-spacer model, the attractive interactions, “stickers,” are spaced along

a linear chain and are separated by non-interacting monomers, or “spacers,” based on

the polymer that they are modeling [135, 140]. RPA considers fluctuations in the concen-

tration of charges in solution due to the charges on the polymer when predicting phase

behavior [141, 142]. RPA has also been used to describe the arrangement of NSs in the

dense and dilute phase [143].

2.3 SantaLucia model of DNA hybridization

The NSs used throughout this dissertation generally interact via hybridization of

sticky ends. Thus, it is necessary to understand the free energy of DNA hybridization

to describe the behavior of NSs within the dense phase. The thermodynamics of DNA

hybridization is dependent on a variety of interactions beyond Watson-Crick-Franklin

base pairing (e.g., base-stacking between neighboring bases and hydrophobic interactions

between the bases and surrounding solution) [132]. Rather than isolate the effects of

each interaction, SantaLucia (1998) created a phenomenological model that is commonly

used to calculate the free energy associated with the binding of a given DNA sequence.
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This unified model uses nearest-neighbor parameters to determine the thermodynamics

of DNA hybridization as they relate to salt concentration, temperature, and DNA length

[132, 144]. The model accounts for each pair of base pairs, ∆Gi,i+1; the effects of the

outer-most base pairs, ∆Gint; and the effects of having a symmetric sequence, ∆Gsymm:

∆Ghybrid =
N−1∑
i=1

(∆Gi,i+1) + ∆Gint +∆Gsymm (2.12)

where N is half the number of phosphates in the hybridized structure. The values for

∆Gi,i+1 at 1 M NaCl and 37 ◦C are given in Ref. [132]. To calculate ∆Ghybrid at another

temperature, the free energy must be adjusted by

∆Ghybrid = ∆Hhybrid − T∆Shybrid (2.13)

where ∆Hhybrid is the enthalpy of binding and ∆Shybrid is the entropy of binding, both

given in Ref. [132]. Additionally, to calculate ∆Ghybrid at a monovalent salt concentration

that is not 1 M NaCl, the free energy must be adjusted by

∆G(CNa+) = ∆G(1 M Na+)− 0.114N × ln(CNa+) (2.14)

where CNa+ refers to the molar concentration of sodium ions in solution, N is half the

number of phosphates, and 0.114 is an empirically derived coefficient suited for short

oligomers. Note that Eq. 2.14 is applicable only for short oligomers, and another equation

must be used for longer sequences [132]. These equations make clear that the free energy
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of DNA hybridization is easily calculable in various salts and temperatures. Because NSs

interact primarily through DNA hybridization, the NS system is a unique model that

can be used to isolate the effects of inter-molecular interactions on phase behavior.
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Chapter 3

Salt-dependent properties of a

coacervate-like, self-assembled DNA

liquid

3.1 Preamble

This chapter is adapted from “Salt-dependent properties of a coacervate-like, self-

assembled DNA liquid,” which is the result of a collaboration with Dr. Byoung-jin Jeon,

Dr. Dan Nguyen, Nathaniel Conrad, Dr. Deborah K. Fygenson, and Dr. Omar A. Saleh.

It is reproduced and adapted from Ref. [41] with permission from the Royal Society of

Chemistry.

3.2 Introduction

Since the discovery that phase separation plays a role in sub-cellular organization,

many studies have examined the underlying principles of LLPS of biomolecular compo-
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nents [17, 120, 145]. Recent works have used intrinsically disordered proteins and RNA

as a model system to characterize the effects of net charge, individual sequence changes,

and conformational changes on phase behavior [146, 147, 148]. However, there can be

unanticipated factors that impact protein-based phase separation. For example, although

many works attribute phase separation to attractions between disordered regions of pro-

teins, Wei et al. (2017) concluded that the phase behavior of a protein depends on more

than just the disordered regions [9]. They examined the phase separation of a protein,

LAF1, and a disordered sequence within LAF1 and showed that the critical salt concen-

tration, viscosity, and mesh size of liquid droplets differed between the two condensates;

in other words, the ordered regions of a protein impact phase behavior in addition to the

disordered domains [9].

Understanding the formation and properties of biomolecular condensates has proven

to be challenging due to the intricacies of the components and of the intermolecular

interactions; thus, a unified model that links individual molecular properties to the prop-

erties of a coacervate has yet to be developed [1, 149]. Here, the NS system is used to

examine how inter- and intra-NS interactions influence bulk phase separation. We ex-

pected individual NS properties to be salt-sensitive, due to charge screening effects that

modulate the repulsion between negatively charged phosphate groups in sticky-ends of

neighboring NSs or in arms within a single NS. Because NS phase separation is dictated

by well characterized Watson-Crick-Franklin base pairing, we can relate inter-NS ther-

modynamics to bulk properties. Bomboi et al. (2015) examined the relaxation of NSs

within the dense phase at various salt concentrations [69]. They described the slowing

down of NS rearrangement at high salt using sticky end hybridization thermodynamics.

Thus, we anticipated that other material properties of NS liquids would be dependent

on salt concentration as well.

Here, we find that the changes of some properties can be related to the thermody-
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namics of DNA binding, but others cannot. For example, we observe an increase in the

viscosity and decrease in diffusivity with increasing salt that can be attributed to the

sequence- and salt-dependent thermodynamics of base pairing. From this, we conclude

that the transport properties of the liquid are dictated by an Arrhenius-activated process

with an activation barrier of a single NS bond. On the other hand, the relationship

between volume fraction of DNA in the NS-rich phase and salt establishes that electro-

static screening allows NSs to take on more compact configurations and makes the dense

phase more concentrated at higher salt. Similarly, we observe that the surface energy

contribution per NS is much lower than the free energy of a single NS–NS bond. We

attribute this to NSs being flexible enough to bend such that all arms remain in the dense

phase. Finally, the product of the viscosity and diffusion coefficient seems to indicate a

breakdown of the Stokes–Einstein relation. From this, we theorize that the interior of

the DNA liquid is a heterogeneous, clustered structure and that the size of the clusters

depends on salt concentration. Understanding how inter-particle and intra-particle in-

teractions impact the bulk material properties of NS liquids may clarify how individual

component properties impact other biomolecular condensates as well.

3.3 Procedures

3.3.1 NS formation

NSs used for this work had the same core sequence as previous NS-liquid works and

included two unpaired adenosines at the junction and one unpaired adenosine between

the sticky end and double stranded arm (Fig. 3.1a) [34, 47, 50, 69, 150]. Although LLPS

here and in previous works was driven by sticky end hybridization of the same sequence

(5’-CGATCG-3’), in this work, the sticky end was located on the 5’ end of each oligomer
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whereas it was most often on the 3’ end in previous works. We showed that despite this

change in design, with sufficient salt and at low temperature, NSs interacted to form

DNA-rich, spherical NS-liquid droplets within an aqueous DNA-dilute phase (Fig. 3.1b).

Figure 3.1: (a.) Schematic of individual NS constructs. Once sufficient salt is included,
NS liquids are formed via hybridization between 6 nucleotide (nt) sticky ends. (b.)
Confocal image of phase separated NS droplets at 0.5 M NaCl. A mixture of untagged
and Cy3-tagged NSs (99:1) was used for fluorescent visualization at 561 nm excitation.
XZ (bottom) and YZ (right) projections show the spherical shape of the droplets.

3.3.2 Volume fraction in the dense phase

We began by measuring how salt concentration impacts NS concentration in the bulk

phase. Previous work has shown that in the phase separating regime, DNA concen-

tration in the dense phase is relatively unaffected by temperature, which suggests that

NS concentration may not be impacted by inter-NS binding thermodynamics [34]. To

investigate this, we examined how changes in salt concentration affects the density of

DNA within the NS liquid via two methods: absorbance spectroscopy and by tracking

sedimenting droplets.

Absorbance spectroscopy compares the incident light intensity to the intensity of light

that reaches a detector after passing through a sample. The amount of light absorbed

depends on the wavelength of light and the composition of the sample. (For example, peak

absorbance for DNA is at 260 nm [151].) The concentration of DNA can be determined
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using the absorbance at 260 nm and calculated using Beer’s Law:

A260 = εlC (3.1)

where l is the path length (set by the device), C is the molar concentration of NSs, and ε is

the molar extinction coefficient, which is dependent on the DNA sequence. (See Methods

for ε calculation.) Following previous work, we separated the dense and the dilute phase

using centrifugation and extracted each for analysis with absorbance spectroscopy (Fig.

3.2a) [34].

Using this method, we showed that NSs exhibited a key property of LLPS: At con-

stant interaction strength, the concentration of macromolecules within the dense phase

should be constant with changing bulk concentration. Instead, as the bulk concentration

of the macromolecule is increased, the volume taken up by the dense phase should in-

crease, but the interior properties of the dense phase should remain the same. We show

that this holds true: the concentration in the dense phase is constant for different bulk

concentrations of NSs (Fig. 3.2b).

We confirmed that centrifuging the NS liquid does not impact the phase behavior by

comparing the concentration measured via absorbance spectroscopy with the concentra-

tion derived from NS droplet sedimentation. NS droplets sink because they are dense

compared to the surrounding solution (Fig. 3.3a). The rate of descent is dictated by the

properties of the dilute phase and the DNA-rich phase: gravitational force pushes the

droplet downward but is resisted by the Stokes’ drag force — a frictional force created

by the viscous solution surrounding the drop. Drops reach terminal (constant) velocity
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Figure 3.2: (a.) Bulk phase separation of 100 µL of NS solution. NSs are visualized
by adding YOYO-1 at 1:100 dye to NS molar ratio. (b.) The concentration of DNA in
the NS liquid phase is independent of the total DNA concentration of the NS solutions
at all three salt conditions explored.

when the net force on it is zero (Fig. 3.3b). From the velocity of sedimentation, v, we

solved for the difference in mass density between the dense and dilute phase:

∆ρ =
9

2

vηfluid
gR2

(3.2)

where ηfluid is the viscosity of the surrounding fluid, and R is the radius of the droplet.

Assuming Stokes’ drag force is applicable requires that the solution is not turbulent, but

rather is in the creeping-flow regime, while the droplet sediments [152]. The turbulence

of a fluid is characterized by the Reynolds number, the ratio between viscous forces and

inertial forces:

Re =
ρfluidv L

ηfluid
(3.3)

where ρfluid is the mass density of the dilute phase (which was approximated as a solution
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Figure 3.3: (a.) Projection of NS drop sedimenting (blue) with a drop settled on the
bottom glass surface (red) for reference. (b.) The velocity of a droplet sedimenting is
constant when at terminal velocity.

of salt and water), v is the velocity of the droplet sedimenting, and L is the characteristic

length scale of the system (taken to be the radius of the drop). Approximating each

parameter to be their maximum possible value (ρfluid = 1040 mg/mL, the mass density

of 1 M NaCl in water; v ≈ 10 µm/s; the maximum radius of a drop to be 50 µm; and

η = 10−3 Pa·s) gives a maximum Reynolds number as Re < 5×10−4 — far below the cut

off for turbulent flow, which is taken to be of order one, so our assumption of employing

Stokes’ drag force is validated [152].

Only four components were present while tracking the droplet sedimentation: NSs,

salt, buffer, and water. Assuming that the buffer and salt concentrations in the dense

and dilute phase are equal, the total density of the droplet, ρdrop, is equal to a weighted

average of the density of DNA and the density of salt water (referred to as solution here):

ρdrop = ϕDNA × ρDNA + ϕsolution × ρsolution, (3.4)
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where ϕ indicates the volume fraction of each component within the dense phase. ρsolution

was adjusted based on the salt concentration [153], and ρDNA was taken to be 1700

mg/mL, the density of pure DNA [104]. Because the sum of the volume fractions of each

species must equal one, from Eq. 3.4, the volume fraction of DNA in the dense phase

was calculated using

ϕDNA =
ρdrop − ρsolution
ρDNA − ρsolution

(3.5)

3.3.3 Viscosity

Viscosity, or a fluids ability to resist flow, is a key property of liquids. Because fluid

flow is dependent on bonds breaking, we anticipated that the viscosity within the NS

dense phase would depend on salt concentration where more stable bonds (high salt)

would result in a higher viscosity. We measured the viscosity in the DNA-dense phase

using microrheology and bulk oscillatory rheology.

Microrheology is performed by tracking the mean squared displacement (MSD =

⟨(r(t) − r(0))2⟩) of fluorescent probe particles as they move due to Brownian motion

while the movement is resisted by the surrounding fluid. The scaling of the MSD with

lag time can be used to determine properties of the sample. For example, the MSD of

a probe in purely elastic materials is independent of the lag time whereas the MSD in

purely viscous materials is linearly proportional to time. Here we used 200 nm diameter

beads, much larger than an individual NS, and embedded them into large NS droplets

(Fig. 3.4a). We observed that over long time scales, the MSD of the bead is linearly

proportional to the lag time of the measurement, τ ; thus the NS liquid acts as a viscous

liquid on long time scales (Fig. 3.4b), and the MSD is given by
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⟨MSD⟩ = 2dDbeadτ (3.6)

where d is the number of dimensions in which the bead displacement is being tracked

(in this case, 2) and Dbead is the diffusion coefficient of the bead [78]. We derived the

viscosity of the dense phase, η, based on the diffusion of a bead of radius R using the

Stokes-Einstein equation,

D =
kBT

6πηR
(3.7)

For bulk rheology, the dense NS phase was placed between two horizontal plates. The

bottom plate oscillated at a set frequency, and the top plate detected the NS-liquid’s

resistance to the oscillations. The viscosity can be calculated based on the value of the

modulus at the frequency where the material shifted from exhibiting elastic behavior to

exhibiting viscous behavior: η = 2πGc/ωc (Fig. 3.4c). For a more in-depth description

of bulk rheology, see Ref. [57].

The viscous response measured via the two methods agree incredibly well (e.g., η was

measured to be 45 Pa·s via bulk rheology and 46± 3 Pa·s via microrheology at 500 mM

NaCl). In addition, for both experiments, a deviation from viscous behavior is seen at

short time scales (high frequency for bulk viscosity). This may be indicative of the NS

liquid’s viscoelastic properties. However, in this work, we focused on long time scales

where the dense phase acted as a viscous liquid.
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Figure 3.4: Measurements of viscosity (a.) Confocal image of fluorescent probe
particles (yellow) embedded in a large NS droplet. (b.) Log–log plots of averaged mean
squared displacement (MSD) of the probe particles at three different concentrations
of NaCl. (c.) Storage and loss moduli (G’ and G”) of the NS liquid phase at 0.5
M NaCl at 20 ◦ C from bulk rheology. (d.) Viscosity increases with increasing salt
concentration, as measured with microrheology.

3.3.4 Surface tension

Interfaces are energetically costly — for example, in the NS system, we expected that

arms at the surface of a drop would be unable to form bonds due to being in contact with

the dilute solution. Because of this, NS drops and other liquids round up into spheres,

the shape which minimizes the surface area to volume ratio and thus the free energy

contribution of the surface. The surface tension describes the free energy contribution

per unit area due to an interface [79]. Thus, we expected the surface tension of the NS

droplets to increase because the enthalpic penalty per unbound arm would increase at

the surface.

Here, we measured the surface tension, σ, by tracking the relaxation of a drop into a

sphere of radius R (Fig. 3.5a). We found non-spherical drops by monitoring coalescence

events: As two drops begin to coalesce, they form a bridge that connects the two drops
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Figure 3.5: (a.) Coalescence event of two NS-liquid droplets imaged over time. (b.)
Aspect ratio of a NS-drop is defined as A = L−W

L+W where L and W are the length and
width of the deformed droplet under relaxation. (c.) Surface tension increases with
increasing salt.

with a width smaller than the radii of either drop. As time progresses, the width of the

bridge increases and the coalescing structure forms an ellipsoid. We measured the aspect

ratio of the ellipsoid, A = L−W
L+W

where L is the length of the longest dimension and W is

the maximum width perpendicular to L, and tracked the rate at which the drop rounded

into a sphere (Fig. 3.5b). The timescale of relaxation, τrelax is given by [154]:

τrelax =
(2λ+ 3)(19λ+ 16)

40(λ+ 1)

ηsolutionR

σ
(3.8)

where λ is the ratio between the viscosity within the drop (found above) and the sur-

rounding solution, λ =
ηdrop

ηsolution
. In the limit where the internal viscosity is much larger
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than the external viscosity, Eq. 3.8 reduces to

τrelax ≈ 19

20

ηdropR

σ
. (3.9)

Similar methodology has been used to determine the ratio of viscosity and surface

tension of each of the nucleolar subcompartments found in X. laevis oocytes [17] and in

model systems composed of single proteins and RNA [155]. Here, we isolated the surface

tension by incorporating the viscosity that was determined above (Fig. 3.5c and Table

3.4.3).

3.3.5 Diffusivity

The diffusion of particles within liquids depends on pairwise interactions where stronger

interactions tend to result in slower rearrangement. Previous work concluded that NS

network rearrangement is dependent on the breaking of one or a few NS bonds [34, 50].

Thus, we anticipated the diffusivity of NSs within the dense phase to decrease with in-

creased salt. To measure the diffusion of NSs within the dense phase, we performed FRAP

— fluorescence recovery after photobleaching. FRAP involves exposing a small spot of

sample to a high-power light source to photobleach the fluorophores within that region

(Fig 3.6a) [117]. Immediately after photobleaching, the intensity within the dimmed

spot can be well fit to a Gaussian (Fig. 3.6b). As time passes, particles that have not

been photobleached diffuse into the dim region and photobleached particles diffuse out.

This causes the intensity within the dim spot and the variance of the Gaussian, s2(t),

to increase. The rate of recovery within the photobleached region can be related to the

diffusion coefficient of the particles by:
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D ∝ s2(t)

t
(3.10)

Additionally, FRAP can be used to determine if the sample is gel-like or liquid-like. If

after a long time the intensity returns to the original intensity (full recovery), the sample

is liquid-like. If it recovers only partially, the sample is gel-like.

Figure 3.6: (a.) Photobleached spot produced by FRAP immediately after photo-
bleaching (top row) and recovery after 3 minutes (bottom row). The salt concentra-
tion in the left column is 0.25 M NaCl, the middle is 0.5 M NaCl, and the right is 1
M NaCl. (b.) Average pixel intensity with the center of the drop set to r = 0. (c.)
As the photobleached spot recovers, the variance of the Gaussian fit to the intensity
profile, s2, increases. The rate of recovery depends on salt concentration. (d.) Diffu-
sion coefficient as it varies with salt.

3.4 Results and Discussion

We compared NS liquid bulk properties to salt concentration because previous work

related NS rearrangement to the thermodynamics of sticky end hybridization, which is
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known to depend on salt concentration [69]. From SantaLucia and Hicks (2004), we

calculated the free energy of binding of 5’-CGATCGA-3’ sticky ends at each salt concen-

tration which are given in Table 3.1 [132]. (See Chapter 2 for a review of the SantaLucia

model.)

[NaCl] (M) ∆GNS (kcal/mol) ∆GNS (×10−20 J/interaction)
0.25 -8.75 -6.1
0.5 -9.13 -6.3
1 -9.5 -6.6

Table 3.1: ∆G of NS–NS binding at various salt concentrations

Recent work has used small angle x-ray scattering (SAXS) to derive the interaction

potential between NSs in the dense phase [143]. Using NSs with the same CGATCGA sticky

end, Spinozzi et al. (2020) calculated the inter-NS binding enthalpy to be approximately

the same as the enthalpy that corresponds to the free energies given in Table 3.1.

Figure 3.7: The relationships of (a) viscosity, (b) diffusivity, and (c) surface tension
with [NaCl] indicate each parameter is sensitive to the energetics of DNA hybridiza-
tion.

3.4.1 NS binding thermodynamics, viscosity, and diffusivity

Viscosity and diffusivity depend on the breaking and formation of bonds between

neighboring particles. Previous work has shown that NS network rearrangement slows

47



Salt-dependent properties of a coacervate-like, self-assembled DNA liquid Chapter 3

[NaCl] (M) Viscosity from
microrheology
(Pa·s)

Viscosity from
bulk rheology
(Pa·s)

Diffusion
coefficient
(10−3µm2/s)

0.25 24 ± 4 x 27 ± 5
0.5 45 ± 3 46 9 ± 3
1 88 ± 17 x 3.6 ± 0.9

Table 3.2: Transport properties vs salt concentration

down at higher salt due to more stable inter-NS interactions [69]. We hypothesized that

viscosity and diffusivity would reflect this as well and indeed found that stronger NS–NS

interactions result in an increase in viscosity and a decrease in diffusivity (Table 3.4.1).

Previous work determined that for processes that involve breaking NS bonds, the

dynamics are well described by Arrhenius behavior [34, 50, 69]. The Arrhenius equation

describes the dependence of the timescale of a reaction, τ , on activation energy and

temperature:

τ ∝ eEa/kBT ∝ eln[Na+] (3.11)

where Ea is the activation energy of a reaction set to ∆GNS here [91]. Thus, we expected

these properties to scale with salt as η ∝ [NaCl] and 1/D ∝ [NaCl], which is supported

by the data (Fig. 3.7a, b). We provided further evidence for this model by performing

microrheology with NS drops of a stronger sticky end sequence, 5’-ACGCGT-3’. At 500

mM NaCl, ∆GACGCGT ≈ −9.5 kcal/mol while ∆GCGATCG ≈ −9.1 kcal/mol. (Note

that at 1 M NaCl, ∆GCGATCG ≈ −9.5 kcal/mol.) The viscosity of liquids composed of

stronger sticky end NSs at 500 mM is approximately the same as the viscosity of original

sequence NS-liquids at 1 M NaCl; i.e., the viscosities are the same when the free energy

of binding for the two NSs are the same (Fig. 3.8.)
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Figure 3.8: Averaged mean squared displacements (MSD) of 200 nm probe particles
in liquid droplets of two different NSs, NS-CGATCG and NS-ACGCGT, as a function
of lag time at 0.5 M NaCl. The lower MSD values for NS-ACGCGT lead to a higher
viscosity, when calculated from MSD = 4Dprobeτ

α.

We also find that these properties scaled such that the activation barrier of the Ar-

rhenius behavior is equal to about one broken NS bond. This agrees with previous DLS

work (and more recent rheology work) that similarly determined that NS network rear-

rangement is dependent on one or two NS bonds breaking [50, 57, 69]. Other works have

used microrheology to measure the viscosity of the NS dense phase formed by NSs similar

to those used here. Fernandez-Castanon et al. (2018) observed a decrease in viscosity

with increasing temperature which follows the Arrhenius model that we propose for re-

lating the macroscopic transport properties to individual NS rearrangement; however,

their measured viscosity is about an order of magnitude higher than the measurements

here, despite being at a lower salt [71]. Similarly, Biffi et al. (2015) used impurities in

their system to measure a similar viscosity to the viscosity found here despite being at

a much lower salt than those used here [50]. Finally, Bomboi et al. (2019) created a

system in which NSs could only interact with each other via a linker. In addition to
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effectively extending each NS arm, they were able to enforce that the NS liquid was not

in a fully bound state. They measured the viscosity to be orders of magnitude below our

measured viscosity indicating that arm length and/or forming a fully bonded network

creates a large impact on the viscosity of the dense phase [52].

Additionally, Lee et al. (2021) used FRAP and observed that the trend of NS diffu-

sivity with salt matches the trend that we observed here [43]. They also observed a larger

increase in the diffusion coefficient upon increasing intra-NS flexibility (as compared to

changing salt concentration). Although they measured a larger diffusion coefficient than

this work, several key differences exist between these systems — namely NS valency, arm

length, and temperature.

3.4.2 Beyond binding: NS concentration in the dense phase

The concentration of NSs within the dense phase found via absorbance spectroscopy

and droplet sedimentation are listed in Fig. 3.9b. The two methods show that the

concentration within the dense phase increases with increasing salt concentration (Fig.

3.9a).

We expected the concentration of NSs in the dense phase to increase with increasing

salt concentration due to the NS–NS bonds being stabilized. However, Biffi et al. (2013)

calculated the concentration of a fully bonded network assuming that the center of each

NS is a point on a diamond lattice and all arms are rigid [34]. The concentration of

DNA in this approximation was calculated to be 13.3 mg/mL, significantly less than

the concentrations measured here. We speculate that the measured NS concentration is

above the limit of the diamond lattice because the angle between NS arms is not fixed,

and NSs can take on more compact configurations than the model allows. As the salt

concentration is increased, the negative backbones within a NS are increasingly screened
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Figure 3.9: NS concentration in the dense phase increases with increasing salt con-
centration shown (a.) as a graph and (b.) in a table.

which allows NSs to adopt more compact shapes at higher salt concentrations. Finally,

from these results, we calculated the volume fraction of NSs within the dense phase to

be 1 − 2%. A low volume fraction is to be expected given the stiff nature of each arm

and limited valence of the NSs; although individual NSs can become more compact at

higher salt concentrations, the stiff arms continue to push neighboring NSs away from

each other.

Previous work used absorbance spectroscopy and found the concentration of DNA in

the dense phase to be about 17 mg/mL at 50 mM NaCl and 20 ◦C [34]. This aligns well

with the absorbance spectroscopy measurements here, which estimate the concentration

to be about 15 mg/mL at 50 mM NaCl. Recent work has suggested that DNA concen-

tration in the dense phase is regulated by individual NS properties such as arm length

and space taken up by individual NSs [156]. Other experimental results have supported

this; for example, Tayar et al. (2022) published work that measured the concentration

of NSs in the dense phase composed of NSs with different sticky ends, but the same arm
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size. They found a similar DNA density despite working in different solution conditions

[157]. Lee et al. (2021) and Conrad et al. (2022) observed a salt-dependent trend that

replicated what was observed here: that NSs are more concentrated in the dense phase

at higher salt [42, 43]. Lee et al. (2021) used three-armed NSs and consistently measured

a lower concentration of NSs in the dense phase than the concentrations measured here,

similar to the valence-dependent trend of DNA concentration in the dense phase that

was measured by Conrad et al. (2022).

3.4.3 Beyond binding: Surface tension

To compare the surface tension to the free energy of a NS–NS bond, we calculated

the free energy penalty per NS at the interface. We anticipated that the surface tension

should scale as σ ∝ |∆GNS |
v
2/3
NS

, where vNS is the volume per NS (making v
2/3
NS the surface

area taken up by each NS) calculated via our concentration measurements. Because the

concentration in the dense phase changes with salt concentration, we expect the number

of NSs at the surface to change as well (Table 3.4.3). We used the SantaLucia model

to determine that surface tension should scale with ln([NaCl]) [132]. To compare the

surface tension to ∆GNS, we calculated the free energy of a single interaction.

[NaCl]
(M)

σ (µN/M) Volume
per NS
(nm3)

σv
2/3
NS

(× 10−22 J)
|∆GNS|
(×10−20 J)

0.25 1.23 ± 0.06 5190 3.7 6.1
0.5 2.28 ± 0.13 4000 5.8 6.3
1 3.7 ± 0.9 2840 7.4 6.6

Table 3.3: Surface tension and related values as compared to ∆GNS of individual interactions

We find that σv
2/3
NS scales linearly with ln[NaCl] indicating that surface tension de-

pends on both thermodynamic interactions and conformational changes of NSs (Fig.

3.7c). Interestingly, we calculate the surface penalty per NS to be consistently orders of
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magnitude less than the binding free energy of a single NS–NS interaction. We attribute

this to the internal flexibility of each NS: most NS arms are bent inward and are able to

join the NS network, and only about one or two in 100 sticky ends are unpaired at the

surface.

Recently, Agarwal et al. (2022) compared the surface tension of NS drops of varying

arm length. They determined that for their work, scaling the surface tension by the

surface area of a NS is insufficient to accurately describe the dependence of NS droplet

coarsening on NS size [39]. Instead, they found a smaller decrease in surface tension with

increasing arm length than is predicted by the ideal (NS size)2. That said, we showed that

this was sufficient to explain how surface tension scales with salt concentration indicating

an interesting distinction between the effects of NS compaction and NS arm length on

surface tension.

3.4.4 Beyond binding: Stokes-Einstein Equation

The Stokes-Einstein equation (Eq. 3.7) predicts that for constant particle size, the

product of the diffusion coefficient and the viscosity of the fluid should remain constant

at the same temperature. However, we observe that the product Dη decreases with in-

creasing salt concentration (Fig. 3.10). One might assume that the change in Dη could

be explained by the changing concentration of NSs within the dense phase; however,

this would result in an increase in Dη with increasing salt concentration rather than the

measured decrease. Instead, we postulate that NSs within the dense phase are inhomoge-

neous: rather than being evenly distributed in the dense phase, they form heavily-linked

clusters that are spatially distinct from each other. As the salt concentration increases,

the clusters grow in size and have longer lifetimes which would result in the decrease in

Dη as observed. This may seem to contradict the conclusion above — that the transport
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Figure 3.10: The product of the NS diffusion coefficient in the dense phase and vis-
cosity of the dense phase decreases with increasing salt concentration.

properties depend on breaking one NS–NS bond; however, we posit that the clusters are

connected by relatively few bonds, which would dominate the transport properties. This

conclusion has since been supported by Conrad et al. (2019), which similarly suggested

that the interior of the NS liquid was composed of loosely-linked clusters based on the

stress where the NS-rich phase yields in bulk rheology [57].

3.4.5 Comparison to other coacervate systems

The unique features of NS-liquids become clear when compared to those of other

reported biomolecular liquids, such as synthetic coacervates and liquids derived from

components of intracellular droplets (see Table 3.4). The most salient difference is that

NS-liquid properties respond to salt in the opposite manner as the other systems. This

occurs because the NS-liquids form due to salt-stabilized DNA hybridization, while the

other systems form due to electrostatic attractions, which are weakened by added salt.

Table 3.4 also points out that the various biomolecular liquids vary strongly regarding
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System Macromolecular
volume fraction

Viscosity
(Pa·s)

Surface tension
(N/m)

Ref.

DNA NS
droplets

2− 3.5 wt% (in-
crease)

101

(increase)
10−6

(increase)
This study

Synthetic
coacervates

15− 25 wt%
(decrease)

101 − 105

(decrease)
10−5 − 10−4

(decrease)
[119, 158,
159, 160, 161,
162, 163]

Intracellular
droplets

0.3− 0.5 wt%
(decrease)

100 − 101

(decrease)
10−6 − 10−4

(decrease)
[17, 18, 164,
165]

Table 3.4: Physical properties of various coacervate and biomolecular liquid systems
(response to increasing [salt]).

their density; note that the variation in the remaining properties (viscosity and surface

tension) can roughly be understood as being sensitive to density. Synthetic coacervate

systems are generally at least 10-fold denser than the other systems, likely because the

constituent polymers tend to be highly charged and flexible, permitting each chain to

contact many oppositely-charged chains, thus driving higher liquid densities [119]. In

contrast, the present NS-liquid system has a limited valence: strong inter-particle contact

is permitted only at the four overhangs, which decreases particle packing and liquid

density. Further, we expect that the stiff nature of the DNA arms contributes to the low

density by pushing bound particles away from each other. Interestingly, single-component

liquids formed from purified LAF1, a protein derived from an intracellular droplet system,

achieve an extraordinarily low density (0.3%). The researchers attributed the expansive

occupied volume in their system to large configurational fluctuations of the protein [9].

Thus, both the NS model system and the LAF1 model system have very low volume

fractions in the dense phase which is modulated by configurational changes.
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3.5 Conclusion

The goal of this work is to understand how inter-molecular properties affect NS ma-

terial properties. Previous works have concluded that the timescale of NS rearrangement

within the dense phase is dominated by NS–NS binding interactions [47, 69]. This work

shows that while some bulk material properties can be directly linked to thermodynamics

of NS binding, other properties require further analysis. We propose that these prop-

erties are instead linked to the flexibility of individual NSs and clustering within the

dense phase. Specifically, both the viscosity and diffusivity of NSs in the DNA-dense

phase can be well described by Arrhenius behavior with the free energy of NS binding

as the activation energy, which is supported by previous research [34, 50, 69]. Beyond

this, the surface energy contribution per NS is much less than the free energy of a single

NS–NS bond. We postulate that most arms are turned inward at the surface, so there

are not many unbound sticky ends. Similarly, we attribute the increase in concentration

of NSs in the dense phase to increased screening between arms of a single NS, allow-

ing them to adopt a more condensed shape. Finally, our results seem to contradict the

Stokes-Einstein equation in that the product of the diffusion coefficient and the viscosity

of the NS-liquid decreases with increasing salt concentration. We postulate that this

is due to an inhomogeneous distribution of NSs in the dense phase — that there are

clusters of tightly linked NSs that grow in size and stability with increasing salt. These

results show that the NS-rich phase properties have contrary reactions to salt concen-

tration from other biomolecular condensates, which we speculate is due to the different

attractions that drive phase separation in the two systems. More recent works have fo-

cused on NS material properties as they relate to NS binding strength and other factors

[43, 52, 57, 143, 156, 157]. These works highlight that, in addition to salt concentra-

tion, individual NS properties such as internal flexibility and valency play key roles in
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determining NS liquid properties.
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Chapter 4

Length-Dependence and Spatial

Structure of DNA Partitioning into

a DNA Liquid

4.1 Preamble

This chapter is based off of the published work “Length-Dependence and Spatial

Structure of DNA Partitioning into a DNA Liquid,” which is the result of a collaboration

with Dr. Dan Nguyen, Dr. Byoung-jin Jeon, and Dr. Omar A. Saleh. It is reproduced

and adapted from Ref. [75]. Copyright 2018 American Chemical Society.

4.2 Introduction

Within the cell, biomolecular condensates can be composed of tens or hundreds of

distinct components [166, 167]. Some of these components are scaffold molecules, which

are essential for coacervates to form. The membrane-less nature of the droplets permits
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facile exchange of other molecules with the external solution. These solute molecules,

known as client molecules, are not necessary for the phase separation process, but they

have been found within biomolecular condensates at concentrations much higher than in

the surrounding solution [167].

Recent work has tried to understand what physical factors determine client seques-

tration. Clients have been shown to bind to scaffolds via a wide variety of interactions

including sequence-specific binding between nucleic acids and proteins and non-specific

interactions such as electrostatic attraction [166]. The valency of both the client and the

scaffold molecules have been shown to have a significant impact on partitioning and can

be modulated via, e.g., post-translational modifications [166, 167]. In addition, recent

work has shown that — despite not being necessary for phase separation to occur —

client molecules can modulate the physical properties of the dense phase and impact

phase behavior; they can destabilize or promote phase separation depending on if they

are competing for the same interaction sites as other scaffold molecules or are binding to

other sites on the scaffold molecules, respectively [15, 16].

We aimed to understand the physical parameters that impact the composition of

solutes within phase separated liquids. The NS system is an ideal candidate for studying

solute partitioning due to its programmable nature and well-characterized inter-particle

interactions. Here, we examined the partitioning of two solutes into the NS liquid system

and isolated the effects of two factors that influence client partitioning into biomolecular

condensates. We began by examining the partitioning of a neutral, branched polymer

and observed that larger solutes are more excluded from the dense phase than smaller

solutes. We then moved on to the partitioning of different lengths of linear dsDNA. We

took advantage of the programmable nature of DNA and added NS interaction sites to

the ends of the linear dsDNA. Previous work had shown that incorporating sticky ends

onto solute molecules can drive partitioning into DNA dense phases, but most works
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had focused on the partitioning of short DNA sequences (with similar sizes to NSs)

[52, 53]. From examining the partitioning of longer strands of DNA, we show that solute

partitioning is a balance between length-dependent confinement and attractions between

the client and scaffold molecules.

4.3 Results

4.3.1 Effective mesh size of NS-liquids

We first probed the ability of a neutral, branched macromolecule, FITC-labeled dex-

tran, of varying molecular weight (MW) to permeate the NS liquid. We formed NS

droplets without the solute present using NS with the same sequence as the previous

chapter. We then added a few µM of dextran and incubated the sample for several hours

to allow for equilibration. We used a confocal microscope and constructed normalized ra-

dial intensity distributions, I(r), which show that dextran partitioning was homogeneous

within the droplet interior, indicating that the system had reached equilibrium (Fig.

4.1b). In addition, we confirmed that this concentration of dextran is in a dilute solution

regime (where we can ignore solute-solute interactions) by showing that the partitioning

behavior is insensitive to dextran concentration (Fig. 4.1c).

We then calculated the relative intensity within the dense and dilute phases and cal-

culated a partition coefficient, P = Idense

Idilute
∝ Cdense

Cdilute
, assuming that the measured intensity

is linear with concentration [43]. For all MWmeasured, dextran is hindered from entering

droplets (P < 1); however, larger dextran polymers are more excluded from the dense

phase than smaller polymers (Fig. 4.1a, d). The size-dependent partitioning of dextran

indicates that NS-liquid permeability is controlled by a characteristic mesh size, ξ. To

estimate this length scale, we assumed that each FITC-dextran sample is polydisperse

60



Length-Dependence and Spatial Structure of DNA Partitioning into a DNA Liquid Chapter 4

Figure 4.1: Dextran partitioning into NS droplets (a.) Example confocal images
of various sizes of FITC-dextran combined with NS drops. (b.) Fluorescent intensity
profiles (from the center of a NS-liquid droplet into bulk solution) of FITC-dextran
partitioning into NS droplets. Each curve corresponds to a distinct droplet, where
fluorescence is normalized to the signal from bulk solution and radius is normalized
to the droplet radius. (c.) The partition coefficient of FITC-dextran (40 kDa) into
NS-liquids is independent of solute concentration up to 10 µM, indicating the measured
partition coefficients are in the dilute-solute regime. (d.) The partition coefficient of
dextran decreases with increasing hydrodynamic radius.

and that the polydispersity is normally distributed around the reported size. In addition,

we assumed that molecules with hydrodynamic diameters that are bigger than the mesh

size, Dh > ξ, are excluded from the NS-liquid, while those smaller than the mesh size,

Dh < ξ, can freely enter. Thus, when the average size of the dextran molecules is the

same size as the mesh size, ⟨Dh⟩ = ξ, half of the molecules will be fully excluded from

the dense phase (because their hydrodynamic radius is greater than the mesh size). The

smaller half of the molecules will partition into the dense phase such that the concen-

tration in the dense and dilute phase will be equal. Taking f to be the fraction of small

molecules that partition into the droplet and 1− f to be the fraction of small molecules

that do not enter the droplet, the number of dextran molecules within the dense and

dilute phases are
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Ndense = fNsmall =
N

2
f

Ndilute = (1− f)Nsmall +Nbig =
N

2
(1− f) +

N

2

(4.1)

where N is the total number of dextran molecules, and N is divided by two in the third

expression in each equation because Nsmall = Nbig = 1
2
N . f is expected to be equal to

the ratio of the volume of the dense phase and total volume, i.e., f = vdense

vtot
, because it

only considers dextran molecules which easily partition into the dense phase. This gives

P =
Cdense

Cdilute

=
fN

2vdense

2vdilute
(2− f)N

(4.2)

Because we used a low concentration of NSs, we approximated the volume of the dilute

phase to be equal to the total volume, thus, f ≈ vdense

vdilute
. This gives that the partition

coefficient is

P ≈ 1

2− f
(4.3)

Again, employing that the volume of the dense phase is small, f is expected to be small

as well, thus, f ≪ 2. This approximation gives a partition coefficient of P ≈ 1/2 when

the average hydrodynamic radius of the dextran is the same as the mesh size. Because

this roughly occurred for the 40 kDa dextran sample, we estimated ξ ≈ 9 nm (Fig. 4.1b).

4.3.2 Linear dsDNA partitioning is sequence-specific and length-

dependent

We next examined the ability for linear dsDNA linkers of various lengths and NS

binding affinities to partition into NS liquids (Fig. 4.2A). For this, we followed the same

preparation protocol as for dextran: we formed NS droplets, added the linker such that
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the concentration of linker remained in the dilute regime, and allowed the sample to

equilibrate over a long time. Similar to dextran, dsDNA with no NS interactions (blunt

dsDNA) remains largely excluded from the NS-liquid phase (Fig. 4.2B); however, unlike

dextran, blunt dsDNA partitioning shows no clear size-dependent trend (Fig. 4.3A).

We tuned linker–NS interactions by incorporating overhangs on one or both ends

of the dsDNA (Fig. 4.2A). These single stranded sequences included both the sticky

end and an abasic spacer between the sticky end and double stranded part of the linker

(which was necessary for incorporating sticky ends on the linker, see Methods), making

the NS–linker interaction and the NS–NS interaction about the same strength. For

the shortest linker, 131 bp, adding a single overhang to one side of the dsDNA drives

preferential partitioning (P > 1) such that the concentration of linker within the drop is

higher than the surrounding solution. Adding a second overhang to the shortest linker

results in stronger partitioning: the partition coefficient of the 131 bp linker with two

overhangs is roughly five times that of its single overhang counterpart (Fig. 4.3D).

Interestingly, another work measured a similar increase in partitioning when transitioning

from monovalent clients to divalent clients in a model protein-based system [167].

A single sticky end is insufficient to drive preferential partitioning for the next linker

size; for 202 bp, the linker preferentially partitions with overhangs on both ends of the

dsDNA but not one end. The partition coefficient of the intermediate length linker, 278

bp, with two overhangs is about one, indicating that the concentrations of dsDNA that

partitions into the droplet is equal to the concentration of dsDNA in the NS-dilute phase.

(Fig. 4.2B and Fig. 4.3C, D). Interestingly, we also observed a tendency for linkers to

accumulate on the droplet surface in this case and several others. Linkers longer than

202 bp with two overhangs and 202 and 278 bp linkers with one overhang create a core-

shell-like structure where the concentration at the surface of the drop is higher than in

the interior of the drop and in the bulk solution (Fig. 4.3B, C). The accumulation of
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Figure 4.2: Double-stranded DNA partitioning into NS-liquids (A) Experi-
mental design: linear dsDNA linkers of various lengths, and with 0, 1, or 2 overhangs
are mixed with NSs. Linker overhangs match those of the NSs (except for the pres-
ence of an internal Cy3 dye/abasic site, green square), permitting specific NS–linker
binding. (B) Representative images of fluorescently labeled linkers of various lengths
and overhang numbers, interacting with droplets of unlabeled NSs. The images are
confocal measurements through the droplet midplane. Mixtures were equilibrated
through extensive incubation at 23°C.

linkers on the droplet surface was ignored in calculating P .

4.3.3 DsDNA partitioning model

As with dextran, we calculated I(r), the radial intensity profile for each linker type

(Fig. 4.3A–C). From I(r), we quantified the accumulation of linkers on the surface and

showed that the concentration within the drop is homogeneous (ignoring the surface en-

hancement) indicating that we are at equilibrium. To understand the effects of solute

length and NS–solute interactions on linker partitioning, we propose a thermodynamic

model that states that, in equilibrium, partitioning into the dense phase creates an en-

tropic penalty that is balanced by the attractive base pairing energetics. In the model,
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Figure 4.3: (A–C) Fluorescent intensity profiles (from the center of a NS-liquid droplet
into bulk solution) of Cy3-tagged dsDNA partitioning into NS droplets. For each
overhang condition ((A) 0 (B) 1, or (C) 2 overhangs), there is a representative curve
for each dsDNA length under study. Fluorescence is normalized to the signal from
bulk solution and radius is normalized to the droplet radius. (D) Partition coefficients
vs. length for single- and double-overhang linkers (squares and circles, respectively),
as measured from images such as in Fig. 4.2B). Lines indicate fits to Eq. 4.4. Triangle:
measured P of 426 bp strong linker (see Fig. 4.4). Star: P predicted from Eq. 4.4
for the strong linker using best-fit parameters adjusted for increased binding strength.
For each data point, error bars indicate the standard error for at least 5 droplets.

the partition coefficient, Pn, of a linker with n = {1, 2} overhangs is given by

Pn = enϵ/2−αL + b (4.4)

where ϵ is the length-independent attraction energy between NSs and linkers; αL is the

entropic penalty of confining a linker of length L within the NS-liquid meshwork; and

b = 0.30± 0.04 which accounts for background light that inflates the measured partition

coefficient.
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Based on previous work, we assume that all overhangs are fully bonded in the dense

phase before and after linkers are added [34, 41]. In order to accommodate a linker with

two overhangs into the NS-liquid, one NS–NS bond must first break. This means that

if the linker begins unbound in solution, the net gain of two linker overhangs entering

the dense phase is only one, i.e., an energy change of 0.5n∆G per linker, where ∆G is

the overhang hybridization energy. This aligns with previous work, which found that at

equilibrium, NS rearrangement within the dense phase is dictated by the thermodynamics

of overhang hybridization [34, 41, 50, 69].

We compared the fit value of the free energy to the SantaLucia nearest neighbor model

[132]. Eq. 4.4 gives a fit value of ϵ = 4.7± 0.5 kBT . The fit thus underestimates the free

energy of binding, taken here to be identical for NS–NS and standard linker–NS bonds,

which was calculated to be ∆GNS ≈ −7.5 kcal/mol ≈ −13 kBT [132]. (Note that the

calculated ∆GNS is less here than in Chapter 3 because Jeon et al. (2018) accounted for

the base stacking between the sticky end and the unpaired adenosine which is skipped

here due to the abasic site on the linker [41].) We postulate that ϵ and ∆GNS differ

because one of our initial assumptions — that linkers are fully unbound in the dilute

phase — is incorrect. Instead, it’s possible that some fraction of overhangs, F , are

bound in solution. Adjusting the model to reflect that linker overhangs could be bound

before entering the NS droplet and assuming that the free energy of binding is ∆GNS

changes the second term of the exponential to be 0.5n∆G(1−F). Fitting this to the data

gives that F ≈ 0.6 indicating that linker overhangs are frequently bound in solution.

Odijk (1983) described the free energy penalty of confining a stiff polymer in an

entangled network of mesh size ξ, which restricts the positional and orientational config-

urations of the polymer to within a virtual tube (i.e., a cylinder with a curved height axis

that follows the polymer path) [76]. The polymer should be well described by the worm-

like chain model, like dsDNA, and is expected to not interact with the walls of the virtual
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Meaning Variable Value
Mesh size ξ 9 nm

Persistence length lp 50 nm [113, 168]
Contour length L 45 to 145 nm
Deflection length λ 15 nm

Table 4.1: Relevant length scales for estimating free energy from confining linkers to
NS meshwork.

tube except for hard-wall repulsion. Odijk argued against the common approximation

that a polymer is perfectly stiff for length scales shorter than its persistence length, lp

and instead stated that polymers can bend on length scales shorter than lp. When in

the virtual tube, these fluctuations are restricted to being smaller than the diameter of

the virtual tube, ξ. The deflection length scale, λ, describes the length beyond which the

fluctuations become restricted. λ is given by

λ ∝ ξ2/3l1/3p (4.5)

Odijk showed that adjusting the deflection length scale resulted in a model that more

accurately aligned with previous experimental results.

Based on the length scales listed in Table 4.1, we determined that the linkers are in

a regime where the increase in free energy due to confinement is described by

∆F ≈ L

λ
ln(lp/λ) (4.6)

where ∆F is given in units of kBT . Eq. 4.6 shows a linear dependence on length, as is

reflected in the fit (Eq. 4.4). From the global fit, we calculate the increase in free energy

from confinement per unit length to be α = 0.055±0.007 kBT/nm. The Odijk prediction

gives 1
λ
ln(lp/λ) ≈ 0.07 kBT/nm, in good agreement with our results.
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Figure 4.4: Strong linker system (A) Schematic of NS–strong linker-binding inter-
action. Green square indicates the location of Cy3 dye. (B) NS droplet (unlabeled
NSs) showing partitioning of 426 bp, Cy3-labeled strong linkers; conditions and sam-
ple preparation match those in in Fig. 4.2B including long incubation times. From
such images, we estimate P = 2.0± 0.2. (C) For comparison, repeated image from Fig.
4.2B image of partitioning of 426 bp, Cy3-labeled standard linker. (D) Long-lived,
but nonequilibrium, structure showing internal droplets, rich in Cy3-labeled strong
linkers, within a large NS droplet prepared in 50 mM NaCl and 8 mM MgCl2. (E)
Time series of highlighted area from (D) showing coalescence of internal droplets.
Scale bar 2µm.

4.3.4 Strong linkers

We made two adjustments to the system to attempt to force the longest linkers into

the droplet phase: (1) the unpaired base in NS overhangs was changed from an adenine

to a cytosine; (2) the linker overhang sequence was extended to include a 5’ guanine

capable of binding said cytosine (Fig. 4.4A). The alterations to the NSs and linkers,

which enable two extra base-stacking interactions, made NS–strong linker interactions

prefered over NS–standard linker, strong linker–strong linker, or NS–NS bonds.

We observed that close-to-equilibrated solutions of 426 bp linkers with two strong

overhangs are enriched in the NS droplet (Fig. 4.4b). These samples were prepared
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using the same methods as was used for standard linkers, although the dimmer center of

the drop indicates that the system has not yet reached equilibrium. We conclude that the

stronger binding is able to compensate for the entropic confinement of these long strands.

The partition coefficient of the strong linker was calculated to be P = 2.0± 0.2 which we

used to test our model: we applied Eq. 4.4 using the best-fit parameters to the standard-

linker data, but augmenting the energetic factor, ϵ by a factor of 1.7. This accounted for

the different overhang strengths ∆GNS = −7.2 kcal/mol vs ∆Gstrong = −12.7 kcal/mol.

Eq. 4.4 predicts that P2,strong = 1.3, in rough agreement with the measured value (Fig.

4.3D).

4.3.5 Internal droplets and core-shell structures

We showed that 426 bp strong linker partitioning depends on sample preparation. For

example, we added the strong linkers to NS drops with 8 mM Mg2+ present in solution.

Additionally, rather than waiting a long time between adding linkers and imaging, we

pipette mixed the solution after adding linkers and imaged immediately. Instead of par-

titioning homogeneously, linker-dense droplets formed within the NS liquid (Fig. 4.4D).

We determined that the internal droplets are liquid because they round up after coalesc-

ing (Fig. 4.4E). We observed many, large linker droplets soon after mixing, indicating

that the demixing was spontaneous. Spinodal decomposition could be possible at such a

low concentration of linkers because the large entropic confinement penalty of these long

strands entering the NS liquid (αL ≈ 8 kBT ) could alter the free energy landscape. We

postulate that the internal droplets are metastable: linkers were forced into the dense

phase via pipette mixing but will be ejected out of the large NS droplet to the exter-

nal dilute solution, so as to reach the equilibrium state. This process is expected to be

extremely slow, likely because of the high viscosity of the NS-liquid.
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The observed surface enrichment of linkers can also be explained by the interplay of

overhang energetics and entropic confinement: linkers on the droplet surface can still bind

to NSs in the droplet but are not required to thread through the NS-liquid meshwork.

The surface is thus a location where energetic gains are not offset by an entropic penalty,

which accounts for the surface enhancement. Additionally, we observe that the surface

enrichment is length dependent: single-overhang, long linkers do not form a core-shell

structure where shorter linkers do (Fig. 4.2B). This may occur because the surface of the

drop is not perfectly smooth. The thermal fluctuations could decrease the concentration

of NSs at the surface of the drop, creating a mesh with an effective mesh size larger than

that of the interior of the drop. Previous work has shown that the width of the interfacial

regime,
√

kBT/σ ≈ 60 nm, is fairly broad. This thermal roughening would allow smaller

linkers to accumulate on the surface of the drop but would exclude larger linkers.

4.3.6 Short linker partitioning

Eq. 4.4 suggests that there is a length of blunt dsDNA that can diffuse into the

droplets despite not having NS attractions (≈ 20 bp). Following the same protocol as

Fig. 4.3b, we further provide support for Eq. 4.4 by showing that 20 bp linkers can

partition into the dense phase without including overhangs.

Figure 4.5: 20 bp linkers (green, middle image) will partition into NS drops (untagged,
bright field image that shows drops, left) without overhangs. Overlay(right) shows
the homogeneous mixing of 20 bp linkers in both phases.
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4.4 Conclusion

In this work, we focused on two physical parameters that influenced solute parti-

tioning into NS-droplets. Both solutes exhibit size-dependent partitioning where smaller

molecules can more easily move into the dense phase. Dextran, a neutral, branched poly-

mer, was used to estimate the mesh size of the NS liquid, which was calculated to be

approximately the length of a NS arm. Linear dsDNAs of different sizes were used to

investigate the effects of the length of the solute and sequence-specific interactions with

NSs. The length dependence is similar to that observed by dextran and is well modeled

by the entropic confinement of a stiff polymer in an entangled mesh [76]. The entropic

penalty can be overcome by adding overhangs to the ends of the linkers which allows

the NSs and linkers to bind to each other; however, our model underestimates the free

energy of hybridization of the overhangs. We propose that this indicates that linkers are

often bound to one or two NSs in solution.

Finally, we observed two unexpected morphologies in this work. The first is a core-

shell structure exhibited by the longer lengths of linear dsDNA with overhang interac-

tions. We postulate that this structure occurs because the entropic penalty of confining

the DNA to the exterior of the drop is less than the penalty of confining it to a mesh. We

also observed inhomogeneous mixing of dsDNA that had modified linkers to strengthen

linker–NS interactions. We believe that these dense-linker droplets occur when long

linkers are forced into the dense phase via pipette mixing and are not an equilibrium

state.

More recent works have combined the NS system with various solutes. For example,

when orthogonal NS droplets are formed, incorporating the sticky end of one NS species

has been shown to lead to selective partitioning of gene-length DNA and small proteins

further supporting the energetic component of our model [26, 27]. Leather et al. (2022)
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examined the kinetics of small ssDNA solutes that could bind to toeholds included on

NSs that phase separate via cholesterol modifications on the end of each arm [169].

They observed that while smaller solutes enter the dense phase first, larger solutes with

stronger NS–solute interactions displace them. The partitioning of DNA-binding proteins

in another non-equilibrium (active) system has been shown to be temperature dependent

[37]. This work proposes that the proteins “hitch a ride” as the NSs diffused within

the liquid [37]. Finally, other works have focused on modulating the phase behavior of

NSs with client molecules. For example, stiffening NS arms by including short ssDNA

that fill in a gap included in the arms has been shown to promote phase separation

[43]. These works show that programming solute partitioning with the NS system is

straightforward and that the NS system can be used to quantify the properties that

effect solute partitioning.
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Chapter 5

Phase behavior of base-pairing DNA

particles with polylysine

5.1 Introduction

Recent work has suggested that intracellular phase separation is driven by a combina-

tion of attractive self-interactions between particles of the same species and interactions

between particles of different species. For example, a model system compared the phase

behavior of a nucleolar protein in the presence and absence of a second nucleolar protein.

They observed that the primary protein phase separates alone but measured a distinctly

different phase diagram when the secondary protein was included [148]. Another model

system composed of single stranded RNA and a positively charged polypeptide exhibits

two phase separating regimes at differing concentrations of divalent salt ions. In the low

salt regime, both the RNA and the polypeptide form complex coacervates, but in the high

salt regime, only RNA is highly concentrated in the dense phase [170]. This indicates a

switch between the attractions that drive phase separation in each salt regime: in the

low salt regime, phase separation is driven by electrostatic attraction between the protein
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and RNA while divalent-salt-induced non-cannonical base pairing of RNA induces phase

separation in the high salt regime.

Here, we studied the interplay of two interactions that can drive phase separation:

base pairing between NSs and electrostatic attraction between NSs and poly L-lysine

(PLL), a positively charged amino acid chain. Polylysine–DNA condensation has been

examined before: it is well documented that plasmid-length DNA and polylysine form

organized toroidal structures under the right conditions [171, 172, 173]. In other condi-

tions, the long, linear DNA form “fuzzy” compact structures with polylysine [173]. In

addition, molecular dynamic simulations have shown that short chains of polylysine form

complexes with a single strand of dsDNA. Although polylysine was shown to make con-

tacts with both the major and minor grooves of the DNA, the amino acid chain does not

align with the phosphate backbone of the DNA [174]. Rather, a single polylysine chain

made multiple contacts with the dsDNA, but several amine groups remained separated

from the DNA backbone between these contacts. Finally, recent works have used linear

ss- and dsDNA oligomers with polylysine as a model system to probe the effects of flexibil-

ity, length, and base stacking on phase behavior and to create dynamic phase separating

systems that respond to incident light or an applied electric field [175, 176, 177, 178].

We fluorescently tagged PLL and NSs with Fluorescein isothiocyanate (FITC) and

Cy5, respectively, to examine their phase behavior (Fig. 5.1). We determine that phase

behavior is highly salt dependent and that both NS–NS base pairing and NS–PLL electro-

static attraction play a role in determining the salt concentration for liquid-like behavior.

Furthermore, we show that NS–PLL drops are stable at high temperature whereas NS

drops (in the absence of PLL) are well known to dissolve at high temperature [34, 69].

Finally, we demonstrate that NSs with orthogonal sticky ends form immiscible complex

coacervates, separate drops that both contain PLL. This sequence-specific separation

does not persist when non-base-pairing NSs are combined with NSs with sticky ends and
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Figure 5.1: NSs (magenta, top left) and PLL (green, top right) colocalize into liquid
drops. The bottom right shows the intensity vs position along the yellow line in the
bottom left, merged image.

PLL. Overall, this system shows rich phase behavior because of surprisingly closely-tuned

interactions which exhibit opposing responses to salt concentration.

5.2 Results

5.2.1 Phase diagram

We used fluorescent microscopy to image the material structures formed by PLL and

NSs with sticky ends at varying charge ratios and monovalent salt concentrations. At a

one-to-one charge ratio and low salt concentration, NSs and PLL form gel-like structures

(Fig. 5.2D). When the salt concentration is increased to 1 M NaCl, NSs and PLL form

liquid droplets that round up within minutes and coalesce (Fig. 5.2B). At the highest

salt concentration tested, we observed a third phase, where DNA condenses into liquid

drops which exclude PLL (Fig. 5.2A). A fourth regime emerges when the number of

negative charges are outweighed by the number of positive charges (Fig. 5.2C). With an

excess of NSs and at low salt, NSs form liquid drops with NS–PLL gels clustered on the

exterior of the NS droplet.
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Figure 5.2: Representative images of each phase regime. In each case, the NSs are
shown in magenta and PLL is shown in green. When NSs and PLL colocalize, they
appear white. (A) High salt regime: At 2.5 M NaCl, NSs form drops that exclude
PLL for all charge ratios. (B) Intermediate salt regime: NSs and PLL colocalize
to form liquid-like drops for all charge concentrations. (C) Low salt regime, large
excess of NS: NSs form drops that coexist with, but exclude, NS–PLL gels. (D)
Charge balanced, low salt regime: NSs and PLL form colocalized gels. The
dimensions of all images are 165× 165 µm.
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Figure 5.3: (A-C) Self-complementary NS (magenta) and PLL (green) form (A) gel–
like aggregates at 0.5 M NaCl and (B) liquid drops at 1 M NaCl. (C) Intensity profile
for both PLL and NSs along the orange line in B. (D-F) NSs that cannot base-pair
(red) and PLL (cyan) form (D) liquid drops at 0.5 M NaCl and (E) do not phase
separate at 1 M NaCl. (F) Intensity profile for both PLL and NSs along the orange
line in D.

5.2.2 Liquid-like regime shifts with changing overhang

We compared the phase behavior of PLL in the presence of NSs with sticky ends and

NSs with non-palindromic overhangs. At 0.5 M NaCl and a one-to-one charge ratio, NSs

with sticky ends form gel-like structures (Fig. 5.3A); however, NSs with non-palindromic

overhangs condense into liquid drops (Fig. 5.3D). NSs with sticky ends require a higher

salt concentration (1 M NaCl) to form liquid drops (Fig. 5.3B) while NS without sticky

ends do not phase separate at this higher salt concentration (Fig. 5.3E). For each case,

NSs and PLL were shown to colocalize in the same region (Fig. 5.3C, F).

5.2.3 NS–PLL drops are stable at high temperature

It is well documented that NS droplets (in the absence of PLL) melt at high temper-

ature because sticky end hybridization is temperature dependent (Fig. 5.4C) [34, 179].

When NSs and PLL form colocalized liquids, the droplets are stable at high temperatures

over several hours (Fig. 5.4A). However, when NSs and PLL are combined in conditions
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where NS condensates exclude PLL — e.g., 2.5 M NaCl (Fig. 5.4B) — the NS droplets

melt at the same temperature as NSs in solution alone.

Figure 5.4: (A) NS(magenta)-PLL(green) droplets (1 M NaCl) do not melt at 43 ◦C,
but NS drops that exclude PLL (B, 2.5 M NaCl) and NS drops alone (C) do melt at
the same temperature.

5.2.4 Orthogonal base-pairing NSs exclude each other

We designed orthogonal NSs that contain self-complementary sticky ends that do

not bind with the original NS sequence. We compared the structures that formed when

multiple types of NSs (e.g., orthogonal and original sequence NSs; blunt and original

sequence NSs) were combined with PLL (Fig. 5.5). At a one-to-one charge ratio and at

1 M NaCl, orthogonal NSs form drops with PLL that exclude the original sequence NSs,

and vise versa. On the other hand, blunt NSs and original sequence NSs form colocalized

drops with PLL. In the low-salt regime, both sets of NSs and PLL colocalize, regardless

of sticky end sequence. Note that for this section, orthogonal NSs were not fluorescently
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tagged. However, the original sequence NSs were excluded from some condensates and

PLL does not condense alone; thus, I assert that condensates that are observed to be dense

only in PLL are colocalized with untagged orthogonal NSs. In the low-salt, orthogonal

NS case, there were no structures that excluded the original sequence NSs, so I posit that

all three components were colocalized.

Figure 5.5: (A-B) Two NSs with orthogonal sticky ends (magenta and untagged) and
PLL (green). (A) At 0.5 M NaCl, both types of NSs (with orthogonal sticky ends)
and PLL colocalize. (B) At 1 M NaCl, drops of individual NS types form with PLL,
but exclude orthogonal NSs. (C-D) Blunt NS (yellow) with self-complementary NS
(red) and PLL (blue). Blunt NS, self-complementary NS, and PLL colocalize at both
(C) 0.5 M NaCl and (D) 1 M NaCl.

5.3 Qualitative Discussion

The phase behavior of complex coacervation has been studied in several model sys-

tems. The transition from gel-like to liquid-like structures upon increasing salt con-

centration is well documented for electrostatically-driven coacervation — similar to the

transition that is observed here for base pairing NSs and PLL between 0.5 M and 1 M

NaCl [161, 180]. Qualitatively, electrostatically-driven complex coacervates become more
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liquid-like at high salt concentration because the salt ions screen (i.e., weaken) the attrac-

tions between the macromolecules which allows them to rearrange, a defining property

of liquids.

As the salt concentration is increased further, the attractive interactions continue to

be weakened until they cannot overcome the entropy of mixing. Thus, for systems that

condense strictly through electrostatic attraction, coacervates do not form above a critical

salt concentration [119, 161]. Notable exceptions occur when additional interactions (e.g.,

hydrophobic interactions) become heightened at high salt concentration, resulting in re-

entrant phase behavior [16, 181]. We postulate that the transition from NS–PLL liquid

droplets to PLL-excluded NS droplets (i.e., the transition that occurs between 1 M NaCl

to 2.5 M NaCl) can be explained in a similar way — that at higher salt concentration,

the PLL–NS interactions are weakened such that the entropy gain of PLL remaining

in solution exceeds the electrostatic attractions. On the other hand, because NS phase

separation is driven by base-pairing, increasing salt concentration stabilizes inter-NS

interactions and phase separation is promoted; thus PLL-excluding NS droplets form.

We observe that PLL–NS gels coated NS drops when the system was at low salt and

far from charged balanced. Recent work with model systems composed of short nucleic

acids and intrinsically disordered proteins that were far from charged balanced observed

core-shell-like structures where the tails of the surplus polymer coated the exterior of the

coacervate [182, 183]. Here, however, we observed the opposite — the polymer that is at

a deficit (PLL) accumulates on the exterior of the drop that is composed of the polymer

that is in an over-abundance (NSs). We suggest that this deviation occurs due to NS–NS

binding. First, a subset of the NSs form gel-like coacervates with PLL such that the gels

are charge balanced. The excess NSs then form NS-only liquid drops. Other systems

have observed adhesion without encapsulation similar to what was observed here. In

those systems, adhesion of orthogonal NS drops was driven by a small concentration of
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surfactant NSs, but when the surfactant concentration was too high (i.e., the attraction

between orthogonal NSs was strengthened), both types of NSs would mix [26]. Thus,

we postulate that if gel-droplet adhesion is weak (e.g., if only a few sticky ends in the

NS–PLL could bind with the NS droplet), the NS–PLL gel may accumulate on the side

of the NS drop without fully entering the droplet phase.

The data show that NS–NS base pairing and NS–PLL electrostatic attraction can

act cooperatively to determine phase behavior and dense phase properties. For example,

sticky end NSs form gels with PLL in the same salt concentration where non-palindromic

NSs form liquids. We postulate that base pairing slows down particle rearrangement such

that the NSs and PLL become kinetically trapped in the gel phase. Additionally, NS–PLL

liquid drops are stable at high temperature whereas NS droplets that do not incorporate

PLL (e.g., drops made without PLL present and drops made in the high salt regime) melt

at the same temperature, indicating that the incorporation of PLL results in structures

that are more stable at high temperatures than NSs alone.

The multi-NS–PLL system ties together these conclusions. At 1 M NaCl, blunt NSs

and PLL combine with the sticky end NSs to form liquids, but NSs with orthogonal sticky

ends form droplets with PLL that are spatially distinct from original sequence NS–PLL

droplets. We propose that if, first, sticky end NS and PLL form drops, blunt NSs can gain

an enthalpic benefit from partitioning into the droplet phase because of the high con-

centration of PLL. NSs with orthogonal sticky ends can gain the same enthalpic benefit

without being close to a second NS species by forming spatially distinct condensates with

PLL. However, at the lower salt concentration, the electrostatic attraction between PLL

and both species of NSs is strong enough to overcome the base pairing-driven inter-NS

phase separation; thus, a three component coacervate is formed regardless of sticky ends.

Small changes in system design result in large differences in phase behavior because the

strength of both attractions are of similar strength, but exhibit opposing responses to
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changing salt concentration.

5.4 Conclusion

We observe a surprising number of distinct behaviors in this system: at low salt

concentrations, NSs and PLL either fully condense into gels or form coexisting NS–PLL

gels and NS liquid drops. As the salt concentration is increased, the NS–PLL electrostatic

attractions are weakened such that NSs and PLL condense into liquid drops. At an

even higher salt concentration, NSs condense into drops which exclude PLL. The PLL-

excluded NS-liquid phase only exists if NSs can base pair with each other; otherwise,

NSs and PLL remain homogeneously mixed at high salt concentration. Additionally, the

transition from NS–PLL gels to NS–PLL liquids is at a lower salt concentration when

NS base pairing is removed. We show that both types of attractive interactions play a

role in determining phase behavior. Comparing orthogonal sequence-specific interactions

to blunt NS and sticky end NS shows that the phase behavior of this system is easily

programmable. We are currently working to model this behavior by incorporating various

interactions using what is known about electrostatics and base pairing phase transitions

(as described in Chapter 2.)
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Conclusion and Future works

6.1 Conclusion

This thesis examines LLPS of a model, DNA-based system. LLPS is a vital means for

sub-cellular organization; however the complex nature of intracellular phase separation

has hindered examining the underlying principles of the process in its native environment.

To better describe biomolecular condensation, some works have studied disordered chains

of amino acids and nucleic acids as a model phase separating system. Here, I focus on

the phase separation of NSs. Unlike other model LLPS systems, NS phase separation

is driven by Watson-Crick-Franklin base pairing, so it is possible to isolate which dense

phase properties can be directly linked to particle interactions and which cannot.

First, we examined the physical properties of the NS dense phase. We showed that

these properties can be tuned using salt concentration and isolated which properties

depend on inter-NS interactions and which do not. We determine that properties that

depend on NS rearrangement, like viscosity and diffusivity, can be well described by the

Arrhenius equation with an activation energy that is dependent on overhang hybridization

thermodynamics. Interestingly, recent experimental work that characterized condensates
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composed of disordered polypeptides and ssDNA showed that the viscosity and diffusivity

are well modeled as Arrhenius processes as well [184]. The activation barrier of the

polypeptide-ssDNA Arrhenius behavior was similar to the activation barrier used here,

but varied widely depending on the polypeptide sequence. (From Chapter 3, EA =

∆GNS = 36 − 40 kJ/mol; from Ref. [184], EA = 22 − 64 kJ/mol.) Other properties in

the NS system are better explained by increased electrostatic screening between arms of

the same NS upon adding salt, which allows for more compact configurations. Finally, we

showed that both NS drops and biomolecular condensates have a comparable viscosity,

surface tension, and volume fraction of macromolecules in the dense phase.

In addition, we studied controlled solute partitioning into the dense phase. Locally

concentrating some solutes while excluding others is a key property of biomolecular con-

densates. We observed size dependent partitioning where larger molecules are more

excluded by the dense phase. For semi-flexible, linear polymers, this size-dependent ex-

clusion was well described as an entropic penalty of confining the polymer to within

the NS mesh [76]. Sequence-specific interactions could overcome the effects of entropic

confinement to drive partitioning. To my knowledge, such rigorous characterization of

partitioning into other biomolecular condensates has not yet been performed, although

the effects of valency have begun to be investigated in model protein-based systems [166].

Finally, we combined NSs with a linear polycation, PLL. NSs without sticky ends and

PLL phase separate at low salt and dissolve at high salt, similar to other electrostatically-

driven phase separating systems. When we combine PLL and NSs with sticky ends, NSs

form droplets that exclude PLL rather than dissolving at high salt. In addition, we

showed that PLL with non-base pairing NSs exhibit liquid-like behavior at a lower salt

concentration than PLL with sticky end NSs. We qualitatively suggest that incorporating

both types of attractive interactions (base pairing and electrostatic) slows down particle

rearrangement in the dense phase and causes the gel phase to persist to higher salt
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concentration. In addition, when the attraction between NSs and PLL is sufficiently

screened, the entropic confinement in the dense phase prevents PLL partitioning. These

results are similar to those of a recent work which showed that the phase separation of

a nucleoli-based, phase separating protein is dependent on a combination of homotypic

interactions (with other proteins of the same species) and heterotypic interactions (with

proteins of different species/nucleic acids), similar to the combination of NS–NS and

NS–PLL interactions [148].

Overall, this thesis highlights some aspects of biomolecular condensation that are

well modeled using NS LLPS. In each of these works, we have investigated the impact

of NS binding interactions. By isolating the impact of inter-particle interactions, we

were able to investigate what other properties impact phase behavior, solute partition-

ing, and multicomponent phase separation. We anticipate that similar properties play

a role in biomolecular condensation and these conclusions will prove to be helpful for

understanding intracellular phase separation.

6.2 Future Works

NS materials remain an interesting system to investigate due to their ability to mimic

intracellular phase separation, their potential for biomedical applications, and their sim-

ple, programmable nature that can be used to elucidate the physics of phase separation.

That said, examining disordered phases of NSs is still in its infancy — both in terms of

applications and using NSs as a model system.

Results here and in other works have shown that NS phase behavior is dependent

on both inter- and intra-NS interactions. Arm length, NS valence, internal flexibility,

and overhang binding thermodynamics have all been investigated [27, 39, 41, 43, 57].

However, additional foundational work is needed to create a model that fully explains
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NS phase behavior. For example, altering internal NS flexibility has been examined in

two ways: unpaired nucleotides at the junction of the NS and unpaired nucleotides in

the center of each arm [43, 47]. Comparing these two systems would separate the effects

of flexibility as an inherent NS property from the effects of specific design choices. In

addition, most works that examine NS phase behavior include sticky ends on every arm,

but it is possible to create NSs that have sticky ends on a subset of arms. For example,

some applications require that a sticky end sequence be replaced with a functional group,

reducing the valency without changing the arm number [38, 53]. Sterically, NSs with

higher valence should have less configurational freedom of each arm; thus, it would be

beneficial to isolate the effects of arm number and valency on NS phase behavior. Having

a firm grasp on the impact of individual NS properties on phase behavior will facilitate in

accurately predicting the correct NS design choices necessary to create a materials with

specific, desired properties.

Finally, NSs have shown promise in many potential applications. Aptamer function-

alized NS gels have been shown to target specific cells and have been used to delivere

medicine to the interior of cancer cells [53, 73]. Additionally, some types of tumor cells

were less prolific when cultured in DNA hydrogels [40, 74]. However, many of these works

were preliminary. For example, delivery of medicine into cancer cells and slowing tumor

growth were not compared to a non-cancerous control. Despite the success of these works,

many more exploratory works are needed before moving to in vivo experiments with NSs

[156]. Moreover, some works have used NS liquids as biomimetic condensates, but there

are many more intracellular processes that can be modeled with NSs [75, 169, 185]. For

example, stress granules are thought to partition RNA to protect it from degradation [5].

From the results here, it would be simple to drive sequence-specific RNA partitioning

into the droplet phase; however, it is unclear if NSs could be designed such that RNA

would be protected from degradation in the NS-dense phase. NSs also have the potential
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to model aberrant phase transitions that have been linked to disease — for example the

transition of liquid-like, DNA-repair condensates to a solid-like state has been implicated

in ALS [20]. Currently, most NS works have examined the transition between liquid

condensates and the fully dissolved state; however, it is possible to examine the transi-

tion from condensed NS liquids to gels. Modeling the liquid-gel transition with NSs may

elucidate the origins of some diseases and reveal methods to treat them.
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Appendix A

Methods

A.1 Methods used throughout

A.1.1 Creating NSs

Single-stranded DNA oligomers were purchased from Integrated DNA Technologies

(IDT) as a dried powder. Generally, oligomers were standard desalted, but sometimes

polyacrylamide gel electrophoresis (PAGE) or high-performance liquid chromatography

(HPLC) purification oligomers were used. Before being opened, each tube was centrifuged

with a benchtop centrifuge (2,000 × g) to prevent sample loss if DNA was lodged in the

cap of the tube.

After centrifuging, oligomers were resuspended in 10 mM Tris HCl (pH 7.5, Sigma-

Aldrich) such that the concentration was predicted to be between 100 and 200 µM based

on the IDT-reported ng of DNA. Samples were then vortexed and centrifuged repeatedly

and heated at 50 ◦C for 10 minutes to ensure that all DNA was well dissolved.

After returning to room temperature, the concentration of each oligomer was mea-

sured using a NanoDropTM One. The oliogmers were then mixed stoichiometrically such
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that the molar concentration of each oligomer was the same. NSs were then annealed by

first incubating at 95 ◦C for 10 minutes. The temperature was then lowered at a rate

of -0.5 ◦C/min until the sample reached 0 ◦C. NSs were stored at -20 ◦C after annealing

and were incubated at 50 ◦C before use, a temperature at which the NS cores are stable,

but NS sticky ends are not.

A.1.2 Cleaning NSs

Sometimes, impurities needed to be removed from NS stocks. To do so, we used Am-

icon®Ultra Centrifugal filters. Filters were first rinsed to remove potential impurities.

We then used the large centrifugal filter (which the DNA can flow through) for 30 min-

utes to remove large impurities and then used a small centrifugal filter for 15 minutes to

remove small impurities and reconcentrate NSs. Additionally, we showed that filling the

sample to the maximum volume resulted in the highest yield. For individual oligomers of

standard NSs (each oligomer 49 bp long), 100 kDa and 3 kDa filters work well; however,

for NSs that have already been annealed, 0.22 µm and 50 kDa filters are necessary. Gel

electrophoresis showed that there is minimal difference between filtering NSs before or

after annealing; however, filtering NSs after annealing tended to result in a higher yield.

A.1.3 Calculated NS extinction coefficients

Often, it was necessary to determine the concentration of NSs after annealing them.

The calculation of purely dsDNA or ssDNA is straightforward; however, NSs are a com-

bination of ds- and ssDNA. The most accurate method of calculating the extinction

coefficient was determined to be to take the weighted average of the ds- and ssDNA ex-

tinction coefficients. For example, for the standard NS used throughout this thesis there

are 160 paired nucleotides and 36 unpaired nucleotides. Thus the extinction coefficient
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Oligomer-ss or ds Extinction coefficient (L/mol·cm)
Oligo 1 - ss 477600
Oligo 2 - ss 458600
Oligo 3 - ss 477600
Oligo 4 - ss 456400
Oligo 1 - ds 810842
Oligo 2 - ds 812797
Oligo 3 - ds 813785
Oligo 4 - ds 811742

Table A.1: Individual oligomer extinction coefficients

of a NS, εNS, was calculated to be:

εNS =
160

196
εds +

36

196
εss (A.1)

where εss is the extinction coefficient of the entire sequence single stranded and εds

depends on the extinction coefficient of each oligomer such that

εds =
(εds,1 + εds,3) + (εds,2 + εds,4)

2
. (A.2)

Here the numerator is written to emphasize taking the average of each orthogonal set of

oligomers, i.e., oligomers 1 and 3 do not base pair within an individual NS.

Each extinction coefficient for individual oligomers for the primary NS used in Chapter

5 is given in Table A.1. Thus, for the primary NS used in Chapter 5, the extinction

coefficient used was εds = 1/2(εds,1 + εds,2 + εds,3 + εds,4) = 1/2(810842 + 812797 +

813785+811742) = 1624583 L/mol·cm, and the total extinction coefficient for nanostars

was calculated to be εNS = 1412066.7 L/mol·cm.
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A.1.4 Pre-forming NS droplets

If a low concentration of NSs (e.g., 10 µM) is flowed into a channel immediately after

mixing, the drops formed will be small; thus, it is often convenient to “preform” NS

drops, i.e., allow drops to coalesce into larger drops before flowing them into the channel.

To do so, we first mixed the sample such that the NSs or salt was added last (to prevent

the sedimentation of droplets while other components were being added.) The solution

was then pipette mixed and placed on a tube rotator and left for several hours. This

allowed NSs to coalesce without sedimenting and forming a single large drop. Preformed

NSs were transferred to a channel with pipettes with cut tips which reduces the shear

force on the NS drops. While the preformed NSs being pipetted and added to a channel,

the tube and pipette were rotated by hand to prevent sedimentation as well.

NS drops were preformed in Chapters 3 and 4, but not in Chapter 5 because complex

coacervates exhibit non-specific adhesion to plastic surfaces that NS drops do not.

A.1.5 Channel preparation

Unless otherwise described, channels were prepared by melting parafilm onto cleaned

coverslips and microscope slides. The glass was cleaned by rinsing with acetone, isoproyl

alcohol, and then water. They were quickly dried with high purity N2. Immediately

following rinsing, the glass was plasma cleaned for 10 minutes.

Channels were prepared immediately after cleaning by placing two strips of parafilm

between the top coverslip and the bottom coverslip/slide. The parafilm was melted by

slowly dragging a 700 ◦F soldering iron on the top coverslip over the parafilm. Channels

were filled immediately after preparation. Often, the channels were sealed to prevent

evaporation. This was done with epoxy resin that was close to setting or with optical

glue that was cured with a UV light.
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A.2 Chapter 3: Characterizing NS-liquids

A.2.1 Fluorescently tagged NSs

When fluorescent visualization is necessary, one of the DNA oligomers was replaced

with a variant containing an internal Cy3 dye at the 3’ end of the overhang. Cy3-

tagged NSs were diluted 100-fold with untagged NSs for use in all experiments requiring

fluorescence. Cy3-tagged NSs integrate homogeneously into NS-liquids.

A.2.2 Density and volume fraction

100 µL solutions of 5–15 mg/mL DNA NSs were prepared with 0.25, 0.5, or 1 M NaCl,

with 1:100 molar ratio of YOYO-1:NSs. The NS solutions were incubated at 50 ◦C for

30 min and centrifuged at 3000×g for 100 min. Using a transilluminator (Invitrogen) for

visualization, the DNA-dilute phase was removed via pipette. The DNA concentration of

the resulting NS-liquid was then measured via absorbance at 260 nm using a Nanodrop

One spectrophotometer (Thermo Fisher Scientific). Volume fraction was calculated from

the measured mass concentration of DNA in the dense phase using the mass concentration

of pure DNA, i.e., ϕ = CDNA/(1.7 g/cm3) [186].

A.2.3 Microrheology

Mixtures of NS and 200 nm fluorescent beads (540 ex/560 em, FluoSpheresTM from

Thermo Fisher Scientific) were added into 10 µL of tris buffer at [NaCl] of 0.25, 0.5,

and 1 M and incubated overnight at room temperature on a rotator, thereby allowing

formation of large (≥ 50 µm) spherical NS droplets. NS-liquid droplets were introduced

into a flowcell (i.e. a coverslip–para-film–coverslip sandwich with a channel cut in the

parafilm) using end-cut pipette tips, and subsequently sealed with epoxy. The mobility of
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fluorescent beads in NS-liquids were tracked with confocal microscopy for > 100 min with

1 s intervals. MSDs were calculated and fit to the form MSD(t) ∝ 4Dprobet
α,where α is

the diffusive exponent, to estimate the diffusion coefficient, Dprobe. Viscosities, η of DNA

NS-liquids at different[NaCl] were then calculated using the Stokes–Einstein equation,

Dprobe = kBT/6πηr, where kBis the Boltzmann constant, T = 293 K is temperature, and

r = 100 nm is the probe radius.

A.2.4 Fluorescence Recovery after photobleaching

Fluorescent NS-liquid droplets, containing a 99:1 mixture of untagged:Cy3-tagged

NSs, were imaged using a Leica SP8 confocal microscope. Image acquisition and data

analysis was carried out following the method described by Seiffert and Oppermann [117].

Briefly, samples were imaged (512×512 pixels) using an objective with low numerical

aperture (10×; 0.3 NA) with 20× zoom. A point was bleached with 550 nm excitation(10

s at 50% laser power, which was measured to be about 0.5 mW at the sample level) and

fluorescent recovery was examined over 558–717 nm emission at 2, 5, and 5 s intervals

for 0.25, 0.5, and 1 M [NaCl], respectively. The average fluorescent intensity, I(r), at a

given radius from the bleached spot, r,was calculated at each recovery time point and fit

to the equation I(t, r) = I0(t)−A(t)e−r2/2s(t)2), where s2 is the time-dependent variance

of the Gaussian function.

A.2.5 Coalescence experiments

Coalescence was observed for fluorescent NS-liquid droplets on a flat oil/water in-

terface[]. Briefly, a flow cell was prepared where the surface of the bottom coverslip

was made hydrophobic with Sigmacote (Sigma-Aldrich). 2% of PFPE–PEG–PFPE tri-

block-copolymer surfactant (E2K0660; RAN Biotechnologies, Inc.) in 3M NovecTM 7500
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Engineered Fluid (3M) was prepared and wicked into the flow cell. Then, an aqueous so-

lution of preformed NS-liquid droplets in the salt of interest was flowed into the flow cell.

The result is a flat oil/water interface where individual NS-liquid droplets can diffuse

laterally, with minimal friction, to encounter and coalesce with other droplets. Coa-

lescence events were recorded with confocal microscopy (Visitech), where 3D volumes

were captured with 10 s intervals at 561 nm excitation.To calculate surface tensions, we

use a formulation by Leal that shows, at late stages, the relaxation timescale, τ , of the

transformation of an elliptical droplet into a spherical one is dictated by the ratio of the

internal and external viscosities (λ = ηin
ηout

), the radius of the droplet R, and the surface

tension σ [154]. We calculate τ as the decay time scale of the dimensionless parameter

A = (L−W )/(L+W ), which is a ratio of the difference and sum of the length (L) and

width(W) of a deformed droplet during coalescence. Combining those results with mea-

sured values of droplet radii and estimated viscosity values obtained from microrheology,

surface tensions of NS-liquid droplets in various[NaCl] can be calculated from Eq. 3.9.

A.3 Chapter 4: dsDNA partitioning

A.3.1 DsDNA linker generation

DsDNA linkers were generated via autosticky PCR, where overhangs can be added to

extension products through the use of primers containing internal abasic sites (Integrated

DNA Technologies) [187]. Phusion DNA polymerase was used for PCR. See Table XX

for linker sequences, including overhangs and the duplex regions.
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A.3.2 Confocal Microscopy

For visualization, samples were added to flow cells constructed from thin glass cover

slips, as described in Section B.1.4. Samples were prepared by first incubating ≥10 µM

NSs in 1 M NaCl on a rotator for ≥1 h at room temperature, thereby allowing NS-

liquid droplets to form. The solute of interest, either FITC-dextran (Sigma-Aldrich) or

dsDNA linker, was then added with subsequent incubation for ≥1 h at room temperature.

Mixtures were added to flow cell channels using a cut pipette tip and then sealed with

epoxy to minimize evaporation. Flow cells were stored overnight at 23 °C before imaging.

Confocal microscopy was performed using a Leica SP8 Resonant Scanning confocal

microscope with an Okolab stage top incubator and objective heater. Once the system

reached a constant temperature of 23 °C, samples were placed on the stage and imaged

using a 63×/1.3 NA glycerol objective with 533 nm excitation. Images were captured

using 8× line averaging and 2× frame averaging, which limited photobleaching.

A.3.3 Partition Coefficient Quantification

We analyzed the fluorescent images of droplets to quantify the partition coefficient,

P , that is, the ratio of solute concentration in the dense liquid relative to that in the

dilute solution. Image analysis proceeded by finding the droplet center in the measured

confocal plane and then using all pixel intensity values and distances from the center to

construct a histogram of total intensity versus radius, r. This histogram was converted

to the final radial intensity distribution, I(r), by dividing the intensity in each bin by

2πr∆r, where ∆r is the bin width. Finally, P is estimated as the ratio of the average of

I in the first 10 bins (r ≤ 0.7 µ m), relative to the average in the droplet exterior. In

this manner, spatial resolution enabled the separation of any added signal from surface

enhancement from the internal bulk partitioning; that is, the signal near the droplet
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surface was ignored when calculating P .

A.4 Chapter 5: NSs and PLL

A.4.1 NS formation

DNA oligomers were ordered from IDT. They were resuspended in 10 mM Tris-

HCl before being mixed at equimolar concentrations. The mixture was then annealed

by heating at 95 ◦C for 10 minutes followed by -0.5 ◦C/min. Proper NS formation

was confirmed using agarose gel electrophoresis. NSs were stored at -20 ◦C between

experiments.

A.4.2 Sample preparation

Each experiment was prepared following the same mixing order to reduce non-specific

sticking of NS-PLL condensates to plastic surfaces. First, 10 mM Tris-HCl, 5 M NaCl,

and water were combined and vortexed. Then PLL was added and pipette mixed. Before

NSs were added, the flow channel was prepared. Finally, the NSs were added to solution

with a cut pipette tip and the solution was pipette mixed three times before being added

to the flow channel with the same pipette tip. If multiple species of NSs were included,

they were combined before being added to the salt-PLL mixture such that all NSs were

added in a single step.

A.4.3 Sample measurement

NS-PLL structures were placed in a flow channel made up of polyacrylamide coated

slides and parafilm. Polyacrylamide slides were prepared using the same methodology

found here [188]. Briefly, microscope slides and coverslips were heavily cleaned by Son-
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icating with Hellmanex, ethanol, NaOH, and water. Slides were then incubated for 30

minutes in 3-(Trimethoxysilyl)poropylmethacrylate, ethanol, and acetic acid which had

been degased. Slides were coated by leaving them in solution with acrylamide, TEMED,

and ammonium persulfate overnight.

Immediately before use, slides were rinsed with water and dried with pure N2 gas.

Parafilm was melted onto the slide with a soldering iron such that a narrow channel was

formed. Samples were added to the channel with a cut pipette tip to reduce shearing.

Channels were sealed using Norland Optical Adhesive and that was cured with a UV light.

Samples were immediately visualized using epifluorescent microscopy (Nikon Eclipse Ti2-

E). Unless otherwise stated, samples were visualized at 25 ◦C (Oko UNO).
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Appendix B

DNA sequences

Below are each of the DNA sequences used throughout this thesis. The NSs are split

into two tables: those that can phase separate via hybridization of sticky ends and those

that cannot. All oligomer sequences are given 5’→3’.

Linkers used in Chapter 4:

131 bp:

CGAACTGTCCATGCTTGAGCTAATACGACTCACTATAGGGAGAGCGACTACGGTGA

GGGTCGGGTCCAGTAGCTTCGGCTACTGTTGAGTAGAGTGTGGGCTCCGTAGTCGC

CGTGGAACCTGCACCTCAC

202 bp:

TCATCACTAAAGAAATCCCGAGTAATACGACTCACTATAGGGAGAGATGTAACTGA

ATGAAATGGTGAAGGACGGGTCCAGTAGGCTGCTTCGGCAGCCTACTTGTTGAGTA

GAGTGTGAGCTCCGTAACTAGTTACATCCTAGCATAACCCCTTGGGGCCTCTAAAC

GGGTCTTGAGGGGTTTTTTGCCCGAGGAAATCAT

278 bp:

CGAACTGTCCATGCTTGAGCCGGCGTAGAGGATCGAGATCTCGATCCCGCGAAATT

AATACGACTCACTATAGGGGAATTGTGAGCGGATAACAATTCCCCTCTAGAAATAA
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TTTTGTTTAACTTTAAGAAGGAGATATACATATGAGAGTTCTGGTTACCGGTGGTA

GCGGTTACATTGGAAGTCATACCTGTGTGCAATTACTGCAAAACGGTCATGATGTC

ATCATTCTTGATAACCTCTGTAACAGTAAGCGCAGCGTGGAACCTGCACCTCAC

350 bp:

CGAACTGTCCATGCTTGAGCCGGCGTAGAGGATCGAGATCTCGATCCCGCGAAATT

AATACGACTCACTATAGGGGAATTGTGAGCGGATAACAATTCCCCTCTAGAAATAA

TTTTGTTTAACTTTAAGAAGGAGATATACATATGAGAGTTCTGGTTACCGGTGGTA

GCGGTTACATTGGAAGTCATACCTGTGTGCAATTACTGCAAAACGGTCATGATGTC

ATCATTCTTGATAACCTCTGTAACAGTAAGCGCAGCGTACTGCCTGTTATCGAGCG

TTTAGGCGGCAAACATCCAACGTTTGTTGAAGGCGATATTCGTAACGAAGCCGTGG

AACCTGCACCTCAC

426 bp:

CGAACTGTCCATGCTTGAGCTAATACGACTCACTATAGGGAGAGCGACTACGGTGA

GGGTCGGGTCCAGTAGCTTCGGCTACTGTTGAGTAGAGTGTGGGCTCCGTAGTCGC

CTAGCATAACCCCGCGGGGCCTCTTCGGGGGTCTCGCGGGGTTTTTTGCTGAAAGA

AGCTTCAAATAAAACGAAAGGCTCAGTCGAAAGACTGGGCCTTTCGTTTTATCTGT

TGTTTGTCGCTGCGGCCGCACTCGAGCACCACCACCACCACCACTGAGATCCGGCT

GCTAACAAAGCCCGAAAGGAAGCTGAGTTGGCTGCTGCCACCGCTGAGCAATAACT

AGCATAACCCCTTGGGGCCTCTAAACGGGTCTTGAGGGGTTTTTTGCTGAAAGGAG

GAACTATATCCGGATCGTGGAACCTGCACCTCAC
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Chapters Oligomer number/total Sequence
Chapters 3 & 4 Primary NS 1/4 CGA TCG CGT ACT ATG GCG

GGT GAT AAA AAC GGG AAG
AGC ATG CCC ATC C

Chapters 3 & 4 Primary NS 2/4 CGA TCG CGG ATG GGC ATG
CTC TTC CCG AAC TCA ACT
GCC TGG TGA TAC C

Chapters 3 & 4 Primary NS 3/4 CGA TCG CGG TAT CAC CAG
GCA GTT GAG AAC ATG CGA
GGG TCC AAT ACC C

Chapters 3 & 4 Primary NS 4/4 CGA TCG CGG GTA TTG GAC
CCT CGC ATG AAT TTA TCA
CCC GCC ATA GTA C

Chapter 5 Primary NS 1/4 CGA TCG ACG CTG CAA CTG
GAG GAT ACG AAG CCG TGG
CAA GTC AGG TGC G

Chapter 5 Primary NS 2/4 CGA TCG ACG GCT CAG TCG
GTT TCC GAG AAC GTA TCC
TCC AGT TGC AGC G

Chapter 5 Primary NS 3/4 CGA TCG ACG AGC GTT GGA
CAT GTA TCG AAC TCG GAA
ACC GAC TGA GCC G

Chapter 5 Primary NS 4/4 CGA TCG ACG CAC CTG ACT
TGC CAC GGC AAC GAT ACA
TGT CCA ACG CTC G

Chapter 5 Orthogonal NS 1/4 GCT AGC ACA CCG CCC GGG
CAG AAC AGG AAC GGT GAT
ATC CCG GGC CTC G

Chapter 5 Orthogonal NS 2/4 GCT AGC ACT TCG CCC GGG
TGC TAA GAG AAC CTG TTC
TGC CCG GGC GGT G

Chapter 5 Orthogonal NS 3/4 GCT AGC AGC CTT CCC GGG
AGC GCT CGC AAC TCT TAG
CAC CCG GGC GAA G

Chapter 5 Orthogonal NS 4/4 GCT AGC ACG AGG CCC GGG
ATA TCA CCG AAG CGA GCG
CTC CCG GGA AGG C

Table B.1: Nanostars with sticky ends

100



Chapters Oligomer number/total Sequence
Chapter 5 Blunt NS 1/4 TCG CTG CAA CTG GAG GAT

ACG AAG CCG TGG CAA GTC
AGG TGC G

Chapter 5 Blunt NS 2/4 TCG GCT CAG TCG GTT TCC
GAG AAC GTA TCC TCC AGT
TGC AGC G

Chapter 5 Blunt NS 3/4 TCG AGC GTT GGA CAT GTA
TCG AAC TCG GAA ACC GAC
TGA GCC G

Chapter 5 Blunt NS 4/4 TCG CAC CTG ACT TGC CAC
GGC AAC GAT ACA TGT CCA
ACG CTC G

Chapter 5 Non-palindromic NS 1/4 GGA ATT CCT GTA TCA GGC
TCC GAT GCG CTT CAT ACT
CTT CTT AAC AAC C

Chapter 5 Non-palindromic NS 2/4 GGA ATT CCT GGT TGT TAA
GAA GAG TAT GTT CTG CCG
CGC CTC GAG TCC C

Chapter 5 Non-palindromic NS 3/4 GGA ATT CCT GGG ACT CGA
GGC GCG GCA GTT CCG CCA
TCC CTC CAT TTC G

Chapter 5 Non-palindromic NS 4/4 GGA ATT CCT CGA AAT GGA
GGG ATG GCG GTT GCG CAT
CGG AGC CTG ATA C

Table B.2: Nanostars without sticky ends
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