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The Other Arbitrary Cutoff 

While I welcome the call to abandon statistical significance (Wasserstein, Schirm, and Lazar 

2019), there is another arbitrary cutoff, power≥80%, that is also quite harmful (Bacchetti 2010). 

Although power requirements may be less frequently enforced than p-value requirements in 

some fields, I believe that efforts to improve the use of statistics in research will have more 

success if they are consistent and comprehensive, which will require us to follow the logic and 

spirit of “beyond p<0.05” into the realm of sample size justification and grant proposals. In 

medical research, this realm has entrenched conventions that are incompatible with moving 

beyond p<0.05, so substantial cultural change will be needed. Although Wasserstein, et al. 

(2019), along with some other concurrent calls for abandoning the concept of statistical 

significance (Amrhein, Greenland, and McShane 2019; Hurlbert, Levine, and Utts 2019; 

McShane, et al. 2019), did not emphasize the need for changes at the grant proposal stage, I 

believe that addressing the challenges in this area could substantially enhance the prospects for 

meaningful reform.  

Abandoning the concept of statistical significance implies also abandoning the concept of 

statistical power, because power is only meaningful if what matters most about a planned study 

is whether or not it reaches statistical significance. Furthermore, the conventional requirement 

for at least 80% power is an additional arbitrary cutoff (Bacchetti 2010). Unfortunately, 

statisticians and researchers have amassed much experience with power-based sample size 

justification, and many might feel adrift if this came to be recognized as a poor approach. In the 

special issue that Wasserstein, et al. (2019) introduced, a few articles presented alternatives to 

power-based sample size planning (Manski 2019; Manski and Tetenov 2019; Trafimow 2019), 

but they appeared to retain an undesirable feature of the conventional approach: calculations 

designed to achieve a fixed goal for just one aspect of the many things that change as sample size 

increases. In particular, the calculations do not involve factors that worsen as sample size 

increases, such as cost, feasibility, and the number of study participants put at risk. Ignoring such 

factors while calculating sample size would only make sense if there were a meaningful 
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dichotomization of sample size into “adequate” and “inadequate,” so that the study should either 

be done right or not at all. The reality of how sample size influences the projected scientific or 

practical value of a study, however, precludes any valid justification for such dichotomization 

(Bacchetti, McCulloch, and Segal 2008), even in the unusual case where study results are to be 

dichotomized into a binary decision. In actual practice, costs are usually given some 

consideration, at least informally, but this is rarely spelled out in the formal sample size 

justifications that appear in grant proposals and publications. I recommend formal methods that 

better align with practical considerations, specifically methods that weigh the information gains 

from larger sample sizes against the increased costs, thereby identifying a reasonable tradeoff 

(Bacchetti, et al. 2008; Wilson 2015). 

The recommendations from Wasserstein, et al. (2019) to “accept uncertainty” and “be modest” 

may be particularly difficult to follow in grant proposals. My impression over a 35 year career in 

medical research is that nearly every study is expected to “answer the question,” and the concept 

of an “adequate” sample size is a key underpinning of the widespread expectation that every 

study should reach a final, definitive conclusion about the issue it investigates. Although this is 

usually quite unrealistic, grant proposals generally seek to comply, phrasing their aims as “to 

determine whether” and almost never as “to estimate how much.” They also follow power-based 

conventions to claim “adequate” sample size. McShane, et al. (2019) acknowledged that failing 

to “blithely promise 80% power” may cause a proposal to miss out on funding, but I would go 

further and argue that the modesty needed to go beyond p<0.05 would usually amount to peer 

review suicide for those seeking funding in the current culture, at least in the medical area. 

Individual researchers are therefore not in a good position to lead in this regard, and institutional 

change may be needed to blaze the trail. An ASA statement on power calculation might be a 

worthwhile contribution. A clear and forceful statement of the problems with current practices 

could allow forward-thinking funders or consortiums of funders to discourage power calculations 

in applications. That would empower applicants to safely venture beyond power≥80% and 

beyond p<0.05. 
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