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why small family firms were so prevalent in historical cities. I test whether this phe-
nomenon is caused by a lack of technological capability to move goods and people. I
exploit the natural experiment that Boston quickly electrified its previous horse-drawn
streetcar system between 1889 and 1896. Analyzing new data transcribed from Boston
business records from 1885 to 1905, I find that rail-connected locations experienced
a 5.3-percentage point relative drop in the share of sole proprietorship establishments
after the streetcar electrification, indicating that improved market access leads to an
increase in average firm size. The second chapter focuses on individuals, investigating
the question whether immigrants stay in ethnic enclaves due to a lack of information
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about outside communities within the same city. Based on individual records linked
between city directories and the decennial census in Boston from 1885 to 1900, I track
within-city migrations of immigrants in response to the same transport upgrade event
in Boston. I find that immigrant enclave residents who worked within 25 meters of the
streetcar rails in 1885 were much more likely to move to a less segregated neighborhood
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from the rails. Evidence suggests interactions in workplace had an impact on the choices
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ground-truth data set we construct and a cloud-based computational platform - Google
Earth Engine (GEE). Our methodology yields a classification accuracy rate between 70%
and 85%, and can easily be applied to other countries and regions.
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Chapter 1

The Economics of Speed: The

Electrification of the Streetcar System

and the Decline of Mom-and-Pop

Stores in Boston, 1885-1905

1.1 Abstract

Small family firms dominated the American economy in the nineteenth century,

and still dominate in many developing economies today. A long-conjectured cause of this

phenomenon, represented by Chandler (1977), is that a lack of technological capability

to move goods and people precludes the emergence of modern firms. This paper provides

the first causal evidence in support of this hypothesis, exploiting the natural experiment

that Boston quickly electrified its previous horse-drawn streetcar system between 1889

and 1896 while keeping the preexisting transit routes almost unchanged. The inference

comes from comparing changes in firm size in rail-connected locations to changes

1
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in neighboring unconnected locations. Analyzing new data transcribed from Boston

business records from 1885 to 1905, I find that rail-connected locations experienced a

5.3-percentage point relative drop in the share of sole proprietorship establishments after

the streetcar electrification.

1.2 Introduction

Before the 1840s, “mom-and-pop” businesses dominated the American economy.

This type of firm was typically owned and managed by an individual or a small number

of family members, dealt in a single product line, and served a highly localized market.

Chandler (1977) observed that the size and nature of firms in America remained relatively

unchanged between 1790 and 1840, despite the substantial growth in population and the

total volume of trade during this period. The increase in market size translated into a

parallel increase in the number of firms, but not the size of firms. He proposed that the

traditional sources of energy - wind and animal power - “simply could not generate a

volume of output in production and number of transactions in distribution large enough

to require the creation of a large managerial enterprise or to call for the development of

new business forms and practices.” The revolution in transportation technology since the

mid-nineteenth century, first brought on by railroads, made it possible to move goods at

a steady, high volume and at high speeds, which demanded organizational innovations

within production units. It is in this period that we saw the rise of modern firms.

Chandler’s hypothesis is relevant to understand the prevalence of micro and

small enterprises in today’s developing countries. Using increasingly available cross-

country data, researchers have established the stylized fact that the self-employment

rate, a measure that captures the prevalence of micro and small enterprises, decreases

as income per capita increases (La Porta and Shleifer, 2008, 2014; Gollin 2008; Jensen,
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2016). In the bottom income quartile of countries, nearly one half of the labor force

is self-employed, while the fraction of the self-employed in the labor force is around

10% in the top income quartile of countries (La Porta and Shleifer, 2008).1 In terms of

firm size, Hsieh and Olken (2014, p.93) and McKenzie (2016, p.2) report that close to

100% of firms have fewer than 10 workers in India, Indonesia, and Nigeria. In contrast,

the modal manufacturing firm in the United States has 45 workers (Hsieh and Klenow,

2014). This is a puzzle to standard models of the firm size distribution (Lucas, 1978)

unless the distribution of entrepreneurial talent is very limited in developing countries.

Chandler pointed out that a potentially important impediment to firm size growth in

developing countries is the higher transportation costs that segment markets, which cause

firms to primarily serve a highly localized market. Similar explanations are also proposed

by Lagakos (2016), Tybout (2000), Hsieh and Klenow (2014), Holmes and Stevens

(2014), and Ziv (2016). In this paper, I call these explanations the market segmentation

hypothesis.

Empirically testing the market segmentation hypothesis is difficult for both iden-

tification and data availability reasons. The causal evidence that a reduction in trans-

portation costs leads to an increase in firm size has been missing in the literature thus

far, both in the historical US setting and in today’s developing country setting. One

needs to find a transportation technology shock that took place in a short period of time

and made differential impacts on different geographic areas, and with the intensity of

the impacts independent of the possible trends in the outcome of the areas. Ideally, we

need within-city cross-neighborhood variation in transport costs, as the majority of firms

employs fewer than 10 workers. Only a neighborhood-level market segmentation seems

to be consistent with the firm size distribution. Correspondingly, one needs to find a

firm-level dataset that contains detailed geographic information, which is not left-tail

1This is true even in the non-agricultural sector.
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truncated in the firm size distribution. However, such data sets are rare in developing

economies (Hsieh and Olken, 2014).

In this paper, I exploit the natural experiment that Boston quickly electrified its

previous horse-drawn streetcar system during 1889-1896 in order to identify the causal ef-

fects of an upgrade of transportation infrastructure on the presence of sole proprietorships.

This upgrade increased the speed of the best means of intra-city transportation from 4-5

mph to 8-10 mph, tripled transportation capacity, and enabled services to be provided

at lower fares (Warner, 1962).2 More importantly, the majority of the electric street-

car routes were upgraded from previous, long-existing horsecar routes, which avoided

non-randomness in the placement of the new transit lines. While the electrification of

the streetcar system in Boston was a positive shock to market access citywide, it also

improved market access more strongly near the streetcar rails. According to the market

segmentation hypothesis, firms that can reach more distant markets should be larger in

size. Consequently, we should be able to observe a relative decline in the share of small

firms near the streetcar rails compared to declines in off-rail areas.

While the electrification of streetcar systems took place in virtually every major

US city in the late-nineteenth and early-twentieth centuries, a number of features make

Boston particularly well suited for my study. First, Boston followed a distinct direction

when modernizing its commuting system. Unlike other major US cities that adopted a

mixture of cable car systems and horsecar systems in the late-nineteenth century, Boston

went directly to a more advanced, entirely electric streetcar system from a completely

horse-drawn streetcar system. The pace of this electrification was very quick, beginning

in 1889 and ending in 1896, making Boston the first major city in the US that adopted

a citywide electric streetcar system. Second, Boston has rich historical data sources,

2In 1900, the five-cent fare was almost universal, and no additional charge was needed for transfer rides.
In contrast, during the 1870s and 1880s, two full eight-cent fares were typical if riders took two cars run by
different companies.
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including property tax ledgers, which contain assessed property values for every building

unit in Boston in my study period. Third, there are two Boston peninsulas - Charlestown

and East Boston - that were similar in size and proximity to the city center (defined as

City Hall) but that differed sharply in their connectivity to the city center in the study

period. This contrast is helpful for testing the role of market access in determining firm

size.

I assemble a novel data set to conduct the empirical analysis. I digitize a data

set of the universe of the businesses from the top 25 retail/wholesale services/products

(accounting for 20% of all businesses) in the Boston Directories-a source that resembles

today’s business yellow pages-for each five-year period between 1885 and 1905. 3 The

original function of these directories was to provide information about every citizen and

business in the city.4 The main pieces of information I obtain are the firms’ addresses and

names, from which I distinguish three types of firms: sole proprietorships, partnerships,

and companies/corporations. I collect supplemental data from the R. G. Dun & Co’s

credit rating records in 1885 and 1899, which shows that the sole proprietorships were,

in terms of estimated net worth,5 the smallest type. The median net worth of the sole

proprietorships was only one-tenth of the median net worth of the second smallest firm

type. I then correspond the sole proprietorships to the “mom-and-pop stores,” and use a

sole proprietorship dummy as the main outcome of interest in the empirical analysis. In

order to analyze the spatial patterns of firms and individuals in my study context, I also

georeference 1,660 plot-level historical city maps to identify the geographic coordinates

3I focus on analyzing the responses of the firms in the retail/wholesale sector, because the transactions
in this sector mostly involved the movement of people, to which the upgrade of the commuter rails was
highly relevant. The retail/wholesale sector is also interesting in itself because it features a particularly
high self-employment rate. In 1910 - the first year in which the census asks subjects their occupation
types - the self-employment rate in the retail/wholesale sector was 0.32, while it was 0.17 in the aggregate
non-agricultural sector.

4In the 1789 Boston Directory - the first issue, the cover shows that it contained “a list of the merchants,
mechanics, traders, and others, of the town of Boston; in order to enable strangers to find the residence of
any person.”

5called “pecuniary strength” in the credit rating books.
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of all the addresses on the 1885-1905 Boston Directories. These results allow me

calculate the distance between each firm and the nearest streetcar route to measure the

intensity of shocks associated with the streetcar electrification.

I use constant geographic areas - plots - as the units of the regression analysis. The

outcome variable is defined as the share of establishments that were sole proprietorships

in each plot. To identify the causal effect of an upgrade of transportation infrastructure

on the presence of sole proprietorships, I apply a difference-in-differences strategy,

comparing changes in outcomes in the plots directly connected to the streetcar rails

(treatment) to changes in neighboring unconnected plots (control), controlling for 200 m

× 200 m block by year fixed effects. The identification assumption is that by removing

time and geographical variations at the block level, both the rail-connected plots and

the unconnected plots would have changed similarly in the absence of the streetcar

electrification.

My baseline results show a striking treatment effect of the electrification of the

streetcar system. Before the upgrade of the streetcar rails in 1885, the rail-connected plots

had, on average, a 4.7-percentage point smaller share of sole proprietorships than the

neighboring unconnected plots. After the electrification in 1905, this gap widened to 10-

percentage points. The effect is statistically significant, and is robust to different controls,

distance thresholds for defining treated locations, and block sizes. The magnitude of the

treatment effect is striking considering that in my regression sample, the rail-connected

plots are, on average, within 25 m of the rails while the neighboring plots are, on average,

between 25 and 100 m away from the rails.

I then examine the mechanisms of the treatment effect. Among three potential

advantages of proximity to streetcar rails - access to inputs or supplies, access to workers,

and access to consumers - I show evidence that access to consumers is the most plausible

advantage. Thus, a critical condition to generate my effect sizes is that consumers must
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be highly sensitive to commuting costs, such that being located a short distance away

from the rails makes a significant difference in market access for firms. I provide three

pieces of evidence suggesting that this could be the case in my study context. First, the

spatial distribution of employment gravitated highly toward streetcar rails: over half

of the businesses were located on rail-connected streets. The density of employment

declined sharply, with movement just one block away from the rail-connected streets.

Second, the treatment effect is much larger among - and is in fact, mostly driven by -

food grocery products, which feature higher commuting costs per dollar. Third, the street

blocks contained highly diverse businesses. A typical 200 m × 200 m block covered

about 30% of the top 16 most-common products, and this coverage rate was higher

for food-related products. The data implies that a single small block can provide most

products necessary for daily life.

Finally, I consider the alternative mechanisms that could also have explained the

treatment effect. While I cannot rule out all of these alternative mechanisms, I show

that none of the alternative mechanisms alone is able to account for all of the patterns

observed in the data, leaving the mechanism in my model as the most plausible one.

This paper contributes to three bodies of literature. First, it adds to a greater

understanding of the prevalence of micro and small enterprises in the process of economic

development. Besides the market segmentation hypothesis, existing explanations to this

phenomenon include more limited entrepreneurial talent or managerial capital (Lucas,

1978; Bloom et al, 2013), higher regulatory and institutional barriers (Lewis, 1954; Harris

and Todaro, 1970; De Soto, 1989; Rauch, 1991; Levy, 2008), and more severe contracting

problems for hiring outside managers (Akcigit, Alp, and Peters, 2016) in developing

countries than in the developed. By looking at a case when there was a discrete change in

transport costs and presumably not in the other factors, this paper identifies the important

role played by transportation technology in determining firm size. The dense streetcar
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network and the high decay rate of treatment effect as one moves away from streetcar

rails signify a very high degree of market segmentation in the context of historical Boston.

This is consist with the fact that the vast majority of firms employed fewer than 10

workers, and lends strong support to the market segmentation hypothesis.

Second, this paper is related to the literature on market integration and economic

growth. Studies have exploited large shocks to transport costs, typically in the form of

large-scale investments in inter-city transport infrastructure, and found that the market

integration process is associated with changes in relative demand for skilled workers

across cities (Michaels, 2008), reduced regional price dispersion and improved welfare

(Donaldson, 2012), increases in disparities in GDP growth between peripheral and

metropolitan regions (Faber, 2014), and increases in land values in areas with improved

market access (Donaldson and Hornbeck, 2016). In this paper, I show that market

integration process can also directly affect the organizational form of the basic economic

units - firms. This finding implies that a more comprehensive evaluation of the benefits

of market integration needs to take account of increases in the productivity of firms.

Finally, this paper is related to research on the effects of urban rail infrastructure

on the internal structure of cities. Studies in this literature have primarily focused on

property values around transit stations (Bowes and Ihlanfeldt, 2001; Cervero and Duncan,

2002; Gibbons and Machin, 2005; Ryan, 2005; Billings, 2011; Hewitt and Hewitt, 2012;

Ko and Cao, 2013). A sharp contrast between this paper and the existing literature is

that I use highly detailed micro-geographic data to show how businesses and residents

reacted to a quick upgrade of their urban rail infrastructure, and my context is a historical

city. As it pertains to methodology, this paper contributes a new identification strategy

that exploits the upgrade of existing transit routes to address the endogeneity associated

with the non-randomness in new route placement. This strategy is distinct from three
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currently popular identification strategies in the literature, as reviewed in Redding and

Turner (2014).

The remainder of this chapter is organized as follows. Section 1.3 provides the

historical background on the electrification of the streetcar system in Boston. Section

1.4 presents a model that determines firm sizes in a non-tradable service sector in a city.

Section 1.5 describes the data. I provide summary statistics in Section 1.6. Section 1.7

introduces my empirical strategy and presents the benchmark regression results. Section

1.8 examines the mechanism underlying the treatment effect. In Section 1.9, I consider

alternative mechanisms that might explain the treatment effect. Lastly, in Section 1.10, I

conclude.

1.3 Historical Background

Up until the 1880s, most cities in the world relied on horsecar for intra-city

transportation. There are four most commonly cited disadvantages for this mode of

transit. First, horsecars were extremely slow. Even if rails were laid on streets to

eliminate a great deal of friction, horsecars ran only at a speed of 4 to 5 mph, equivalent

to the speed of a brisk walk. Second, the animals had to be fed and cared for, which

involved considerable expense. Third, horsecars were very unreliable under bad weather

conditions. Finally, disposing of the huge quantity of excrements that the horses deposited

on the city’s streets was a huge problem in sanitation. Some historians attribute a rise in

the incidence of tuberculosis in nineteenth century American cities to residents breathing

in the dried air-borne germs from animal excrements.

Because of these disadvantages of horsecars, in the late-nineteenth century, al-

most every major American city put efforts into modernizing intra-city transit systems.

However, Boston was the winner of this race, in the sense that it was the first to build
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a large-scale city-wide electric streetcar system. There are two main driving factors to

Boston’s success. The first is the narrow, winding streets of Boston that discouraged

the use of cable-cars. In the 1880s, the cable-car system had been set up in several

US cities despite the high expense and complex maintenance and operation. However,

the difficulty in implementation of cable-cars in Boston invigorated the development

of a more efficient system, which culminated in the significant advancement of electric

streetcars. The second driving force is the great entrepreneur and president of the West

End Street Railway Company, Henry Whitney (Most, 2014). In 1888, after consolidating

Boston’s horse-drawn street railway companies under one company, Whitney was ready

to modernize the horsecar system. His initial plan was also to install a cable system.

However, in the same year, Whitney was invited by an engineer, Frank Sprague, to

Richmond, Virginia to see a demonstration of an electric street rail. Whitney was very

impressed and quickly abandoned the cable car idea. The West End Street Railway

Company then pioneered in meeting the engineering challenge to design and construct

safe, economically viable, and reliable electric power for Boston’s rapid transit. The

research and development progressed very rapidly, and attracted the attention of electrical

engineers all across the country. As one major electric journal put it at the time:

The West End Street Railway company of Boston is making rapid progress in

the equipment of its line with the Thomson-Houston system and work this winter. The

permanent power plant will be a model of its kind, and when completed the largest and

best equipped in the world. · · · before long the electric car will be a familiar sight in the

heart of the city.

The fast pace of this work can also be seen from the percent of mileage that was

run as an electric system, presented in the Annual Report of the West End Street Railway

Company. Figure 1.1 documents this statistic annually in my study period, from 1885 to

1905. Starting from an entirely horse-drawn system in 1888, the company completely
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electrified the system over the next eight years. Another indicator for this fast pace is the

transportation horse population in Boston, which dropped from 7,684 in 1888 to 487 by

1897, as shown in Figure 1.2.
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Figure 1.1: Pace of the Electrification

Compared to the horse-drawn system, the new electricity powered streetcar

system had a number of advantages: First, as mentioned earlier, electric cars ran much

faster - 8 to 10 miles per hour compared to 4 to 5 miles per hour for horse-powered

vehicles.6 Second, the electric system was much more reliable in bad weather. Third,

the carrying capacity tripled compared to that of horsecars. Fourth, the city was able to

avoid the pollution generated from animals, making the streets much cleaner than before.

Fifth, the marginal costs of the services were lower, so that the company was able to

offer lower fares to the public while simultaneously expanding services. Compared to the

cable car system of other cities, the electric streetcar system was cheaper, more practical,

and avoided the imperfections and dangers of cable haulage. By 1905, as a consequence

of Boston’s success, most cable car systems in other US cities were converted to electric

traction or abandoned altogether (Vuchic, 2007).
6The speed takes into account average traffic conditions.



12

7684 7728

6927 6796

3754

2123

1223
857

548 487

0
2,

00
0

4,
00

0
6,

00
0

8,
00

0
N

um
be

r 
of

 h
or

se
s

1888 1889 1890 1891 1892 1893 1894 1895 1896 1897

Source: The Annual Reports of the West End Street Railroad Company.

Figure 1.2: Horse Population in Boston

Figure 1.3 shows the streetcar routes in Boston at two points of time: one in

1888 in blue, which is one year before the electrification, and hence, using an entirely

horse powered system; and the other in 1901 in blue and red, which is four years after

complete electrification. Not surprisingly, the technology upgrade was associated with the

substantial expansions of previous streetcar lines. For identification, I use the preexisting

routes before the electrification as the basis for calculating proximity to the rails, as the

placement of the new lines may have been non-random. Figure 1.3 demonstrates that the

1888 routes were already extensive and that they covered the core areas of Boston. The

new lines put in between 1888 and 1901 were primarily placed in suburban residential

areas. I lose only 0.4% of business establishment observations by excluding those near

the newly expanded lines .
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Legend
Routes in 1888 and 1901
Routes Built Between 1888 and 1901 Charlestown

East Boston

Source: Digitized Boston city maps.

Figure 1.3: The Streetcar Routes in 1888 and 1901

1.4 A Model of Firm Size in the Urban Non-Tradable

Service Sector

I formalize the market access hypothesis in the context of a non-tradable service

sector in a city. My model is a modified version of Ziv’s (2016) model, and can be

thought of as a Melitz (2003) model with spatial interactions between agents in a city. In

my model, the services are differentiated, and each firm provides one variety of service.

Consumers have a love of variety. Firms and workers/consumers make endogenous

location choices across city neighborhoods and have an outside option. Workers are

homogeneous. They supply labor in the local neighborhood, so they do not commute

between their residences and workplaces. However, as consumers, they can incur com-

muting costs in order to obtain goods or services provided in nonlocal neighborhoods,
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where the commuting costs depend on the network of rails and the speed of the streetcars.

Firms are heterogeneous in terms of productivity. In choosing across locations, firms

exchange market access for local labor costs and land rents.

A key element of the model is the bilateral commuting costs for shopping across

locations. I assume that consumers from nonlocal neighborhoods take streetcars to shop.

To find a store in an off-rail location, they need to incur additional commuting costs. The

event of streetcar electrification is modeled as a reduction in commuting costs along the

streetcar rails while keeping all other parameters-including the commuting costs to reach

off-rail locations-constant. The new equilibrium features a redistribution of firms and

workers as well as heterogeneous changes in firm size across space. The mathematical

characterization of this model is found in Appendix 1.

While there is no closed-form solution to equilibrium, this model characterizes

the conditions under which we observe a treatment effect, defined as the difference in firm

size changes between rail-connected and neighboring unconnected locations. Assume

that rail-connected locations and neighboring unconnected locations are sufficiently

small, which is consistent with the empirical setting.7 The model predicts that we will

observe a relative increase in firm size in rail-connected locations when the following

two conditions are met: first, that there is an increase in the nonlocal market size; and,

second, that the commuting costs to reach off-rail locations is substantial. The intuition

is that if the upgraded streetcar system brings in more nonlocal consumers, and that it

is very costly for nonlocal consumers to reach off-rail locations, then the increase in

nonlocal market size will be discounted for the firms in off-rail locations.

The model has additional predictions. In the model, land is a fixed input in

production. Production features economies of scale. Improved market access will be

capitalized into land prices. Thus, we should observe a relative increase in land prices

7On average, each “location” is half of a 200m×200m block. The entire Boston area in any year during
the study period consists of 1,540 such locations.
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in rail connected locations. Moreover, more productive firms can better take advantage

of market access. They will be able to outbid less productive firms in land rents in

rail-connected locations, and thus, spatial sorting will occur. This sorting mechanism

magnifies the treatment effect.

Section 1.6 and 1.7 provide evidence for the basic prediction of the model. Section

1.8 examines the mechanism in the model more thoroughly.

1.5 Data Construction

In this section, I provide details on the data used, describe its sources, and assess

its validity for my study purpose.

1.5.1 Streetcar Routes

I obtained digital city maps of Boston in 1888 and 1901 from the online David

Rumsey Historical Map Collection, which contained streetcar routes and legible street

names. I then georeferenced the two maps such that the points of each of the two city

maps were geographically aligned with a common 1930 street centerline shapefile, which

I retrieved from the Historical Urban Ecological data set, created by the Center for Popu-

lation Economics. By overlaying the street centerline shapefile with the georeferenced

city maps, I extracted the portions of the streets that coincided with the streetcar routes

on the city maps and digitized them into new shapefiles. The routes of the two years are

shown in Figure 1.3. I then used the streetcar route shapefiles to calculate the distance

between each business establishment and the nearest streetcar line.
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1.5.2 The Boston Directory

I digitized the primary data source for the firms from the Boston Directories

published by the Sampson, Murdock, & Company, and printed annually. Each of

these volumes consists of two main sections. The first section lists the names of the

inhabitants and firms, their occupations/products, and the places of the business and

dwelling houses. Generally, the inhabitants in the directories were in the labor force.

For firms, the names of partners are typically listed. The second main section of each

volume is the business directory. It uses only the firms from the first section, categorizing

them according to product/occupation (e.g., lawyers, grocers, bakers, etc.), and then

providing street addresses for each. A small portion of the firms (4%) have multiple

addresses/establishments. In my empirical analysis, I treated establishments as the basic

units of the analysis, thus I use the term “establishment” henceforth. I obtained scanned

images of the full directories for the years 1885, 1890, 1895, 1900, and 1905 from the

genealogy Web site Ancestry.com. I digitized a 1% random sample of the individuals

from the first main section,8 and all of the establishments for the 25 most frequent

retail/wholesale products from the business directory section. These 25 products are

listed in Table 1.11 in Appendix 2.

1.5.3 Historical Credit Ratings of Businesses

The third data source I used was the Mercantile Agency Reference Book, pub-

lished by the R.G. Dun & Co.9 The need for credit ratings stems from the first half of

the nineteenth century, when commission merchants based in large urban cities were

increasingly providing goods and supplies to rural merchants, jobbers, and general stores,
8I first randomly selected a 5% sample of the scanned images, digitized the full text in these images,

and then randomly selected 20% entries (individuals or firms) from the digitized text.
9The title of this book has changed from time to time. After 1925, the title read R.G. Dun & Co.

Reference Book, but in 1960, it changed to Reference Book of Dun & Bradstreet, and finally, in 1991, to
The Dun & Bradstreet Reference Book of American Business.
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but were unable to discriminate their credit-worthiness. Credit rating agencies established

a network of local correspondents, who gathered business information on merchants and

jobbers in their areas and reported it to the rating agency’s headquarters.10 The agency

then sold this credit information to subscribers for a fee. R.G. Dun & Co was one of the

most successful credit rating agencies of the era, and it merged with the company J.M.

Bradstreet in 1933 to form the Dun & Bradstreet Corporation.

R.G. Dun & Co’s reference books cover a wide range of businesses in the United

States and Canada, containing their names, main product lines, pecuniary strengths (i.e.,

estimated net worth, grouped into 17 size categories), and credit ratings (8 classes). 11

These books were published bimonthly, and most of the issues are found in the Library

of Congress, with the exceptions of those published between 1889 and 1898. I digitized

the Boston sections of these books for September 1885 and July 1899.

1.5.4 Boston Property Tax Ledgers

Historically, the City of Boston sent tax assessors to each building to collect

information for annual real estate and personal property taxes. The critical information

for the current study is the assessed value of the building, the assessed value of the land,

plot size, and street name and number for each building unit. 12 The genealogy Web

site FamilySearch.org contains scanned images of the handwritten ledgers from 1822 to

1918, and these are publicly available. I digitized a 10% random sample of the building

units’ data for 1885 and 1898. I chose 1885 as the initial year to match the first year

of the business data. I chose 1898 as the final year because it is immediately after the

completion the electrification of the streetcar system while still before the announcement

10Initially, there were no direct employees of these firms, but instead, the firms often used lawyers
or postmasters who lived in the particular area. Later, the system relied on paid reporters, who worked
exclusively for a particular agency.

11For a more detailed discussion of this data source, see Sarada and Ziebarth (2015).
12A more detailed description about this data source can be found in Hornbeck and Keniston (2016).
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of subsequent major transportation infrastructure projects, including the construction of

subways and elevated railways, which could have affected the real estate prices.

1.5.5 Comprehensiveness of the Business Directory and Credit Rat-

ing Data

I performed an assessment of the comprehensiveness of the business directory

and the credit rating data by matching the two data sources in two directions. First, I

randomly selected an 8% sample of firms from the credit rating reference books in 1885

and 1899, totaling 1,935 firms. I then manually matched these firms to those in the first

main section of the Boston Directories in the corresponding years by both their names

and products (occupations). I was able to match 1,736 of the total 1,935 firms, yielding a

matching rate of 89.7%. Next, I randomly selected 826 firms from the business section

of the Boston Directories in 1885 and 1899, and then matched them to the credit rating

reference books, also by their names and products (occupations). 287 of these 826 firms

could be matched, yielding a matching rate of 34.8%. 13 The much higher matching rate

in the first direction suggests that the Boston Directories contain a more comprehensive

list of firms, while the credit rating books probably selected businesses that catered to the

needs of their subscribers. For this reason, as well as for the fact that the credit rating

reference books are missing for the years 1889-1898, I used the Boston Directories as

the main data source and drew on the credit rating records as a supplemental data source.

13The matching rates in both directions are positively correlated with firm size. In the first direction,
100% of the firms with the highest net worth class in the credit rating reference books were matched to the
Boston Directories, and this matching rate fell down to 76% for the lowest net worth class. In the second
direction, 27.7% of the sole proprietorships in the Boston Directories were matched to the credit rating
reference books, while this matching rate was 46.6% for the other legal forms.
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1.5.6 Measurement of Firm Size

From the names of the establishments in the Boston Directories, we can distin-

guish three legal forms of establishments: (1) sole proprietorships, identified as those

listings showing names of individuals rather than business names; (2) partnerships,

defined as the names in the format of A & B (e.g., Whitcher & Emery), A Bros (e.g.,

Abbott Bros), or A & Sons (e.g., Reynolds S. H. & Sons ); and (3) companies (corpora-

tions), identified as those with the word “Company (Corporation)” in their names (e.g.,

Gilchrist Co). I used a sole proprietorship dummy to proxy for establishment size, and

corresponded these establishments to “mom-and-pop” stores.

To verify that the legal forms are informative about establishment size and pro-

ductivity, I used two sources of data to compare establishment size and productivity via

the different legal forms. In the first verification, I used the first direction-matched data

(from the credit rating to the Boston Directories) mentioned above, to document the

estimated net worth for each legal form of establishment. Using the rating key (shown

in the Appendix Figure 1.20), I converted the letter ratings into numeric values. 14 The

mean, 25th-, 50th-, and 75th percentiles of the estimated net worth are shown in Table

1.1. We can see that there was a very sharp contrast in the estimated net worth between

the sole proprietorships and the other two legal forms: the median net worth of the

sole proprietorships was only one tenth of the median net worth of the second smallest

legal form, partnerships, but there was no significant difference between the companies

(corporations) and the partnerships. The net worth of a median sole proprietorship was

1,500$, or 5.5 times of the gross domestic product (GDP) per capita in 1900.

In the second verification, I used the 1954 Census of Retail Trade national

summary statistics to compare establishment employment size and productivity (sales per

14I assigned the mean of the value range for each letter rating of pecuniary strength. For example, the
letter K stands for estimated pecuniary strength of 1000$−2000$. I assigned 1500$ to every K rating.
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Table 1.1: Estimated Net Worth by Type

Type mean p25 p50 p75

Companies/Corporations 82,401 7,000 27,000 100,000
Partnerships 78,031 4,000 15,000 60,000
Sole Proprietorships 11,600 300 1,500 7,000

Notes: The estimated net worth refers to the pecuniary strength in the credit rating reference books.
The value is measured by current-price USD. The statistics are calculated by pooling 1885 and 1899
data.

worker) by legal form. 1954 is the earliest year for which we have data on both measures.

As shown in Table 1.2, sole proprietorships were the least productive and employed the

fewest workers compared to the other two legal forms. Typically, a sole proprietorship

retail establishment in 1954 had only one active proprietor and employed less than two

paid workers. By contrast, a typical company/corporation was 28% more productive and

had six times as many workers (active proprietors plus paid employees). These sharp

contrasts lend creditability for treating sole proprietorships as a qualitatively different

business form.

Table 1.2: Productivity and Establishment Size by Legal Form

Legal Form Sales($)
workers

Workers
est.

Employees
est.

Proprietors
est.

Companies/Corporations 21.6 16.7 16.7
Partnerships 17.5 5.8 3.8 2.0
Sole Proprietorships 16.9 2.8 1.8 1.0

Notes: The statistics represent national average. The value is measured by current-price USD.
Data Source: 1954 Census of Retail Trade.

Finally, sole proprietorship status is not only informative for establishment size

and productivity but also interesting in itself. The literature on tax recognizes sole

proprietorships as a legal form that is particularly prone to under-report taxable income,

and thus, evade taxes.15 Understanding the causes of the changes in the share of sole

15See Slemrod (2007) for a review.
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proprietorships is closely linked to understanding the income tax capacity of a state

(Jensen, 2016).

1.5.7 Plot-Level City Maps

The key to combining the digitized streetcar routes data and the establishment-

level data is to geocode the addresses of the establishments using contemporaneous

city maps. I georeferenced 1,660 plot-level Sanborn Fire Insurance Maps of Boston

published during the period 1895-1900, which, altogether, covered the entire Boston area.

I then manually extracted the street name and number of every building on the maps to a

GIS shapefile, generating a point shapefile of 100,743 buildings (Figure 1.22 in Appendix

4 shows a sample map). The geographic coordinates of each building were calculated in

ArcGIS and then matched to the addresses in the Boston Directories by street name and

number. 16 For all of the establishments in this study, 95% of them could be geocoded.

The empirical analysis benefited from geocoding the addresses in the Boston Di-

rectories in four specific ways. First, I could calculate the distance of each establishment

to the nearest streetcar rails. This distance allowed me to define whether an establishment

was treated or not. Second, I could create a panel data set of fixed geographic locations

over time. These fixed geographic locations served as the units of the regressions. Third,

the exact location information allowed me to control for the fixed effects of a larger

geographic area and adjust for spatial correlations in the error term. Finally, the geocoded

residential and commercial addresses for the 1% random sample of individuals allowed

me to recover commuting patterns and the distribution of residents and employment in

the study period.

16For special addresses, such as “Street A corner Street B,” I manually located them on the georeferenced
maps.
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In the main regressions, I used fixed geographic locations as the units of the

regressions, which I call plots hereafter. The outcome variable was the share of establish-

ments (restricted to the 25 wholesale/retail products) that were the sole proprietorships in

each plot. The main empirical analysis compared the changes in plots with direct rail

connections (treatment) to the changes in neighboring unconnected plots (control).

Legend
treated area: connected to rails
control area

1

2

3

4

Notes: The above figure illustrates the definition of the treatment plots and control plots, as well as the
blocks. The grids in this figure are 200m×200m, called blocks. If a block is passed through by a streetcar
rail, such as blocks 1, 2, and 4, it is then separated into two plots: the rail-connected plot, indicated by the
purple areas, and the unconnected plot, indicated by the light blue areas. I define the rail-connected plots
as the treatment locations, and the unconnected plots as the control locations. Block 3 is dropped from the
regressions.

Figure 1.4: Illustration of Treatment and Control “Plots”, and “Blocks”

I use Figure 1.4 to illustrate my construction of a plot. Here, I first divided the

entire Boston area into 770 blocks of size 200m×200m. A small block size increases

the number of observations and the significance of the statistical inferences, but the

number of establishments in some blocks could fall to zero, which would result in an

unbalanced panel data set. I chose 200 m as the block size to balance the trade-off. In
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robustness checks, I also tried block sizes of 300 m and 400 m. I then dropped the

blocks that did not intersect with any portion of the 1888 streetcar rails. For example,

I dropped Block 3 in Figure 1.4. The rest of the blocks were then separated by the

rails into two plots: the first plot was a bin enclosing all of the establishments on the

rail-connected streets, indicated by the purple areas. The second plot was the remainder

of the areas within the block, indicated by the light blue areas. I defined the first type

of plots as the treatment locations, and the second type of plots as the control locations.

I chose the narrowest possible bin to define the treatment locations because 50.8% of

the establishments (across all years) were located exactly on the 1888 streetcar routes.

Finally, to keep a quasi-balanced panel of observations, I dropped the blocks within

which there were no establishments in either the pre-electrification or post-electrification

periods. This left me 1,632 observations/plots across all the years for my regressions. On

average, each plot contained 19 establishments. The geographic areas in the regressions

covered 28,209 establishments out of a total of 41,174 establishments.

1.6 Descriptive Statistics

1.6.1 Distribution of Residential Population and Employment

How did the distribution of the residential population and employment change in

the study period? Using the coordinates of both the residential places and the commercial

places for the 1% representative sample of the individuals who commuted in the Boston

Directories,17 which covered all occupations and industries, I plot the distributions of

both residential population and employment by distance to City Hall and their distance to

17One half of the individuals in the Boston Directories had a residential address but no commercial
address, and thus, not a commuter. These people probably either worked from home (e.g. as a grocer) or
did not have a fixed workplace (e.g., day laborers, peddlers). The fraction of commuters is stable over the
study period.
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Figure 1.5: The Distribution of Population in 1885 and 1905
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the streetcar rails in 1885 and 1905, seen in Figure 1.5. We find that the spatial patterns of

employment growth and residential population growth are quite different. From the first

row of Figure 1.5, the majority of employment growth took place in the city center, most

often within 1 km of City Hall. In contrast, we see from the last row of Figure 1.5 that the

residential population density increased primarily in the areas 2-3 km and >3 km away

from the city center. It is worth mentioning that despite the fact that the absolute increase

in residential density is not substantial in the area >3 km away from the city center,

this area is so vast that the majority of the increase in residential population took place

there. Table 1.3 reports the evolution of the commuting distances of these individuals; the

commuting distances are calculated as the distance between their residential addresses

and their commercial addresses. The median commuting distance increased from 2.2

km in 1885 to 4 km in 1905, indicating that after the electrification of the streetcar, the

population was more mobile. These facts provide quantitative evidence for Warner’s

(1962) observation that Boston saw the emergence of “streetcar suburbs” in this period,

in the sense that more and more people began to live in the suburbs and commute to their

workplace in the Central Business District (CBD, defined as the areas within 1 km of

City Hall in Boston).

Table 1.3: The Centiles of The Commuting Distances (km)

year p25 p50 p75

1885 0.50 2.19 4.74
1890 0.83 2.90 5.27
1895 0.75 3.03 5.83
1900 1.12 3.95 6.44
1905 1.07 3.97 7.09

Notes: Only one half of the people in the Boston Directories were commuters, and this ratio is stable
over time. Commuting distance is defined as the distance between the residence and the workplaces of
the worker’s main occupation. Percentiles were calculated only for the commuters.
Source: The geocoded 1% random sample of the inhabitants in the Boston Directories between 1885
and 1905.
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The facts documented in this section serve as a verification of the first condition

for generating the treatment effect: it shows that population density increased almost

everywhere in Boston in my study period, whether measured by employment density or

residential density. Moreover, this population was more mobile than it was before. Thus,

nonlocal market size probably increased for each location.

1.6.2 Pre-Electrification Plot Characteristics

Table 1.4 documents the summary statistics of the outcome variable between

rail-connected plots and unconnected plots prior to the electrification, i.e., in year 1885

and 1890. By construction, the number of plots in these two groups is identical. From

columns (1) and (2), the (unweighted) average shares of sole proprietorships are 77.6%

and 83.6% in the connected plots and unconnected plots, respectively. From column (3),

we can see that the average difference (weighted by the average number of establishments

from 1885 to 1905) in the levels of the share of sole proprietorships is 3.9%. The sign

of the coefficient suggests that there is a positive relationship between establishment

size and rail-connection before the electrification. This fact is consistent with the model,

which predicts that in a static equilibrium, the more productive firms sort into locations

with better market access, such as transit hubs. Importantly, from column (4), we find

that there are no significantly different trends between the two groups of plots prior to

the electrification.

1.6.3 Evolution of Outcomes

I illustrate my main findings in Figure 1.6. This figure depicts the time trends

in the weighted average of the share of sole proprietorships across rail-connected plots

and unconnected plots in dashed lines and solid lines, respectively. The pre-trends had
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Table 1.4: Plot Characteristics prior to the Electrification

Unweighted Average Weighted Difference Weighted Difference
Connected Plots Control Plots in Levels: (1) - (2) in Trends 1885-1890

(1) (2) (3) (4)

Share of Soles 0.776 0.836 -0.039** 0.011
(0.231) (0.253) (0.015) (0.015)

Number of Plots 370 370 370 332

Notes: Summary statistics of the outcome variable are reported for the treatment and the control plots
prior to the electrification. Columns (1) (2) use unweighted average, while columns (3) (4) use average
weighted by the average number of establishments from 1885 to 1905 in the plot.

been declining prior to the electrification. By visual inspection, we see that the pre-trends

were parallel between the two groups of plots, consistent with the statistical results in

column (4) in Table 1.4. Thus, the electrification of the streetcar system can be thought

of as an event that disrupted an ongoing process of increasing establishment size.

The model predicts that average establishment size will diverge between rail-

connected plots and unconnected plots after the electrification as long as the commuting

costs for consumers to reach off-rail locations are positive. The trends in Figure 1.6

confirm this to be the case. Prior to the electrification, the gap in the outcome between the

two groups of locations was 4.7-percentage points. At the end of the study period, this

gap had widened to 10-percentage points, or a 5.3-percentage point relative drop in the

rail-connected plots. Considering that the rail-connected plots were, on average, within

25 m of the rails, while the unconnected plots were, on average, between 25 m and 100

m away from the rails, this magnitude of relative drop implies that the commuting costs

for consumers to reach off-rail locations must have been very large. I use regressions

in Section 1.7 to confirm that the economically large relative drop in the rail-connected

plots is statistically significant, and that it is robust to different econometric specifications

and different definitions of the treatment and the control groups. In Section 1.8, I provide

evidence suggesting that the consumers could be highly sensitive to commuting costs in

my study context.
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Figure 1.6: Trends in Outcome between the Treatment and the Control Plots

The trajectories of the outcome are different from standard DID results. The

trajectories of standard difference-in-difference results would have been that the outcome

in the control group fell as fast as before, while the outcome in the treatment group fell at

a faster rate. Conversely, here, we observe that the outcome in the control group stopped

falling after the treatment, but that the outcome in the treatment group continued to fall

as fast as before.

To shed more light on these non-standard trajectories, I document the time trends

in the count of all establishments (including sole proprietorships and the other legal

forms) in Figure 1.7. In both location groups, we observe that right after the beginning

of the streetcar electrification process, the count of business establishments reversed the

previous declining trend, and started to increase until the end of the study period. The

trends between the two groups were almost parallel.



29

20
00

25
00

30
00

35
00

40
00

T
he

 C
ou

nt
 o

f E
st

ab
lis

hm
en

ts

1885 1890 1895 1900 1905
year

Connected Plots Control Plots

Notes: The time trends in the count of establishments located in the rail-connected and the unconnected ar-
eas are plotted here in dashed lines and solid lines, respectively. The count includes both sole proprietorship
establishments and the other establishments.

Figure 1.7: Trends in the Count of Establishments Located in the Connected and
Unconnected Areas

The facts documented in Figures 1.6 and 1.7 can be understood using my model.

Due to the endogenous entry and exit of establishments, the mass of establishments

will change in response to transport cost shocks. A reduction in transport costs induced

business net entry. The bounce-back in the share of sole proprietorships in the control

plots in Figure 1.6 could reflect that these locations became more favorable for the

operation of small firms. In Section 1.8, I provide more details on the business dynamics

in this period.

Finally, using the random sample of firms (restricted to the 25 retail/wholesale

products) from the credit rating reference books in 1885 and 1899 (without matching

them to the Boston Directories), I plot the firm size distributions in these two years

in Figure 1.8. The assumption on the data is that the sample selection rules used by

R.G. Dun & Co were similar in these two years, so that the firm size distributions are

comparable across these two years. Under this assumption, we can see that during this
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Figure 1.8: Firm Size Distributions Before and After the Electrification

period, there was a substantial shift in the firm size distribution to the right. The left

tail became much thinner in 1899 than in 1885. This contrast corroborates the overall

declining trend in the share of sole proprietorships in Figure 1.6.

1.7 Empirical Methodology and Main Results

1.7.1 Econometric Specifications

To estimate the causal effects of the upgrade of the transportation infrastructure on

the share of sole proprietorships, I first estimate the following econometric specification

Solei jt =β0Postt +β1Ti +β2Postt×Ti +β3t +Controls j + εi jt (1.1)



31

where i denotes the plots, j denotes the blocks, t denotes the years, and Sole is the

share of establishments that were sole proprietorships. Ti is the treatment dummy: Ti = 1

indicates that i is a connected plot, and Ti = 0 indicates that i is a neighboring unconnected

plot. Postt = 1 indicates a post-electrification period, i.e. 1895, 1900, and 1905, and

Postt = 0 otherwise. t is a linear time trend. Controls j include the distance of block j

to City Hall, or time-invariant block fixed effects, which capture block characteristics

that have a constant impact on establishment size. β1 measures the average difference

in outcome between the connected plots and unconnected plots before the treatment.

β2 is the coefficient of interest, which measures how much more the outcome changed

between the connected plots and unconnected plots after the treatment.

Alternatively, I estimate a more restrictive specification

Solei jt = β1Ti +β2Postt×Ti + γ j×θt + εi jt (1.2)

Compared to equation (1.1), this specification controls block-by-year fixed effects, which

capture differential time trends in each block. Since each block contains exactly one pair

of plots, the identification of β2 comes only from the differential time trends between the

plots within the same block.

The identification assumption of equation (1.2) is that, the pair of plots within each

block would have undergone similar time trends in the absence of the electrification of the

streetcar system. In the most restrictive specification, I also control for pre-electrification

plot industrial composition, which may be associated with plot-level differential changes

after the electrification

Solei jt = β1Ti +β2Postt×Ti + γ j×θt +β3Foodi j,t0 +β4Cloi j,t0 + εi jt (1.3)
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Here Foodi j,t0 is plot i’s share of food-related establishments in 1885, and Cloi j,t0 is

plot i’s share of clothing-related establishments in 1885. Therefore, the coefficient of

interest β2 in equation (1.3) reflects the difference in changes for connected plots and

unconnected plots within the same block and with similar industrial composition.

In all specifications, the standard errors are clustered by block to adjust for serial

correlation and within-block spatial correlation. The regressions weight each block by

the average number of establishments from 1885 to 1905.

1.7.2 Benchmark Regressions

Table 1.5 reports estimated impacts on the plot-level share of sole proprietorships

in the rail-connected areas relative to the plots in the unconnected areas. Columns

(1) and (2) report estimates from the initial specification (equation (1.1)), using every

five years between 1885 and 1905 and only 1885 and 1905, respectively. In column

(1), the coefficient before Treatment is -0.039, suggesting that the average share of

sole proprietorships in 1885 and 1890 is 3.9% lower in the rail-connected plots than

in the unconnected plots. The key coefficient of interest, Treatment ∗Post1895, is -

0.032, which is statistically significant. The magnitude implies that the average share

of sole proprietorships across 1895, 1900, and 1905 is 3.2%+ 3.9% lower in the rail-

connected plots than in the unconnected plots. In other words, there is a break in the time

trend of the outcome difference between the treatment and the control in 1895, with a

magnitude of 3.2%. The coefficient before Trend is -0.02, suggesting that the share of

sole proprietorships declined by 2% every 5 years, which occurred both in the connected

and unconnected plots. The close to zero and insignificant coefficient before Post1895

indicates that there is no break in this overall time trend. The coefficient before Distance

to CBD is 0.097, meaning that in an average year, the share of sole proprietorships

increased by 9.7% as we move 1 km further away from the city center.
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Column (2) uses the same specification as column (1), but uses only year 1885 and

1905 observations. The estimated coefficients now capture cumulative changes over 20

years. The coefficient before Treatment shows that the gap in outcome between treatment

and control is 4.7% in 1885. This number corresponds to the height gap between the

solid and dashed lines in 1885 in Figure 1.6. The coefficient before Post1895 reflects

that over the 20 years, there was a 7.7% overall drop in outcome in both the treatment

and the control, which corresponds to the decline between 1885 and 1905 along the solid

lines in Figure 1.6. The coefficient before Treatment ∗Post1895 is -0.053, which shows

that the gap in the share of sole proprietorships between the treatment and the control

widened to 4.7%+5.3% in 1905, which corresponds to the height gap between the solid

and dashed lines in 1905 in Figure 1.6.

From columns (3)-(5), I use increasingly restrictive specifications, and use only

year 1885 and 1905 observations to capture the cumulative effects over an extended time

period. In column (3), I control for the block fixed effects to capture block characteristics

that have a constant impact on the outcome. Column (4) controls for the block by year

fixed effects to capture differential time trends in each block, which corresponds to

equation (1.2). Column (5) controls for the block by year fixed effects as well as the

pre-electrification, plot-level industrial composition to take into account the possibility

that there could be plot-level differential time trends associated with the initial industrial

composition, which corresponds to equation (1.3). The key coefficients are statistically

significant at least at a 10% level across all these specifications. The coefficient before

Treatment ∗Post1895 is constant at −0.053 across columns (2) to (5), implying that the

relative drop in outcome in the rail-connected locations is robust to various controls.
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Table 1.5: Benchmark: All the 25 Retail/Wholesale Products

Dep. Var.: Sole (1) (2) (3) (4) (5)

Treatment -0.039** -0.047*** -0.047** -0.047** -0.040*
(0.016) (0.016) (0.018) (0.023) (0.024)

Post1895 -0.003 -0.077*** -0.077***
(0.016) (0.017) (0.020)

Treatment*Post1895 -0.032** -0.053*** -0.053** -0.053* -0.053*
(0.015) (0.020) (0.023) (0.028) (0.028)

Distance To CBD 0.097*** 0.093***
(0.014) (0.014)

Trend -0.020***
(0.005)

200m-Block FE YES
200m-Block*Year FE YES YES
Init. Industrial Comp. YES
Year 1885-1905 1885,1905 1885,1905 1885,1905 1885,1905
Observations 1,632 680 680 680 680
R-squared 0.221 0.240 0.754 0.857 0.859

Notes: For all specifications, the outcome variable is the share of sole proprietorship establishments of
the plot. Every plot is weighted by its average number of establishments across 5 years (every 5 year
between 1885 and 1905). Standard errors clustered by block are reported in parentheses: *** indicates
statistical significance at the 1% level, ** at the 5% level and * at the 10% level.

Table 1.6: Regressions by Different Block Size and Treatment Definitions

Dep Var: shr of sole (1) (2) (3) (4) (5) (6)
Block Size 200m 200m 300m 300m 400m 400m
Treatment Threshold 25m 50m 25m 50m 25m 50m

Treatment -0.047** -0.025 -0.029 -0.003 -0.009 0.016
(0.018) (0.027) (0.023) (0.027) (0.045) (0.043)

Post1895 -0.077*** -0.076*** -0.071*** -0.068** -0.069*** -0.063***
(0.020) (0.027) (0.017) (0.026) (0.016) (0.020)

Treatment*Post1895 -0.053** -0.040 -0.055** -0.048 -0.069* -0.050**
(0.023) (0.028) (0.022) (0.029) (0.037) (0.022)

200m-Block FE YES YES YES YES YES YES
Observations 680 572 496 452 396 380
R-squared 0.754 0.759 0.809 0.803 0.817 0.803

Notes: For all specifications, the regression sample includes only the years 1885 and 1905. Every plot
is weighted by its average number of establishments across 5 years. Standard errors clustered by block
are reported in parentheses: *** indicates statistical significance at the 1% level, ** at the 5% level and
* at the 10% level.
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1.7.3 Robustness to Block Size and Treatment Threshold

Table 1.6 examines the robustness of the benchmark results to different block

sizes and distance thresholds to define the treatment group. For conciseness, only the

estimation results corresponding to column (3) in Table 1.5 are reported. Column (1) in

Table 1.6 is taken exactly from column (3) in Table 1.5 for the ease of comparison.

From columns (2)-(6), I vary the size of blocks between 200 m, 300 m, and

400 m, and vary the distance threshold between 25 m and 50 m. I find that the key

coefficients are consistently negative. The magnitude of the coefficients before the

interaction term increases with the block size, and it is slightly sensitive to the treatment

threshold. Comparing this coefficient between (1) and (2), (3) and (4), and (5) and (6),

respectively, I discover that adopting a wider “bin”-within 50 m of the rails versus a direct

connection-attenuates the treatment effect. There are two possible causes for this finding.

First, by demarcating a smaller area for the control plots, the number of establishments

in some control plots falls to zero, so their corresponding blocks are dropped from the

regression sample. This introduces a sample selection bias. Second, 25 m is the threshold

for immediate proximity to the streetcar rails, while 50 m is further away and an arbitrary

threshold. There could be a discontinuity in consumers’ costs to access stores between

locations with direct and indirect rail connections, but no such discontinuity at the random

distance threshold. In Section 1.8, I discuss evidence that is consistent with the second

interpretation.

Taken together, Tables 1.5 and 1.6 suggest that the estimated relative decrease in

the share of sole proprietorships in the rail-connected plots is a robust result.
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1.7.4 Heterogeneity by Geography

In this section, I examine the heterogeneity of the treatment effect by geography.

The specific geography of Boston provides a useful case study to identify the importance

of market access in affecting the outcome variable. In Boston, there are only two

peninsulas, Charlestown and East Boston. (Their precise locations are found in Figure

1.3.) These two peninsulas were similar in population size, geographic area, and distance

to the city center. However, since the late-eighteenth century, Charlestown was connected

to central Boston by bridges, 18 and the streetcar electrification included the portion of

the streetcar rails on the bridges. However, East Boston was not connected to central

Boston by any walkable roads until the opening of the East Boston (streetcar) Tunnel in

1904. Thus, the streetcar electrification in the early 1890s shortened the distance between

Charlestown and central Boston, while East Boston remained largely isolated from the

city center.
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Figure 1.9: Comparison of Charlestown and East Boston

Figure 1.9 shows the overall trends in the share of sole proprietorships and

population in these two neighborhoods. The left subfigure documents that the share of sole

18The first bridge in this area was the old Charles River Bridge, chartered in 1785 and opened on June
17, 1786
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proprietorships-a proxy for average establishment size-grew much more in Charlestown

than it did in East Boston. Between 1885 and 1905, this share declined by 12.5-percentage

points in Charlestown, while there was only a 3.5-percentage point drop in East Boston.

From the right subfigure, we can see that this occurred at the same time that there was a

relative population growth in East Boston.

Table 1.7: Regressions by Geography

(1) (2) (3)
Geographic Coverage Charlestown East Boston Central Boston

Treatment -0.025 -0.075 -0.048**
(0.059) (0.078) (0.019)

Post1895 -0.032 -0.138 -0.079***
(0.048) (0.084) (0.021)

Treatment*Post1895 -0.165** 0.080 -0.049**
(0.063) (0.088) (0.024)

200m-Block FE YES YES YES
Observations 76 60 556
R-squared 0.472 0.239 0.765

Notes: For all specifications, the regression sample includes only the years 1885 and 1905. Every plot
is weighted by its average number of establishments across five years. Standard errors clustered by
block are reported in parentheses: *** indicates statistical significance at the 1% level, ** at the 5%
level and * at the 10% level.

Next, I rerun the benchmark regression in column (3) in Table 1.5, dividing the

sample into three areas: Charlestown, East Boston, and central Boston. I show the results

for each area in columns (1)-(3) in Table 1.7, respectively. Again, the regression results

reveal a stark contrast between Charlestown and East Boston. While the coefficient before

Treatment ∗Post1895 is estimated to be -0.165 for Charlestown, it is 0.08-a positive

number and imprecisely estimated-for East Boston. Quite plausibly, the bridges enabled

Charlestown businesses to reach consumers from central Boston, and rail connections

were particularly important to reach such a consumer base. For businesses located in

East Boston, the streetcar rails could not reach nonlocal markets, and thus, they were less

important there.
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1.8 Main Mechanism

In this section, I examine the mechanism behind the treatment effect. I proceed

in three steps. In Section 1.8.1, I show that in my study period the consumers could be

highly sensitive to commuting costs, and therefore, being located a short distance away

from the rails could make a large difference in market access for firms. In Section 1.8.2,

I test the first implication of the model, namely, that market access will be capitalized

into land prices. In Section 1.8.3, I show that spatial sorting between firm productivity

and market access occurred in the data.

1.8.1 Evidence on the Magnitude of Commuting Costs

The estimated large treatment effect between immediately connected and neigh-

boring unconnected locations hinges critically on consumers being highly sensitive to

commuting costs, especially to the costs of going to off-rail locations. I provide three

pieces of evidence.

The Spatial Distribution of Employment

First, I illustrate employment distribution by distance to the streetcar rails and by

distance to the city center in the first two rows of Figure 1.5. In the first row of subfigures,

I show the results for all distances to the city center. Since the employment density

within 1 km of the city center is so high that the results for the rest of distances are not

clearly visible, I zoom in on the results for distances further than 1 km away from the city

center in the second row of subfigures. Here, we can see that employment was highly

concentrated around the rails, and that the concentration of employment around the rails

became stronger after the electrification of the streetcar. In particular, in the areas further

than 1 km away from the city center, there was a big jump in the employment density at
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a distance of 25 m (immediate proximity) from the rails. These patterns suggest that it

was hard to operate a business in the off-rail areas in the suburbs in my study period.

Heterogeneity of Treatment Effects by Product

To shed more light on whether the treatment effect is driven by consumers’

sensitivity to commuting costs, I exploit variations across products. For products featuring

a higher ratio of the cost of commuting to the cost of goods, we expect that the treatment

effect will be stronger among these products.

I impute the cost of commuting to the cost of goods ratio for each product using

the 1996 Consumer Expenditure Survey19. I match the 25 products in my Boston data to

the corresponding products in the 1996 Consumer Expenditure Survey. The details of this

match are provided in Appendix 3. The data allow me to calculate four statistics that are

relevant to the cost of commuting to the cost of goods ratio for each product: the costs per

item, the number of items purchased per week, the number of trips consumers took each

week to purchase any item of this product, and the number of trips the consumers made

for purchasing every 100$ of this product. I take the last variable as the most relevant

measure of the cost of commuting to the cost of goods ratio, and thus order the products

by this measure in Table 1.8, from highest to lowest.

I find that food-related products feature a low value per item, a high purchase

frequency, and more trips made by consumers for every 100$ purchase. These patterns

suggest that the cost of commuting to the cost of goods ratio is higher for food for

consumers today. In my study period, there was no domestic refrigerator, and food stores

were more specialized than they are today. Thus, the purchase frequency for food at that

time could have been even higher.

191996 was the first year for which this survey is publicly available.
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Table 1.8: Consumption Behavior Statistics

Pshr costs($)/item items/week trips/week trips/100$

ConfectionersF 2.30 1.02 0.68 28.74
BakersF 1.99 2.87 1.28 22.45
FruitsF 1.72 4.76 1.29 15.70
FishF 5.03 0.36 0.28 15.38
Cigars & Tabaccos 6.46 0.61 0.54 13.78
ProduceF 2.25 5.32 1.56 13.06
Books & Publishers 6.79 0.58 0.46 11.72
LiquorsF 5.85 0.97 0.48 8.44
RestaurantsF 20 4.76 6.09 2.44 8.43
ProvisionsF 3.06 8.84 1.77 6.56
Hats, Caps, & Furs 14.45 0.06 0.05 5.83
Milliners 17.52 0.08 0.07 4.81
Apothecaries & Drugs 15.64 0.63 0.43 4.30
Dry Goods 18.57 0.12 0.09 3.82
Hardwares 19.52 0.18 0.11 3.20
Boots & Shoes 34.52 0.18 0.14 2.29
Clothing 21.28 0.98 0.44 2.10
Jewelry & Watches 48.66 0.07 0.06 1.62
Leather 70.99 0.04 0.03 1.20
Furnitures 191.40 0.04 0.03 0.38
Piano >93.43 0.00 0.00 1.07

GrocersF N/A N/A N/A N/A
Tailors N/A N/A N/A N/A
Men’s Furnishings N/A N/A N/A N/A

Source: 1996 Consumer Expenditure Survey from the Bureau of Labor Statistics.
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Guided by Table 1.8, I present the treatment effect by the food-related products

and other products. To best visualize the results, I plot the average changes in the share

of sole proprietorships by product and geography in Figure 1.10. One can find the

corresponding regression results of the treatment effect in Appendix 2.
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Notes: The horizontal axis represents the distance from the city center. The bars of different colors
indicate different distances from the streetcar rails. The distances were calculated using the 1888 rails. The
food-related products did not include restaurants because consumption is primarily done on-site compared
to the other food-related products. I examined the results by including restaurants in food and found similar
patterns.

Figure 1.10: 1885-1905 Changes in the Share of Sole Proprietorships by Product and
Geography

The left subfigure of Figure 1.10 suggests that the significant treatment effect

found in the baseline regressions in Table 1.5 is largely driven by the food-related

businesses. The decline in the outcome variable is sensitive to the distance to the streetcar

rails: the decline is sharpest within 25 m of the rails, and then becomes much smaller

between 25 and 100 m of the rails. We see that the distinction between the areas 25-100



42

m and further than 100 m away from the rails is not substantial. In contrast, we find that

the patterns for the other products are mixed.

The stark contrast in the treatment effect between the food products and the

other products is consistent with consumers being more sensitive to commuting costs to

shop for food. However, there could have been other factors that drove this difference.

While I cannot rule out all of the other possible factors, in Section 1.9.2, I show that this

difference was unlikely to have been caused by the difference in the land-use intensity in

production technology by industry.

Product Diversity at Block Level

The last piece of evidence that suggests high commuting costs for shopping is the

spatial distribution of businesses. I divide the Boston area into 200m×200m blocks. I

then calculate the coverage of the top eight products in each broad product category (i.e.,

food products and the other products) in each block in 1885 and 1905. This index reflects

the accessibility to a wide range of products within a small neighborhood. I calculate

the average of this index across blocks by distance to City Hall, as well as by year, and

plot the results in Figure 1.11. We can see that a typical 200m× 200m block covered

approximately 30% of the top eight products in either year. Such a high coverage of

products is an indicator that consumers needed to save time when shopping in that period.

In both years, and at almost all distances from City Hall, there is a higher coverage of the

food-related products than the other products in a typical block. This is consistent with

consumers being more sensitive to commuting costs for food shopping.

1.8.2 Capitalization of Market Access into Land Prices

In Section 1.7.4, I showed that the streetcar rails mattered for businesses to access

nonlocal consumers. In Section 1.8.1, I discussed the fact that the consumers could be
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Notes: The horizontal axis represents the distance from the city center. I calculated the coverage of the top
eight products in each broad product category (food and the others) in each 200m×200m block in 1885
and 1905. I then calculated the average of this index across blocks by distance to the city center and by
year-product. The food-related products did not include restaurants.

Figure 1.11: 200m-Block-Level Product Diversity by Sector

highly sensitive to commuting costs, especially to the cost of going to off-rail locations.

Taking these two facts together, we can infer that market access was much more strongly

improved in rail-connected locations relative to neighboring unconnected locations. Both

this and the following one test the implications of the model, most specifically: (1) that

improved market access will be capitalized into land prices; (2) there is sorting between

firm productivity and market access.

In the upper subfigure of Figure 1.12, I document the real estate prices (both land

and buildings) in Boston by geography in the years 1885 and 1898, which I calculated

using the digitized Boston property tax ledgers. However, any correspondence between

market access improvement and real estate appreciation needs to be interpreted with

caution. Conditional on the fixed land supply, real estate appreciation might be driven by

an increase in demand for either commercial use or residential use or both. In my model,
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market access refers to firms’ access to consumers, which corresponds to the demand

for commercial use. From Figure 1.5, we can see that in the areas within 25 m of the

streetcar rails, the increase in population density between 1885 and 1905 was primarily

driven by the increase in employment density. The residential density in this area stayed

almost the same over this same period. Therefore, I interpret the real estate appreciation

in this area as driven mostly by the demand for commercial use. Consistent with the

model, we observe in Figure 1.12 that real estate prices in this area increased during this

period, suggesting that market access was capitalized into real estate value.

The bottom subfigure of Figure 1.12 plots the time trends of real estate values

between 1885 and 1898 for both Charlestown and East Boston. Starting from similar

levels in 1885, by 1898, the real estate value almost doubled in Charlestown, whereas it

declined by 43% in East Boston. Since East Boston was a more isolated neighborhood in

this period, thus having poorer market access, this fact provides another piece of evidence

that market access was capitalized into land prices.

1.8.3 Firm Sorting

To identify the existence of sorting, I exploit the feature of the Boston Directories

that allow us to track individuals and firms over time. Since we have information on

firm owners, the firms can be tracked over time, even if they changed their names. I do

over-time match in two directions. In the first direction, I select a random sample from

the years 1890, 1895, 1900, and 1905, totaling 764 firms, and tracked them backward to

five years before. In the second direction, I select a random sample of 728 firms in 1888,

and track them f orward to 1899. I provide the details of this match in Appendix 3.

In the first direction tracking (backward tracking), I distinguish two groups of

incumbent firms: those who survived from past five years, and those who entered in the

past five years. For the former group, the survivors, they can be categorized into “moved
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Table 1.9: Locational Choices of Incumbent and Entrant Firms

Incumbents in 1890 and 1895 Incumbents in 1900 and 1905
Co./Partnerships Sole-Prop. Co./Partnerships Sole-Prop.

(1) (2) (3) (4)

Survived from the Past 5 Yrs
Connected to Connected 30.4% 28.1% 30.3% 28.7%
Connected to Unconnected 4.3% 3.5% 2.8% 2.5%
Unconnected to Connected 5.2% 4.8% 8.5% 4.3%
Unconnected to Unconnected 28.7% 17.1% 31.7% 17.2%

Entered in the Past 5 Yrs
Connected 17.4% 24.6% 21.8% 25.8%
Unconnected 13.9% 21.9% 4.9% 21.5%

Observations 115 228 142 279

Notes: The data came from a random sample of backward linked establishments in the Boston
Directories. For each incumbent establishment in the sample, I distinguished it between a survivor
from the past five years, and an entrant in the past five years. For survivors, I tracked their relocation
patterns (four categories, which are shown in the above table). For entrants, I distinguished them
between those who located in connected areas and those who in unconnected areas.

from connected to connected locations,” “moved from connected to unconnected loca-

tions,” “moved from unconnected to connected locations,” or “moved from unconnected

to unconnected locations.” For the latter group, the entrants, they can be categorized into

“entered into connected locations” or “entered into unconnected locations.” I show the

share of each type of incumbent by five-year cohort as well as by legal form in Table

1.9. The main information to be drawn from this table is that we find evidence of spatial

sorting. Moreover, we find that the sorting was not driven mainly by the relocation of

the survivors; instead, it was driven primarily by the new company/partnership entrants,

who suddenly exhibited a stronger preference for locating near rail-connected locations

after the electrification. This fact is shown in the last two rows of columns (1) and (3)

in Table 1.9. On the other hand, sole proprietorship entrants did not exhibit a change in

preference over locations before and after the electrification, which is shown in the last

two rows of columns (2) and (4) in Table 1.9.
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Table 1.10: The Dynamics of the Establishments Between 1888 and 1899

Unconnected to Rails in 1888 Connected to Rails in 1888
Sole-Prop. Co./Partnerships Sole-Prop. Co./Partnerships

(1) (2) (3) (4)

Survived Between 1888 and 1899
Connected to Connected 36.5% 41.2%
Connected to Unconnected 6.4% 6.7%
Unconnected to Connected 9.6% 16.1%
Unconnected to Unconnected 23.9% 48.3%

Exited Between 1888 and 1899
Exited 58.9% 29.7% 50.0% 47.9%
Occupation Changed 7.7% 5.9% 7.1% 4.2%

Observations 209 118 282 119

Notes: The data came from a random sample of forward linked establishments in the Boston Directories.
I distinguished the incumbent establishments in 1888 between those who survived over 1888-1899, and
those who exited during this period. For survivors, I tracked their relocation patterns (four categories,
which are shown in the above table). For those who exited, I distinguished them between disappearing
from the directories and changing their occupation.

In the second direction tracking (forward tracking), I also distinguish two groups

of incumbent firms in 1888: those who survived between 1888 and 1899, and those

who exited during this period. I show the dynamics of these firms in Table 1.10. The

key information of this table is in the third row of columns (1) and (2): among the sole

proprietorships who were located in unconnected locations in 1888, 9.6% of them moved

to connected locations in 1899. In contrast, among the companies/partnerships who were

located in unconnected locations in 1888, 16.1% of them moved to connected locations

in 1899. This is consistent with sorting between productivity and market access.

1.9 Alternative Mechanisms

In this section, I consider alternative mechanisms that might also explain the

treatment effect.
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1.9.1 Other Infrastructures

A natural concern is whether the electrification of the streetcar system was

associated with any other improvements along the rail-connected streets, in addition

to the improved market access. The first possible improvement is better availability of

electricity along the rail-connected streets, which might have benefited the operation

of large businesses disproportionately. The extension of electric services in Boston did

indeed begin in the 1890s, however, electric utilities were available to users throughout

the city at uniform prices (Warner, 1962). Therefore, it is unlikely that the availability

of electric utilities drove the differential time trends in the outcomes between the rail-

connected and unconnected locations.

Another improvement along the rail-connected streets was better sanitation caused

by the elimination of horse pollution. In fact, horse pollution was once an enormous

public health and sanitation problem for almost every American city (Morris, 2007).

A byproduct of the electrification of the streetcar system was that the streets along the

previous horse-drawn streetcar routes became much cleaner than before. Therefore, the

heterogeneity of the treatment effect by food and non-food products documented in

Figure 1.10 could be partly driven by the fact that the food-related businesses benefited

more from the cleaner streets. However, if the sanitation improvement was the only story,

one could hardly explain the sorting patterns that were documented in Section 1.8.3; in

other words, it is not clear why improved sanitation conditions would have been more

relevant to larger firms than to smaller ones.

Finally, beginning in 1897, this period also saw the openings of the Boston

subway system.21 Because subways and electric streetcars were similar in nature-both

were commuter rails, and the routes of the subways overlapped with parts of the streetcar

routes-I interpret the effects of the subway system as a robustness check of the main

21Boston was the first city that opened a subway system in North America.
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mechanism. Because subways represent a more advanced type of intra-city commuting

practice, 22 we would expect to find a large treatment effect for the subways.

Indeed, I find a significant treatment effect of the opening of the subway. In

particular, the subway lines are highly responsible for the anomalies observed in the right

subfigure of Figure 1.10, which shows that there was a particularly sharp drop in the

share of sole proprietorships in the area between 1 and 2 km away from City Hall. In this

area, two subway stations opened in 1898, the Boylston Station and the Pleasant Station,

which were located along the electric streetcar routes and were 1 km and 1.5 km away

from City Hall, respectively (visualized in Figure 1.23).

To test whether the results in the area between 1 and 2 km away from City Hall

are driven by the construction of the subways, I restrict the sample to three regions:

the areas within 300 m of the Boylston Station and the Pleasant Station, respectively,

and then the area within 300 m of the midpoint of the two stations. I then divide each

area into three distance bands from the centroid. I plot the evolution of the share of

sole proprietorships in each distance band in each area. From the top two subfigures

in Figure 1.13, we find that there was an especially steep, post-1895 drop in the share

of sole proprietorships in the areas within 100 m of these two subway stations (plotted

in solid lines), relative to the drops in the areas further than 100 m away from the two

stations. As a placebo test, the bottom subfigure plots the trends at different distance

bands, with the centroid at the midpoint of the two subway stations. I do not find that

proximity to the midpoint of subway stations had any significant impact on the outcome

trends. These tests suggest that the subway construction was an important cause of the

extreme outcomes observed in the areas between 1 and 2 km away from City Hall. Given

the similar nature of the subways and the electrical railways, these results lend additional

support to the hypothesis that market access was a significant barrier to firm size.

22From a contemporaneous engineering journal, subway trains traveled at speeds of approximately 17
mph, which was double the speeds of the electric streetcars.
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1.9.2 Explanations for the Heterogeneous Treatment Effects by Prod-

uct

What explains the treatment effect being mainly driven by food? In Section 1.8.1,

I argued that this due to the higher ratio of the cost of commuting to the cost of goods

for food. In this section, I consider a second possible mechanism-the differences in

production technologies by sector. The food industry might use land more intensively

in production, so, in this scenario, the land rents would account for a larger share of the

total costs for food-related businesses. An upgrade in transportation infrastructure would

improve market access nearer to the infrastructure, and would thus raise the land rents

there relative to more distant areas. Because food-related businesses are more sensitive to

rents, relatively more small food-related businesses would be driven out of the locations

near the infrastructure than small other businesses would be.

I test whether the pre-assumption for the land use intensity mechanism holds, i.e.,

that food-related businesses use land as inputs more intensively. To my knowledge, there

is no data on production technology for the firms in my study sample. To shed some

light on this parameter, I calculate a measure of land-use intensity using the Enterprise

Surveys from the World Bank. I restrict my investigation to country-years that were

at a comparable level of GDP per capita as the United Stated was between 1885 and

1905. I provide descriptions of this data set and details of the sample selection criteria in

Appendix 3. The land-use intensity is measured by

Cost for Establishment to Repurchase All of Its Land and Buildings
Cost for Establishment to Repurchase All of Its Machinery, Land and Buildings

(1.4)

I plot this measure across the ten countries in my sample in Figure 1.14. Relative

to the other sectors, the land-use intensity in the food sector is higher in six countries, but

lower in the remaining four. Therefore, there is no consistent pattern across countries.
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I also run a regression of land-use intensity on the food sector dummy and the country

fixed effects, using all the firm observations. I find an insignificant and close to zero

coefficient before the food sector dummy. Hence, the evidence from the firms in today’s

developing countries does not support the pre-assumption that the food sector uses land

more intensively.

Even if the share of land rents in total costs in the food industry is higher in my

study context, this explanation might not be the whole story. As documented in Figure

1.11, there is a much greater product diversity at the block level for food. This can be

explained by consumers at that time being more sensitive to food shopping commuting

costs, but it can hardly be explained by the share of land rents in the total costs.

1.10 Conclusion

In this paper, I use a natural experiment-the electrification of the streetcar system

in Boston between 1889 and 1896-to provide the first causal evidence that an upgrade

of transport infrastructure leads to a decrease in the share of sole proprietorships. To do

so, I digitized and geocoded business data for the universe of the top 25 retail/wholesale

products, as well as the city transit network and land value data in Boston between 1885

and 1905. The identification strategy exploits the fact that the new electric system was

quickly upgraded, while keeping the preexisting horse-drawn streetcar routes almost

unchanged.

Using a difference-in-differences estimator, I find that rail-connected locations

experienced a 5.3-percentage point relative drop in the share of sole proprietorship

establishments after the electrification compared to neighboring unconnected locations.

The treatment effect is robust to alternative divisions of locations, thresholds for defining

treated location, and different controls. The magnitude of the treatment effect is striking
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considering that the rail-connected plots are, on average, within 25 m of the rails, while

the neighboring plots are, on average, between 25 and 100 m away from the rails. Further

analysis reveals that consumers could be highly sensitive to commuting costs in my study

context, so being only a short distance away from the rails made a significant difference

in market access for firms. To a large extent, the treatment effect reflects spatial sorting

between firm productivity and market access, which is consistent with more productive

entrepreneurs being able to take better advantage of market access.

The results of this paper have implications for the theories of the firm size

distribution. Existing explanations for the prevalence of micro and small enterprises in

the process of economic development emphasize regulatory and institutional barriers,

which distort the firm size distributions by disfavoring either small or large firms. In

my study context-historical Boston between 1885 and 1905-institutions had been quite

stable, but we still observe a quick shift in the firm size distribution. The evidence in

this paper points to the important role played by transport infrastructure improvements,

which lends support to Chandler (1977), Tybout (2000), Hsieh and Klenow (2014), and

Lagakos (2016).

The results on spatial sorting between firm productivity and transit access after

the upgrade of a transit system have implications on resource (mis)allocation across

firms. Hsieh and Klenow (2009) document that there exists a higher degree of resource

misallocation across firms in China and India than in the US. This paper suggests a

potential source of misallocation at a low level of economic development: the geographic

segregation of markets, which enables a large number of low-productivity entrepreneurs

to stay away from competition with more productive, larger firms. An improvement in

transport infrastructure could improve the resource allocation across firms by inducing

more productive firms to move into more advantageous locations, which enlarges their
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market shares. The trade-off could be an increase in inequality, as suggested by the higher

exit rates among the small firms following the transportation shock in my study event.

Chapter 1, in full, is currently being prepared for submission for publication of

the material. The dissertation author, Wei You, was the sole author of this paper.
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Figure 1.12: Real Estate Value in 1885 and 1898
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Figure 1.13: Time Trends in the Share of Sole Proprietorships near Subway Stations
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1.11 Appendix 1: Details of the Model

This appendix section provides details of the model described in Section 1.4.

1.11.1 Setup

Geography

Consider a city embedded within a wider economy. The city consists of a discrete

set of locations or blocks, which are indexed by s = 1, . . . ,S. S is large so that the impact

of each location on the entire city is ignorable (each location corresponds to a “plot” in the

empirical analysis). All economic activities-production and consumption-take place at

s ∈ S. The space is further defined by bilateral transport costs, τsd , for consumers located

in s to receive services provided in location d. I interpret source s as the consumers’

location and destination d as the firms’ location, because the sector of interest is the retail

sector. I then impose symmetry and the triangle inequality on τsd .

Locations differ by their relative proximity to other locations. Locations also

differ by productivity ϕs, which is independent of firm characteristics. The differences

in the location-specific productivity ϕs can arise from differences in natural advantages

and proximity to fixed urban features, such as wharfs, inter-city train stations. The CBD

area, which features a relatively high density of employment and firms in equilibrium,

emerges because of the higher ϕs in this area.23

Preferences

There are three types of agents in the economy: entrepreneurs, landowners, and

workers. Entrepreneurs obtain income from profits, land owners obtain income from

23In my model, CBD could also emerge in the absence of differences in ϕs in an asymmetric equilibrium,
where some ex ante identical locations would attract relatively more firms and employment than others, and
where such asymmetric distribution would be stable due to the “home market effects” (Krugman, 1991).
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rents, and workers obtain income from wages. All the agent types have preferences over

differentiated goods produced at all locations. These varieties are combined through the

CES function form:

Q =

[∫
ω∈Ω

q(ω)
σ−1

σ dω

] σ

σ−1

The corresponding price index is

P =

[∫
ω∈Ω

p(ω)1−σdω

] 1
1−σ

The optimal consumption and expenditure decisions for individual varieties ω are

q(ω) = Q
[

p(ω)
P

]−σ

,

r(ω) = R
[

p(ω)
P

]1−σ

,

where R = PQ denotes aggregate expenditure.

I assume that transport costs enter the price of goods in standard “iceberg” form,

so that the actual price that consumers face is the price of goods multiplied by a factor

τsd > 1. Via this assumption, each variety is purchased by consumers from all the sources.

In this sense, even the smallest store has a citywide customer base. In this model, small

stores are localized not in the sense that they only serve local customers, but in the sense

that they are located in places that lack access to nonlocal markets, so a larger portion of

their customers comes from the local area.
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Production

There are two factors of production, labor (l) and floor space (h). The individual

variety production function is

q(ω) = q(ϕ) = ϕl(ϕ)1(h(ϕ) = 1)

Any positive amount of output requires one unit of floor space as input, which is indepen-

dent of firm size. In addition, every additional unit of output requires a constant marginal

labor requirement, 1/ϕ, where ϕ is firm-specific productivity. Each variety is provided

by a single firm. There are no economies of scope, so there is a one-to-one relationship

between firms and varieties. 24 Thus, the indexes ω and ϕ are inter-changeable, and

hence, I will use ϕ hereafter.

Worker Location Decision

Each homogeneous worker supplies one unit of labor inelastically in her work-

place and does not participate in a real estate market. Thus, workers do not commute

between workplace and residence. Instead, workers commute between their workplace

and stores for shopping. Workers are free to choose their workplace, trading off local

wage rate against consumption amenity, summarized by the price index. In equilibrium,

all workers receive identical reservation utility, ū, in the wider economy. Under the

specified utility, the worker’s free-mobility condition is given by

wd

Pd
= ū, d ∈ S (1.5)

24This assumption is roughly consistent with the data. In the Boston Directories, there are over one
thousand product categories. If a firm produced multiple products, it appeared under each product category.
Based on a random sample of 2000 firms, I verified that only 8% of them produced multiple products.
Among the multi-product firms, most of the products a firm produces were similar in nature.
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Firm Location and Pricing Decision

There is an endogenous set of entrepreneurs, with a mass of M. Each entrepreneur

draws a level of productivity from some distribution G(ϕ), ϕ ∈ (ϕ
¯
, ϕ̄), which is indepen-

dent of sector. In equilibrium, the least productive firm in the lowest-profit sector always

earns zero profit, so there is no exit after entrepreneurs draw a level of productivity.

Each entrepreneur runs one firm, operates in a single location, 25 and employs

labor at their locations, paying location-specific wages. In equilibrium, all firms will

choose to service all locations. Access to consumers, local production costs, local

productivity, and rents drive the profits of the firms. For entrepreneurs, firm profits

normalized by the local price index govern their location decisions.

The timing of the entrepreneur’s/firm’s decisions are: (1) whether to enter, (2)

where to locate, and (3) how to price their product. A firm or entrepreneur’s optimal

choice can be found by solving the three decisions in reverse: first, by finding the optimal

price of the good at each potential location; second, by finding the optimal location, given

the pricing rule at each location; and finally, deciding whether to enter, given the profits

in the optimal location.

By the demand and production functions in this model, firms’ optimal pricing

strategy is a constant markup over marginal costs:

pd(ϕ) =
σ

σ−1
w

ϕϕd
, (1.6)

where ϕ is firm-specific productivity and ϕd is location-specific productivity.

25In my data, only 4% of the firms operate in multiple locations.
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The operational profits (without paying for the fixed land rent costs) from serving

all the consumers in location s for a firm of productivity ϕ located in d is

πsd(ϕ) = κ

(
ϕϕd

wd

)σ−1

RsPσ−1
s τ

−σ

sd , (1.7)

where κ= 1
σ

(
σ−1

σ

)σ−1
, ϕd is the location-specific productivity while ϕ is the firm-specific

productivity. Summing over operational profits made from all the sources, I obtain an

expression for the size of firm ϕ located in d in terms of operational profits:

πd(ϕ) = κ

(
ϕϕd

wd

)σ−1∫
s∈S

RsPσ−1
s τ

−σ

sd ds (1.8)

Because entrepreneurs are also consumers at the same time, they care about real profits

(adjusted for price-index) π̃d(ϕ)≡ πd(ϕ)
Pd

. Defining location-specific advantage, we have

ηd ≡
κ

Pd

(
ϕd

wd

)σ−1∫
s∈S

RsPσ−1
s τ

−σ

sd ds

A nice feature of equation (1.8) is that the firm-specific productivity ϕ and the location-

specific advantage ηd enter into the profits multiplicatively. It can easily be shown that

the more productive firms can take better advantage of the location-specific advantage, in

the sense that

Lemma 1.

∀η1,η2 ∈ (η
¯
, η̄), if η1 > η2 and ϕ1 > ϕ2,

then π̃1(ϕ1,η1)− π̃1(ϕ2,η1)> π̃1(ϕ1,η2)− π̃2(ϕ2,η2)

Spatial sorting will take place, such that more productive firms occupy more

advantageous locations, and this relationship is strictly monotonic.
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Landowner Decision

Atomistic land owners decide the density of structures Hd , taking land rent rd

as given. The rent maximization problem of a representative land owner in d can be

formalized as

max
Hd

πl = rdHd− c(Hd), (1.9)

where c(H) is the construction cost function, which is increasing, twice-differentiable,

and convex:

c′(H)> 0,c′′(H)> 0.

The convexity of the construction cost function precludes the possibility of an equilibrium

with an infinite density of structures/firms.

The first-order condition of the above problem yields an increasing relationship

between rent and structure density:

rd = c′(Hd) (1.10)

Land owners collect total land rents in the form of the consumption aggregate, and they

consume the profits part. The remainder of the consumption aggregate is used for con-

struction. For any source location s, the expenditure on the aggregate consumption bundle

equals the summation of the wages of local workers, the profits of local entrepreneurs,

and the rents of local land-owners.

1.11.2 Equilibrium

Sorting

Because strict sorting takes place in equilibrium by Lemma 1, we have simple in-

centive compatibility conditions that guarantee that the match between location advantage
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and firm productivity is stable. Order the index d ∈ S from the least advantageous to most

advantageous such that ηd+1 > ηd . Let {ϕd : d ∈ S} be the set of cutoff productivities

such that an entrepreneur with productivity ϕd is indifferent between locations d and

d +1:

π̃d(ϕd)− r̃d = π̃d+1(ϕd)− r̃d+1 (1.11)

where r̃d ≡ rd
Pd

denotes real rents. Then all the entrepreneurs with productivity ϕ ∈Φd ≡

[ϕd−1,ϕd) will choose location d. The zero-profit-cutoff condition is

π0(ϕ
¯
)− r0 = 0 (1.12)

Balanced Trade

In equilibrium, the total revenues of all the firms in each location (which accrue

to local workers, entrepreneurs, and land owners), must equal the expenditures of the

consumers from all the sources:

Rd ≡
∫

ϕ∈Φd

rd(ϕ)dϕ =

(
σ−1

σ

)σ−1∫ ϕd

ϕd−1

g(ϕ)Mϕ
σ−1
(

ϕd

wd

)σ−1∫
s∈S

RsPσ−1
s τ

−σ

sd dsdϕ

(1.13)

Price Index

The price index in each location and each sector is given by

Ps =

[∫
d∈S

∫
ϕd

ϕd−1

(
σ

σ−1
wdτsd

ϕdϕ

)1−σ

g(ϕ)Mdϕdd

] 1
1−σ

(1.14)

Housing Market Clearing

Finally, the housing markets must clear

Hd = c′−1(rd) = M [G(ϕd)−G(ϕd−1)] (1.15)
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The equations (1.5), (1.8), (1.11), (1.12), (1.13), (1.14), and (1.15) characterize

the equilibrium conditions.

1.11.3 Treatment Effect

There is no analytical solution to this model. However, the model characterizes

the conditions under which we can observe the treatment effect.

Consider three locations: 0, 1, and 2. Location 2 is connected to rails, 1 is

neighboring 2 but off-rails, and 0 is the rest of all the locations. Locations 2 and 1

correspond to a treatment plot and a control plot in the empirical analysis, respectively.

Because locations 1 and 2 are small relative to the entire city, I assume that only the

market in location 0 matters for firms. I also assume that the consumers from location 0

need to incur extra commuting costs to reach 1 - the off-rail location, relative to reach 2 -

the rail-connected location:

τ01 = λτ02,λ > 1, (1.16)

where λ represents the extra commuting cost factor. Assume that location advantages

ϕd’s are equalized and set to 1.

Using equation (1.8), we have an expression for firm size in both locations 1 and

2:

π1(ϕ1) = κ

(
ϕ1

w1

)σ−1

R0Pσ−1
0 τ

−σ

01 (1.17)

π2(ϕ2) = κ

(
ϕ2

w2

)σ−1

R0Pσ−1
0 τ

−σ

02 (1.18)

The above two equations have an intuitive interpretation: the operational profits of the

firms in either location are positively related to firm raw productivity and nonlocal market
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size, and negatively related to local wage costs. The difference in firm size between

locations 2 (connected) and 1 (unconnected) can be expressed as

π2(ϕ2)−π1(ϕ1) = κR0Pσ−1
0

[(
ϕ2

w2

)σ−1

τ
−σ

02 −
(

ϕ1

w1

)σ−1

τ
−σ

01

]
(1.19)

Using the free labor mobility condition - equation (1.5), and the price index in equilibrium

- (1.14), we can express the wages in locations 1 and 2 as

w1 = ūP1 = ū

[∫
ϕ0

0

(
σ

σ−1
w0τ01

ϕ

)1−σ

g(ϕ)Mdϕ

] 1
1−σ

(1.20)

w2 = ūP2 = ū

[∫
ϕ0

0

(
σ

σ−1
w0τ02

ϕ

)1−σ

g(ϕ)Mdϕ

] 1
1−σ

(1.21)

Combining equations (1.16), (1.20), and (1.21), there is

w1 = λw2 (1.22)

The above equation holds because location 2 has better access to nonlocal markets, so

workers are willing to accept a lower nominal wage for the higher consumption amenity

there.

Equation (1.14) also implies that

P0 =

[∫
ϕ0

0

(
σ

σ−1
w0

ϕ

)1−σ

g(ϕ)Mdϕ

] 1
1−σ

(1.23)

where I assume that τ00 = 1, i.e. there is no within-location commuting costs. Equations

(1.20) and (1.23) together imply

w1 = ūτ01P0 (1.24)
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Combining equations (1.16), (1.19), (1.22), and (1.24), the difference in firm size between

locations 2 and 1 can be further simplified to

π2(ϕ2)−π1(ϕ1) =
κ2R0

τ
2σ−1
02

(
ϕ

σ−1
2 −

ϕ
σ−1
1

λ2σ−1

)
, (1.25)

where κ2 =
κ

ūσ−1 .

From equation (1.25), we see that in a static setting, a necessary condition for

observing a positive treatment effect (π2(ϕ2)− π1(ϕ1) > 0) is λ > 1, i.e., the extra-

commuting costs to reach off-rail locations is positive. Otherwise if λ = 1, then the

two locations are identical, ϕ1 = ϕ2, the left hand side of equation (1.25) is then zero.

Corresponding to the empirical analysis, if λ > 1, we should be able to observe that the

time-invariant treatment dummy predicts a larger firm size. The relatively greater firm

size in location 2 than in location 1 comes from three sources: the relatively higher firm

productivity, the relatively lower wages, and the better market access.

To be aligned with the difference-in-differences estimator, we are interested in

the difference in firm size between two equilibria. The new equilibrium features a lower

τ02, and thus a lower τ01 through equation (1.16), while keeping all the other parameters,

including the extra commuting costs λ, constant. Denote x′ as the variables in the new

equilibrium, and x̂ as the ratio of a variable in the new and old equilibria, x̂ ≡ x′
x . The

equation corresponding to the difference-in-differences estimator in the empirical analysis

is then

̂π2(ϕ2)−π1(ϕ1) =
R̂0

τ̂
2σ−1
02

ϕ′2
σ−1− ϕ′1

σ−1

λ2σ−1

ϕ
σ−1
2 − ϕ

σ−1
1

λ2σ−1

 (1.26)

Equation (1.26) characterizes three possible sources for us to observe a positive treatment

effect on firm size: an increase in nonlocal market size, R̂0 > 1, a decrease in transport

costs, τ̂02 < 1, and a wider gap in firm productivity between the two locations, as

summarized in the term in the parenthesis.
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1.12 Appendix 2: Supplementary Tables and Figures

Table 1.11: The Top 25 Retail/Wholesale Products

Product Percent Product Percent

Food related
Grocers 16.51 Fruits 3.00
Liquors & Wines 9.41 Produce 2.63
Provisions 7.74 Fish 2.56
Restaurants 6.46 Confectioners 1.44
Bakers 4.17

Clothing related
Tailors 8.80 Clothing 2.78
Boots & Shoes 8.63 Men’s Furnishings 1.31
Dry Goods 3.47 Hats, Caps, & Furs 0.72
Milliners 2.95

Others
Apothecaries 3.34 Jewelry, Watches, & c 1.76
Cigars & Tobaccos 3.07 Hardwares 1.30
Books’ers & Publ’ers 2.69 Pianos 0.44
Leather 2.41 Drugs & Medicines 0.42
Furnitures 2.00

Source: The Boston Directories in 1885, 1890, 1895, 1900, and 1905.

1.12.1 Regression Results of Heterogeneous Treatment Effects by

Product and Geography

This section confirms the results documented in Figure 1.10 using regressions.

To run product-category-specific regressions, I follow the same procedure to

construct the units of the observations and the treatment and the control groups described

in Section 1.5, using establishments only from that product category. Because business

establishments in each product category are more sparse in space than the aggregate, I

adopt a wider block size-300 m-and divide the Boston area into only two parts: the area
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within 1 km of City Hall, and the area further than 1 km away from City Hall. Table

1.12 shows the estimation results from the baseline regressions by product category and

geography. The upper panel reports the results for the food-related products, and the

lower panel reports the results for the other products. The two left columns define the

treatment groups based on direct connections to the streetcar rails (on average 25 m from

the rails), while the two right columns adopt a distance threshold of 100 m.

Table 1.12: Treatment Effect by Product and Geography and by Distance Threshold

Treatment Threshold 25m 100m
Distance to City Hall <1 km >1 km <1 km >1 km

(1) (2) (3) (4)

Food-Related Products
Treatment 0.033 -0.039 0.057 -0.012

(0.041) (0.025) (0.057) (0.026)
Post1895 -0.116*** -0.049* -0.060 -0.047

(0.038) (0.026) (0.047) (0.028)
Treatment*Post1895 -0.149** -0.111*** -0.039 -0.079**

(0.058) (0.035) (0.063) (0.033)
200m-Block FE YES YES YES YES
Observations 100 340 80 256
R-squared 0.718 0.478 0.796 0.421

Other Products
Treatment 0.012 -0.191*** 0.111 -0.221***

(0.047) (0.032) (0.120) (0.065)
Post1895 -0.013 -0.124*** 0.014 -0.066

(0.030) (0.037) (0.103) (0.085)
Treatment*Post1895 -0.054 0.042 -0.092 -0.006

(0.050) (0.035) (0.094) (0.117)
200m-Block FE YES YES YES YES
Observations 80 172 56 56
R-squared 0.861 0.591 0.694 0.442

Notes: For all specifications, the regression sample includes only the years 1885 and 1905. Every plot
is weighted by its average number of establishments across 5 years (every 5 year between 1885 and
1905). Standard errors clustered by 300m×300m block are reported in parentheses: *** indicates
statistical significance at the 1% level, ** at the 5% level and * at the 10% level.

Comparing the results in columns (1) and (2) in Table 1.12, we can see that the

significant and positive treatment effect found in the baseline regressions in Table 1.5
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is driven largely by the food-related products. In the area within 1 km of City Hall

and the area further than 1 km away from City Hall, the connected plots experienced

a 14.9-percentage point and an 11.1-percentage point relative drop in the share of sole

proprietorships, respectively. In contrast, there is a much smaller and insignificant

treatment effect for the other products. In the area further than 1 km away from City Hall,

the sign of the treatment effect is even positive.

Columns (3) and (4) in Table 1.12 show that the treatment effect for different

products is sensitive to different treatment thresholds. While there is a huge and significant

treatment effect for the food-related products using 25 m as the treatment threshold, the

magnitude of the treatment effect decreases sharply when using 100 m as the treatment

threshold. On the other hand, for the other products, the treatment effect becomes more

negative (expected sign) when using 100 m as the threshold than using 25 m as the

threshold.

1.13 Appendix 3: Supplemental Data

1.13.1 Consumer Expenditure Survey Data

TheConsumer Expenditure Survey data are from the Bureau of Labor Statistics in

the U.S. Census Bureau. TheConsumer Expenditure Survey collects information from

the nation’s households and families on their buying habits (expenditures), income, and

household characteristics. The survey consists of two components: a quarterly Interview

Survey and a weekly Diary Survey. In this study, I use the 1996 weekly Diary Survey

to get information on the purchase cost, the product code for each item purchased, and

the purchase date for each consumer unit. The year 1996 is the first year for which

this survey data is available online. There are 551 product codes in the 1996 Survey. I

performed a match between the 25 retail/wholesale products in the Boston Directories
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(shown in Table 1.11) and the 551 product codes in the 1996 weekly Diary Survey. There

are three products in the Boston Directories-grocers, tailors, men’s furnishings-where is

no reasonable correspondence in the 1996 weekly Diary Survey. I calculate the statistics

in Table 1.8 for each of the matched 22 products using the Diary Survey.

1.13.2 Linking Firms Over Time in the Boston Directories

The features of the Boston Directories allow me to link firms over time with high

accuracy. For a random sample of firms from the business directories, which contain

firm names and addresses, I first match them to the main directories, which contain

the firms’ names, firms’ addresses, and the owners’ residences. This step provides me

with additional information for matching. I then distinguish two types of tracking over

time: one for sole proprietorships, i.e., the businesses under individual names; and the

other for partnerships or companies, most of which had multiple owners. I match sole

proprietorships in two different years by name and by either occupation/product or the

owner’s residence. Figure 1.16 provides two examples. For partnerships or companies, I

make use of the information on the owners. If the business name did not change, then

I match two businesses in two years by name and by product. If the business name

changed, I then track their owners. If one of the owners remained in business, I consider

the original business and the owner as the same entity and a matched case. Figure 1.17

provides an example. In this example, I consider “Billings Bros” in 1890 and “Billings

David L. & Co” in 1895 as a matched case.

There are special cases. If there are two entries from two years such that only

their names match, but neither their occupations nor their owner’s residences match, I

treat those two entries as unmatched, although there is a positive probability that the

person changed both his/her occupation and residence. Such cases account for 5.8%

of all the cases. Another possibility is that there could be multiple entries from two
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years, which are matched by firm name and product/address. Here, I classify them as

unmatched due to the lack of information. Such cases account for 3.3% of all the cases.

1.13.3 World Bank Enterprise Survey

An Enterprise Survey collected by the World Bank is a firm-level survey of a

representative sample of an economys private sector. The surveys cover a broad range of

business environment topics including access to finance, corruption, infrastructure, crime,

competition, and performance measures. I use these surveys to calculate a measure of

land use intensity in production technology by industry. To be comparable with the level

of economic development in Boston between 1885 and 1905, I restrict them to country-

years where the GDP per capita (constant 2010 US$) is between 2,000 and 8,000. I also

restrict them to countries with a population of over 10,000,000 in 2010, which, in the

Enterprise Survey, typically have a sample of more than 500 firms. Finally, I restrict to

the surveys conducted after 2012, which consistently asks a question across countries

that are relevant to measure the land-use intensity in production: “Hypothetically, if this

establishment were to purchase the assets it uses now, in their current condition, how

much would they cost?” One answer calls for information on “Machinery, vehicles,

and equipment”, and the other calls for information on “Land and buildings.” I use the

formula in Equation 1.4 to measure the land-use intensity in production.
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1.14 Appendix 4: Figures for Illustration

Before: Horse-drawn Streetcars. Speed: 4-5 mph. After: Electric Streetcars. Speed: 8-10 mph.

Figure 1.15: The upgrade of streetcars in the 1890’s



72

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1885 Boston Directory 

1890 Boston Directory 

Stayer

 

 

1885 Boston Directory 

1890 Boston Directory 

1885 Boston Directory 

Mover

Figure 1.16: Tracking Sole Proprietorships
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Figure 1.17: Tracking by the Owners of Firms

The above image is a sample page of the business directory section of the Boston Directories. For each
volume (published yearly), the business directory selects all the business units from the main directory and
sorts them according to product category.

Figure 1.18: A Sample Page of the Boston Directory 1890, Business Directory Section
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The letter on the right of each business indicates the rating of its pecuniary strength, and the numbers next
to the letter is the rating of its credit risk. The rating key is illustrated in Figure 1.20.

Figure 1.19: A Sample Page of the R.G. Dun & Co’s Credit Rating Reference Book,
September 1885.

Scanned image taken from Sarada and Ziebarth (2015). This rating key applies to the whole study period,
1885-1905.

Figure 1.20: Rating Key of D & B
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The above image is a sample page of the 1885 Boston Property Tax ledgers. I digitzed a 10% random
sample of such pages in the years 1885 and 1898.

Figure 1.21: Boston Property Tax Ledgers

Plot-maps, such as the one above, are georeferenced to the 1930 Boston street centerline map. The red
dots correspond to each building/address. The green line represents a portion of the streetcar line.

Figure 1.22: Sanborn Fire Insurance Map with Geo-located Points
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City Hall

Boylston Station

Pleasant Station

Legend
The Streetcar Lines in 1901
The Subway Lines in 1898

Figure 1.23: The Locations of the Subway Stations in 1898



Chapter 2

Locking in Immigrant Enclaves?

Quasi-Experimental Evidence from

Late-Nineteenth Century Boston

2.1 Abstract

Immigrants tend to locate in ethnic enclaves within metropolitan areas in the

US. Hypotheses and evidence suggest that residence in ethnic enclaves can have either

positive or negative consequences for immigrants, implying that the existence of ethnic

enclaves in spatial equilibrium may reflect a lack of information on outside communities

for enclave residents. This paper examines within-city migration decisions of immigrants

in response to a transport shock that Boston quickly electrified its previous horse-drawn

streetcar system during 1889-1896. Analyzing new individual-level data merged between

city directories and decennial census in Boston from 1885 to 1900, I find that immigrant

enclave residents who worked within 25 meters of streetcar rails in 1885 were much more

likely to move to a less segregated neighborhood in 1900, compared to enclave residents

77
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who worked between 25 and 50 meters away from streetcar rails. The mechanisms are

consistent with interactions in workplace having an impact on choices of residential

locations fifteen years after.

2.2 Introduction

Immigrants tend to cluster within their own communities in the US (Cutler,

Glaeser, and Vigdor, 2008a). This phenomenon is important because residential segrega-

tion of immigrants is commonly believed to hamper integration of immigrants, and has

drawn the attention of many policy makers. It then begs the question why immigrants

stay in or leave ethnic enclaves.

Evidence and hypotheses suggest that residence in ethnic enclaves can have

either positive or negative consequences for immigrants. On the one hand, Edin et

al (2003, 2004), Cutler, Glaeser, and Vigdor (2008b), Damm (2009, 2014) show that

residence in enclaves has positive effects on immigrants’ labor market outcomes in

terms of earnings and employment rate. On the other hand, Chiswick (1991) and Lazear

(1999) hypothesize that living in an ethnic enclave hampers economic assimilation of

immigrants by decreasing the rate of acquisition of host countryspecific human capital

(e.g., language) due to reduced social interaction with natives, which can result in adverse

labor market outcomes. These ambiguous effects of enclaves suggest that knowing

the real effects of moving out of an enclave is very difficult for a particular immigrant.

This difficulty is exacerbated by enclaves per se: the spatial concentration of immigrants

mechanically results in more physical segregation between immigrants and natives, which

increases communication costs between immigrants and natives, and impedes immigrants

to learn the potential benefits and costs they might experience if they move out of their

enclave. Therefore, immigrants can be “locked-in” enclaves as a spatial equilibrium
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outcome. It is possible that, with an exogenous shock that significantly reduces the

communication costs between neighborhoods, immigrants can learn more information

about outside communities, and the ensuing spatial resorting process will result in a

new spatial equilibrium with less segregation. The possibility of this “lock-in” effect for

ethnic enclaves, however, has not been formally tested in literature.

In this paper, I test the “lock-in” effect for ethnic enclaves, examining the within-

city migration decisions of immigrants in response to a sharp upgrade in public trans-

portation infrastructure in late nineteenth century Boston. During 1889-1896, Boston

quickly electrified its previous horse-drawn streetcar system. This upgrade increased the

speed of the best means of intra-city transportation from 4-5 mph to 8-10 mph, tripled

transportation capacity, and enabled services to be provided at lower fares (Warner,

1962). This context is ideal for my study purpose. First, prior to this first generation of

modern transit mode, Boston relied on very primitive transport modes: horse trolleys

and walking. Contemporary observers describe neighborhoods in Boston as being highly

self-contained (For example, Warner, 1962). 1 The electrification of the streetcar system

is a major event that integrated neighborhoods in the Boston history. Second, Boston

in this period featured highly diverse populations. In 1900, 50% of the city population

were first generation immigrants, who came from 38 different foreign countries, and

72.61% were first or second generation immigrants. Moreover, different immigrant

groups clustered in different neighborhoods in Boston, as shown in Figure 2.4 in Ap-

pendix. The semi-autarkic nature together with the geographic segregation of immigrant

neighborhoods imply that information barriers can be very high for immigrants at this

time period. Last but not least, this streetcar electrification event was unexpected at least

before 1885. By 1885, there still existed a number of decentralized horse-drawn streetcar

1Warner (1962) discussed three examples - Dorchester, Roxbury, and West Roxbury - as previously
semi-closed communities, which soon became integrated with central Boston after the advances in streetcar
technology.
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service companies in Boston. A major innovation in streetcar technology was infeasible

until a monopolist company - the West End Street Railway Company - consolidated all

the other companies in 1888. Moreover, the research and development progressed rapidly

and solved major technical problems by 1891, which, from available sources, can hardly

be predicted by Bostonians in 1885. Therefore, we avoid the possibility that residents

might migrate across neighborhoods in anticipation of future transport infrastructure

events. A detailed description of the historical background of this event can be found in

Section 1.3 in Chapter 1.

To evaluate the impact of this event, I assemble a novel individual-level data set,

merged from the decennial censuses and the Boston city directories, which allows me to

trace the exact places of work and places of residence for a random sample of around

2,000 individuals in this city over 1885-1900. I also digitize streetcar rails maps, which

allow me to calculate the distance between each individal and the nearest streetcar route

to measure the intensity of shocks associated with the streetcar electrification.

The outcome variable of interest is changes in segregation index of neighborhood

of residence between 1885 and 1900 for these individuals. A decrease in this index

suggests that this individual moved to a less segregated neighborhood. To measure the

intensity of the transport infrastructure shock, I construct a treatment dummy based

on proximity to existing streetcar rails. In particular, I compares within-city migration

outcomes of people whose place of work/residence was within 25m of the streetcar rails

2 (treatment group) to those between 25m and 50m away from the rails (control group).

3 There are good reasons to believe that such a short distance threshold can make a big

difference in access to outside communities. First, the areas within 25m of the streetcar

rails experienced a much faster increase in employment density than areas between 25m

2along the rail-connected streets
3Because the residents and employment were highly gravitated toward the streetcar rails, this narrow

bandwidth keep as many as 88%/45% (calculated using place of work/residence) observations.
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and 50m away from the rails, as shown in Figure 1.5. Second, in my job market paper, I

show that the same event caused replacement of sole proprietorships by relatively large

companies and partnerships, and this effect decay extremely quickly as one moves away

from the streetcar rails, where 25m is the kink.

My baseline result shows that improved transit access has very heterogeneous

effects on different individuals. There is no treatment effect for individuals who initially

resided in well-integrated communities (segregation index=0); there is no treatment effect

for natives either; there is also no treatment effect for treatment defined on residence

proximity to the streetcar rails. However, there is strong and significant treatment

effect for immigrants who initially resided in “enclaves” and worked near the rails: the

estimated coefficient suggests that for immigrants whose neighbors were entirely their

conationals in 1885, after the streetcar electrification shock in their workplace, those in

the treatment group moved to a new location in 1900 where they were exposed to 14

percent point less conationals than those in the control group.

I then examine the heterogeneity of the treatment effect for these initial immigrant

“enclave” residents. I find that the effect is stronger for: the first generation immigrants

than for the second generations; immigrants who engaged in low-income occupations and

low-education occupations; renters and boarders than house owners. These results are

consistent with these disadvantaged individuals being the least informed, and therefore

the most responsive to transport shocks.

Further analysis of mechanisms reveals that more interactions with people from

non-local communities matter. For each workplace, I construct a measure of openness,

which is proportional to residential areas covered by all the workers who worked there.

A higher value of this openness measure indicates that the employment at this workplace

come from diverse communities, and therefore everyone potentially has better access

to information on different communities. I find that the treatment effect is larger for
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immigrant enclave residents who worked at more “open” places than those who worked

at less “open” places. To further shed light on this mechanism, I examine whether colle-

giality relationship (in terms of proximity in workplace) in 1885 predicts co-residence

in 1900, using individual pair information. I find that for immigrant pairs (both first

and second generation) who worked together in 1885 (within 200m of each other), they

were 3 percent point more likely to live together (within 500m of each other) in 1900.

This effect is statistically significant and economically large - it doubles the likelihood of

living together in 1900 compared to a random pair of immigrants. This effect does not

exist among the natives.

This paper contributes to three bodies of literature. First, it adds to a greater

understanding of the causes of immigrant enclaves. Edin et al. (2003) and Damm

(2009) provide quasi-experimental evidence on the return to living in an ethnic enclave,

exploiting spatial dispersal policies on refugees in Sweden and Denmark, respectively.

Cutler, Glaeser, and Vigdor (2008b) use instrumental variable approach to estimate the

impact of ethnic concentration on immigrant outcomes. All these three papers find a

positive effect of enclave size on labor market outcomes. The estimated positive effects,

on the one hand, can explain why immigrants form residential enclaves; on the other

hand, imply that similar spatial dispersal policies on immigrants might be at the costs of

immigrants’ welfare. The results of my paper paint another picture of immigrant enclaves,

where immigrant residents lack information about outside communities, and their status

quo choice of residence might not be optimal. Spatial integration of neighborhoods can

significantly induce voluntary out-migration of enclave residents. The policy implication

is that the government can reduce concentration of immigrants without hampering

economic benefits of immigrants. Improvement in transport infrastructure is one possible

solution.
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Second, this paper is related to the literature on immigrant assimilation in the

age of mass migration in the US. Previous papers have studied the assimilation process

in this period focusing on wage convergence between immigrants and natives (Hanes

1996; Hatton, 1997; Minns, 2000; Abramitzky, Boustan, and Eriksson, 2012, 2014).

Recently, Abramitzky, Boustan, and Eriksson (2016) and Carneiro, Lee, and Reis (2016)

study cultural assimilation using adoption of an American name as a proxy. My paper

complements this strand of literature by looking at a different indicator of assimilation

- out-migration from immigrant enclaves - using individual panel data with detail geo-

graphic information. The unique historical event I exploit - the electrification of streetcars

- helps us identify spatial integration as an important cause of out-migration of immigrants

from enclaves at the individual level. The results need to be interpreted with caution

though, because this paper does not take into account general equilibrium effects of this

event, and therefore cannot determine whether or not this event caused an increase or

decrease in the overall segregation of immigrants.

Finally, the results of this paper are related to the finding in Cutler, Glaeser,

and Vigdor (2008a), that metropolitan areas where public transit is a viable commuting

option have witnessed higher increases in segregation of immigrants over the latter

half of the 20th century in the US. The reasons why this is true are still not well-

understood. While the study context of my paper is very different from today, my results

suggest that immigrants as a group are particularly responsive to public infrastructure

shocks compared to natives. Therefore, studying the impact of a public transportation

infrastructure construction/upgrade event on immigrants in a modern context could be a

fruitful direction for future research.

The remainder of this chapter is organized as follows. Section 2.3 describes the

data. Section 2.4 provides summary statistics. Section 2.5 introduces my empirical strat-

egy and presents the benchmark regression results. Section 2.6 examines heterogeneity
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of the treatment effect and mechanisms underlying the treatment effect. Lastly, in Section

2.7, I conclude.

2.3 Data

In this section, I provide details on the data used, describe its sources, and

construction of key variables.

2.3.1 Measurement of Immigrant Concentration and Census Enu-

meration District-Level Data

I construct a measure of spatial concentration/segregation for each immigrant

group at the neighborhood level, and then use this neighborhood-level measure to con-

struct a individual-level measure of changes in neighborhood environment. Let j index

neighborhoods, k index immigrant groups. The over concentration of an immigrant group

k in j is measured by

Ek
j ≡ Sharek

j−Sharek (2.1)

Here, Sharek
j is the share of group k immigrants in neighborhood j population, and

Sharek is the share of group k immigrants in city population. The difference between

these two values corresponds to the over-representativeness of immigrant group k in

neighborhood j. If the share of group k immigrants in neighborhood j is identical to

its share in city population, this measure is then 0. For a small immigrant group whose

share in city population is close to 0, this measure is bounded above at 1, indicating that

neighborhood j consists of immigrants only from this group. This measure of immigrant

concentration is in spirit the same as Bayer, McMillan, and Rueben (2004)’s measure of

racial segregation.
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I use

∆Ek
i ≡ Ek

i, jt1−Ek
i, jt0 (2.2)

to measure changes in neighborhood environment for an individual i of group k, where

jt0( jt1) indicates the neighborhood of residence of individual i at the beginning (end) of

the study period. A decrease in this measure reflects that individual i moved to a place

where she was exposed to a smaller share of conationals between t0 and t1 (adjusted by

changes in the overall share of group k immigrants).

To construct Ek
j and ∆Ek

i , we need individual-level census data with detailed

neighborhood identifier. By the U.S. government’s “72-Year Rule,” personally identifiable

information about an individual can be accessed by researchers 72 years after it was

collected for the decennial census. This means that much richer information is available

to public for the decennial censuses prior to 1940. The finest geographic identifier

for these years of censuses is the “Enumeration District” (ED). While for most cities

the boundaries of ED’s can only be found on maps in paper format, and therefore are

not usable for analysis, Shertzer, Walsh, and Logan (2015) have recently digitized the

boundaries of ED’s for 10 cities, which allow us to geolocate individuals at a much higher

accuracy for these 10 cities. I use the Boston ED shapefiles in 1880 and 1900 in my

analysis. 45 In my study sample (Boston in 1880 and 1900), a median ED contains 1,700

persons, and is 280m×280m in size. In contrast, in today’s public census data, the finest

geographic identifier is “PUMA,” which, on average, contains 100,000 persons.

A major difficulty in making use of mapped data over time is that the boundaries

of EDs shift from decade to decade. To address this problem, I harmonize ED data to

temporally invariant geographically defined areas (“synthetic neighborhoods”), using the

same method as in Banzhaf and Walsh (2008) and Shertzer, Walsh, and Logan (2015).

4I thank these three authors for kindly sharing these GIS boundary files of ED’s with me.
5The 1890 Census data was unfortunately destroyed in a fire.
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Location: Charlestown, Boston. Grid size: 500m×500m

Figure 2.1: Illustration of a 500m-grid layer, showing the relationship between these
grids and enumeration districts in 1900

I utilize 500m grids as “synthetic neighborhoods” in the main empirical analysis, and

also report results using 1km grids. The demographic composition of these synthetic

neighborhoods is then imputed as the spatially weighted average of the underlying ED

level data from each Census. These areas are spatially invariant over time. This method

is illustrated in Figure 2.1, using the 1900 ED’s in Charlestown as an example.

2.3.2 Boston Directory

I digitize data from the Boston Directories published by the Sampson, Murdock, &

Company, and printed annually. Each of these volumes lists the names of the inhabitants

and firms, their occupations/products, and the places of the business and dwelling houses.

Generally, the inhabitants in the directories were in the labor force. I describe the Boston

Directories in more details in my job market paper.

The advantages of these data over the Censuses include: 1. They contain both

residential addresses and workplace addresses. The interactions with neighbors in these
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two types of places could be very different in nature, so the treatments defined on

proximity to place of work and to place of residence could yield very different results.

The Census data do not contain workplace information. 2. The addresses can be used

to precisely geolocate each individual, while the Censuses do not have such detailed

information either. 3. The records are available annually and allows for temporal linking.

The 15-year linking rate using the Boston Directories is 50%, while the rate using

decennial census records is typically below 30% over 20 years.

I obtain a random sample 3,300 individuals in Boston in the 1900 census data

(5%, male, household heads, aged between 30 and 50 in 1900). I then perform a manual

match between the census and the 1900 Boston Directory by individual name, occupation,

and residence. The matching rate is 65%. Then, from these matched 2,100 individuals

in 1900, I trace them back to the 1885 Boston Directory, obtaining their residence and

workplace in 1885. The overtime matching rate is around 50%. I choose 1885 as the

beginning year because at that time, the electrification of the streetcar system was almost

unpredictable, and therefore we can avoid the possibility that people sorted in anticipation

of this event. A more detailed description of the linking procedure is in Appendix.

2.3.3 Streetcar Routes

I obtain digital city maps of Boston in 1888 and 1901 from the online David

Rumsey Historical Map Collection, which contain streetcar routes and legible street

names. I then georeference the two maps such that the points of each of the two city

maps are geographically aligned with a common 1930 street centerline shapefile, which I

retrieve from the Historical Urban Ecological data set, created by the Center for Popula-

tion Economics. By overlaying the street centerline shapefile with the georeferenced city

maps, I extract the portions of the streets that coincide with the streetcar routes on the

city maps and digitize them into new shapefiles. The routes of the two years are shown
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in Figure 1.3. I then use the streetcar route shapefiles to calculate the distance between

each individual’s place of work/residence and the nearest streetcar line.

2.3.4 Plot-Level City Maps

The key to combining the digitized streetcar routes data and the individual-level

data is to geocode the addresses of on the Boston Directories using contemporaneous city

maps. I georeference 1,660 plot-level Sanborn Fire Insurance Maps of Boston published

during the period 1895-1900, which, altogether, cover the entire Boston area. I then

manually extract the street name and number of every building on the maps to a GIS

shapefile, generating a point shapefile of 100,743 buildings (Figure 1.22 in Appendix

shows a sample map). The geographic coordinates of each building are calculated in

ArcGIS and then matched to the addresses in the Boston Directories by street name and

number. 6 For all of the addresses in this study, 90% of them can be geocoded.

The empirical analysis benefits in two ways from geocoding the addresses in

the Boston Directories. First, I can calculate the distance between each individual’s

place of work/residence and the nearest streetcar rails at very high accuracy. This

distance allowed me to define whether an individual is treated or not based on very

narrow thresholds. Second, I can locate where each individual lived, and find the

corresponding concentration/segregation index of her neighborhood of residence, and

track her relocation patterns over time.

6For special addresses, such as “Street A corner Street B,” I manually located them on the georeferenced
maps.
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2.4 Summary Statistics

2.4.1 Distribution of Residential Population and Employment

How did the distribution of the residential population and employment change in

the study period? Using the coordinates of both the residential places and the commercial

places for the 1% representative sample of the individuals who commuted in the Boston

Directories,7 which covered all occupations and industries, I plot the distributions of

both residential population and employment by distance to City Hall and their distance to

the streetcar rails in 1885 and 1900, seen in Figure 1.5. We find that the spatial patterns

of employment growth and residential population growth are quite different. From the

first row of Figure 1.5, the majority of employment growth took place in the city center

and near the streetcar rails. In contrast, we see from the last row of Figure 1.5 that the

residential population density increased primarily in the periphery of the city and further

away from the streetcar rails. This contrast suggests that it is important to distinguish

between treatment defined on proximity between residence and the rails and between

workplace and the rails.

Table 1.3 reports the evolution of the commuting distances of these individuals;

the commuting distances are calculated as the distance between their residential addresses

and their commercial addresses. The median commuting distance increased from 2.2

km in 1885 to 4 km in 1900, indicating that after the electrification of the streetcar, the

population was more mobile. These facts provide quantitative evidence for Warner’s

(1962) observation that Boston saw the emergence of “streetcar suburbs” in this period,

in the sense that more and more people began to live in the suburbs and commute to their

7One half of the individuals in the Boston Directories had a residential address but no commercial
address, and thus, not a commuter. These people probably either worked from home (e.g. as a grocer) or
did not have a fixed workplace (e.g., day laborers, peddlers). The fraction of commuters is stable over the
study period.
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workplace in the Central Business District (CBD, defined as the areas within 1 km of

City Hall in Boston).

The facts documented in this section suggests that this event is very suitable

for my study purpose: the employment density increased by particularly more near the

streetcar rails, and the population became much more mobile than before in my study

period. It is a major neighborhood integration event in the Boston history.

2.4.2 Key Explanatory Variables near Treatment Threshold

While the transport shock is sudden and plausibly unexpected, an important

assumption is that there is no significant difference in unobservable characteristics

between individuals in the treatment and control that drive differential migration decisions

between them. While I cannot directly test this assumption, I perform a test whether the

values of observables change continuously across the distance cutoff (25m away from

the rails, i.e. whether or not along the rails ). Passing this test serves as crossing a bar the

validity of this assumption.

Figure 2.2 shows that across all relevant observables, we do not see significant

differences around the treatment cutoff. The demographic statistics, economic statuses,

and initial concentration indexes are all similar. I include all these observables in the

main regression analysis.

2.5 Empirical Strategy and Estimation Results

The regression I estimate is

∆Ek
i = β1Ek

i, j1885
+β2Treatmenti, j1885 +β3Treatmenti, j1885 ∗Ek

i, j1885
+δk +Xi1885 + εi

(2.3)
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Here, i indexes individuals, j indexes neighborhoods, and k indexes immigrant groups

(including natives as a group). Ek
i, j1885

is the segregation index of neighborhood j where

individual i of group k lived in 1885, as defined in equation (2.1) in Section 2.3.1.

∆Ek
i ≡ Ek

i, j1900
−Ek

i, j1885
is changes in the segregation index of the neighborhoods where

individual i of group k lived between 1885 and 1900, as defined in equation (2.2) in

Section 2.3.1. Treatmenti, j1885 indicates whether or not individual i lived/worked in a

rail-connected location in 1885, where Treatmenti, j1885 = 1 if the distance to the nearest

streetcar rails is 0-25m, Treatmenti, j1885 = 0 if the distance is 25-50m. δk’s are immigrant

group fixed effects. Xi1885 is a set of individual characteristics in 1885.

The coefficient β1 measures whether or not there is mean reversion in the neigh-

borhood environments where individuals lived in. β1 < 0 indicates that people who

initially lived in a highly segregated neighborhood tended to moved to a less segregated

neighborhood, and vice verse. β2 measures for individuals who initially resided in a

well-integrated neighborhood (segregation index Ek
i, j1885

= 0), whether or not there is

treatment effect of the streetcar upgrade on the migration outcomes of the treated group.

β2 < 0 demonstrates that people who initially lived/worked near the rails migrated to a

less segregated neighborhood after the transport shock compared to those further away

from the rails. β3 is the main coefficient of interest, which measures for individuals who

initially resided in highly segregated neighborhoods (with a high Ek
i, j1885

, called enclave

residents thereafter), whether or not those who were close to the rails were more likely

to move to a less segregated neighborhood after the treatment. β3 < 0 suggests that the

streetcar upgrade event induced previous enclave residents to move out of enclaves.

I estimate equation (2.3) for immigrants and natives separately, and for treatment

groups defined on both residence proximity and workplace proximity to the rails.

Table 2.1 reports estimation results of equation (2.3) with different controls using

different samples. In all the columns, treatment = 1 if the distance between workplace
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Table 2.1: Regression Results: Benchmark

(1) (2) (3) (4) (5)
Outcome variable: Changes in Segregation Index of Residence Neighborhood Between 1885 and 1900
Samples: Immigrants Immigrants Immigrants Immigrants Natives

1st and 2nd gen. 1st and 2nd gen. 1st and 2nd gen. 1st gen.

Segregation index 1885 -0.629*** -0.618*** -0.641*** -0.634*** -0.846***
(0.086) (0.087) (0.077) (0.083) (0.076)

Treatment 0.015 0.014 0.023* 0.049** 0.008
(0.013) (0.013) (0.013) (0.019) (0.020)

Seg index 1885*Treatment -0.138* -0.142* -0.145* -0.178* -0.073
(0.078) (0.079) (0.083) (0.109) (0.069)

Distance to CBD (residence) 0.005 0.008** -0.005 0.004
(0.004) (0.004) (0.006) (0.003)

Distance to CBD (workplace) -0.001 -0.002 -0.025*** -0.010*
(0.007) (0.007) (0.008) (0.006)

Married 0.052*** -0.008 -0.026
(0.014) (0.014) (0.023)

Number of Children 0.007* 0.011** 0.006
(0.004) (0.005) (0.005)

Age -0.003 0.000 -0.001
(0.007) (0.010) (0.008)

Age2 0.000 -0.000 0.000
(0.000) (0.000) (0.000)

Years in US -0.003*** -0.002
(0.001) (0.001)

Group FE YES YES YES YES YES
Observations 416 416 416 224 320
R-squared 0.286 0.289 0.345 0.337 0.600

Notes: Standard errors clustered by 500-grid neighborhoods are reported in parentheses: *** indicates
statistical significance at the 1% level, ** at the 5% level and * at the 10% level.
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and rails is 0−25m, and treatment = 0 if the distance is 25−50m. Columns (1) - (3) use

all the first generation and second generation immigrants in the regression sample, column

(4) uses only the first generation immigrants, and column (5) uses only the natives. From

columns (1) to (3), we can see that the coefficients for both Treatment and Segregation

index 1885*Treatment are robust to the addition of control variables. My preferred

results are column (3), which include all the controls. The coefficient before Treatment

is 0.023, significant at %10 level, suggesting that for individuals who previously lived

in a well-integrated neighborhood (segregation index Ek
i, j1885

= 0), the individuals in the

treatment group moved to a place where they were exposed to 2.3-percentage-point more

conationals 15 years after. On the other hand, the coefficient before Segregation index

1885*Treatment is -0.145, also significant at %10 level, suggesting that for individuals

who previously lived in a neighborhood consisting only of their conationals (segregation

index Ek
i, j1885

= 1), the treated individual moved to a neighborhood with 14.5-percentage-

point less conationals. Therefore, the transport shock has an economically large effect

on the migration decisions of the enclave residents, but a much smaller effect for people

who previously lived outside enclaves. In column (4) of Table 2.1, we can see that these

effects are stronger for the first generation immigrants, suggesting that they are the group

of people who were subject to more informational constraints. On the other hand, column

(5) shows that these effects are much smaller and statistically insignificant for the natives,

which is consistent with the interpretation that they were already well-integrated and

therefore not responsive to the transport shock.

The baseline regression measures changes by difference in levels. This measure

places same weight on going from an immigration concentration share of, say, 80% to

85%, as from 10% to 15%. An alternative measure is log changes, log(Eabs
1900

Eabs
1885

), or changes

in proportional terms, Eabs
1900−Eabs

1885
0.5(Eabs

1900+Eabs
1885)

. These two measures place higher values for changes

from 10% to 15% than from 80% to 85%. Another property of the baseline specification
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Table 2.2: Robustness Checks: Different Outcome Measures

(1) (2) (3) (4) (5) (6)

Dependent Variable: Eover
1900−Eover

1885 log( Eabs
1900

Eabs
1885

)
Eabs

1900−Eabs
1885

0.5(Eabs
1900+Eabs

1885)

Exposure index 1885 -0.641*** -2.128*** -2.603***
(0.077) (0.317) (0.356)

Exposure index 1885 -0.478*** -2.282*** -2.541***
(Eover > 0, or Eabs > Ēabs ) (0.121) (0.248) (0.233)
Exposure index 1885 -0.836*** -3.727*** -4.468***
(Eover < 0, or Eabs < Ēabs ) (0.087) (0.553) (0.550)
Treatment 0.023* 0.023* 0.238** 0.305*** 0.255*** 0.284***

(0.013) (0.014) (0.092) (0.105) (0.076) (0.101)
Expo. idx. 1885*Treatment -0.145* -0.688** -0.420*

(0.083) (0.345) (0.247)
Expo. idx. 1885*Treatment -0.205* -0.756** -0.397*
(Eover > 0, or Eabs > Ēabs ) (0.118) (0.349) (0.227)
Expo. idx. 1885*Treatment -0.187 -2.116** -1.626**
(Eover < 0, or Eabs < Ēabs ) (0.157) (0.821) (0.716)

Observations 416 416 382 382 416 416
R-squared 0.345 0.360 0.210 0.524 0.276 0.583

Notes: Standard errors clustered by 500-grid neighborhoods are reported in parentheses: *** indicates
statistical significance at the 1% level, ** at the 5% level and * at the 10% level.
Eover indicates the over-exposure index, Eabs indicates the exposure index, i.e. without normalization. I
use Eabs instead of Eover in column (3) because Eover can be negative, which cannot be taken logarithm.

(equation (2.3)) is that it imposes an restriction that the tendency of regression from

above mean to mean is the same as the tendency of regression from below mean to mean.

Therefore, a more flexible specification is to allow for asymmetry in these two directions

of change:

∆Ek
i =β1Ek

i, j1885
∗ I{Ei, j1885 > Ē}+β2Ek

i, j1885
∗ I{Ei, j1885 < Ē}+β3Treatmenti, j1885+

β4Treatmenti, j1885 ∗Ek
i, j1885

∗ I{Ei, j1885 > Ē}+

β5Treatmenti, j1885 ∗Ek
i, j1885

∗ I{Ei, j1885 < Ē}+δk +Xi1885 + εi

(2.4)

where ∆Ek
i can be any of the three definitions of changes, and Ē is 0 if E is the normalized

concentration index (equation (2.1)), and is the mean if E is the absolution exposure

index, i.e. Sharek
j.

Table 2.2 report estimation results using equation (2.3) and (2.4) for each of the

three definitions of the outcome. Column (1) replicates the column (3) of Table 2.1. In
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column (2), we can see that allowing for asymmetry magnifies of the treatment effect

(-0.205 and -0.187, compared to -0.145), with similar magnitude in each direction. The

results using log differences and proportional changes are reported in columns (3) - (6).

From column (3) and (5), we can see that under these different definitions of changes, the

treatment effect still exists, and are even more significant. Column (4) and (6) indicate

that is asymmetry in the treatment effect: the effect is much large for individuals who

were initially in a below average segregated neighborhood than for those who were

initially in an above average segregated neighborhood. This is because for the same

amount of level changes, these two definitions place higher values for changes starting

from a lower base, implicitly assuming that going from an immigration concentration

share from 10% to 15% (15% to 10%) is a more significant move than going from 80%

to 85% (85% to 80%). In this paper, I focus on results using simple differences as the

outcome, not only because they are easier to interpret, but also because the interest of

this paper is more about the migration out of previously highly concentrated immigrant

enclave.

Table 2.3: Robustness Checks: Different Treatment Definitions

(1) (2) (3) (4) (5)
Outcome variable: ∆Ek

i ≡ Ek
i, j1900

−Ek
i, j1885

Neighborhood Size: 1km grid 500m grid 500m grid 500m grid 500m grid

Seg index 1885 -0.602*** -0.641*** -0.666*** -0.672*** -0.766***
(0.083) (0.077) (0.078) (0.093) (0.057)

Treatment (workplace) 0.001 0.023* 0.017 0.006
(0.010) (0.013) (0.014) (0.014)

Seg. idx. 1885*Treatment (workplace) -0.071 -0.145* -0.140* -0.095
(0.084) (0.083) (0.082) (0.092)

Treatment (residence) 0.009
(0.016)

Seg. idx. 1885*Treatment (residence) 0.084
(0.076)

Observations 416 416 432 432 439
R-squared 0.426 0.345 0.336 0.334 0.337

Notes: Standard errors clustered by 500-grid neighborhoods are reported in parentheses: *** indicates
statistical significance at the 1% level, ** at the 5% level and * at the 10% level.
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Table 2.3 reestimate the baseline specification, using different treatment defini-

tions and outcome variable definitions. Column (2) here replicates the column (3) of

Table 2.1, where the outcome variable is calculated using 500m grid neighborhoods. In

column (1) of Table 2.3, I recalculate the outcome variable using 1km grid neighborhoods.

I find that the signs of the coefficients in column (1) are still the same, but the magnitudes

become smaller and not significantly different from 0. This comparison indicates that

the effective neighbors with whom immigrants interacted could be highly localized.

The baseline regression (column (2)) defines the treatment and control group using the

distance thresholds to workplace of 0− 25m and 25− 50m, respectively. Column (3)

uses thresholds of 0−25m and 25−100m, and column (4) uses thresholds of 0−40m

and 40−100m. We can see that the coefficient before the interaction term is not sensitive

to the control group definitions, but sensitive to the treatment group definitions. This

result is consistent with my job market paper, implying that the effect of the transport

shock is highly localized near the transit lines.

Finally, in column (5), I estimate the same specification using distance to place

of residence as the treatment definition. The coefficient before the interaction term now

exhibits the opposite sign, and is insignificant. The contrast in the results based on place

of work and place of residence either implies that interactions in these two types of places

are very different, or that ownership of houses matters - since 75% of the residents were

house owners in my study sample, if the houses appreciated by different degrees between

the treatment and control locations, the treatment effect found in column (5) could be

due to changes in financial status between the treatment and control. I return to this issue

in Section 2.6.



97

2.6 Heterogeneity and Mechanisms

2.6.1 Heterogeneity

In this section, I consider how the treatment effect varies with the economic

statuses of individuals. I construct three dummies: Low Income, Low Education, and

No House, which takes the value of 1 if the individual’s occupation earnings were below

median, occupation average years of education were below median, and did not own a

house, respectively, and takes the value of 0 otherwise. I interact each economic status

dummy with the 1885 Segregation Index, as well as the interaction term between the

1885 Segregation Index and the treatment dummy. The results are reported in Table 2.4.

Column (1) of Table 2.4 replicates the results in Column (3) of Table 2.1. From

the second row of column (2) and the third row of column (3) in Table 2.4, we can see

that the interaction between economic status dummy and the 1885 segregation index

exhibit positive and significant coefficients. This result indicates that, while there is mean

reversion in segregation index, such that 1885 enclave residents tended to move to a less

segregated neighborhood in 1900, such a tendency is much weaker for people with low

income and low education. Hence, in the absence of a neighborhood integration shock,

these disadvantaged people tended to be locked in enclaves.

The coefficients before the triple difference terms of Table 2.4 (i.e. Segregation

Index 1885*Treatment*Economic Status Dummies) reveal very interesting results. These

coefficients in columns (2) to (4) are much larger in magnitude than the coefficient

before Segregation Index 1885*Treatment in column (1) (-0.145). Take the column (3)

result as an example: the coefficient before Segregation Index 1885*Treatment*Low

Education is -0.511, meaning that for low eduction immigrant enclave residents, those

who worked within 25m of the streetcar rails in 1885 moved to a neighborhood in

1900 where there were 51.1 percent point less conationals, compared to low eduction



98

immigrant enclave residents whose workplace were 25-50m away from the rails in 1885!

The huge magnitudes of the treatment effect on these disadvantaged immigrant groups

indicate that they were among the least informed, and therefore a transport shock that

connected them better with outside communities helped them to migrate out of enclaves.

In column (4), the coefficient before Segregation Index 1885*Treatment*No

House is also very large. While ownership of real estate property is an indicator of

financial status, and real estate owners probably became better off financially than

renters and boarders after the transport upgrade shock, it also imposes a fixed cost

on migration, which can explain why house owners were much less responsive to the

transport shock. Therefore, the results in Table 2.4 do not support the idea that better

financial resources facilitate the migration out of enclaves; instead, it favors the story

that disadvantaged individuals were less informed, and more interactions with people

from outside communities help them overcome these information barriers. In the next

subsection, I return to testing this mechanism.

2.6.2 Mechanisms

To test whether more interactions with people from non-local communities matter,

I construct a measure of openness for each workplace. This measure is proportional to

the residential areas covered by all the workers who worked there. Figure 2.3 illustrates

this measure. For workplace A, the employment comes from three different residential

communities, and therefore has a value of 3 by this openness measure. For workplace B,

the workers come from two different residential communities, which corresponds to a

value of 2. A higher value of this openness measure shows that the employment at this

workplace come from diverse communities, and therefore everyone potentially has better

access to information on different communities.
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Table 2.4: Regression Results: Heterogeneity

(1) (2) (3) (4)
Outcome Variable: Changes in Segregation Index, 1885-1900

Segregation index 1885 -0.641*** -0.778*** -0.847*** -0.628***
(0.077) (0.105) (0.064) (0.113)

Segregation index 1885*Low Income 0.197*
(0.117)

Segregation index 1885*Low Educ 0.525***
(0.149)

Segregation index 1885*No House -0.020
(0.107)

Treatment 0.023* 0.027** 0.029** 0.017
(0.013) (0.013) (0.013) (0.014)

Segregation index 1885*Treatment -0.145* -0.012 0.028 -0.127
(0.083) (0.104) (0.119) (0.093)

Seg Idx*Treatment*Low Inc -0.204*
(0.119)

Seg Idx*Treatment*Low Educ -0.511**
(0.192)

Seg Idx*Treatment*No House -0.570**
(0.243)

Low Income 0.019
(0.014)

Low Educ 0.032**
(0.015)

No House -0.031
(0.019)

Observations 416 416 416 416
R-squared 0.345 0.350 0.369 0.355

Notes: Standard errors clustered by 500-grid neighborhoods are reported in parentheses: *** indicates
statistical significance at the 1% level, ** at the 5% level and * at the 10% level.
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I split the regression sample into immigrants whose workplace was below and

above the median openness measure, and use two choices of neighborhood size - 500m

and 200m grids - for constructing the openness measure. I report these results in Table 2.5.

From column (2) and column (4), we can see that the coefficients before Segregation Index

1885*Treatment are larger in magnitude than the benchmark coefficient, suggesting that

immigrant enclave residents who worked at more “open” places were more responsive to

the transport shock than those who worked at less “open” places.

Table 2.5: Regression Results by Openness Measure in Workplace

(1) (2) (3) (4) (5)
Benchmark Openess (200m) Openess (200m) Openess (500m) Openess (500m)

VARIABLES above median below median above median below median

Segregation index 1885 -0.641*** -0.539** -0.657*** -0.569*** -0.691***
(0.077) (0.213) (0.064) (0.210) (0.056)

Treatment 0.023* -0.005 0.042** -0.006 0.047**
(0.013) (0.016) (0.020) (0.015) (0.022)

Seg. idx. 1885*Treatment -0.145* -0.252* -0.081 -0.221* -0.146
(0.083) (0.137) (0.095) (0.126) (0.093)

Observations 416 202 214 218 198
R-squared 0.345 0.398 0.343 0.338 0.422

Notes: Standard errors clustered by 500-grid neighborhoods are reported in parentheses: *** indicates
statistical significance at the 1% level, ** at the 5% level and * at the 10% level.

To further shed light on the result that the treatment effect is stronger for immi-

grants who worked in more “open” places, I examine whether collegiality relationship (in

terms of proximity in workplace) in 1885 predicts co-residence (within a certain distance

threshold) in 1900 for individual pairs. If there exist a positive relationship, we can then

infer that people did have learned useful information at workplace, and such information

affected their residential location choices 15 years later.

I estimate the specification below to test this conjecture:

I{Distresidence
i j,1900 < 500m/1km}= β1I{Distworkplace

i j,1885 < 200m}+β2Xi j,1885 + εi j (2.5)
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where i j indicate any pair of individuals, I{Distworkplace
i j,1885 < D̄} is a dummy which takes

the value of 1 if the 1885 places of work of i and j are within 200 meters of each other.

Xi j,1885 is a set of individual characteristics that affect the tendency of two individuals

to colocate. The coefficient of interest is β1, with β1 > 0 supporting the idea that

interactions in workplace affected residential location choices 15 years later. I use

pairwise bootstrapping standard errors to address the interdependence of error terms in

equation (2.5).

Estimation results of equation (2.5) are reported in Table 2.6. In columns (1) to

(3), I use a threshold of 500m as the definition of coresidence, while in columns (4) to

(6), I use a threshold of 1km. For each outcome definition, I estimate equation (2.5) using

three samples: individual pairs both of whom are natives; are first or second generation

immigrants; and are first generation immigrants.

In column (2) of Table 2.6, I find that for immigrant pairs (both first and second

generation) who worked together in 1885 (within 200m of each other), they were 3

percent point more likely to live together (within 500m of each other) in 1900. This

effect is not only statistically significant, but also economically large - it doubles the

likelihood of living together in 1900 compared to a random pair of immigrants. From

column (1) and (3), we can see that this effect does not exist among the natives, and is

stronger among the first generation immigrants. Columns (4) to (6) confirm this finding

under a different definition of co-residence.

That collegiality relationship (in terms of proximity in workplace) predicts co-

residence after 15 years only for immigrants but not for natives is striking. It is an

indicator that workplace interactions had a powerful impact on immigrants’ residential

location decisions. This channel, together with the fact that employment density increased

substantially faster near the streetcar rails, and that people commuted significantly longer

distances during this period, imply that immigrants who initially worked near the streetcar
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rails suddenly had much better opportunities to contact with people with whom they never

met. These interaction opportunities are highly likely the catalysts of the immigrants’

decisions to migrate out of ethnic enclaves.

Table 2.6: Regression Results: Mechanism

(1) (2) (3) (4) (5) (6)
Outcome Variable: Within 500m in 1900 residence Within 1km in 1900 residence
Sample: Natives 1st + 2nd immig 1st immig Natives 1st + 2nd immig 1st immig

Within 200m in 1885 workplace 0.010 0.030*** 0.047*** 0.007 0.039*** 0.069***
(0.007) (0.006) (0.015) (0.009) (0.009) (0.020)

Observations 15,400 31,375 9,045 15,400 31,375 9,045

Notes: Standard errors are estimated by pairwise bootstraps: *** indicates statistical significance at the
1% level, ** at the 5% level and * at the 10% level.

2.7 Conclusion

Immigrants tend to locate in ethnic enclaves within metropolitan areas in the

US. Hypotheses and evidence suggest that residence in ethnic enclaves can have either

positive or negative consequences for immigrants, implying that the existence of ethnic

enclaves in spatial equilibrium may reflect a lack of information on outside communities

for enclave residents. This paper examines within-city migration decisions of immigrants

in response to a transport shock that Boston quickly electrified its previous horse-drawn

streetcar system during 1889-1896. Analyzing new individual-level data merged between

city directories and decennial census in Boston from 1885 to 1900, I find that immigrant

enclave residents who worked within 25 meters of streetcar rails in 1885 were much more

likely to move to a less segregated neighborhood in 1900, compared to enclave residents

who worked between 25 and 50 meters away from streetcar rails. The mechanisms are

consistent with interactions in workplace having an impact on choices of residential

locations fifteen years after.
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Chapter 2, in full, is currently being prepared for submission for publication of

the material. The dissertation author, Wei You, was the sole author of this paper.
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Figure 2.2: Summary Statistics around the Treatment Cutoff
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Each arrow indicates a commuting from residence to workplace.
Point A: Openess=3. Point B: Openness=2.

Figure 2.3: Illustration of the openness measure
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2.8 Appendix: Supplementary Figures
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Source: Geocoded Individual Data Merged from Census to the Boston Directory.

Figure 2.4: Distribution of Immigrants in Boston (1885 locations)



Chapter 3

Detecting the Boundaries of Urban

Areas in India: A Dataset for

Pixel-Based Image Classification in

Google Earth Engine

3.1 Abstract

Urbanization often occurs in an unplanned and uneven manner, resulting in pro-

found changes in patterns of land cover and land use. Understanding these changes is

fundamental for devising environmentally responsible approaches to economic devel-

opment in the rapidly urbanizing countries of the emerging world. One indicator of

urbanization is built-up land cover that can be detected and quantified at scale using

satellite imagery and cloud-based computational platforms. This process requires reliable

and comprehensive ground-truth data for supervised classification and for validation of

classification products. We present a new dataset for India, consisting of 21,030 polygons

108
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from across the country that were manually classified as “built-up” or “not built-up,”

which we use for supervised image classification and detection of urban areas. As a large

and geographically diverse country that has been undergoing an urban transition, India

represents an ideal context to develop and test approaches for the detection of features

related to urbanization. We perform the analysis in Google Earth Engine (GEE) using

three types of classifiers, based on imagery from Landsat 7 and Landsat 8 as inputs.

The methodology produces high-quality maps of built-up areas across space and time.

Although the dataset can facilitate supervised image classification in any platform, we

highlight its potential use in GEE for temporal large-scale analysis of the urbanization

process. Our methodology can easily be applied to other countries and regions.

3.2 Introduction

Over the past century, many countries, especially in the developing world, have

experienced rapid urbanization (Buhaug and Urdal, 2013; Glaeser, 2014). Between

1950 and 2014, the share of the global population living in urban areas increased from

30% to 54%, and by 2050 it is projected to expand by an additional 2.5 billion urban

dwellers, primarily in Asia and Africa (United Nations, 2015). Urbanization also entails

an increase in the land area incorporated in cities, which over the next 15 years is

projected to grow by 1.2 million km2 (Seto et al., 2012). The process of urbanization

profoundly influences economic (Wu et al., 2013) and social development (Buhaug and

Urdal, 2013), and has direct consequences for biodiversity, resource conservation, and

environmental degradation (Seto et al., 2012; McKinney, 2002; Pugh, 1996).

Previous literature measures the extent of urban areas using household-survey-

based socio-economic data, nighttime lights, and mobile-phone records. With the increas-

ing availability of satellite imagery at ever-improving spatial and temporal resolutions,
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urban research is shifting towards the use of digital, multispectral images and towards

the development of remote-sensing image classification designed to capture urban land

features (Taubenbock et al., 2012; Dewan and Yamaguchi, 2009; Bhatta, 2009). The avail-

ability of earth-observation data, acquired primarily by Landsat and MODIS satellites,

has triggered the development of several classification maps of urban areas (Gaughan et

al., 2013; Potere et al., 2009; Schneider, 2010), including multi-class land-cover maps,

binary maps that indicate the presence/absence of urban land cover, and maps of variables

associated with urban areas, such as impervious surfaces and nighttime light generation

(Potere and Schneider, 2009).

In parallel, cloud-based computational platforms have become increasingly ac-

cessible and allow one to scale analysis across space and time. One such platform is

Google Earth Engine (GEE). GEE leverages cloud-computational services for planetary-

scale analysis and consists of petabytes of geospatial and tabular data, including a full

archive of Landsat scenes, together with a JavaScript, Python based API (GEE API), and

algorithms for supervised image classification.

By definition, supervised classification requires ground-truth labeled data. Several

datasets have been proposed to serve as ground-truth for urban research. These include

gazetteer datasets of city locations; datasets of sites and boundaries, which are digitized,

rated, and assessed by expert analysts; medium-resolution Landsat-based urban maps

(Potere et al., 2009); and census-based population databases (Stevens et al., 2015). Crowd-

sourced datasets, such as OpenStreetMap (OSM) can also be used to map urban areas

(Belgiu and Dragut, 2014; Estima and Painho, 2015), especially when they are combined

with remotely-sensed settlement and land cover data (Gaughan et al., 2013). OSM is

a valuable source for ground-truth data, primarily because of its vast extent and free

availability. However, the completeness of OSM and its suitability for urban research

is subject to the number and reliability of OSM contributors (Schlesinger, 2015). The
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use of OSM for supervised image classification remains challenging due to the risk of

imbalanced distribution of class labels (including their spatial coverage), the presence of

errors or missing class assignments (“class-noise”), and inaccurate polygon boundary

delineations (Johnson and Iizuka, 2016).

Despite the significant progress in the field of machine learning and the increasing

availability of satellite imagery, there is still a scarcity of ground-truth labeled datasets

that have been developed specifically to detect urban areas (Miyazaki et al., 2011). In

this study, we aim to fill the need for this valuable data, and to provide, for the first time,

reliable and comprehensive open-source ground-truth data for supervised classification

that delineates urban areas in one country. We present a new dataset consisting of

21,030 polygons in India that were manually labeled as “built-up” or not built-up and use

these data for supervised image classification and detection of urban areas. As a large

and geographically diverse country that has been undergoing an urban transition, India

represents an ideal context to illustrate the applicability of our approach for mapping

urbanization. The results demonstrate the potential for integrating high-resolution satellite

imagery, cloud-based computational platforms and ground-truth data to measure and to

analyze the urbanization process. Although our study focuses on India, the methodology

we develop can easily be applied to other parts of the world.

This study differs from previous efforts to map urban areas in four respects. First,

we construct a large-scale and comprehensive georeferenced dataset that is designed

for the express purpose of mapping urban areas. We make it available and accessible

for the use and validation of existing classification products. As noted above, validated

ground truth datasets are in short supply and many of those that do exist are small in

size or spatial extent. Second, we validate this dataset and demonstrate its applicability

for mapping urban areas at the national level for India. We present, in one study, an

assessment of alternative classifiers and examine the effect of various inputs and class
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combinations on the performance of the classifiers. Third, we propose a methodology

that is designed to evaluate the spatial generalizability of the classifiers. We use a spatial

k-fold cross-validation procedure, which enables us to evaluate the performance of the

classifiers in a large and geographically heterogeneous context. Finally, we leverage the

computational power of GEE and its full Landsat archive to introduce a practicable and

adaptable procedure for temporal analysis of urban areas at scale.

To summarize, the objectives of this study are: (1) to present a large-scale dataset

for supervised image classification of built-up areas; (2) to integrate this dataset into the

GEE platform; and (3) to compare different types of classifiers and inputs in GEE. The

dataset can be downloaded as a Google fusion or KML file format. 1

The remainder of this article is organized as follows. In Sub-Section 3.2.1, we

discuss the literature on urbanization and remote-sensing methods for urban research. In

Section 3.3, we describe the study area and the methodology used to construct and to

assess the dataset. In Sections 3.4 and 3.5, we present and evaluate the results. In Section

3.6, we offer a concluding discussion.

3.2.1 Measuring Urbanization by Means of Remote Sensing

Urbanization occurs as rural areas are incorporated into cities, typically through

sprawl radiating out from the city center or linearly along major transportation corridors

(Sudhira et al., 2004; Baum-Snow, 2007). The growth of cities, which often occurs in

unplanned and uneven patterns (Sudhira and Ramachandra, 2007), changes the spatial

distribution of population sub-groups (Rahman et al., 2011; Barnes et al., 2001), and

affects land cover and land use (LC/LU) (Bhatta, 2009; Schneider, 2012) through the

1The dataset can be accessed online as a Google Fusion Table at:
htt ps : //www.google.com/ f usiontables/DataSource?docid = 1 fWY 4IyYiV −
BA5HsAKi2V 9LdoQgsbFtKK2BoQib0rows : id = 1 (Note: class “1” = “BU”, class “2” = “NBU”).
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construction of built-up structures and impervious surfaces (Sudhira et al., 2004; Bhatta

et al., 2010; Jat et al., 2008).

Previous literature characterizes urbanization, alternatively, as an increase in

the share of the population living in cities, the level of non-agricultural employment

or production, the pace of resource consumption, or the presence of traffic congestion

(Frenkel and Ashkenazi, 2008). Spatial metrics of urbanization include urban land area,

population density, spatial geometry, accessibility, and building types, as well as various

features of land use (Yue et al., 2013). However, the dichotomy between “urban” and

“rural” is not universal (Dahly and Adair, 2007). Urban areas are often defined according

to social or administrative indicators derived from census-based sources, which, by their

nature, vary in their availability, consistency, and spatial and temporal resolutions.

Given the spatial dimensions of urbanization, remote-sensing analysis of satellite

images is valuable for mapping urban areas, and analyzing and modeling urban growth

and land-use change (Herold et al., 2003). Many features associated with urbanization

can be detected in satellite images and used to delineate the boundaries of urban areas,

including nighttime lights, LC and LU. However, the delineation of urban areas often

differs according to the nature of input data (Schneider et al., 2010), which may capture

different dimensions of urbanization, such as population distribution, national income

levels, or the distribution of physical structures. For example, it is common to see

disparities between the extent of lighted areas and other spatial measures of urban extent

(Small et al., 2005), due in considerable part to the relatively coarse spatial resolution of

these datasets (Elvidge et al., 2004).

In this paper, we use satellite images to define urban extents according to built-up

land cover, which can be observed in satellite images (Sudhira et al., 2004; Jat et al.,

2008) and that is closely related to urbanization (Sudhira et al., 2004; Bhatta et al.,

2010). Detection of LC/LU using remote sensing can be performed at the level of a
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pixel (pixel-based), or at the level of an object (object-based), where pixels are grouped

together to provide contextual information, such as image texture, pixel proximity, and

salient geometric attributes of features. While several studies suggest that object-based

classifiers outperform pixel-based classifiers in LC/LU classifications tasks (Whiteside

and Ahmad, 2005; Myint et al., 2011; Whiteside et al., 2011; Bhaskaran et al., 2010),

other studies suggest that pixel-based and object-based classifiers perform similarly when

utilizing common machine-learning algorithms (Duro et al., 2012). In addition, object-

based classification requires significantly more computational power than pixel-based

classification and there is no universally accepted method to determine an optimal scale

level for image segmentation (Myint et al., 2011), especially when analyzing large-scale

geographically diverse regions. Thus, object-based classification is typically conducted

when the unit of analysis is relatively small, such as a city (Myint et al., 2011; Bhaskaran

et al., 2010), or a region of a country (Whiteside and Ahmad, 2005; Whiteside et al.,

2011; Duro et al., 2012; Robertson and King, 2011).

In this study, we adopt a pixel-based classification approach to detect built-up

areas in India that utilizes the full spectral imagery available in Landsat, as well as

NDVI (Normalized Difference Vegetation Index) and NDBI (Normalized Difference

Built-up Index) indices. We apply three types of classifiers that are integrated into

GEE: Classification and Regression Tree (CART) (Breiman et al., 1984), Random Forest

(Breiman, 2001), and Support Vector Machines (SVM) (Cortes and Vapnik, 1995).

3.3 Materials and Methods

3.3.1 Study Area

India is one of the largest (3.287 million km2 in size) and most populated countries

in the world. In 2014, 1.295 billion people resided in the nation’s 29 states which are
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distributed across 15 geographical regions (see Figure 3.1 (Indian Agriculture Statistics

Research Institute, 2006)), 32.4% of whom lived in urban areas (World Bank, 2006).

The country is urbanizing rapidly. In the last decade, the growth of its urban population

outpaced the growth of its rural population by 31.80% to 12.18% (Census of India,

2011), due primarily to natural urban population growth and secondarily to rural-to-urban

migration (Chen and Raveendran, 2011). This trend is expected to continue (Sudhira and

Gururaja, 2012). By 2050, half of India’s population is projected to be urban (United

Nations, 2015).

The urbanization of India is also reflected in the rapid expansion of built-up areas

(Sudhira, et al., 2004; Prakasam, 2010; Moghadam and Helbich, 2013) and low-density

sprawl (Chen and Raveendran, 2011), together with a decline of other types of land

cover, including open land, agriculture land, and bodies of water (Ramachandra et al.,

2012; Chadchan and Shankar, 2012; Sharma and Joshi, 2013). By capturing the distinct

spectral profile of built-up areas, by means of earth observation, it is possible to map and

to quantify the extent of urbanization and the pace of urban growth.

India contains 15 distinct agro-climatic zones. These zones are geographical

regions characterized by relatively homogenous environmental-physical characteristics,

such as soil type, rainfall, temperature, and water resources (Singh, 2006). India’s

unusually large number of climatic zones reflects the country’s latitudinal expanse and

widely varying elevation and rainfall. Previous studies have shown that these zones vary

in their agriculture growth, rural poverty and population density (Palmer-Jones and Sen,

2003). By randomly sampling areas within India for our analysis, the countrys geographic

diversity allows us to create a training set that would incorporate agro-climatic zones

found in the large majority of developing countries. This feature makes our training set

of potential value for analysis throughout the tropics, as well as in sub-tropical regions.
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The spatial extent of the agro-climatic zones was digitized according to the National Portal on Mechaniza-
tion and Technology.

Figure 3.1: India’s states (top); and agro-climatic zones (without zone 15 - the islands
region) (bottom).
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3.3.2 Dataset Construction

We define the boundaries of urban areas according to one property of urbaniza-

tion: built-up land cover (i.e., the boundaries between built-up (BU) and not built-up

(NBU) areas). We define BU areas as polygons where the majority of space (more than

50%) is paved or covered by human-made surfaces and used for residential, industrial,

commercial, institutional, transportation, or other non-agricultural purposes. All other

land cover is defined as NBU. Similar definitions for urban areas are proposed by (Potere

et al., 2009; Schneider et al., 2010) who characterize a pixel as “urban” when the built

environment spans the majority (50% or greater) of the sub-pixel space.

Our classification utilizes a dataset consisting of 21,030 polygons, 30 m × 30

m in size, that are randomly distributed throughout India and manually labeled as BU

or as NBU (the methodology is described in Figure 3.2). To construct this dataset, we

begin withWorldPop, a per-pixel population estimation dataset (Gaughan et al., 2013;

Stevens et al., 2015), and create an initial random stratified sample of BU and NBU

areas. WorldPop depicts a grid of per-pixel estimates of population densities, in a spatial

resolution of approximately 100 m (we use India’s population dataset for 2010, available

at: www.worldpop.org.uk). The maximum value of a pixel is 1523 (i.e., 1523 people

per hectare). A visual comparison between WorldPop dataset and Google Earth satellite

imagery shows that a threshold of 40 persons per hectare (pixel) closely matches the

extent of India’s settlements and populated areas. We thus set a threshold of 40 persons

per pixel as an initial indicator to identify highly populated areas. These areas constitute

0.41% of the country’s land area and account for 19.2% of the country’s population.

We define populated areas as clusters of neighboring pixels whose values are

higher than, or equal to, 40 (i.e., 40 persons per pixel). We convert these clusters to

polygons (a vector format), where the polygons represent the boundaries of highly

populated areas. We define the adjacent periphery to these highly populated areas by
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calculating the width of each polygon’s enclosing rectangle (Wi), where Wi is the length

of the shorter side of a given polygon’s enclosing rectangle. To capture peripheral rural

areas around cities, we create a buffer around each polygon, which is twice the size of its

enclosing rectangle (2Wi). We sample our NBU examples from these peripheral areas

(Figure 3.3), such that in the classification we will consider pixels from established urban

areas and immediate surrounding areas that have yet to experience urbanization. We

focus on rural areas adjacent to urban areas because our BU/NBU classification targets

the boundaries of cities and is therefore designed to characterize the process of urban

sprawl. From this universe of high-population-density cores and surrounding peripheral

rural areas in India, we randomly sample 20,151 polygons, 40% of which are from the

core and 60% of which are from the periphery (7928 and 12,223 polygons, respectively),

where the number of sampled polygons in each of Indian state is proportional to the

state’s total population. We oversample polygons from the periphery to account for

heterogeneity in the types of land cover found in NBU regions. In order to have sample

representation of rural areas that are distant from urban zones, we randomly sample an

additional 879 polygons from outside of the core and periphery areas of cities, for a total

of 21,030 polygons.

We overlay the polygons with the Google Earth high-resolution base map and

manually classify each polygon as BU or as NBU using a visual interpretation method.

The polygons are manually labeled by two graduate students who were provided with

extensive training and supervised by the researchers. We provided each student an equal

proportion of samples. The students labeled each polygon either as BU or as NBU

in Google Earth by a visual interpretation of the most recent available satellite image

(typically from 2014 to 2015). The students were instructed to label polygons that have

at least 50% of their area covered with built-up land cover (according to the definition

above) as BU and otherwise as NBU. The manual labeling resulted in a dataset (a KML
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Figure 3.2: The procedure to generate the ground-truth dataset.
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file) of 4682 polygons that were labeled as BU and 16,348 polygons that were labeled

as NBU (some polygons from the urban core did not contain a majority of built-up

pixels, leading us to label them as NBU, whereas some polygons from peripheral areas

surrounding cities did have a majority of built-up pixels, leading us to label them as BU).

The KML file is then converted to a Google fusion table, which is used for supervised

classification in GEE.

3.3.3 Pre-Processing and Scene Selection

We use Landsat 7 and Landsat 8 as inputs for image classification (Table 3.1

presents a description of the spectral bands). Although the spectral resolution of Landsat

7 is lower than that of Landsat 8, the former satellite was launched in 1999 (Landsat 8

was launched in 2013) and thus allows for a longer time horizon over which to study

urbanization. Since a composite of pre-processed scenes of Landsat 7 is available in GEE,

we use a Landsat 7 annual TOA percentile composites (2014) (referred to as Landsat

7). This composite includes Top of Atmosphere (TOA) calibrated Landsat 7 (ETM+)

images (filtered to 2014), excluding images with a negative sun elevation. The composite

includes pixels with the lowest cloud cover, computed as per-band percentile values and

scaled to 8 bits ([0,255]) (bands 15,7) or to units of Kelvin-100 (band 6). For Landsat 8,

we apply a standard TOA calibration on USGS Landsat 8 Raw Scenes (filtered to 2014)

and assign a cloud score to each pixel. We select the lowest possible range of cloud

scores and compute per-band percentile values from the accepted pixels. We scale the

values to 8 bits.

To improve the classification when using Landsat 7 as the input, we add two

additional indices: the Normalized Difference Vegetation Index (NDVI) (Pettorelli et al.,

2005) and the Normalized Difference Built-up Index (NDBI) (Zha et al., 2003).
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We begin with WorldPop dataset, a grid of per-pixel estimates of population densities (a). Then, we extract
clusters of neighboring pixels whose values are greater than or equal to 40. These clusters represent highly
populated areas and are converted into a vector format (polygons) (b). We calculate the width (Wi) of the
shorter side of each polygon’s enclosing rectangle (c) and create a buffer around each polygon that is twice
this width (2Wi) (these buffers represent the periphery of the populated areas) (d). Finally, we randomly
sample 7,928 and 12,223 polygons from the highly populated and from their periphery, respectively (e).

Figure 3.3: The procedure to generate the stratified random sample
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Table 3.1: The Bands that were Used as Features for the Classification

Spectral Band Wavelength Resolution
(Micrometers) (Meters)

Landsat 7
B1 Band 1blue-green 0.450.52 30
B2 Band 2green 0.520.61 30
B3 Band 3red 0.630.69 30
B4 Band 4reflected IR 0.760.90 30
B5 Band 5reflected IR 1.551.75 30
B6 Band 6thermal 10.4012.50 120
B7 Band 7reflected IR 2.082.35 30

NDVI (B4−B3)
(B4+B3) 30

NDBI (B5−B4)
(B5+B4) 30

Landsat 8
B1 Band 1Ultra blue 0.430.45 30
B2 Band 2Blue 0.450.51 30
B3 Band 3Green 0.530.59 30
B4 Band 4Red 0.640.67 30
B5 Band 5Near Infrared (NIR) 0.850.88 30
B6 Band 6SWIR 1 1.571.65 30
B7 Band 7SWIR 2 2.112.29 30
B8 Band 8Panchromatic 0.500.68 15

B10 Band 10Thermal Infrared (TIRS) 1 10.6011.19 100 (resampled to 30)
B11 Band 11Thermal Infrared (TIRS) 2 11.5012.51 100 (resampled to 30)
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• NDVI expresses the relation between red visible light (which is typically absorbed

by a plant’s chlorophyll) and near-infrared wavelength (which is scattered by the

leaf’s mesophyll structure). It is computed as:

(NIR−RED)/(NIR+RED) (3.1)

where NIR is the near infra-red wavelength and RED is the red wavelength. The

values of NDVI range between (-1) and (+1). An average NDVI value in 2014 was

calculated for each pixel (with Landsat 7 32-Day NDVI Composite).

• NDBI expresses the relation between the medium infra-red and the near infra-red

wavelengths. It is computed as:

(MIR−NIR)/(MIR+NIR) (3.2)

where MIR is the medium infra-red and NIR is the near infra-red wavelength.

The index assumes a higher reflectance of built-up areas in the medium infra-red

wavelength range than in the near infra-red.

3.3.4 Detection of Built-Up Areas

We perform detection of built-up areas in GEE. First, we overlay the labeled

polygons on the input. We collect all Landsat pixels within the regions of these polygons

(a total of 5,092 BU examples and 17,751 NBU examples), including the reflectance

values (per band) and the index values of the examples. Note that the number of the

sampled pixels (examples) differs from the number of polygons in the dataset because

the polygons do not overlap entirely with Landsat’s pixels; these variables are the input

for the classifiers (the classifiers’ feature space). In addition, each example included
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an output: a binary class - BU or NBU. We use this set to train, test and evaluate the

performance of the classifiers.

3.3.5 Accuracy Assessment

The performance or the accuracy of a classifier refers to the probability that it will

correctly classify a random set of examples (Kohavi, 1995). To assure a “fair” assessment

of a classifier’s generalization, the data used to train the classifier must be separated from

the data that is used to assess its accuracy. Thus, labeled data is typically divided into

a training set and a test set (a validation set may also be used to “tune” the classifier’s

parameters). Different data splitting heuristics can be used to assure a separation between

the training and test sets (Kohavi, 1995), including the holdout method, in which the

data is divided into two mutually exclusive subsets: a training set and a test/holdout set;

bootstraping, in which the dataset is sampled uniformly from the data, with replacement;

and cross-validation, also known as k-fold cross-validation, in which the data are divided

into k subsets (optimally 5 or 10, to allow a less biased estimation (Rodriguez et al.,

2010)) with k “experiments”. The cross-validation procedure ensures that each example

is included exactly once in the test fold and that each example in the test fold is not

used to train the classifier. Averaging the overall accuracy across all k partitions yields k

accuracy values, or k hold-out estimators, and a variance estimation of the classification

error (Salzberg, 1997; Arlot and Celisse, 2010). Though each of these methods can

be used to assess the performance of a given classifier, cross-validation is a widely

accepted procedure (Refaeilzadeh et al., 2009) that provides a robust estimate of a

classifier’s generalization error (Blum et al., 1999). When the instances are representative

of the underlying population and when sufficient instances are available for training,

this procedure results in an unbiased estimate of the accuracy of the classifier over the

population (Bradford and Brodley, 2001).
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In this study, we adopt a k-fold cross-validation procedure (with k “experiments”)

to estimate the accuracy of the classifiers. In each experiment, the examples in one of

the data folds is left out for testing and the examples in the remaining k-1 fold are used

to train the classifier. The performance quality of the trained classifier is tested on the

left-out fold, and the overall performance measure is then averaged over the k folds (over

the k experiments) (Figure 3.4).

We first conduct a 5-fold cross validation by dividing the data into five randomly

stratified folds (while maintaining a constant proportion of BU and NBU examples per

fold). Then, to evaluate the spatial generalization of the classifiers, we conduct a 14-fold

cross validation by dividing the data into 14 distinct geographical regions according

to India’s agro-climatic zones (Singh, 2006) (see Figure 3.1) (note: we exclude zone

number 15, which is the islands region). Each zone includes between 558 and 2695 BU

and NBU examples (see Table 3.2).
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BU NBU

Labeled dataset

K1 K2 K3 K4 K5

K1 K2 K3 K4 K5
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Training fold Hold-out fold

In each “experiment,” the examples in one of the data folds is left out for testing and the remaining
examples in the k-1 fold are used to train the classifier. The performance quality of the trained classifier is
tested on the left-out fold (in each “experiment”), and the overall performance measure is then averaged
over the k folds (k “experiments”) (This figure is adapted from Refaeilzadeh et al. (2009))

Figure 3.4: k-fold (5-fold) cross validation scheme.
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Table 3.2: Built-up (BU) and Not Built-up (NBU) Examples per Agro-Climatic Zone

Zone Number Number of Examples BU/NBU Ratio

BU NBU BU NBU
1 82 476 14.7% 85.3%
2 169 825 17.0% 83.0%
3 222 837 21.0% 79.0%
4 425 1816 19.0% 81.0%
5 671 2024 24.9% 75.1%
6 382 953 28.6% 71.4%
7 326 1545 17.4% 82.6%
8 333 1066 23.8% 76.2%
9 421 1464 22.3% 77.7%
10 645 1979 24.6% 75.4%
11 391 1197 24.6% 75.4%
12 250 894 21.9% 78.1%
13 262 805 24.6% 75.4%
14 103 467 18.1% 81.9%
Total 4682 16348

Note: The table indicates the number of built-up (BU) and not built-up (NBU) polygons per agro-
climatic zone and the ratio between BU and NBU examples per zone.
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3.4 Results

We now turn to describe the dataset and to present an evaluation of the classifica-

tion of built-up areas in India using the three classifiers and different combinations of

training-set examples and inputs. We assess the performance of the classifiers and map

the classified built-up areas. As a preliminary step to validate our BU/NBU dataset’s

examples, we examine the reflectance profile of the examples, calculated as the aver-

age reflectance value of the sampled regions/pixels per band, scaled to 8 bits (Figure

3.5). Consistent with built-up areas containing structures and impervious surfaces that

are reflective relative to vegetation and undeveloped land of non-built-up areas, the

reflectance of NBU regions is lower than the reflectance of BU regions in all bands

except band 5 (the near infra-red range). This anomaly in band 5 is likely due to higher

reflectance of vegetation land cover in this wavelength range. A t-test of equal means

and a KolmogorovSmirnov test show that BU and NBU regions are characterized by a

significantly different (p < 0.001, for both tests) reflectance values in all bands (Table

3.3). The BU/NBU distinction is also expressed by significantly different (p < 0.001,

for both tests) NDVI and NDBI values. As seen in Figure 3.6, the distribution of the

NDVI values of NBU regions is to the right of that of BU regions, while the distribution

of the NDBI values of NBU regions is a left-skewed and flatter than of BU regions. The

standard error bounds of the average reflectance values within BU and NBU regions are

relatively small in all bands.

3.4.1 Detection of Built-Up and Not Built-Up Areas

Evaluation of the Classifiers

GEE includes several classifiers for pixel-based image classification. In this study

we compare the performance of three prominent ones - SVM, CART and Random Forest
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Note: Per-band percentile values were scaled to 8 bits.

Figure 3.5: The mean and 95% confidence intervals of reflectance values of built-up
(BU) and not built-up (NBU) regions (Landsat 8 bands)

Table 3.3: Average Reflectance Values of Built-Up (BU) and Not Built-Up (NBU)
Regions (Landsat 8 bands).

B1 B2 B3 B4 B5 B6 B7 B8 NDVI NDBI

BU (mean) 42.27 38.84 36.29 37.2 57.29 55.44 43.64 36.36 0.21 -0.02
(st. err.) 0.048 0.058 0.073 0.099 0.126 0.151 0.137 0.085 0.001 0.001

NBU (mean) 38.51 34.37 31.82 31.43 64.49 54.65 37.54 31.27 0.35 -0.10
(st. err.) 0.069 0.075 0.081 0.097 0.104 0.132 0.12 0.087 0.001 0.001

t-tests of (t-stats) 44.91 47.17 40.95 41.5 -43.99 3.92 33.54 41.92 -85.98 57.02
equal means (p-value) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
K-S tests* (p-value) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Note: Per-band percentile values were scaled to 8 bits.
* KolmogorovSmirnov tests of equality of distributions
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Figure 3.6: Histogram of NDVI (Normalized Difference Vegetation Index) and NDBI
(Normalized Difference Built-up Index) values by built-up (BU) and not built-up (NBU)
examples

- in detecting BU and NBU areas in India. A five-fold cross-validation test shows that

Random Forest (with 100 decision trees) achieves the highest overall accuracy rate -

defined as the percentage of examples that were classified correctly - while SVM achieves

the lowest. With Landsat 8 as the input, these two classifiers predict correctly 87.1% and

83.1% of the examples, respectively. Previous studies have suggested that the number of

decision trees of the Random Forest is generally proportional to the classifier’s accuracy

(Rodriguez-Galiano et al., 2012). The results show that though the performance of

Random Forest improves as the number of trees increase, this pattern holds only up to 10

trees (see Figure 3.7). The classifier’s performance remains nearly the same with 50 and

with 100 decision trees.

We refer to the class “Built Up” (BU) as positive and to the class “Not Built-Up”

(NBU) as negative and evaluate the performance of the classifiers using three additional

estimators: (1) True-Positive Rate (TPR) (the percentage of actual BU examples classified

correctly as BU); (2) True-Negative Rate (TNR) (the percentage of actual NBU examples

classified correctly as NBU); and (3) the average of TPR and TNR (referred to as the

balanced accuracy rate).
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Figure 3.7: The effect of the number of trees of Random Forest on the True-positive
rate (TPR), True-negative rate (TNR) and the balanced accuracy rate.

Random Forest (with 10 decision trees) shows the highest balanced accuracy rate

(79.7%) while SVM shows the lowest (around 69%) (see Figure 3.8). The classifiers’

TPR ranges between 46% (with SVM) and 67% (with Random Forest, 10 trees). As

expected, performance with Landsat 8 exceeds that of Landsat 7 likely because of the

former’s higher resolution relative to the latter. However, when NDVI and NDBI are

added to Landsat 7’s bands, performance using this input improves. With the exception

of SVM, Landsat 7 plus NDVI and NDBI as inputs performs similarly to Landsat 8 as

the input. As seen in Figure 3.8, the addition of these two indices primarily improves the

balanced accuracy rate of SVM; the classifier’s TPR increases from 47% to 56%, and,

accordingly, its balanced accuracy rate increases from 70% to 75%. We relate this to the

linear kernel that we use with SVM, which is unable to express nonlinear functions from

the input variables to the predicted classes.

The performance of the classifiers can also be described in a confusion matrix,

where the predicted classes of the examples in the test set are compared with their actual
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Examined classifiers: SVM, CART, and Random forest with 1 (RF1t), 3 (RF3t), 5 (RF5t), 10 (RF10t), 50
(RF50t), and 100 (RF100t) trees. Inputs: Landsat 8 (L8), Landsat 7 (L7), Landsat 7 with NDVI (L7 +
NDVI) and Landsat 7 with NDVI and NDBI (L7 + NDVI + NDBI).

Figure 3.8: The True-positive rate (TPR) and the balanced accuracy rates by classifier
and satellite product.
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class (resulting in four possible combinations: TP (True-positive), TN (True-negative),

FP (False-positive) and FN (False-negative)). The confusion matrix of the five-fold cross

validation (Table 3.4) describes the predicted and the actual class of the tested examples

in the five experiments. As noted above, in each experiment, a different subset (fold)

is used for the evaluation, and each example - and all examples - are tested exactly

once. Several performance estimators can be calculated from this confusion matrix.

We present three that are related to the classification of the positive (BU) class: (1)

Overall accuracy rate: the portion of instances that were classified correctly (calculated

as: (T P+ T N)/(T P+ T N +FP+FN)); (2) Precision rate: the portion of instances

that were correctly predicted as positive out of all instances that were predicted as

positive (calculated as T P/(T P+FP)); and (3) Recall rate: the portion of instances that

were correctly predicted as positive out of all actual positive instances (calculated as

T P/(T P+FN)). Since the best performance is achieved with Landsat 8 as the input, we

use Landsat 8 as the input in subsequent analysis.

We also evaluate the classifiers at the geographical level of agro-climatic zones.

A k-fold cross-validation test was conducted by dividing the examples into 14 folds

according to their geographical location (zone). Similar to the results shown above

(where the examples were divided into five random folds), Random Forest (with 10 trees)

shows the best performance while SVM shows the worst. When Landsat 8 is used as

the input, the TPR and the balanced accuracy rate of Random Forest (with 10 trees) are

66% and 78.7%, respectively, while only 54% and 74%, respectively, with CART. This

result provides an additional dimension to the assessment of the classifiers’ accuracy, and

confirms their generalization as predictors under varying geographical conditions.

Our analysis is based on a large training set relative to past work in remote sensing,

with over 20,000 hand-labeled polygons. In many settings, constructing a training set

of this magnitude may be infeasible. To provide insight into the importance of training-
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Table 3.4: A Confusion Matrix of the Five-Fold Cross Validation Tests

Predicted

L8 L7 L7 + NDVI + NDBI
BU NBU Total BU NBU Total BU NBU Total

SVM BU 2347 2750 5097 2376 2700 5076 2863 2213 5076
NBU 1122 16727 17849 1261 16659 17920 1044 16876 17920
Total 3469 19477 22946 3637 19359 22996 3907 19089 22996

Ac: 0.83 Re: 0.46 Pre: 0.67 Ac: 0.82 Re: 0.46 Pre: 0.65 Ac: 0.85 Re: 0.56 Pre: 0.73
CART BU 3335 1762 5097 2998 2078 5076 3253 1823 5076

NBU 1500 16349 17849 1380 16540 17920 1413 16507 17920
Total 4835 18111 22946 4378 18618 22996 4666 18330 22996

Ac: 0.85 Re: 0.65 Pre: 0.69 Ac: 0.85 Re: 0.59 Pre: 0.68 Ac: 0.85 Re: 0.64 Pre: 0.69
RF3t BU 3133 1964 5097 2951 2125 5076 3140 1936 5076

NBU 1601 16248 17849 1709 16211 17920 1576 16344 17920
Total 4734 18212 22946 4660 18336 22996 4716 18280 22996

Ac: 0.84 Re: 0.61 Pre: 0.66 Ac: 0.83 Re: 0.58 Pre: 0.63 Ac: 0.84 Re: 0.61 Pre: 0.66
RF5t BU 3167 1930 5097 2989 2087 5076 3181 1895 5076

Actual NBU 1423 16426 17849 1494 16426 17920 1402 16518 17920
Total 4590 18356 22946 4483 18513 22996 4583 18413 22996

Ac: 0.85 Re: 0.62 Pre: 0.69 Ac: 0.84 Re: 0.58 Pre: 0.66 Ac: 0.85 Re: 0.62 Pre: 0.69
RF10t BU 3424 1673 5097 3229 1847 5076 3426 1650 5076

NBU 1543 16306 17849 1539 16381 17920 1471 16449 17920
Total 4967 17979 22946 4768 18228 22996 4897 18099 22996

Ac: 0.86 Re: 0.67 Pre: 0.68 Ac: 0.85 Re: 0.63 Pre: 0.67 Ac: 0.86 Re: 0.67 Pre: 0.70
RF50t BU 3297 1800 5097 3102 1974 5076 3332 1744 5076

NBU 1196 16653 17849 1180 16740 17920 1153 16767 17920
Total 4493 18453 22946 4282 18714 22996 4485 18511 22996

Ac: 0.86 Re: 0.64 Pre: 0.73 Ac: 0.86 Re: 0.61 Pre: 0.72 Ac: 0.87 Re: 0.65 Pre: 0.74
RF100t BU 3299 1798 5097 3078 1998 5076 3299 1777 5076

NBU 1151 16698 17849 1116 16804 17920 1088 16832 17920
Total 4450 18496 22946 4194 18802 22996 4387 18609 22996

Ac: 0.87 Re: 0.64 Pre: 0.74 Ac: 0.86 Re: 0.60 Pre: 0.73 Ac: 0.87 Re: 0.65 Pre:0.75

Note: The confusion matrix is calculated for the five experiments. In each experiment a different fold is used as the test fold
and each example is tested exactly once. Key: TP: True-positive; TN: True-negative; FP: False-positive; FN: False-negative;
Accuracy rate (Ac): the portion of instances that were classified correctly (calculated as: (T P+T N)/(T P+T N +FP+FN));
Recall (Re): the portion of instances correctly predicted as positive out of all actual positive instances (calculated as: T P/(T P+
FN)); Precision rate (Pre): the portion of instances that were correctly predicted as positive out of all instances predicted as
positive (calculated as T P/(T P+FP)).
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set size for the analysis, we next examine how the prediction rate of the alternative

classifiers compares for randomly drawn training sets of different dimensions. We

conduct experiments with 800, 1600, 4000, 8000 and 16,000 randomly drawn examples

and evaluate each experiment using a five-fold cross-validation test. In each experiment,

we use the same test sets (approximately 4500 examples) and a similar proportion

between BU and NBU examples (equal to the proportion in the full sample).

The results show strongly improved performance as the size of the training set

increases, both, in terms of the TPR and balanced accuracy (see Figure 3.9). CART

shows the largest improvement; for example, as the training set size increases from 800 to

16,000 examples, CART’s balanced accuracy increases from 74% to 78%. On the other

hand, SVM does not show a significant improvement as the training set size increases;

the balanced accuracy remains around 73%.

In the experiments described above, we maintain a constant proportion between

the BU and the NBU examples in the training set (similar to the proportion in the full

dataset). In an additional experiment, we examine the effect of varying the proportion

between BU and NBU training examples on the classifiers’ performance. In each

experiment, we use all BU examples in the dataset as training examples and increase

the size of the training set by adding NBU training examples. This allows us to evaluate

whether performance improves as the size of the training set increases despite an increased

imbalance between BU and NBU examples. We conduct a five-fold cross validation test

by increasing the number of NBU examples in the training set and maintaining a constant

number of BU examples (4000) to a total of 6000, 8000, 10,000, 14,000 and 16,000 BU

and NBU examples in the training set. The size of the test set and the proportion between

the BU and NBU examples remain constant (Landsat 8 is used as the input).

Results show a moderate improvement in the classifiers’ performance as the

training set’s size increases, primarily with CART. Although the size of the training
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Figure 3.9: The effect of the training set size on the True-positive rate (TPR), True-
negative rate (TNR) and balanced accuracy (with Landsat 8 as the input)
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set is increased only by adding NBU examples, the TPR also improves (in addition to

TNR). As the size of the training set increases from 6000 to 16,000 examples, CART’s

TPR increases from 63% to 67% and its TNR increases from 88% to 90% (see Figure

3.10). Thus, although we increase the disproportion between BU and NBU examples, the

addition of NBU examples improves the overall performance of the classifiers.

Mapping the Classification

In the final classification process, we use the trained classifier to map built-up and

not built-up areas over new examples/pixels. The classified image (in a spatial resolution

of 30 m) was post-processed to discard isolated pixels and improve the homogeneity of

the classified image.

Figure 3.11 presents, as an illustration, a classified image of built-up areas in five

regions across India and Figure 3.12 presents examples of this classified image in a finer

(higher) resolution (we present a classified image of each site below its corresponding

high-resolution satellite image). The classified image captures the fabric of built-up

urban areas, as well as the fine boundaries between built-up areas, as well as the fine

boundaries between built-up areas and various types of land cover (e.g., vegetation, water

bodies and open spaces).

The classifier can also be used to map urban areas across time. Since our ground-

truth dataset is collected based on 2014 imagery, using it as a training set with the

2000 imagery may result in “class-noise” (Johnson and Iizuka, 2016) due to mislabeled

examples. Thus, we first train the classifier (using Random forest, with 10 trees) with

Landsat 7, filtered to 2014 as the input (in addition to per-pixel NDVI and NDBI values).

Then, we use the trained classifier to map the extent of urban areas in 2000 (using the

same feature space, based on Landsat 7, filtered to 2000) (Figure 3.13 presents examples

of the classified image in 2000, and Figure 3.14 presents a comparison between the extent
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Figure 3.10: The effect of the training set size on the True-positive rate (TPR), True-
negative rate (TNR) and the balanced accuracy.
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Classifier: Random forest with 10 trees, with Landsat 8 as the input. Satellite images from DigitalGlobe.
Includes copyrighted material of DigitalGlobe, Inc. (Westminster, CO, Canada), All Rights Reserved.

Figure 3.11: Classification of built-up areas (visualized in red) compared to raw satellite
images in five regions in India.
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Classifier: Random forest with 10 trees, with Landsat 8 as the input. Satellite images from DigitalGlobe.
Includes copyrighted material of DigitalGlobe, Inc. (Westminster, CO, Canada), All Rights Reserved.

Figure 3.12: A detailed examination of the classification of built-up areas (visualized
in red) compared to raw satellite images in five regions in India
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of urban areas in 2000 and in 2014 in the city of Ahmedabad). As an assessment of this

classification, we choose 200 random polygons from our dataset, visually examine them

against 2000 Landsat 7 imagery and assign each polygon with a class (BU or NBU).

Then, we compare the classified image with this ground-truth dataset. The examination

reveals an overall accuracy of 86% and a TPR of 58.6% (Table 3.5 presents a confusion

matrix of this test). Finally, Figure 3.15 shows the advantage of using our methodology

to map urbanization relative to the WorldPop dataset. The classified image is able to

capture various types of LC/LU (e.g., built-up areas, parks and open spaces) that is not

possible using estimates of local area populations.

Table 3.5: Confusion Matrix Describing the Classifier’s Performance (Detection of
Urban Areas in 2000)

Predicted

BU NBU Total

Actual BU 34 24 58
NBU 4 138 142
Total 38 162 200
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Classifier: Random Forest (10 trees). Input: Landsat 7 (plus NDVI and NDBI). The classifier was trained
with Landsat 7 filtered to 2014, and the trained classifier was used to classify Landsat 7 filtered to 2000.

Figure 3.13: Detection of built-up areas in three Indian cities in 2000 - Erode, Visakha-
patnam and Nagpur (bottom) - compared to the raw Landsat 7 filtered to 2000 (top).
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Classifier: Random Forest (10 trees). Input: Landsat 7 (plus NDVI and NDBI). The classifier was trained
with Landsat 7 filtered to 2014; the trained classifier was used to classify Landsat 7 filtered to 2000.

Figure 3.14: Detection of the boundaries of Ahmedabad, India, in 2000 and in 2014,
together with built-up (BU) and not built-up (NBU) examples used for the training.
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Note: population density data from WorldPop: www.worldpop.org.uk. Detection of built-up areas in 2010
was done with Random Forest (10 trees) using Landsat 7 (plus NDVI and NDBI) as the input.

Figure 3.15: Estimation of the boundaries of Ahmedabad, India (in 2010) according to:
(a) classification of built-up areas; and (b) population density.
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3.5 Discussion

In recent decades, there have been substantial research investments in attempting

to understand the social and physical dynamics related to urbanization. Though urbaniza-

tion is one of the major potential threats to the global environment (Sudhira et al., 2004;

Jat et al., 2008), its rate and magnitude have not been quantified with sharp precision

at global scale. For many low-income countries, the last significant mapping efforts

occurred in the 1960s and 1970s (Tatem et al., 2007). Urban extent can be measured

by different means, including population counts, nighttime illumination intensity, and

detecting the unique LC/LU characteristics and physical attributes associated with urban

areas (Taubenbock, et al., 2012; Dewan and Yamaguchi, 2009; Bhatta, 2009; Orenstein

et al., 2011). With the increasing availability of satellite data at ever-improving spatial

and temporal resolutions, urban research is rapidly shifting towards the use of image-

classification methods designed to extract the “urbanized land” that can be observed and

captured in multispectral imagery (Schneider et al., 2010).

Several datasets of urban extent have now been developed to map urban areas at

global scale (Gaughan et al., 2013; Potere et al., 2009; Stevens et al., 2015). However,

these datasets show considerable disagreement on the location and extent of urban land

(Schneider et al., 2010; Miyazaki et al., 2011) and the majority of the existing information

provides classified raster images that have limitations across space and time (Bhatta,

2009; Patel et al., 2015; Gislason et al., 2006; Shao and Lunetta, 2012; Wieland and

Pittore, 2014) or that use ground-truth data that are limited in size, with no more than

several thousand examples (Miyazaki et al., 2011).

With the availability of cloud-based platforms such as GEE, it is now feasible to

monitor urbanization in multi-spatial and temporal resolutions and to understand urban

dynamics globally. High-resolution ground-truth data are fundamental for any supervised
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image classification, including classification of built-up land cover. Training data remain

scarce, making it difficult to apply modern remote-sensing techniques (Xie et al., 2015).

At the current time, ground-truth data lag far behind the ever-growing supplies of satellite

imagery and analytical tools for image classification. Though ground-truth labeled data

for urban areas can be extracted from several existing datasets-e.g., Landsat-based urban

maps and crowd-source-based datasets such as OpenStreetMap (Belgiu and Dragut,

2014)-validated and processed datasets that are designed specifically for mapping urban

areas are in scarce supply. This paper aims to fill this gap.

Ground-truth data can be used, in conjunction with high-resolution satellite

imagery and cloud-based computational platforms to detect built-up land cover. GEE is a

platform with tremendous potential for urban research at scale. With appropriate ground-

truth data, GEE can serve as an accessible and feasible platform for image classification

and analysis of large and geographically diverse regions. Though GEE has been used

in previous studies for various applications, including population (Patel et al., 2015;

Trianni et al., 2015) and forest cover (Hansen et al., 2013) mapping, ours is the first to

provide comprehensive open-source ground-truth data that can serve as a training set for

supervised classification of built-up land cover and for evaluation/validation of existing

classifiers and classification products.

Of the three types of classifiers that we examine in GEE (SVM, CART and

Random Forest), Random Forest achieves the best performance (a balanced accuracy

rate of 80%). This classifier produces high-quality maps of built-up areas across space

and time in India. Although the performance of CART and Random Forest are better

when Landsat 8 is used as the input than when Landsat 7 is used (due perhaps to the

higher spectral resolution of Landsat 8), performance improves substantially when NDVI

and NDBI are added to Landsat 7, especially with SVM. Similar to the findings of

(Wieland and Pittore, 2014; Qian et al., 2015), performance also improves as the size
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of the training set increases. Importantly, we find that increasing the size of the training

set by expanding the number of NBU examples and holding BU examples fixed leads to

marked improvements in accuracy.

We note several limitations of the analysis. First, the dataset was labeled according

to 20142015 imagery using a visual-interpretation method, which, by its nature, may be

subject to idiosyncratic variation across individuals performing the manual classification.

As noted in previous studies (Johnson and Iizuka, 2016), “class-noise” may impact the

accuracy of the classification. Second, our analysis is limited to India. Creating manually

labeled ground-truth data is expensive and time consuming. However, crowd-sourcing

platforms may allow researchers to scaleat low costthe labeling method and to construct

larger and more comprehensive ground-truth datasets. Although various methods have

been suggested for combining census-based data with satellite imagery (Gaughan et al.,

2013) and to extract training data from different sources, such as from nighttime lights

(Xie et al., 2015), validation by means of visual interpretation remains inescapable for

the maintenance of accurate ground-truth training data. Third, the sampling method was

designed to detect the boundaries between built-up areas and their periphery; we primarily

sampled examples from highly populated areas and from their adjacent, low-population

environs. This approach may create a risk of false-positive detections when classifying

distant/remote areas.

3.6 Conclusions

During the past century, many countries, especially in the developing world, have

been experiencing rapid urbanization and complex changes in patterns of land cover and

land use. Understanding the various ecological, environmental, social and economic

impacts of these processes is essential for the preservation of a sustainable human society.
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The increasing availability of satellite imagery at different spatial and temporal

resolutions has shifted urban research towards the use of digital, multispectral images

and the development of remote-sensing image classification methods designed to capture

urban land features, such as non-vegetative, human-constructed elements. Though

numerous low and medium-scale urban maps have been developed to capture urban land

features, these maps are generally limited in their temporal or spatial resolution and

cannot be used for analysis of continuous urbanization processes. Moreover, previous

studies have generally analyzed urbanization processes over small regions, due in part to

computational limitations and the lack of ground-truth data for supervised classification.

As parallel computational platforms with much larger storage and capacity become

accessible to researchers, it is possible to expand the spatial and temporal units of

analysis and to investigate urbanization processes over larger areas and over longer

periods of time. Expanding this research frontier creates an urgent need for ground-truth

data that can facilitate the development of supervised machine-learning algorithms and

enable reliable evaluation and validation.

This paper contributes to this domain by providing ground-truth data that will

further efforts to understand the urbanization processes at scale. The dataset we present

consists of 21,030 polygons in India that were manually labeled as “built-up” or “not

built-up” through a visual interpretation method. Though existing datasets, such as

OSM and others, can facilitate supervised classification of urban areas, the majority of

these were not developed for this purpose and therefore require further processing and

validation. Our large-scale georeferenced dataset was developed to facilitate the detection

of urban areas at a national level and to provide a handy and reliable tool for temporal

analysis of urban zones and their rural peripheries. Although GEE is steadily evolving

as a platform for remote-sensing research at scale, its potential for urban research has

not been fully explored. In this study, we highlight the use of GEE for urban research
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and demonstrate the applicability of our dataset for detection of urban areas in a country

with a large population and a diverse land cover. We validate the dataset and show

that when used with traditional classifiers available in GEE, the classifiers achieve an

overall accuracy rate of around 87%. Our methodology, which is designed to evaluate the

spatial generalizability of classifiers, shows that classifier performance is similar when

the examples in the training and test sets are sampled from areas with heterogeneous

land-cover characteristics. This evaluation procedure is thus suitable for studies that

analyze large-scale regions.

Extensions to our approach may improve the classification of urban land cover

by modifying the inputs to the classifiers or their dimensions, and by adding additional

features to the input’s feature space. Incorporating nighttime-light data, socio-economic

variables, and physical/geographical characteristics to satellite imagery may offer oppor-

tunities to improve the accuracy rate of classifiers. Further extensions to our approach

may also include the application of learning algorithms and evaluation with various

tuning parameters of the classifiers.

Chapter 3 is coauthored with Ran Goldblatt, Gordon Hanson, and Amit Khandel-

wal, and in full, is a reprint of the material as it appears in: “Detecting the Boundaries of

Urban Areas in India: A Dataset for Pixel-Based Image Classification in Google Earth

Engine”, Remote Sensing, 2016, 8(8), 634. I thank my coauthors for the permission to

use this chapter in my dissertation. The dissertation author, Wei You, was the primary

author of this paper.
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3.7 Appendix

Description of the classifiers used in this study:

• CART (Classification and Regression Tree) (Elvidge et al., 2004) is a binary

decision tree. The classifier recursively examines each examples variables with

logical if-then questions in a binary tree structure. Questions are asked at each

node of the tree, and each question typically looks at a single input variable. The

variables are compared with a predetermined threshold, so that the examples are

optimally split into “purer” subsets. The examples are split to an overly large tree

until reaching a terminal node (when the nodes have less than a defined number

of examples or when further split will result in almost the same outcome). The

tree is then pruned back through the creation of a nested sequence of less complex

trees. The class is predicted at the terminal node according to the proportion of the

classes in the training examples that reached that node.

• SVM (Support Vector Machines) identifies decision boundaries that optimally

separate between classes. First, the n input vectors (examples) S = {X1,X2, . . . ,Xn}

are mapped to the output classes by a linear decision function on a (possibly)

high-dimensional feature space F = {φ(X1,X2, . . . ,Xn)}. SVM then optimizes

the hyperplane that separates the classes by maximizing the margin between the

support vectors of the classes (these are the examples that are closest to the decision

surface) (Myint et al., 2011). In this study we used a basic linear SVM.

• Random Forests are tree-based classifiers that include k decision trees (k predictors).

When classifying an example, the example variables are run through each of the k

tree predictors, and the k predictions are averaged to get a less noisy prediction (by

voting on the most popular class). The learning process of the forest involves some

level of randomness; each tree is trained over an independently random sample of
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examples from the training set and each node’s binary question in a tree is selected

from a randomly sampled subset of the input variables (Tatem et al., 2007).
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