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Abstract

Designing Robot Behavior in Human-Robot Interactions

by

Changliu Liu

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Masayoshi Tomizuka, Chair

Human-robot interactions (HRI) have been recognized to be a key element of future robots in many application domains such as manufacturing, transportation, service and entertainment. These applications entail huge social and economical impacts. Future robots are envisioned to function as human’s counterparts, which are independent entities that make decisions for themselves; intelligent actuators that interact with the physical world; and involved observers that have rich senses and critical judgements. Most importantly, they are entitled social attributions to build relationships with humans. We call these robots co-robots.

Technically, it is challenging to design the behavior of co-robots. Unlike traditional robots that work in structured and deterministic environments, co-robots need to operate in highly unstructured and stochastic environments. The fundamental research question to address in this dissertation is how to ensure that co-robots operate efficiently and safely in dynamic uncertain environments.

The focus of this dissertation is 1) to set up a unified analytical framework for various human-robot systems; 2) to establish a methodology to design the robot behavior to address the fundamental problem.

A multi-agent framework to model human-robot systems is introduced in Chapter 2. In order to address the uncertainties during human-robot interactions, a unique parallel planning and control architecture is introduced in Chapter 2, which has a cognition module for human behavior estimation and human motion prediction, a long term global planner to ensure efficiency of robot behavior, and a short term local planner to ensure real time safety under uncertainties. The functionalities of these components are discussed in Chapter 3 to Chapter 5. Chapter 3 discusses the cognition module, which includes offline classification and online adaptation of various human behaviors. Chapter 4 and Chapter 5 discuss the optimal control or optimization problems for short term and long term robot motion planning. In a cluttered environment, the optimization problems are highly nonlinear and non-convex, hence hard to solve in real time, which may delay the robot’s response in emergency situations. Fast online algorithms are developed to handle the issue: the convex feasible set
algorithm (CFS) for the long term optimization, and the safe set algorithm (SSA) for the short term optimization. In particular, the CFS algorithm transforms the non-convex optimization problem into a sequence of convex optimization problems that can be solved efficiently online, which converges in fewer iterations and runs faster than conventional non-convex optimization solvers as shown in Chapter 6.

A method for theoretical evaluation of the designed behaviors is discussed in Chapter 7. The experimental platforms to evaluate the design are discussed in Appendix A. Applications of the proposed method on different co-robots are discussed in Chapter 8 and Chapter 9. Chapter 8 illustrates the application on automated vehicles in the framework of the robustly safe automated driving (ROAD) system. Chapter 9 discusses the application on industrial collaborative robots in the framework of the robot safe interaction system (RSIS).
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Chapter 1

Introduction

1.1 Human-Robot Interactions: An Overview

Human-robot interactions (HRI) have been recognized to be a key element of future robots in many application domains such as manufacturing, transportation, service and entertainment. In factories, robots are leaving their cages and starting to work cooperatively with human workers [69]. Manufacturers are interested in combining human’s flexibility and robot’s productivity in flexible production lines [62, 64]. Meanwhile, as automated driving is widely viewed as a promising technology to revolutionize today’s transportation system [21], substantial research efforts are directed into the field from research groups and companies [33]. As a consequence, autonomous vehicles interact with vehicles driven by human drivers on public roads, which poses new challenges in road safety [106]. Another example is in the field of rehabilitation. In order to rebuild the sensory connection of a patient after a stroke, robots or exoskeletons are needed to guide and assist the patient in walking. There are close physical interactions between the patient and the robot [63]. Others like nursing robots [109] or robot guide dogs [131] are also in great demand and involve HRI.

These applications entail huge social and economical impacts [20, 29]. Future robots are envisioned to function as human’s counterparts, which are independent entities that make decisions for themselves; intelligent actuators that interact with the physical world; and involved observers that have rich senses and critical judgements. Most importantly, they are entitled social attributions to build relationships with humans [38]. We call these robots co-robots.

Technically, it is challenging to design the behavior of co-robots. Unlike traditional robots that work in structured and deterministic environments, co-robots need to operate in highly unstructured and stochastic environments. The fundamental research question to address in this dissertation is how to ensure that co-robots operate efficiently and safely in dynamic uncertain environments.

Due to the broadness and complexity of HRI [29], the following aspects need to be considered when addressing the fundamental question.
CHAPTER 1. INTRODUCTION

- Diverse modes of interactions

The potential applications of co-robots lie in various domains, with different modes of interactions [30, 70, 107]. A unified model for various HRI applications is indispensable in order to provide a comprehensive understanding of HRI, guide the design of the robot behavior, and serve as an analytical framework for performance evaluation of the human-robot systems.

- Design of the behaviors

Behavior is the way in which one acts or conducts oneself, especially toward others. We study the methodology of behavior design, i.e. how to realize the design goal (to ensure that co-robots operate efficiently and safely in dynamic uncertain environments) within the design scope (the inputs and outputs of the robotic system).

- Software embodiment of the behavior and its computation efficiency

The designed behavior is recorded as lines of codes. The complexity of the software will increase dramatically when the environment or the task becomes more complicated. To ensure timely responses to environmental changes and guarantee safety during operation, real time computation and actuation is crucial. Efficient algorithms are highly demanded.

- Analysis, synthesis and evaluation of complex human-robot systems

The effectiveness of the designed robot behavior needs to be evaluated in the human-robot systems. The evaluation can be performed theoretically as well as experimentally. The difficulty in theoretical analysis is the complication of interweaving software modules. The difficulty in conducting experiments is that the tolerance of failure is extremely low when human subjects are in the loop, i.e. human safety is critical. Thus it is important to develop effective evaluation platforms for human-robot systems.

The focus of this dissertation is to 1) set up a unified analytical framework for various human-robot systems; 2) establish a methodology to design the robot behavior to address the fundamental problem. The considerations in those aspects will be elaborated in the following sections.

1.2 Modes of Interactions

The interaction between a human and a robot may have various modes. We divide it into two kinds of relationships: parallel relationships and hierarchical relationships.

Parallel HRI. In a parallel relationship, a human and a robot are two independent entities that make their own decisions, which is also called peer-peer interaction [30] in literature. Typical examples for parallel relationships are 1) the interaction between an automated vehicle and a human-driven vehicle and 2) the interaction between an industrial
co-robot and a human worker in production lines. In either case, the robot (the automated vehicle or the industrial co-robot) and the human (the human-driven vehicle or the human worker) are peers as opposed to hierarchical master-slave. In the parallel relationships shown in Fig. 1.1a, the actions of the human and the robot either need to be synchronized (e.g. when the human and the robot are moving one workpiece cooperatively) or need to be asynchronized (e.g. two vehicles cannot occupy the conflict zone at the same time when they are crossing the intersection). We call the synchronized actions as collaboration and the asynchronized actions as competition (since there will always be a vehicle that pass the conflict zone first). Competition is the most common interaction mode. If the resource that human and robot are competing for is the space, competition can be understood as collision avoidance.
Hierarchical HRI. In hierarchical relationships, either the human or the robot transfers part of the responsibility of decision making to the other. Typical examples in hierarchical relationships are listed below, which is also shown in Fig.1.1b. (1) The interaction between an automated vehicle and the passenger inside the vehicle, where the human passenger transfers the right of driving to the vehicle\(^1\). (2) The interaction between a robot nurse and a patient, where the robot decides the trajectory for the patient\(^2\). (3) The interaction between a human and a human-assistive device such as an exoskeleton. The human can be guided by the robot, but can also “fight” against the robot. (4) The interaction between a human driver and a driver-assistance system\(^3\). The driver-assistance system can function as a guardian angel [56] that allows human to decide in safe situations and takes over in emergencies, or as a slave that takes charge in safe situations and asks human to take over in emergencies.\(^4\) (5) The interaction between a human and a robot when the human teaches the robot a skill by lead-through. In this case, the robot is following the trajectory decided by the human. (6) The interaction between a tele-operator and a tele-operated robot, where the robot purely follows the command from the human.\(^5\) As discussed in the above examples, the allocation of responsibilities varies for different hierarchical interactions. When human dominates the decision process, it is called supervisory interaction [99] in literature.

The modes of interactions among multiple humans and robots can be built from those basic interaction modes between one human and one robot. A multi-agent framework will be proposed in Chapter 2 to provide a unified framework to analyze various kinds of interactions, where every intelligent entity (human or robot) is viewed as one agent. In this dissertation, parallel relationships are studied with two major application domains: industrial collaborative robots and automated vehicles.

### 1.3 Robot Behavior Design

In this dissertation, we focus on behavior design from the perspective of physical movement, e.g. how to generate safe and efficient motions during interactions.

#### 1.3.1 The Three Components in A Behavior System

To generate desired robot behavior, we need to 1) provide correct knowledge to the robot in the form of internal cost regarding the task requirements and internal model\(^6\) that


\(^3\)Online figure: http://editorial.autoweb.com/autowebs-guide-to-adaptive-cruise-control/.

\(^4\)Note that the level of autonomy of an intelligent vehicle is divided into six categories in the SAE International’s new standard J3016 [134], which ranges between the two extremes: either the human driver makes all the decisions or the automated vehicle makes all the decisions.

\(^5\)Online figure: http://www.telepresenceoptions.com/2014/08/1/.

\(^6\)Note that “internal” means that the cost and model are specific to the designated robot.
describes the dynamics of the environment, 2) design a correct logic to let the robot turn the knowledge into desired actions, and 3) design a learning process to update the knowledge and the logic in order to make the robot adaptable to unforeseen environments. Knowledge, logic and learning are the major components of a behavior system as shown in Fig.1.2. In the block diagram, the robot obtains data $\pi$ from the human-involved environment and generates its action $u$ according to the logic $g(\pi | J, M)^7$, which is a mapping from information to action that depends on its knowledge: the internal cost $J$ and the internal model $M$. The learning process updates the knowledge and the logic based on the data $\pi$, which is necessary since 1) the designed knowledge may not cover all possible scenarios and 2) the environment may be time varying. The mathematical formulation will be further explained in Chapter 2.

The lifetime of a robot is divided into three phases: the design phase, the training phase and the execution phase as shown in Fig.1.3. We call the first two phases offline and the third online. In the design phase, the three components in Fig.1.2 are built into the robot. In the training phase, the robot can learn the knowledge from experience or from human demonstration. The difference between the knowledge learned from human demonstration and the knowledge designed by human is that the former does not require the human to have a mathematical or quantitative representation of the knowledge. In many cases, such mathematical representations is hard to obtain and unintuitive for human. For example, it is easier for a human to gesture a trajectory than to come up with a mathematical function of the trajectory. In the execution phase, the robot performs its task and interacts with its human counterparts. While performing the tasks, the robot can update the knowledge or the logic through online learning. However, due to limitations in computation power, the online learning is restricted to small-scale parametric adaptation. Structural changes such as learning a new skill from scratch can only be performed by offline learning in the training phase. The training phase and the execution phase can be performed iteratively in an everlasting learning system. It is also possible that the robot goes directly from the

---

7The function $g$ is also called a control law in classic control theory or a control policy in decision theory.
design phase to the online execution phase without going through the training phase.

Knowledge is the key content of a behavioral system. How much it should be designed (nature) and how much it should be learned (nurture) still remains arguable [28]. Although knowledge can be learned, the two other components, logic and learning, are essentially algorithms, hence should be designed. There are three ways to obtain the logic as shown in Fig.1.4. The contours in the figures represent the internal cost \( J(u, \pi) \). The darker the color, the higher the cost. Recall that the logic \( g \) is a mapping from \( \pi \) to \( u \). (1) We can solve the optimization \( g(\pi) = \min_u J(u, \pi) \) given \( \mathcal{M} \) explicitly in the design phase and get an exact policy as shown in the red curve in Fig.1.4a. Since the internal cost is non-convex, the function \( g \) may be discontinuous. (2) The optimization can also be solved online in the execution phase. An algorithm (e.g. gradient descent) needs to be designed such that given any observation \( \pi \), a desired control input will be obtained. This provides an implicit policy as shown in Fig.1.4b. Due to the non-convexity of \( J \), the control input \( u \) computed online may only be a local optimum. Note that these two methods assume explicit \( J \) and \( \mathcal{M} \), hence are model-based logics. (3) We can also approximate the policy using parametric functions (e.g. neural networks) in the training phase. A set of training data in the form of \((\pi, u)\) pairs should be obtained. Then the function \( g \) can be approximated from the training data as shown in Fig.1.4c. Since no explicit knowledge is required, this is a model-free logic.
CHAPTER 1. INTRODUCTION

The three-component behavior system represents a variety of existing methods. We summarize the methods into the following four categories ranging from nature-oriented to nurture-oriented as shown in Fig.1.5.

- **Category 1:** the designer specifies the internal cost and the internal model and designs logics to solve the optimization explicitly without any learning process. Representative methods are 1) classic control method and Markov decision process (MDP) where exact policies are obtained in the design phase (e.g. in the control of flexible robot joints [63, 137], or in safety critical situations [49, 152]), and 2) model predictive control (MPC) method where the optimization is computed in the execution phase [26, 90, 94].

- **Category 2:** the designer specifies the internal cost, designs the logic explicitly, and defers to the learning process to identify the internal models. Classic adaptive control and adaptive MPC belong to this category. Application of this approach in human-robot interactions can be found in [46, 81, 98, 121]. The advantage of this method is that it can account for time varying environmental changes, especially when human is in the loop, while the designer still have control over the task performance through explicit design of the knowledge and the logic.

- **Category 3:** the designer only designs the logic and the learning process explicitly. The knowledge is obtained in the training phase by either trial-and-error or expert demonstration. Representative methods are model-based reinforcement learning and inverse reinforcement learning such as apprentice learning [1, 7, 41]. Application of this approach in human-robot interactions can be found in [4, 103, 135]. The advantage of this method is that mathematical modeling of the task and the environment is no longer required in the design phase.

- **Category 4:** the designer designs the learning process explicitly and uses a function (e.g. neural network) to approximate the logic. The robot will obtain the knowledge (e.g. parameters in the network) in the training phase. Unlike in Category 3, the knowledge is not explicitly learned, but implicitly encoded in the network. Representative methods are model-free reinforcement learning such as deep reinforcement learning [100] and imitate learning [65]. In addition to human subjects, the imitated object may be a behavior system in Category 1 to 3 [130]. This method is good for problems where 1) the task and the environment are extremely hard to model, 2) the state space is too large and 3) real time computation is critical.

In this dissertation, we work on a method in Category 2 as it allows designers to have more control over the robot behavior in order to guarantee safety during human-robot interactions. The existing methods in designing the three components will be reviewed below.
1.3.2 Design of the Knowledge

The knowledge is a combination of the internal cost and the internal model. The internal cost provides incentives for the robot to finish the desired task efficiently as well as to interact safely with other agents in the system. The internal model should be designed in order to match the ground truth behavior of the environment.

Internal Cost. Internal cost is a function that depends on the robot’s state and action, which can be divided into static cost and dynamic cost. Static cost is a function on current state and action. Dynamic cost is a function on a trajectory that goes into the future, which is a discounted sum of all static costs along the trajectory\(^8\). Dynamic cost can be summed either for fixed time horizon (finite time or infinite time) or for fixed task cycle. Fixed time horizon is adopted in linear quadratic regulator (LQR), preview control and receding horizon control. Fixed task cycle optimization is also called minimum time problem as time is treated as a decision variable, which is usually adopted in trajectory planning with a fixed target. Dynamic cost is considered in this dissertation. The internal cost \(J\) will refer to the dynamic cost in the following discussion. The design of \(J\) will be discussed with respect to specific applications as set forth in Chapter 8 and Chapter 9.

Internal Model: Since the robot model is usually known in advance, we focus on the models of other intelligent entities in the environment, especially humans. As pointed out in [24], the biggest challenge in human-robot collaboration comes from human factors. To make

\(^8\)In the MDP context, the static cost is equivalent to the reward function and the dynamic cost is equivalent to the value function or the \(Q\) function.
co-robots human-friendly, human behavior needs to be modeled, learned, and predicted [6, 18, 114, 153]. The following three kinds of models are frequently used to describe humans’ behaviors: (1) the reactive model, in which a human’s dynamics is described using a state space model, and the inputs are the identified features that affect his or her behavior [124]. Since his or her motion will be adjusted once the features change, it is considered to be reactive. (2) the rational model, in which a human is treated as a cost minimizer [102, 140], whose cost function depends on both his or her behavior and the robot’s behavior. The human will reason his or her best action given his or her belief in the robot’s behavior. (3) the Bayesian model, in which a human is treated as a stochastic agent [138], and a Bayesian network [110, 117] is associated to his decisions, i.e. the human’s motion follows a probabilistic distribution conditioned on the robot’s behavior. It should be noted that it is hard to obtain the cost function or probability distribution that precisely describes a human’s behavior in sophisticated problems. Moreover, it is dangerous to assume that a human will always adapt his or her motion to a robot’s motion, as it intrinsically implies that the robot can “control” the human [9]. Since no universal model exists that can precisely describe human behavior, learning is necessary.

1.3.3 Design of the Logic

The fundamental logic is to find the minimum in the internal cost \( J \) given the data \( \pi \) and the internal model \( \mathcal{M} \). As discussed in Section 1.3.1 and illustrated in Fig.1.4, we have three ways to design the logic. A model-based exact policy is suitable for well-defined tasks and environments, however, hard to cover a variety of complicated scenarios that co-robots may face. A model-free policy can cover many scenarios (if trained using enough data) and is computationally efficient. However, due to its strong dependency on data and lack of explainability, safety is hard to be guaranteed. In order to increase the flexibility of the logic to account for diverse scenarios and to provide safety guarantees, we adopt the model-based implicit policy. As the mapping \( g \) is complicated, it is segmented into several sub functions in a “see-think-do” structure, where “see” deals with perception, “think” concerns with decision making and motion planning, and “do” refers to motor control, which will be further explained in Chapter 2. “Think” is the core function. Motion planning methods can be divided into two groups depending on their planning-horizons, namely the global planner (or the long term planner) and the local planner (or the short term planner).

Global planners evaluate the internal cost in a long time horizon. A comprehensive model of the environment is needed. The existing global motion planning methods go into two categories: planning by construction or planning by modification. Planning by construction refers to the method which extends a trajectory by attaching new points to it until the target point is reached. Search-based methods such as A* or D* search [127] and sampling-based methods such as rapidly-exploring random tree (RRT) [66, 68] are typical planning-by-construction methods. Planning by modification refers to the method that perturbs an existing trajectory such that the desired property is obtained. Optimization-based motion planning methods belong to this category, where the perturbation can be understood
as gradient descent in solving the optimization [34, 57, 123]. Each type of methods has pros and cons. The trajectories planned by construction are easier to be feasible. However, as the space is usually discretized during trajectory construction, the constructed trajectories are not as smooth as the trajectories planned by modification. In this dissertation, we focus on optimization-based methods, which will be discussed in Chapter 5. If the environment is previously known without any uncertainty, the global planner is capable of finding the global optimal trajectory. However, in practice, it is computationally expensive to build the model of the environment given limited sensing ability.

**Local planners** try to only plan a few steps in the near future based on the limited knowledge of the environment obtained by current sensory data. Such planners require less computation power, and are good choices for robots with limited sensing abilities. An extreme case of a local planner is the reactive controller where the planning horizon reduces to one. There are usually closed-form solutions for a reactive controller, e.g. a direct mapping from the sensory data to the control, which can greatly relieve the computation burden. Existing reactive methods include virtual force field, potential field method [61], sliding mode method [45] and a family of biologically inspired methods [13]. However, as it only regulates the motion locally, a local planner is sensitive to local optima, e.g., it is possible for the robot to get stuck in some location and cannot reach the target. Thus the global convergence to the target needs to be addressed when designing a local planner. In general, it is very hard to guarantee global convergence for local planners, as the system under consideration is nonlinear (as the robot motion is nonholonomic), time-varying (as the obstacles in the system are moving and deforming), and stochastic (as the information about the environment is limited).

In this dissertation, we propose a parallel planning architecture that has a global planner and a local planner running in parallel to leverage the advantages of the two planners, which will be discussed in detail in Chapter 2.

### 1.3.4 Design of the Learning Process

The learning process updates the knowledge and the logic according to the observed data. In this dissertation, we focus the learning on the internal model, which is a *cognition skill*. In particular, interpretation and prediction of human motions are considered. Learning can be done both offline (in the training phase) and online (in the execution phase). Offline learning is usually used to classify human behaviors and to identify models to describe human behaviors as discussed in [8, 39, 116]. On the other hand, online learning is capable of adapting the offline learned models to humans’ time-varying behaviors online as discussed in [43, 121]. The methods for learning will be discussed in Chapter 3.

---

A reactive control policy is similar to an exact policy in Fig.1.4a in that they are both direct mapping from the sensory data to the control. However, only local information is considered in the reactive control policy, while the exact policy evaluates global information when it is computed in the design phase.
1.4 Real Time Computation

To ensure safe and efficient HRI, real time computation is critical, especially in optimization-based motion planning. The problem may be highly nonlinear due to the dynamic constraints, and highly non-convex due to the constraints for obstacle avoidance, making it hard to solve the optimization in real time.

Various methods have been developed to deal with the nonlinearity and non-convexity [104, 129]. One popular way is through convexification [133], e.g., transforming the non-convex problem into a convex one. Some authors tried to transform the non-convex problem to semidefinite programming (SDP) [36]. Some authors proposed to introduce lossless convexification by augmenting the space [2, 53]. And some authors proposed successive linear approximation to remove non-convex constraints [92, 93]. However, the first method requires the cost function to be quadratic. The second approach highly depends on the linearity of the system and may not be able to handle various obstacles. And the third approach may not generalize to non-differentiable problems. One of the most popular convexification method is the sequential quadratic programming (SQP) [128, 136], which approximates the non-convex problem as a sequence of quadratic programming (QP) problems and solves them iteratively. The method has been successfully applied to offline robot motion planning [58, 123]. However, as SQP is a generic algorithm, the unique structure of the motion planning problems is neglected, which usually results in failure to meet the real time requirement in engineering applications.

In practice, the cost function for motion planning is designed to be convex [115, 145], while the non-convexity mainly comes from the physical constraints, e.g., robot dynamics and collision avoidance. By exploiting the geometric structure of the problems, we propose the convex feasible set algorithm (CFS) [76] and the slack convex feasible set algorithm (SCFS) [82] to handle motion planning problems with convex objective functions and non-convex constraints. It will be shown in Chapter 5 and Chapter 6 that these methods perform better than generic methods in motion planning problems.

For short term planning, we exploit the idea of invariant set to transform the non-convex state space constraint into a convex control space constraint using the safe set algorithm (SSA) and the safe exploration algorithm (SEA). SSA ensures that the system state would always stay in a safe set given the predicted human behavior. SEA further constrains the robot motion by the perceived uncertainties in the predictions and seeks to reduce the uncertainty level by learning human behavior actively. These two algorithms will be discussed in Chapter 4.

1.5 System Evaluation

The evaluation of the human-robot system can be performed theoretically as well as experimentally.
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Theoretical Evaluation. During theoretical analysis, the questions to answer are: (1) will the logic find the optimal action given the internal cost and internal model? (2) will the learning process generate converging sequence of the internal models? (3) will the designed internal cost lead to desired behavior of the multi-agent system? The first two questions are modular-wise. The third question is system-wise which concerns with the stability, robustness stability and optimality of the closed loop system, e.g., whether the closed loop multi-agent system is self-organized [91]. System level analysis is challenging due to 1) the complication of interactions among different agents, 2) the difficulty in justifying the assumptions on human behavior; 3) the insufficiency of existing tools in game theory to analyze suboptimal agents. In Chapter 7, a new method will be explored to analyze the system performance with suboptimal agents.

Experimental Evaluation. For experimental evaluation of human-robot systems, in order to protect human subjects during the early phase of deployment, various evaluation platforms are developed which take the advantage of virtual reality and teleoperation to separate humans and robots. The platforms will be discussed in Appendix A.

1.6 Dissertation Contributions and Outline

This dissertation aims to establish a set of methodologies for designing the behavior of co-robots in order to maximize their performance in dynamic uncertain environments.

The remainder of the dissertation is organized as follows: Chapter 2 overviews the proposed method in a multi-agent framework, while Chapter 3-5 provides detailed discussions of the method. Chapter 3 discusses the identification of human behaviors. Chapter 4 discusses short term or local robot motion planning, and Chapter 5 long term or global robot motion planning. Chapter 6 discusses the optimization solvers for real time computation. Chapter 7 proposes a method to analyze the performance of the multi-agent system. Chapter 8 illustrates the application of the method on automated vehicles in the framework of the robustly safe automated driving (ROAD) system. Chapter 9 discusses the robot safe interaction system (RSIS) as an application of the methodology on industrial collaborative robots.

Each chapter is intended to be self-contained. The relationship among different chapters are shown in Fig.1.6. Some of the work has been published in [77–87, 89] or under review in [76].

The major contributions of the dissertation are summarized below:

• Proposed an unified framework to 1) model human-robot interactions under different modes of interactions and 2) analyze the performance of the multi-agent system with sub-optimal agents. (Chapter 2 and Chapter 7)

10The basic assumption in game theory is that all agents are rational, e.g. always behaving optimally, which, however, may not be true as the logic that we designed for the robot may not be perfect.
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- Developed a unique robot behavior architecture, in particular a unique parallel planning and control architecture which includes a long term efficiency-oriented planner and a short term safety-oriented planner to leverage the benefits of the two planning schemes. (Chapter 2 to Chapter 5)

- Developed the safe set algorithm (SSA) and the safe exploration algorithm (SEA) for safety-oriented short term planning and control in human-robot systems. (Chapter 4)

- Developed the convex feasible set algorithms (CFS) and the slack convex feasible set algorithms (SCFS) for real time non-convex optimization, which outperforms existing algorithms in optimization-based motion planning problems. (Chapter 6)

- Demonstrated the effectiveness of the proposed method in real world applications on automated vehicles and industrial co-robots. (Chapter 8 and Chapter 9)
Figure 1.6: Dissertation outline.
Part I

Theory
Chapter 2

Framework and Architecture

Human-robot interactions can be modeled in a multi-agent framework, where robots and humans are regarded as agents. In this chapter, a multi-agent model will be introduced first, followed by the discussion of agent behavior design and architecture.

2.1 The Multi-Agent Model for Human-Robot Interactions

2.1.1 The General Multi-Agent Model

An agent is defined to be an independent autonomous entity which has the “see, think and do” ability, i.e. an agent observes through sensors and acts upon the environment using actuators and directs its activity towards achieving goals. The identification of individual agents depends on scenarios. For interactions among human workers and industrial robots, a human worker can be regarded as an agent. For interactions among automated vehicles and human-driven vehicles, a human driver together with the vehicle is viewed as one agent. Moreover, if a group of robots are coordinated by one central decision maker, they are regarded as one agent.

Suppose there are $N$ agents in the environment and are indexed from 1 to $N$. Denote agent $i$’s state as $x_i$, its control input as $u_i$, its data set as $\pi_i$ for $i = 1, \ldots, N$. The physical interpretations of the state, input and data set for different plants in different scenarios vary. For robot arm, the state can be joint position and joint velocity, and the input can be joint torque. For automated vehicle, the state can be vehicle position and heading, and the input can be throttle and pedal angle. When communication is considered, the state may also include the transmitted information and the input can be the action to send information. Let $x_e$ be the state of the environment.

Suppose there are $N$ agents in the environment and are indexed from 1 to $N$. Denote agent $i$’s state as $x_i$, its control input as $u_i$, its data set as $\pi_i$ for $i = 1, \ldots, N$. The physical interpretations of the state, input and data set for different plants in different scenarios vary. For robot arm, the state can be joint position and joint velocity, and the input can be joint torque. For automated vehicle, the state can be vehicle position and heading, and the input can be throttle and pedal angle. When communication is considered, the state may also include the transmitted information and the input can be the action to send information. Let $x_e$ be the state of the environment.

Denote the system state as $x = [x_1^T, \ldots, x_N^T, x_e^T]^T \in X$ where $X$ is the state space of the system. The open loop system dynamics can be written as

$$\dot{x} = f(x, u_1, u_2, \ldots, u_N, w),$$  \hspace{1cm} (2.1)
where \( w \) is a noise term.

According to the discussion in Chapter 1.3 and Fig.1.2, agent \( i \)'s behavior system generates the control input \( u_i \) based on the data set \( \pi_i \), e.g.

\[
u_i = B_i(\pi_i).
\]

(2.2)

Note that the function \( B_i \) contains the three components (knowledge, logic and learning). When there is no learning process, then \( B_i(\pi_i) = g_i(\pi_i|J_i,M_i) \) where \( g_i \) is the logic function of agent \( i \) and \( J_i \) is its internal cost. Agent \( i \)'s internal model \( M_i \) includes the estimates of the system dynamics (2.1) and other agents’ behaviors, i.e. the function \( B_j \) for \( j \neq i \). The data set contains observations on the system state \( x \), which is a combination of the measured data and the communicated information. Agent \( i \)'s data set at time \( T \) contains all the observations \( y_i(t) \) from the start time \( t_0 \) up to time \( T \), i.e. \( \pi_i(T) = \{y_i(t)\}_{t\in[t_0,T]} \) where

\[
y_i = h_i(x,v_i),
\]

(2.3)

and \( v_i \) is the measurement noise.

Applying (2.2) and (2.3) in the open loop dynamics (2.1), the closed loop dynamic equation becomes

\[
\dot{x} = F(x,v_1,...,v_N,w|B_1,...,B_N).
\]

(2.4)

The system block diagram for the general multi-agent system is shown in Fig.2.1 according to (2.1), (2.2) and (2.3).

### 2.1.2 Models for Different Modes of Interactions

As discussed in Chapter 1.2, the relationships between human and robot are complicated. Nonetheless, the general model can cover the diversity of HRI.
Space-Sharing Interactions and Time-Sharing Interactions

Usually, agent $i$ has its own dynamics, e.g.

$$\dot{x}_i = f_i(x_i, u_i, w_i, e_i),$$

(2.5)

where $e_i$ represents external inputs induced by the environment or other agents. When there is no direct contact among agents, $e_i = \emptyset$. Otherwise, $e_i \neq \emptyset$ and it comes in pairs, e.g. if agent $i$ receives an external input from agent $j$, then agent $j$ also receives an external input from agent $i$. The external input pair can be viewed as a constraint between two agents, such as the force and reaction between a human patient and an exoskeleton. When there is no constraint among agents, the system does not need to be synchronized in time. Such interaction is called space-sharing interaction [64]. When there are constraints among agents, the system needs to be synchronized and it is called time-sharing interaction. The block-diagram for the space-sharing system is shown in Fig. 2.2.

Complete Information and Incomplete Information

When there is no learning process, agent $i$’s control input $u_i$ is chosen by minimizing its internal cost function $J_i(x, u_1, \cdots, u_N)$ given $\pi_i$ and $M_i$, e.g.

$$u_i = g_i(\pi_i|J_i, M_i) = \arg \min_{u_i} E[J_i(x, u_1, \cdots, u_N)|\pi_i, M_i],$$

(2.6)

where the cost function depends on the system state $x$ and other agents’ inputs as variables, and on the data set $\pi_i$ and agent $i$’s internal model $M_i$ as parameters.

If the system dynamics and agents’ internal costs are globally known, i.e. all agents’ internal models of the environment are correct, the system is with complete information. If

![Figure 2.2: The block diagram of the decomposable multi-agent system.](image-url)
any of such information is unknown to some agents, e.g. some agent’s internal model does not
match the true model of the environment, the system is with incomplete information. If some
agent knows information that others don’t know, e.g. an agent knows its own internal cost
while others don’t, it is called information asymmetry. Information asymmetry is common
in human-robot systems as it is difficult to obtain human’s internal cost in advance.

**Sequential System and Simultaneous System**

As discussed in Chapter 1.2, human-robot relationship can either be parallel or hierarchical,
depending on how the agents’ decisions are made. The decision hierarchy depends
on the information structure of the system [11], e.g. what data is available to which agent
when the agents are making decisions in (2.6).

For a parallel relationship, no agent can obtain more data before they make the next move.
This is called a simultaneous game. For a hierarchical relationship, some agent obtains more
data about others before they take the next move. The agents with fewer data are considered
as leaders and the agents with more data are considered as followers. For example, in robot
skill learning from human demonstration, the human teacher is a leader and the robot learner
is a follower. The robot learner only moves after collecting enough human demonstration
data, while the human teacher teaches the robot from the very beginning without any robot
motion data. A leader is supposed to comprehensively evaluate the consequences of its action
by taking into consideration of the follower’s reactions. On the other hand, a follower only
needs to follow the leader’s plan. This is called a sequential game.

**2.1.3 Features of Human-Robot Systems**

Although HRI is modeled in a multi-agent system, it is different from conventional multi-
agent models [148] both in the design phase and in the execution phase. The distinct features
are summarized below:

1. Partial knowledge in the design phase

The system is only partially known even to the designer in the design phase. It is common
for a robot in the execution phase to have partial knowledge since it is beneficial
to scale down the problem. However, the successful implementation of those systems
depends on the designer’s understanding of the overall system in the design phase. As
there is no universal model to describe human behavior in the presence of fully automated
robots, the system contains many structural or hyper-parametric uncertainties
in the design phase. Methods to deal with those uncertainties need to be studied.

2. Time-varying topology in the execution phase

When a robot is brought to life (e.g. in the execution phase), it may encounter various
agents in diverse scenarios. For example, automated vehicles need to interact with
different road participants in various traffic conditions, which implies that different
agents will be added or removed in the system model in Fig.2.1. The topology of the multi-agent system is time-varying. In comparison, conventional multi-agent networks such as power networks usually have relatively static topology. The time-varying topology brings large structural uncertainty to the design and analysis of the multi-agent systems.

Regarding the features mentioned above, we are trying to solve the following problems given the model in Fig.2.1.

- How to describe physical systems using the general model?
- How to design the behavior system $\mathcal{B}_i$ for a robot agent $i$ in such a system?
- How to analyze the performance of the designed behavior from the multi-agent system perspective?

The questions will be answered in the following chapters. In the remainder of this chapter, we discuss the architecture of the proposed behavior system for robot agents. Note that human behavior can also be shaped by providing different incentives to shape their internal costs and internal models. Readers are referred to [3, 10] for detailed discussions on how to provide desired incentives.

### 2.2 Agent Behavior Design and Architecture

Behavior design for robots concerns with the three components discussed in Chapter 1.3 and shown in Fig.1.2. In our approach, we concern with the design of $\mathcal{J}$ and $\mathcal{M}$, the design of the logic $g$, and the design of the learning process to update $\mathcal{M}$.

#### 2.2.1 Knowledge: The Optimization Problem

For a robot agent $i$ in the multi-agent system, its internal cost is designed with the following structure,

$$
\mathcal{J}_i(x, u_1, u_2, \ldots, u_N) = J_i(x, u_1, u_2, \ldots, u_N),
$$

s.t.

$$
u_i \in \Omega, x_i \in \Gamma, \dot{x}_i = f_i(x_i, u_i, w_i, e_i),
$$

$$y_i = h_i(x, v_i),
$$

$$x \in \mathcal{I},
$$

where the right hand side of (2.7a) is the dynamic cost for task performance. It is evaluated over the planning horizon or the look-ahead horizon $T$, which can either be chosen as a fixed number or as a decision variable that should be optimized up to the accomplishment of the task. Equation (2.7b) is the constraint for the agent itself, e.g. constraint on the control input (such as control saturations), constraint on the state (such as joint limits for
robot arms) and the dynamic constraint. Equation (2.7c) is the measurement constraint, which builds the relationship between the state $x$ and the data set $\pi_i$. Equation (2.7d) is the constraint induced by interactions in the multi-agent system, e.g. safety constraint for collision avoidance, where $I \subset X$ is a subset of the system’s state space. Equation (2.7a) can also be called the soft constraint and (2.7b-2.7d) hard constraints. The detailed design of the internal cost will be discussed with respect to specific applications in Chapter 8 and Chapter 9.

The internal model of the environment for agent $i$ is an estimation of the system dynamics and other agents’ behaviors, i.e. all blocks that are unknown to agent $i$ in Fig.2.1. However, both the dynamics of the system and other agents’ behavior are hard to obtain in the design phase in human-robot systems. They will be identified in the learning process. Moreover, since only the closed loop dynamics of other agents matter, the following function is identified,

$$\dot{x}_{-i} = F_i(x_{-i}, x_i, v_{-i}, w_{-i}),$$

where the subscript $-i$ refers to the combination of variables except for agent $i$, e.g. $x_{-i} = [x_1^T, \ldots, x_{i-1}^T, x_{i+1}^T, \ldots, x_N^T, x_e^T]^T$. Hence $\mathcal{M}_i$ is an estimate of $F_i$, e.g. $\mathcal{M}_i = \hat{F}_i$. 

Figure 2.3: The designed architecture of the logic in this dissertation.
2.2.2 Logic: The Motion Planning Skill

A “see-think-do” structure is adopted to tackle the complicated optimization problem (2.7). The mission of the “see” step is to process the high dimensional data $\pi_i(t)$ to obtain an estimate of the system states $\hat{x}(t)$. The “think” step is to solve an approximated optimization problem using the estimated states and construct a realizable plan $x_i(t : t + T)$. The “do” step is to realize the plan by generating a control input $u_i(t)$.

In the “think” step, two important modules are prediction and planning. In the prediction module, agent $i$ makes predictions of other agents $\hat{x}_{-i}(t : t + T)$ based on the internal model $\mathcal{M}_i$. The prediction can be a fixed trajectory or a function depending on agent $i$’s future state $x_i(t : t + T)$. In the planning module, the future movement $x_i(t : t + T)$ is computed given the current state $\hat{x}(t)$, predictions of others’ motion $\hat{x}_{-i}(t : t + T)$ as well as the task requirements and constraints encoded in $\mathcal{J}_i$.

As it is computationally expensive to obtain the optimal solution of (2.7) for all scenarios in the design phase, the optimization problem is computed in the execution phase given the obtained information. However, there are two major challenges in real time motion planning. The first challenge is the difficulty in planning a safe and efficient trajectory when there are large uncertainties in other agents’ behaviors. As the uncertainty accumulates, solving the problem (2.7) in the long term might make the robot’s motion very conservative. The second challenge is real-time computation with limited computation power since problem (2.7) is highly non-convex. We design a unique parallel planning and control architecture to address the first challenge as will be discussed below and develop fast online optimization solvers to address the second challenge as will be discussed in Chapter 4 to Chapter 6.

A toy example is presented in Fig.2.4 to illustrate the first challenge. There is a closed environment. The robot (shown as the purple dot) is required to approach the target (shown as the green dot) while avoiding the human (represented by the pink dot). The time axis is introduced to illustrate the spatiotemporal trajectories. At the first planning step, the robot makes a prediction of the human trajectory and plans a trajectory for itself avoiding the uncertainty cone. As time propagates, the planned trajectory is executed and the human trajectory is observed. In the next planning step, the robot repeats the process, predicts the human trajectory, plans its own trajectory and then executes the planned trajectory. The process is repeated in the following steps. This is the conventional model predictive control method, which is safe, however, too conservative, as the robot hesitates to get close to the human due to the perceived uncertainty.

On the other hand, the uncertainty will not accumulate too much for a short term planner. However, using a short term planner alone will also be problematic. The robot can easily get stuck in local optima and not be able to finish the task as illustrated in Fig.2.5, since the robot does not have a global perspective on how to bypass the obstacle. Although it is possible to construct a globally-converging local policy for a Dubins car\footnote{A Dubins car is a wheeled robot that runs at a constant speed $V$. It has a simple kinematic model, $\dot{x} = V \cos(\theta)$, $\dot{y} = V \sin \theta$ and $\dot{\theta} = u$ where $x$ and $y$ denote the planar position of the vehicle, $\theta$ the heading, and $u$ the control input.} when the environment satisfies...
Figure 2.4: Illustration of the accumulation of uncertainty in the long term planning.
certain geometric properties [122], it is in general hard to obtain a globally-converging local policy for robots with complicated dynamics in complicated environments.

A parallel planner which consists of a global (long term) planner as well as a local (short term) planner is adopted in this dissertation to leverage the benefits of the two planners. The idea is to have a long term planner solving (2.7) while considering only rough estimation of human’s future trajectory, and have a short term planner addressing uncertainties and enforcing the safety constraint (2.7d). The long term planning is efficiency-oriented and can be understood as deliberate thinking, while the short term planning is safety-oriented and can be understood as a reflex behavior.

The idea is illustrated using the previous example in Fig.2.6. For the long term planning, the robot has a rough estimation of the human’s trajectory and it plans a trajectory without considering the uncertainties in the prediction. Then the trajectory is used as a reference in the short term planning. In the first time step, the robot predicts the human motion (with uncertainty estimation) and checks whether it is safe to execute the long term trajectory. As the trajectory does not intersect with the uncertainty cone, it is executed. In the next time step, since the trajectory is no longer safe, the short term planner modifies the trajectory by detouring. Meanwhile, the long term planner comes with another long term plan and the previous plan is overwrote. The short term planner then monitors the new reference trajectory. The robot follows the trajectory and finally approaches the goal. This approach addresses the uncertainty and is non conservative. As a long term planning module is included, the local optima problem in Fig.2.5 can be avoided.

The block diagram of the parallel controller architecture is shown in Fig.2.3. In the following discussions, we also call the long term module as the efficiency controller and the short term module as the safety controller. The computation time flow is shown in Fig.2.7 together with the planning horizon and the execution horizon. Three long term plans are shown, each with one distinct color. First, plan 1 is computed in the long term planner. The upper part of the time axis shows the planning horizon. The middle layer is the execution horizon. Only the first half of the planned trajectory is executed. The bottom layer shows the computation time. The computation is done before the execution of the plan. Once
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Figure 2.6: Illustration of the performance of the parallel planning.
computed, plan 1 is sent to the short term planner for monitoring. The sampling rate in the short term planner is much higher than that in the long term planner, since the computation time in the short term planner is much smaller than that in the long term planner. The mechanism in the short term planner is similar to that in the long term planner. Note that the planning horizon in the short term planner is not necessarily one time step, though the execution horizon is one time step. While the short term planner is monitoring the trajectory, the long term planner is computing a new long term trajectory. Once the new trajectory is computed, it will be sent to the short term planner for monitoring. The long term planner then computes another trajectory and so on.

This approach can be regarded as a two-layer MPC approach. Coordination between the two layers is important. To avoid instability, a margin is needed in the safety constraint in the long term planner so that the long term plan will not be revoked by the short term planner if the long term prediction of the human motion is correct. Theoretical analysis of the stability of the two-layer MPC method is out of the scope of this dissertation, and is left as a topic for future study.

Nonetheless, the successful implementation of the parallel control architecture highly depends on computation. It is important that the optimization algorithm finds a feasible and safe trajectory within the sampling time. The algorithms will be discussed in Chapter 4 to Chapter 6.

2.2.3 Learning Process: The Cognition Skill

The internal model $M_i$ needs to be updated online, which is a cognition skill. As discussed in Chapter 1.3, there are many ways to describe agent behaviors. Among those methods, a reactive model (2.8) is adopted in this dissertation. The advantage of this model is that it directly approximates the optimal response of other agents. Hence no optimization is needed for motion prediction. The reactive model depends on other agents’s internal costs and internal models, hence may be multi-modal. The learning is divided into two parts: goal inference and model adaptation. For example, in a factory environment, goal inference tells
whether a human worker is going to sit down, stand up, walk to a bench, or pick up a work piece. Indeed, goal inference identifies the context behind the observed motion. Mathematically, it can be understood as model selection. Given the goal (selected model), different agents may have different ways to achieve the goal. For example, a cautious pedestrian may wait for all the vehicles to pass before he crosses the street, while another pedestrian may cross the street assuming that all the vehicles will yield. Hence model adaptation is needed to account for individual differences. Another reason for model adaptation is to account for time-varying behaviors, since other agents are also adapting their behaviors to the environment. We can either build the structure of the models offline during the training phase or identify the models from sketch online. The advantage of such structure is that the prior knowledge in the design phase or in the training phase can be easily incorporated. The architecture of the cognition system is shown in Fig.2.8. The methods will be further explained in Chapter 3.

2.3 Conclusion

In this chapter, we modeled the human-robot interactions in a multi-agent framework. The considerations in robot behavior design were discussed and will be further elaborated in the following chapters. The application of the method will be discussed in Chapter 8 and Chapter 9.
Chapter 3

Cognition: Understanding Others’ Behaviors

3.1 Overview

Cognition is a skill to identify the dynamic model of the environment, especially the closed loop dynamics of human agents. It is a part of the learning process and can be performed either in the training phase (offline) or in the execution phase (online). Nonetheless, the learning algorithms should be specified in the design phase. This chapter discusses the algorithms according to the structure described in Chapter 2.2 and shown in Fig.2.8.

Reactive models are used to describe the behavior of other agents. Denote the state of the robot that we design for as $x_R$ and the state of the other agents as $x_H$. Ignoring the noise term, (2.8) can be rewritten in discrete time as

$$x_H(k+1) = F(x(k)).$$  \hspace{1cm} (3.1)

There are many methods to identify (3.1). For example, Gaussian Mixture Model (GMM) [96] or Neural Networks (NN) [116]. The structure in Fig.2.8 is adopted, which is equivalent to the following equations,

$$x_H(k+1) = F_{\delta(k)}(x(k)), \hspace{1cm} (3.2)$$

$$F_m(x(k)) = \sum_j \theta_{m,j} f_{m,j}(x(k)), \hspace{1cm} (3.3)$$

where $\delta(k) \in \{1, \ldots, M\}$ is a discrete classification function. $M$ is the number of models. $F_m$ is the closed loop dynamics in model $m$, which is a linear combination of several features $f_{m,j}(x)$. $\theta_{m,j} \in \mathbb{R}$ are coefficients that can be adapted online. Mathematically, $F_m$ can be understood as a group of basis for function $F$. The features should either be designed or identified in the training phase.

In the remainder of this chapter, the method for model selection will be discussed in Section 3.1, and the method for model adaptation in Section 3.2.
3.2 Classification of the Behaviors

3.2.1 Dynamic Classification using Hidden Markov Model

Hidden Markov Model (HMM) [23] is chosen for model selection where the classification function $\delta(k)$ is regarded as the hidden variable that needs to be inferred from the observation $\pi_R(k)$. There are two important relationships in a HMM: (1) how the current classification is affected by previous classification (or how the intentions of agents change dynamically) and (2) how the current classification is affected by current observation (or how the intentions of agents are revealed in data). The first is a dynamic model, which encodes the following relationship

$$P(\delta(k) = m | \delta(k - 1) = n).$$

(3.4)

The second is a measurement model, which encodes the following relationship

$$P(y_R(k) | \delta(k) = m).$$

(3.5)

Then the estimate of $\delta(k)$ given $\pi_R(k)$ is

$$P(\delta(k) = m | \pi_R(k)), \propto P(\delta(k) = m, y_R(1), \ldots, y_R(k)), \propto P(y_R(k) | \delta(k) = m) P(\delta(k) = m | \pi_R(k - 1)), \propto P(y_R(k) | \delta(k) = m) \sum_n P(\delta(k) = m | \delta(k - 1) = n) P(\delta(k - 1) = n | \pi_R(k - 1)),$n

(3.6)

which depends on the estimate of $\delta(k - 1)$ in the last time step, the dynamic model (3.4) and the measurement model (3.5). Then the value of $\delta(k)$ is chosen according to maximum likelihood.

The dynamic model (3.4) and the measurement model (3.5) can either be designed in the design phase or be learned in the training phase. The training data can be obtained through: 1) real world experiment; 2) virtual reality-based simulation as discussed in Appendix A.

3.2.2 Example: Behavior Classification of Surrounding Vehicles

Denote the intended behavior of a surrounding vehicle $i$ at time step $k$ as $b_i(k)$. In this example, three behaviors are considered:

- Behavior 1 ($B_1$): Lane following;
- Behavior 2 ($B_2$): Lane changing to the left;
- Behavior 3 ($B_3$): Lane changing to the right;
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Figure 3.1: Behavior classification for a vehicle in a two-lane case.

where $B_1$ is the steady state behavior; $B_2$, $B_3$ are driving maneuvers.

The transition model is designed to be

$$A = \begin{bmatrix} 0.6 & 0.5 & 0.5 \\ 0.2 & 0.5 & 0 \\ 0.2 & 0 & 0.5 \end{bmatrix}, \quad (3.7)$$

where $A_{mn} := P(\delta(k) = m|\delta(k-1) = n)$.

The measurement model for a vehicle is designed according to the following the three features: (1) its lateral velocity $v_{lat}$, (2) its lateral deviation from the center of its current lane $d$ ($d > 0$ if the deviation is to the left), and (3) an indicator $c$ whether the vehicle is crossing the boundary of two lanes ($c = 1$ if true). Then the measurement model is

$$P(y_R(k)|\delta(k) = 1) = (1-c)e^{-(v_{lat}+d)^2}, \quad (3.8)$$
$$P(y_R(k)|\delta(k) = 2) = cI(d > 0)(1 - e^{-(v_{lat}+d)^2}), \quad (3.9)$$
$$P(y_R(k)|\delta(k) = 3) = cI(d < 0)(1 - e^{-(v_{lat}+d)^2}). \quad (3.10)$$

Given the transition model and measurement model, the distribution of $\delta(k)$ follows from (3.6). The simulation result is shown in Fig.3.1, which correctly predicts the lane change behavior before the yellow vehicle crossed the lane boundary. This classification model will be used in Chapter 8.

3.3 Adaptation of the Behavior Model

3.3.1 Online Learning Using Parameter Adaptation

For a selected model $m$, the learning objective is to approximate the function $F_m(x(k))$ such that the estimate $\hat{x}_H(k+1|k) = \hat{F}_m(x(k))$ minimizes the expected prediction error, e.g.

$$\hat{x}_H(k+1|k) = \arg \min_a E_{xH(k+1)}(\|x_H(k+1) - a\|^2). \quad (3.11)$$

The notations for estimates of $x_H$ are listed in Table 3.1.
The robot’s measurement of the human is denoted as $y^H_R$, which satisfies that
\[ y^H_R(k) = x_H(k) + v^H_R(k). \] (3.12)
where $v^H_R(k)$ is measurement noise.

Rewriting $F_m(x(k))$ in (3.3) and ignore $m$, we have the following dynamics
\[ x_H(k+1) = \Phi(x(k))\vartheta^T + w(k). \] (3.13)
where $\Phi(\cdot) = [f_1(\cdot), \ldots, f_j(\cdot), \ldots]$, $\vartheta = [\theta_1, \ldots, \theta_j, \ldots]$ and $w$ is a noise term assumed to be zero-mean, white and with covariance $W$.

Equations (3.13) and (3.12) form a nonlinear Gaussian system with unknown parameters. A recursive least square parameter adaptation algorithm (RLS-PAA) [44] is developed to identify the system online such that the prediction $\hat{x}_H(k+1|k)$ minimizes the expected prediction error (3.11). Define $\hat{\vartheta}(k)$ to be the estimates of the coefficients given the information up to the $k$-th time step.

- **State Estimation**
  At $k+1$-th time step, $\hat{x}_H$ is first updated according to the closed loop dynamics in (3.14). Then the measurement information is incorporated in the *a posteriori* estimate in (3.15). A constant update gain $\alpha \in (0, 1)$ is chosen to ensure that the measurement information is always incorporated.

\[
\begin{align*}
\hat{x}_H(k+1|k) &= \Phi(\hat{x}(k|k))\hat{\vartheta}(k)^T, \\
\hat{x}_H(k+1|k+1) &= (1-\alpha) \hat{x}_H(k+1|k) + \alpha y^H_R(k+1),
\end{align*}
\] (3.14, 3.15)
where $\hat{x}(k|k) = [\hat{x}_H(k|k)^T, \hat{x}_R(k|k)^T]^T$, and $\hat{x}_R(k|k)$ is the estimate of the state of the robot itself, which can be obtained using Kalman Filter.

- **Parameter Estimation**
  The coefficients are estimated using RLS-PAA:

\[
\hat{\vartheta}(k+1) = \hat{\vartheta}(k) + (\hat{x}_H(k+1|k+1) - \hat{x}_H(k+1|k))\Phi(\hat{x}(k|k))F(k+1),
\] (3.16)
where $F$ is the learning gain such that

\[
F(k+1) = \frac{1}{\lambda} \left[ F(k) - \frac{F(k)\Phi(\hat{x}(k|k))^T\Phi(\hat{x}(k|k))F(k)}{\lambda + \Phi(\hat{x}(k|k))F(k)\Phi(\hat{x}(k|k))} \right],
\] (3.17)
where $\lambda \in (0, 1)$ is a forgetting factor.
3.3.2 Quantifying the Uncertainty

The motions of other agents can be predicted using the estimate \( \hat{\vartheta} \). However, we also need to quantify the uncertainty associated with the prediction, e.g. the mean square estimation error (MSEE),

\[
X_H(k+h|k) = E_{x_H(k+h)}[\|x_H(k+h) - \hat{x}_H(k+h|k)\|^2].
\] (3.18)

Assume that the human state can be directly measured, i.e. \( v_R^H(k) = 0 \). Let \( \tilde{\vartheta}(k) = \vartheta(k) - \hat{\vartheta}(k) \) be the estimation error. The a priori state estimation error is

\[
\tilde{x}(k+1|k) = \Phi(x(k)) \tilde{\vartheta}(k)^T + w(k).
\] (3.19)

Since \( \tilde{\vartheta}(k) \) only contains information up to the \( (k-1) \)-th time step, \( \tilde{\vartheta}(k) \) is independent of \( w(k) \). Thus the a priori MSEE is

\[
X_{\tilde{x}\tilde{x}}(k+1|k) = E\left[ \tilde{x}(k+1|k) \tilde{x}(k+1|k)^T \right] = \Phi(k) X_{\tilde{\vartheta}\tilde{\vartheta}}(k) \Phi^T(k) + W,
\] (3.20)

where \( X_{\tilde{\vartheta}\tilde{\vartheta}}(k) = E\left[ \tilde{\vartheta}(k)^T \tilde{\vartheta}(k) \right] \) is the mean squared error of the parameter estimation. The parameter estimation error is

\[
\tilde{\vartheta}(k+1) = \tilde{\vartheta}(k) - F(k+1) \Phi^T(k) \tilde{x}(k+1|k) + \Delta \vartheta(k),
\] (3.21)

where \( \Delta \vartheta(k) = \vartheta(k+1) - \vartheta(k) \). Since the system is time varying, the estimated parameter is biased and the expectation of the error can be expressed as

\[
E\left( \tilde{\vartheta}(k+1) \right) = \left[ I - F(k+1) \Phi^T(k) \Phi(k) \right] E\left( \tilde{\vartheta}(k) \right) + \Delta \vartheta(k),
\]

\[
= \sum_{n=0}^{k} \prod_{i=n+1}^{k} \left[ I - F(i+1) \Phi^T(i) \Phi(i) \right] \Delta \vartheta(n).
\] (3.22)

The mean squared error of parameter estimation follows from (3.21) and (3.22):

\[
X_{\tilde{\vartheta}\tilde{\vartheta}}(k+1) = F(k+1) \Phi^T(k) X_{\tilde{x}\tilde{x}}(k+1|k) \Phi(k) F(k+1)
- X_{\tilde{\vartheta}\tilde{\vartheta}}(k) \Phi^T(k) \Phi(k) F(k+1) - F(k+1) \Phi^T(k) \Phi(k) X_{\tilde{\vartheta}\tilde{\vartheta}}(k)
+ E\left[ \tilde{\vartheta}(k+1) \right] \Delta \vartheta^T(k) + \Delta \vartheta(k) E\left[ \tilde{\vartheta}(k+1) \right]^T - \Delta \vartheta(k) \Delta \vartheta(k)^T + X_{\tilde{\vartheta}\tilde{\vartheta}}(k).
\] (3.23)

Since \( \Delta \vartheta(k) \) is unknown in (3.22) and (3.23), it is set to an average time varying rate \( d\vartheta \) in the implementation.

---

**Table 3.1**: The notations in state estimation and prediction.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a ) a posteriori</td>
<td>State Estimate</td>
</tr>
<tr>
<td>( \hat{x}_H(k</td>
<td>k) )</td>
</tr>
<tr>
<td>( a ) a priori</td>
<td>Estimation Error</td>
</tr>
<tr>
<td>( \hat{x}_H(k+1</td>
<td>k) )</td>
</tr>
<tr>
<td></td>
<td>MSEE</td>
</tr>
<tr>
<td>( X_H(k</td>
<td>k) )</td>
</tr>
</tbody>
</table>

---
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3.3.3 Example: Identification of a Linear Time Varying System

In this example, we illustrate the performance of the algorithms in a linear scalar system

\[ x(k + 1) = A(k)x(k) + B(k)u(k) + w(k), \]  

(3.24)

where \( x, u, A \) and \( B \) are all scalars. \( A \) and \( B \) are unknown coefficients that need to be identified. \( B \) is constant, while \( A \) is time varying. \( x(k) \) and \( u(k) \) are linear features that is directly measurable.

Figure 3.2 shows the simulation result of the proposed learning algorithm on a first order system with a noise covariance \( W = 0.005^2 \). A forgetting factor \( \lambda = 0.98 \) is used. The solid and dashed blue lines in the upper figure are \( \hat{A}(k) \) and \( A(k) \), while the solid and dashed green lines are \( \hat{B}(k) \) and the constant parameter \( B \) respectively. As shown in the figure, the time varying parameter \( A(k) \) is well approximated by \( A(k) \), while \( B(k) \) converges to \( B \). In the lower figure, the blue curve is the one step prediction error \( \tilde{x}(k|k-1) \). The green curves are the \( 3\sigma \) bound (\( \sigma = \sqrt{X_{\tilde{x}\tilde{x}}(k|k-1)} \)). The black dashed line is the statistical standard deviation (Std) of the data \( \tilde{x}(k|k-1) \) from \( k = 1 \) to \( k = 1000 \). As shown in the figure, the \( 3\sigma \) value offers a good bound for the prediction errors as all measured errors lie between the green curves. Moreover, the MSEE is larger when the parameter is changing faster, which captures the time varying property of the system. On the other hand, the statistical standard deviation does not give a good description of the data in real time.

Note that although the method works well in practice, it is possible that it goes unstable for complicated dynamics. Theoretical analysis will be performed in the future.
3.4 Conclusion

This chapter discussed a HMM-based classification algorithm for model selection and a RLS-PAA-based adaptation algorithm for model adaptation in order to identify the models to describe other agents' behaviors. The identified models will be used in predicting other agents' behaviors, which belongs to the “think” function in the system architecture in Fig. 2.3.
Chapter 4

Safety-Oriented Local Motion Planning

4.1 Overview

Human safety is one of the biggest concerns in HRI [132]. Two different approaches can be used to address the safety issues. One way is to increase the intrinsic safety level of the robot through hardware design or low level control, so that even if collision happens, the impact on the human is minimized [50]. The other way is to let the robot behave safely, which is called “interactive safety” as opposed to the intrinsic safety [139]. In this chapter, interactive safety will be addressed in the context of local motion planning and control.

Conventional approach to address the interactive safety is conservative, which slows down the robot when human is nearby, hence sacrifices productivity for the sake of safety. However, to make the interaction desirable, both safety and efficiency need to be considered in designing the robot behavior. Less conservative methods in the context of obstacle avoidance in robot motion planning have also been used to address safety in HRI, such as potential field methods [61, 108] and sliding mode methods [45]. These two methods result in closed-form analytical control laws; but they do not emphasize optimality (or efficiency) and sometimes may not enforce hard constraints. Some authors formulate the problem as an optimization or optimal control problem with hard constraints to represent the safety requirements [34]. Unfortunately, these non-convex optimization problems are generally hard to solve analytically [54] and different approximations and numerical methods are used [123, 127]. As the algorithms must be designed such that it can be executed fast enough for timely responses in emergency situations, those methods may not be desirable for online applications. New approaches to deal with safety in HRI are needed, e.g. the robot should be designed intelligent enough to conduct social behavior [153] to interact with humans safely and efficiently even in emergency situations.

By designing the robot behavior, the safety issues need to be understood in the human-robot systems. This multi-agent situation complicates the interactions as the individual
optima usually do not coincide with the system optima [91]. An agent’s interest is to be efficient, i.e. finish the task as soon as possible, while staying safe. For example, an automated vehicle’s interest is to go to the destination in minimum time without colliding with surrounding vehicles. The safety is the mutual interests for all agents in the system, while the efficiency goals may conflict with one another. Figure 4.1a shows the conflict between two vehicles during lane merging. The two vehicles cannot pass the conflict zone at the same time. One of the vehicle must yield (i.e. sacrifice efficiency) to ensure safety. Figure 4.1b shows the conflict between an autonomous guided vehicle (AGV) and a human worker as their future trajectories intersect. The intersection point is a potential conflict zone if neither the AGV or the human detours.

Take human’s social behavior as an example, to solve conflicts of interests, a human’s behavior is usually constrained. The constraint comes from at least two factors: the social norm and the uncertainties that he or she perceives for other people. The social norm guides human’s behavior in a certain situation or environment as “mental representations of appropriate behavior”. For example, in the AGV case, the social norm will suggest the AGV to keep a safe distance from human and detour if necessary. In practice, the perceived uncertainties also affect human’s decision. Similarly, whether the AGV needs to detour and how much the AGV should detour highly depends on how certain the AGV is about its prediction of the human’s trajectory. Moreover, the uncertainties can be attenuated through active learning (refer to uncertainty reduction theory [15]). A common experience is: a newcomer tends to behave conservatively in a new environment due to large uncertainties. But through observing and learning his peers, he will gradually behave freely due to the reduction of uncertainties.

Based on these observations, a safety oriented method is introduced to design the short

![Conflict between two vehicles during lane merging.](image)

(a) Conflict between two vehicles during lane merging.

![Conflict between a human worker and an autonomous guided vehicle (AGV) in a factory floor.](image)

(b) Conflict between a human worker and an autonomous guided vehicle (AGV) in a factory floor.

Figure 4.1: Conflicts in multi-agent systems and safety issues in human-robot interactions.
term motion planner for the robot. As discussed in Chapter 2, local planning is mainly to address safety. Suppose a reference input $u^o_R$ is received from the long term planner, the short term planner needs to ensure that the interaction constraint $x \in \mathcal{I}$ will be satisfied after applying this input. Hence the problem can be formulated as the following optimization,

$$
\begin{align*}
\mathbf{u}^*_R &= \min_{\mathbf{u}_R} \| \mathbf{u}_R - \mathbf{u}^o_R \|^2_Q \\
\text{s.t.} & \quad \mathbf{u}_R \in \Omega, x \in \mathcal{I}, \dot{x}_R = f_R(x_R) + h_R(x_R)u_R.
\end{align*}
$$

(4.1a)

(4.1b)

where $\| \mathbf{u}_R - \mathbf{u}^o_R \|^2_Q = (\mathbf{u}_R - \mathbf{u}^o_R)^T Q (\mathbf{u}_R - \mathbf{u}^o_R)$ penalizes the deviation from the reference input. The last equation in (4.1b) is the robot dynamic function, which is assumed to be affine in the control input. The interaction constraint $x \in \mathcal{I}$ defines a safe set in the system state space.

In this chapter, we define $\mathcal{X}_S := \mathcal{I}$ and assume that all agents agree on this constraint, which can be understood as a social norm. The safe set and the robot dynamics impose nonlinear and non-convex constraints which make the problem hard to solve. We propose to transform the non-convex state space constraint into convex control space constraint using the idea of invariant set. The safe set algorithm (SSA) [78] is developed to enforce invariance in the safe set according to the predicted human behavior, and the safe exploration algorithm (SEA) further constrains the robot motion by uncertainties in the predictions [83]. By actively learning human behaviors, the robot will be more “confident” about its prediction of human motion, hence able to access a larger subset of the safe set when the uncertainty is smaller.

The remainder of the chapter is organized as follows: in Section 4.2, the design methodology of the safety-oriented local motion planning will be discussed. The safe set algorithm (SSA) and the safe exploration algorithm (SEA) will be discussed in Section 4.3 and Section 4.4 respectively. A method to combine SSA and SEA will be discussed in Section 4.5. Section 4.6 concludes the chapter.

4.2 The Safety-Oriented Behavior Design

The Safety Principle

According to the safe set $\mathcal{X}_S$, define the state space constraint $R_S$ for the robot as $R_S(x_H) = \{ x_R : [x^T_R, x^T_H]^T \in \mathcal{X}_S \}$, which depends on humans’ states. If human will take care of the safety, then the safe set for the robot is

$$
R^1_S = \{ x_R : x_R \in R_S(x_H) \text{ for some } x_H \}.
$$

(4.2)

However, to make the system reliable, the safety problem should be taken care of by the robot. In the case that the robot knows human’s next move $\hat{x}_H$, the safety bound for the robot becomes

$$
R^2_S = \{ x_R : x_R \in R_S(\hat{x}_H) \}.
$$

(4.3)
Due to noises and uncertainties, the estimate $\hat{x}_H$ may not be accurate. The human state $x_H$ may lie in a set $\Gamma_H$ containing $\hat{x}_H$. Then the robot motion should be constrained in a smaller set

$$R^3_S = \{x_R : x_R \in R_S(x_H), \forall x_H \in \Gamma_H\}. \quad (4.4)$$

Figure 4.2 illustrates the safe set $X_S$ and the state space constraints $R^1_S, R^2_S$ and $R^3_S$. It is clear that $R^3_S \subset R^2_S \subset R^1_S$.

**The Safety Principle**: the robot control input $u_R(t)$ should be chosen such that $X_S$ is invariant, i.e. $x(t) \in X_S$ for all $t$, or equivalently, $x_R(t) \in R^3_S(t)$ for $\Gamma_H(t)$ which accounts for almost all possible noises $v_1, ..., v_N, w_1, ..., w_N$ and human behaviors $B_i(\cdot), i \in H$ (those with negligible probabilities will be ignored).

Figure 4.3 illustrates the expected outcome of the robot behavior under the safety principle. In view of the potential conflict, the robot detours in the safe region $R^3_S$.

**The Safety Index**

The safety principle requires the designed control input to make the safe set invariant with respect to time. In addition to constraining the motion in the safe region $R^3_S$, the robot should also be able to cope with any unsafe human movement. Given the current configuration in Fig.4.2, if the human is anticipated to move downwards, the robot should go left in order for the combined trajectory to stay in the safe set. To cope with the safety issue dynamically, a safety index is introduced as shown in Fig.4.4. The safety index $\phi : X \rightarrow \mathbb{R}$ is a function on the system state space such that

1. $\phi$ is differentiable with respect to $t$, i.e. $\dot{\phi} = (\partial \phi / \partial x) \dot{x}$ exists everywhere;
2. $\partial \phi / \partial u_R \neq 0$;
3. The unsafe set $X \setminus X_S$ is not reachable given the control law $\dot{\phi} < 0$ when $\phi \geq 0$ and the initial condition $x(t_0) \in X_S$.

The first condition is to ensure that $\phi$ is smooth. The second condition is to ensure that the robot input can always affect the safety index. The third condition provides a criteria to determine whether a control input is safe or not, e.g. all the control inputs that drive the state below the level set 0 are safe and unsafe otherwise.

**Lemma: (Existence of the Safety Index)** A function $\phi$ satisfying all three conditions exists for any set $X_S$ that can be represented by a smooth function $\phi_0(x)$, i.e. $X_S = \{x : \phi_0(x) \leq 0\}$.

To ensure safety, the robot’s control must be chosen from the set of safe control $U_S(t) = \{u_R(t) : \dot{\phi} \leq -\eta_R$ when $\phi \geq 0\}$ where $\eta_R \in \mathbb{R}^+$ is a safety margin. By the dynamic equation in (4.1b), the derivative of the safety index can be written as

$$
\dot{\phi} = \frac{\partial \phi}{\partial x_R} h_R u_R + \frac{\partial \phi}{\partial x_R} f_R + \sum_{j \in H} \frac{\partial \phi}{\partial x_j} \dot{x}_j. \quad (4.5)
$$

Then the set of safe control is

$$
U_S(t) = \{u_R(t) : L(t) u_R(t) \leq S(t, \dot{x}_H)\}, \quad (4.6)
$$

---

1The Lemma is proved in [78]. $\phi$ can be constructed in the following procedure: first, check the order from $\phi_0$ to $u_R$ in the Lie derivative sense, denote it by $n$; then define $\phi$ as $\phi_0 + k_1 \dot{\phi}_0 + \ldots + k_{n-1} \dot{\phi}_0^{(n-1)}$. The coefficients $k_1, \ldots, k_n$ are chosen such that the roots of $1 + k_1 s + \ldots + k_{n-1} s^{n-1} = 0$ all lie on the negative real line.
where

\[ L(t) = \frac{\partial \phi}{\partial x_R} h_R, \]

\[ S(t, \dot{x}_H) = \begin{cases} -\eta_R - \sum_{j \in H} \frac{\partial \phi}{\partial x_j} \dot{x}_j - \frac{\partial \phi}{\partial x_R} f_R & \phi \geq 0 \\ \infty & \phi < 0 \end{cases}. \]  

\[ (4.7) \]

\[ (4.8) \]

\( L(t) \) is a vector at the “safe” direction, while \( S(t, \dot{x}_H) \) is a scalar indicating how much control effort is needed to be safe, which can be broken down into three parts: a margin \(-\eta_R\), a term to compensate human motion \(-\sum_{j \in H} \frac{\partial \phi}{\partial x_j} \dot{x}_j\) and a term to compensate the inertia of the robot itself \(-\frac{\partial \phi}{\partial x_R} f_R\). In the following arguments when there is no ambiguity, \( S(t, \dot{x}_H) \) denotes the value in the case \( \phi \geq 0 \) only. Under different assumptions of the human behavior, \( S(t) \) varies. The sets of safe control correspond to \( R_S^1, R_S^2 \) and \( R_S^3 \) are

\[ U_S^1(t) = \{ u_R(\dot{x}_H) : L(t) u_R(\dot{x}_H) \leq S(t, \dot{x}_H) \text{ for some } \dot{x}_H \} \],

\[ U_S^2(t) = \{ u_R(\dot{x}_H) : L(t) u_R(\dot{x}_H) \leq S(t, \dot{x}_H) \} \],

\[ U_S^3(t) = \{ u_R(t) : L(t) u_R(t) \leq S(t, \dot{x}_H) \text{ for all } \dot{x}_H \in \hat{\Gamma}_H \} \].

\[ (4.9) \]

\[ (4.10) \]

\[ (4.11) \]

where \( \dot{x}_H \) is the velocity vector that moves the current configuration \( x_H \) of human to \( \dot{x}_H \) and \( \hat{\Gamma}_H \) is the set of velocity vectors that move \( x_H \) to \( \Gamma_H \). Computationally, \( \dot{x}_H = \frac{\dot{x}_H - x_H}{t_s} \) where \( t_s \) is the sampling time. Obviously \( U_S^3 \subset U_S^2 \subset U_S^1 \). When the uncertainties in the estimation of \( \dot{x}_H \) reduces, \( U_S^3 \) converges to \( U_S^2 \).

The difference between \( R_S \) and \( U_S \) is that \( R_S \) is static as it is on the state space, while \( U_S \) is dynamic as it concerns with the “movements”. Due to introduction of the safety index, the non-convex state space constraint \( R_S \) is transformed to a convex state space constraint \( U_S \). For example, in Fig.4.3, the safe region \( R_S^3 \) for the AGV is the space outside the uncertainty range. But the set \( U_S^3 \) according to (4.11) is a half space.
According to the safety principle, the robot’s control input should lie in the set $U_{S}^{3}$. There are two ways to choose the uncertainty bound $\tilde{\Gamma}_{H}$. One way is to use a constant bound based on the mean prediction error. Another way is to dynamically adjust the uncertainty bound according to the level of uncertainties in real time. The first way corresponds to the safe set algorithm (SSA) [78] while the second one corresponds to the safe exploration algorithm (SEA) [83], which will be discussed in the following two sections.

4.3 The Safe Set Algorithm (SSA)

The safe set algorithm offers a fast online solution concerning the safety principle. In this section, the control algorithm and the learning algorithm in SSA will be discussed, followed by an application on a robot arm.

4.3.1 The Algorithm

In SSA, a constant $\lambda_{SSA}^{R} \in \mathbb{R}^{+}$ is introduced to bound the noises and uncertainties in the estimation, i.e.

$$S^{SSA}(t, \hat{x}_{H}) = S(t, \hat{x}_{H}) - \lambda_{SSA}^{R} = -\eta_{R} - \lambda_{SSA}^{R} - \sum_{j \in H} \frac{\partial \phi}{\partial x_{j}} \hat{x}_{j} - \frac{\partial \phi}{\partial x_{R}} f_{Rz}^{*},$$

(4.12)

where $\hat{x}_{j} = \frac{\hat{x}_{j}(k+1|k) - \hat{x}_{j}(k|k)}{t_{s}}$ for all $j \in H$. The index $k$ represents the time step of the last measurement before $t$, while $k + 1$ is the time step for the next anticipated measurement. $\hat{x}_{j}(p|k)$ is the estimate of $x_{j}(p)$ given information up to time step $k$ as discussed in Chapter 3. The computation of $\hat{x}_{j}(k+1|k)$ and $\hat{x}_{j}(k|k)$ follow from (3.14-3.17). $L(t)$ and $S(t)$ will also be written as $L(k)$ and $S(k)$ to denote that the last measurement is taken at $k$-th time step. The control algorithm can also be designed in discrete time as discussed in [78].

With the set of safe control $U_{S}^{SSA}$, we can transform the non-convex optimization problem (4.1) into a convex optimization problem:

$$u_{R}^{*} = \min_{u_{R} \in \Omega \cap U_{S}^{SSA}} \|u_{R} - u_{o}^{R}(t)\|_{Q}^{2},$$

(4.13)

where $U_{S}^{SSA}(t) = \{u_{R} : L(t)u_{R} \leq S^{SSA}(t, \hat{x}_{H})\}$. An analytic control law that solves the optimization approximately can be obtained. Let $c = \min_{u \in U_{S}^{SSA}(t)} |L(t)(u - u_{R}^{o}(t))|$. When $\Omega$ is not tight, the safe control input $u_{R}^{*}(t)$ is [78]:

$$u_{R}^{*}(t) = u_{o}^{R}(t) - c \frac{Q^{-1}L(t)^{T}}{L(t)Q^{-1}L(t)^{T}}.$$

(4.14)
(a) The interaction between a robot arm and a human.

(b) The simulation result: scenario 1.

(c) The simulation result: scenario 2.

Figure 4.5: Application of the SSA algorithm on a planar robot arm.
4.3.2 Example: Local Planning of a Planar Robot Arm

In this section, the SSA is applied to a planar robot arm to demonstrate the effectiveness of the algorithm.

The environment is shown in Fig. 4.5a where both the robot arm and the human need to approach their respective goals in minimum time without colliding with each other. The robot arm has two links with joint positions $\theta_1$ and $\theta_2$ and the joint velocities $\dot{\theta}_1$ and $\dot{\theta}_2$. Let $\theta = [\theta_1, \theta_2]^T$. Considering the kinematics of the robot arm, the control input is defined to be the joint accelerations, i.e., $u_R = [\dot{\theta}_1, \dot{\theta}_2]^T$. The end point position of the robot is denoted as $p = (p_x, p_y)$. The optimal control law is designed to be

$$u_R^* = J_p^{-1} \left\{ K_p \begin{bmatrix} p_x - g_x \\ p_y - g_y \end{bmatrix} + K_v \begin{bmatrix} \dot{p}_x \\ \dot{p}_y \end{bmatrix} - H_p \right\},$$

(4.15)

where $J_p$ is the Jacobian matrix at $p$ and $H_p = \dot{J}_p \dot{\theta}$. The pair $(g_x, g_y)$ is the goal point in the work space. The matrices $K_p \in \mathbb{R}^{2 \times 2}$ and $K_v \in \mathbb{R}^{2 \times 2}$ are the control gain.

The closest point to the human on the robot arm is denoted as $m = (m_x, m_y)$. Define the robot state as

$$x_R = [m_x, m_y, \dot{m}_x, \dot{m}_y]^T.$$  

(4.16)

The state space equation is

$$\dot{x}_R = A_R x_R + B_R J_m u_R + B_R H_m,$$

where

$$A_R = \begin{bmatrix} 0 & I_2 \\ 0 & 0 \end{bmatrix}, \quad B_R = \begin{bmatrix} 0 \\ I_2 \end{bmatrix},$$

and $J_m$ is the Jacobian matrix at $m$ with $H_m = \dot{J}_m \dot{\theta}$.

The human is simplified as a circle, whose state is taken as $x_H = [h_x, h_y, \dot{h}_x, \dot{h}_y]$ where $h_x$ and $h_y$ is the position and $\dot{h}_x$ and $\dot{h}_y$ is the velocity. Define the safe set as $X_S = \{ x : d \geq d_{min} \}$ where $d$ measures the smallest distance between the human and the robot arm and $d_{min}$ is a positive constant. Based on the discussion in Section 4.2, the safety index is designed as

$$\phi = D - d^2 - k_\phi \dot{d}$$

where $D = d_{min}^2 + \eta_R t_s + \lambda^{SSA}_R t_s$ and $k_\phi > 0$ are constants [78]. Let the relative distance, velocity and acceleration vectors be

$$\mathbf{d} = [I_2 \ 0] (x_R - x_H), \ \mathbf{v} = [0 \ I_2] (\dot{x}_R - \dot{x}_H).$$

Then $d = |\mathbf{d}|$ and

$$\dot{\phi} = -2d \ddot{d} - k_\phi \dot{d} = -2d^T \mathbf{v} - k_\phi \frac{d^T \mathbf{a} + \mathbf{v}^T \mathbf{v} - \ddot{d}^2}{d},$$

$$= -2d^T \mathbf{v} - k_\phi \frac{d^T (J_m u_R + H_m) - d^T [0 \ I_2] \dot{x}_H + \mathbf{v}^T \mathbf{v}}{d} + k_\phi \frac{(d^T \mathbf{v})^2}{d^3}. \quad (4.17)$$

Hence

$$L(t) = -k_\phi \frac{d^T}{d} J_m,$$

(4.18)

$$S(t, \dot{x}_H) = -\eta_R + 2d^T \mathbf{v} + k_\phi \frac{d^T H_m - d^T [0 \ I_2] \dot{x}_H + \mathbf{v} \cdot \mathbf{v}}{d} - k_\phi \frac{(d^T \mathbf{v})^2}{d^3}. \quad (4.19)$$
In the simulation, several goals were assigned for the human. Before parameter adaptation, the robot inferred on the human’s current goal first [81]. Sampling time \( t_s = 0.1 \text{s} \). Figure 4.5b shows the human avoidance behavior of the robot. In (1), the human and the robot were both near their respective goals. However, since the human was heading towards the robot in high speed, the robot went backward in (2) and (3). Figure 4.5c shows the robot behavior under unexpected human behavior. In (1), the human suddenly changed his course. Although all of his goal points were in the lower part of the graph, the human started to go up. By observing that, the robot went away from the human in (2) and (3). The simulation results confirms the effectiveness of the algorithm.

4.4 The Safe Exploration Algorithm (SEA)

In SSA, the bound for the uncertainties (i.e. \( \lambda_{\text{SSA}}^{R} \)) is a constant. However, the mean squared estimation error (MSEE) of the human’s state is changing from time to time. A larger bound is needed if the MSEE is larger. To capture this property, the safe exploration algorithm (SEA) is introduced, where the control input changes under different levels of uncertainties.

4.4.1 The Algorithm

In a belief space [34], the state estimate of \( x_j \) for \( j \in H \) is no longer a point but a distribution, i.e. \( \mathcal{N}(\hat{x}_j, X_j) \) where \( X_j \) is the covariance representing the level of uncertainties in the estimation. All the distributions are assumed to be Gaussian. Since \( x_j \sim \mathcal{N}(\hat{x}_j, X_j) \), the covariance can be written as \( X_j = E[(x_j - \hat{x}_j)(x_j - \hat{x}_j)^T] \), which is the mean squared estimation error (MSEE) defined in Chapter 3. The a priori and a posteriori estimates, estimation errors and MSEE’s are all defined in Chapter 3 in Table 3.1. At the \( k \)-th time step, the best prediction for \( x_j(k + 1) \) has the following distribution

\[
\mathcal{N}(\hat{x}_j(k + 1|k), X_j(k + 1|k)). \tag{4.20}
\]

In the belief space, since the distribution of \( x_j(k + 1) \) is unbounded, the inequality in (4.11) is ill-defined. Indeed, \( u_R \) needs to satisfy a probability constraint

\[
P(\{x_j(k + 1) : L(k)u_R \leq S(k, x_H)\}) \geq 1 - \epsilon, \forall j \in H, \tag{4.21}
\]

where \( \epsilon > 0 \) is a small number. A bounded set \( \Gamma_j(k) \) can be defined for \( j \in H \) such that the probability density of \( x_j \notin \Gamma_j(k) \) is small and \( P(x_j \in \Gamma_j(k)) \geq 1 - \epsilon \). For a Gaussian distribution, the probability mass lying within the 3\( \sigma \) deviation is 0.997. Set \( \epsilon = 0.003 \) and let \( \Delta x_j = x_j - \hat{x}_j(k + 1|k) \), then the set \( \Gamma_j \) can be defined as

\[
\Gamma_j(k) = \{x_j : \Delta x_j^T X_j(k + 1|k)^{-1} \Delta x_j \leq 9\}. \tag{4.22}
\]
By (4.11) and (4.21), the constraint in $U^3_R$ is satisfied if the following inequality holds,

$$L(k)u_R \leq S^{SEA}(k) = \min_{x_j(k+1) \in \Gamma_j(k), \forall j \in H} \{S(k)\}. \tag{4.23}$$

By (4.8), the RHS of (4.23) can be decoupled as a sequence of optimization problems, i.e. for all $j \in H$,

$$\min_{x_j(k+1) \in \Gamma_j(k)} \frac{\partial \phi}{\partial x_j} x_j(k+1). \tag{4.24}$$

By Lagrangian method, the optimal solution $x_j^*(k+1)$ for all $j \in H$ is

$$x_j^*(k+1) = \hat{x}_j(k+1) + 3X_j(k+1|k) \left( \frac{\partial \phi}{\partial x_j} \right)^T \left[ \left( \frac{\partial \phi}{\partial x_j} \right) X_j(k+1|k) \left( \frac{\partial \phi}{\partial x_j} \right)^T \right]^{-\frac{1}{2}}. \tag{4.26}$$

According to (4.26), $S^{SEA}(k)$ can be expressed as

$$S^{SEA}(k) = S(k, \hat{x}_H) - \lambda^{SEA}_R(k) = -\eta_R - \lambda^{SEA}_R(k) - \sum_{j \in H} \frac{\partial \phi}{\partial x_j} \hat{x}_j - \frac{\partial \phi}{\partial x_R} f^*_R, \tag{4.27}$$

where

$$\lambda^{SEA}_R(k) = \frac{3}{t_s} \sum_{j \in H} \left[ \left( \frac{\partial \phi}{\partial x_j} \right) X_j(k+1|k) \left( \frac{\partial \phi}{\partial x_j} \right)^T \right]^{-\frac{1}{2}} + \lambda^o_R, \tag{4.28}$$

The objective function is linear while the constraint function defines an ellipsoid as shown in Fig.4.6. The optimal solution must lie on the boundary of the ellipsoid. Let $\gamma$ be a Lagrange multiplier. Define the new cost function as:

$$J'_j = \frac{\partial \phi}{\partial x_j} x_j(k+1) + \gamma \left[ 9 - \Delta x_j^T X_j(k+1|k)^{-1} \Delta x_j \right]. \tag{4.25}$$

The optimal solution satisfies $\frac{\partial J'_j}{\partial x_j(k+1)} = 0$, i.e. $\frac{\partial \phi}{\partial x_j} x_j(k+1|k)^T - 2\gamma X_j(k+1|k)^{-1} \Delta x_j = 0$ and $9 - \Delta x_j^T X_j(k+1|k)^{-1} \Delta x_j = 0$. Then (4.26) follows.
and $\lambda_R^o \in \mathbb{R}^+$ is the bound for other uncertainties. All other equations follow from the safe set algorithm except for the learning and prediction part. In SSA, we only estimate the expected state of the humans, e.g. $\hat{x}_j(k + 1|k)$. In SEA, the MSEE of $\hat{x}_j(k + 1|k)$ for all $j \in H$ also needs to be estimated using the algorithm discussed in Chapter 3 in (3.20) and (3.23). In the implementation, the covariance of the noise $W$, the time varying rate $d\vartheta$ and the initial values are hand-tuned.

### 4.4.2 Example: Local Planning of a Vehicle

In this section, a comparative study between SSA and SEA is performed on a vehicle shown in Fig.4.7a. The vehicle’s state is denoted by $x_R = [R_x, R_y, v_R, \theta_R]^T$ where $R_x$ is the x-position of the vehicle, $R_y$ the y-position, $v_R$ the speed and $\theta_R$ the direction. The control input of the vehicle is $u_R = [\dot{v}_R, \dot{\theta}_R]^T$ (saturations apply: $|\dot{v}_R| \leq a_{max}$ and $|\dot{\theta}_R| \leq \omega_{max}$, where
The robot state. Suppose that the goal point of the robot is \( G \).

The law is designed as \( x = \begin{bmatrix} v_R \cos \theta_R \ v_R \sin \theta_R \ 0 \ 0 \end{bmatrix}^T, \ B = \begin{bmatrix} 0 \ I_2 \end{bmatrix}^T. \)

The vehicle can measure its own state directly. It can also measure the relative distance \( d \) and the relative direction \( \theta_r \) towards the nearby human as illustrated in Fig.4.7a. The human’s state is \( x_H = [h_x, h_y, \dot{h}_x, \dot{h}_y]^T \), which is calculated based on the measurements and the robot state. Suppose that the goal point of the robot is \([G_x, G_y]\). The baseline control law is designed as \([83]\)

\[
\begin{align*}
\dot{v}_R &= -[(R_x - G_x) \cos \theta_R + (R_y - G_y) \sin \theta_R] - k_v v_R, \\
\dot{\theta}_R &= k_\theta \left[ \arctan \frac{R_y - G_y}{R_x - G_x} - \theta_R \right],
\end{align*}
\]

where \( k_v, k_\theta \in \mathbb{R}^+ \) are constants.

The safety index \( \phi = D - d^2 - k_\phi \dot{d} \) is chosen to be the same as in section 4.3.2. In SSA, \( D \) is set to be \( d_{\text{min}}^2 + \eta_R t_s + \lambda^{SSA} t_s \). In SEA, \( D \) is set to be \( d_{\text{min}}^2 + \eta_R t_s + \lambda^{SEA} (k) t_s \). The relative distance, velocity and acceleration vectors are

\[
\begin{align*}
d &= [d \cos (\theta_r + \theta_R), d \sin (\theta_r + \theta_R)]^T, \\
v &= [v \cos (\theta_R) - \dot{h}_x, v \sin (\theta_R) - \dot{h}_y]^T, \\
a &= \begin{bmatrix} \cos \theta_R & -v_R \sin \theta_R \\ \sin \theta_R & v_R \cos \theta_R \end{bmatrix} u_R - \begin{bmatrix} 0 \ I_2 \end{bmatrix} \dot{x}_H.
\end{align*}
\]

Similar to (4.17), the time derivative of the safety index is

\[
\begin{align*}
\dot{\phi} &= -2d^Tv - k_\phi \frac{d^Ta + v^Tv - \dot{d}^2}{d}, \\
&= -2d^Tv - k_\phi \frac{d \cos \theta_r, -d v_R \sin \theta_r}{u_R - \frac{d^T}{d} \begin{bmatrix} 0 \ I_2 \end{bmatrix} \dot{x}_H + v^Tv} + k_\phi \frac{(d^Tv)^2}{d^3},
\end{align*}
\]

which implies

\[
\begin{align*}
L(t) &= k_\phi [\cos \theta_r, -v_R \sin \theta_r], \\
S(t, \dot{x}_H) &= -\eta_R + 2d^Tv + k_\phi \frac{v^Tv - d^T}{d} \dot{x}_H - k_\phi \frac{(d^Tv)^2}{d^3}.
\end{align*}
\]

Then \( S^{SSA} \) and \( S^{SEA} \) follow from (4.12) and (4.27) respectively, and the final control input follows from (4.14).

Figure 4.7b and Fig.4.7c show the vehicle trajectories under SSA and SEA. The vehicle needed to approach (0,5) from (-5,-5) while the human went from (0,-3) to (-5,5). Five time steps are shown in the plots: \( k = 3, 52, 102, 206, 302 \) from the lightest to the darkest. The
solid circles represent the human, which was controlled by a human subject through a multi-
touch trackpad in real time (notice there was overshoot as the control was not perfect). The
triangles represent the vehicle. The transparent circles in Fig.4.7b represent the set \( \Gamma_H(k) \) in
\[(4.22)\] mapped into 2D, which is shrinking gradually due to the reduction of uncertainties as
an effect of learning. In Fig.4.7c, the transparent circles represent the equivalent uncertainty
levels introduced by \( \lambda^{SSA}_R \), thus the radius remain constant throughout the time.

Figure 4.8 shows the distance profiles and the vehicle velocity profiles under SSA and SEA. Due to large initial uncertainties, the vehicle only started to accelerate after \( k = 50 \) (when the relative distance was large) in SEA. However, in SSA, the vehicle tried to accelerate in
the very beginning, then decelerated when the relative distance to the human decreased. The
velocity profile in SSA was serrated, while the one in SEA was much smoother. Meanwhile,
in both algorithms, the relative distance was always greater than \( d_{\min} = 3 \). However, before
\( k = 150 \), the relative distance was kept larger in SEA than in SSA, since the vehicle was
more conservative in SEA due to large uncertainty. Figure 4.8c shows that the a priori
MSEE provides a perfect bound for the prediction error, while the prediction error reduces
gradually, hence validates the learning algorithms.

In conclusion, the behavior in SSA is: move and modify; while in SEA, it is: move only if
confident. The behavior under SEA is better for a new comer, while the behavior under SSA
is better if the robot is already very familiar with the environment, i.e. with low uncertainty
levels.

4.5 An Integrated Method for Time Varying
Topology

In real world applications, the system topology is usually time varying, e.g. the robot will
encounter different agents at different time in different locations [40]. Mathematically, that
means some agents will be decoupled from the system block diagram in Fig.2.2 and others
will join from time to time. The robot is not faced with the “same” system throughout the
time. This scenario is common for mobile robots and automated vehicles [80].

As the robot needs to deal with new agents, SEA is more appropriate than SSA. How-
ever, when the number of agents increase, the computation complexity in SEA increases
dramatically. In this section, a method to combine SSA and SEA is discussed in order to
balance the performance and the computation complexity.

4.5.1 The Algorithm

The Control Algorithm

Due to limited sensing capability, the robot can only track humans that are within certain
distance. Every agent within this range will be assigned a special identification number. Let
\( H(k) \) denotes the collection of those identification numbers at time step \( k \). A safety index \( \phi_j \)
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(a) The relative distance profiles in SEA and SSA.

(b) The velocity profiles of the vehicle in SEA and SSA.

(c) The a priori MSEE as a bound of the state prediction error.

Figure 4.8: Comparison between the SEA algorithm and the SSA algorithm.

is designed for each agent $j \in H(k)$, as it is hard to design one analytical safety index that satisfies all the requirements for time varying $H(k)$. In this way, $u_R$ needs to be constrained by

$$ U^3_R = \bigcap_{j \in H(k)} U^3_{R,j} = \{u_R : L_j(k)u_R(k) \leq S_j(t, \dot{x}_j) \text{ for all } \dot{x}_j \in \hat{\Gamma}_j \} \quad (4.35) $$

where $L_j$ and $S_j$ are calculated with respect to $\phi_j$. The uncertainty bound $\hat{\Gamma}_j$ is chosen according to SEA only for new agents. Once the MSEE converges, the algorithm is switched to SSA for that agent. The idea is illustrated in Algorithm 4.1, where $\Pi$ is a set that records the identification numbers of the agents who are no longer considered as new agents.
Initialize $\Pi = \emptyset$, $k = 0$;

\textbf{while} Controller is Active \textbf{do}

$k = k + 1$;

Read current $H(k)$ and $y_{R}^{j}(k)$ for $j \in H(k)$;

for $j \in H(k)$ do

\hspace{1em} calculate the estimate $\hat{x}_{j}(k+1|k)$ based on measurements $y_{R}^{j}(k)$;

\hspace{1em} if $j \notin \Pi$ then

\hspace{2em} calculate the MSEE $X_{j}(k+1|k)$;

\hspace{2em} if $X_{j}$ converges then

\hspace{3em} $\Pi = \Pi \cup \{j\}$;

\hspace{1em} end

end

end

for $j \in H(k)$ do

\hspace{1em} if $j \in \Pi$ then

\hspace{2em} $U_{3}^{R,j} = U_{R,j}^{SSA} = \{u_{R} : L_{j}(k) \leq S_{j}^{SSA}(k)\}$ (Apply SSA to $\phi_{j}$);

\hspace{2em} else

\hspace{3em} $U_{3}^{R,j} = U_{R,j}^{SEA} = \{u_{R} : L_{j}(k) \leq S_{j}^{SEA}(k)\}$ (Apply SEA to $\phi_{j}$);

\hspace{2em} end

end

$U_{3}^{R} = \bigcap_{j \in H(k)} U_{R,j}^{3}$;

Choose control $u_{R}^{*}$ by optimizing over $U_{R}^{3}$;

end

\textbf{Algorithm 4.1:} The Algorithm Combining SSA and SEA

The Learning Algorithm

When the number of agents increases, the computation complexity regarding (3.13) increases exponentially. However, the correlation among agents are over estimated, e.g. an agent’s motion may only be affect by several surrounding agents instead of by all agents. When the system topology is time varying, it is better to learn agents’ dynamics separately and use low dimension features to represent the correlations among agents. It is assumed that an agent $j$’s motion will be affected by several features $f_{j}^{p}$ for $p = 1, 2, \ldots$, e.g. the distance to the nearest agent and distance to the goal point. Then the linearized closed loop dynamics of agent $j$ can be written as

$$x_{j}(k + 1) = A_{j}(k)x_{j}(k) + \sum_{p} B_{j}^{p}(k)f_{j}^{p}(k) + w_{j}^{*}(k),$$

(4.36)

where $w_{j}^{*}(k)$ is a noise term. Then the parameters $A_{j}(k)$ and $B_{j}^{p}(k)$ can be identified using the methods discussed in Chapter 3.3.
4.5.2 Example: Robot Navigation in a Crowded Environment

The strategy is tested on robot navigation in a crowded environment with multiple humans as shown in Fig.4.9a. The robot is modeled as a double integrator whose input is the acceleration in $x$ and $y$ directions. The position of the humans were controlled in real time by several human subjects who observed the virtual environment though a screen. The humans did not have specific tasks and were just “wandering” in the environment. The robot is required to approach its goal while avoiding humans. The safety index was the same as in section 4.4.2. The features in (4.36) were chosen to be the distance to the closest human and the distance to the robot.

The simulation result is shown in Fig.4.9b, Fig.4.9c and Fig.4.9d. Before the 50-th time step, the robot was trying to approach its goal. It detoured when the blue agent came close. At the same time, the green agent which was previously hidden by the blue agent showed up in the robot’s view. The new agent surprised the robot, and resulted in a large peak in the robot velocity profile in Fig.4.9c. Algorithm-wise, it was the large uncertainty of the green agent that “pushed” the robot away. The constraint $U^3_R$ was effective after the 50-th time step as evidenced in Fig.4.9c. The relative distance between the robot and every human agent was always maintained greater than $d_{min}$ as shown in Fig.4.9d.

4.6 Conclusion

This chapter discussed a general methodology in designing the short term robot controller for safe HRI. The safety issues were understood as conflicts in the multi-agent system. To solve the conflicts, the robot’s behavior was constrained according to the “social norm” and the uncertainties it perceived for the other agents (including humans and other robots). Two algorithms were discussed under the framework: the safe set algorithm (SSA) and the safe exploration algorithm (SEA). In both algorithms, the robot calculated the optimal action to finish the task while staying safe with respect to the predicted human motion. The difference was that SEA actively tracked the uncertainty levels in the prediction and incorporated that information in robot control, while SSA did not. As shown in the human-involved simulations, SEA was better when the uncertainty levels change from time to time, especially in the early stages of human-robot interactions. On the other hand, SSA was better when the predictions were more accurate, e.g. when the robot was “familiar” with the human, as SSA was more computationally efficient than SEA. Finally, a method to combine both algorithms was proposed to take the advantage of both algorithms. Several case studies were presented and demonstrated the effectiveness of the method.
(a) Robot navigation in a crowded environment.

(b) The snapshots of the simulation result.

(c) The velocity profile of the robot.

(d) The relative distance profile among the robot and the human agents.

Figure 4.9: Application of the integrated method on robot navigation.
Chapter 5

Efficiency-Oriented Global Motion Planning

Global or long term trajectory or motion planning is one of the key challenges in robotics. Robots need to find motion trajectories to accomplish certain tasks in constrained environments in real time. The scenarios include but are not limited to navigation of unmanned areal or ground vehicles in civil tasks such as search and rescue, surveillance and inspection; navigation of autonomous or driverless vehicles in future transportation systems; or motion planning for industrial robots in factory floor. In the context of human-robot interactions, the motion planning should be accomplished in real time in order to for the robot to response to environmental changes. In this chapter, we focus on optimization-based global motion planning.

5.1 Overview

Global motion planning is to find a trajectory that solves (2.7) in a long time horizon. A trajectory has two attributions, spatial attribution and temporal attribution. To avoid dynamic obstacles such as human, the robot can resort to either spatial maneuvers such as detours or temporal maneuvers such as slowing down or speeding up. Regarding these two kinds of maneuvers, there are two planning frameworks in literature, e.g. the integrated framework and the layered framework.

The integrated framework relies on spatiotemporal planning, which considers the spatial and temporal maneuvers simultaneously. On the other hand, the layered framework separates the considerations on the spatial and temporal maneuvers by planning a path first and then generating a speed profile along the path [42]. In the cases when there is not much freedom for the robot to choose alternative paths, nudging the speed profile is the only choice to respond to moving obstacles. Figure 5.1 illustrates the differences between the two frameworks under optimization-based methods. The horizontal plane represents the 2D state space. The vertical axis represents time. The shaded volume is the time-augmented obstacle. In the
integrated framework, a trajectory needs to be computed directly in the spatiotemporal space starting from a simple reference trajectory connecting the start point and the target point as shown in Fig.5.1a. In the layered framework, the trajectory is planned by assigning temporal information to the points on a given path as shown in Fig.5.1b.

In the remainder of this chapter, the global motion planning problem will be re-formulated first, followed by the discussion of optimization-based trajectory planning in an integrated framework in Section 5.3 and optimization-based speed profile planning in a layered framework in Section 5.4.

5.2 Problem Formulation

The problem (2.7) will be reformulated in the context of trajectory planning in this section.

Representing the Trajectory Denote the configuration of the robot as \( p \in C \subset \mathbb{R}^n \) where \( C \) is the configuration space and \( n \) is its dimension. Note that the configuration of a robot may not be identical to the state \( x_R \) of the robot since configuration does not include velocity information. For a mobile robot, \( p \) is the position of the robot in the plane; for an aerial robot, \( p \) is the position of the robot in the space; for a robot arm, \( p \) is the joint position of the robot.

Let \( p : [0, s^*] \rightarrow C \) denotes a path which is parameterized by length \( s \). The total length of the path is \( s^* \). \( p(s) \in \mathbb{R}^n \) is a point on the path \( p \) which has distance \( s \) to the starting
point \( p(0) \). \( \dot{p} := \frac{\partial p}{\partial s} \) and \( \ddot{p} := \frac{\partial^2 p}{\partial s^2} \) denote the tangent vector and the normal vector of the path respectively. Since the path \( p \) is parameterized by length, its tangent vector has unit length, e.g. \( \| \dot{p} \| = 1 \), and the length of its normal vector represents the curvature of the path. Hence we define the curvature \( \kappa : [0, s^*] \to \mathbb{R} \) along the path \( p \) as \( \kappa(s) := \| \ddot{p}(s) \| \).

Let \( s : [0, t^*] \to [0, s^*] \) be a mapping from the time axis to the station on the path. \( s \) encodes the speed profile, e.g. \( \dot{s}(t) \) is the speed of the object at time \( t \). This mapping is non-decreasing, but may not be bijective as the speed can be zero.

With the speed profile, a trajectory \( T : [0, t^*] \to \mathbb{R}^n \) is defined to be \( T := p \circ s \) where \( \circ \) denotes function composition. The velocity along the path is \( \dot{T}(t) = \dot{p}(s(t)) \cdot \dot{s}(t) \), (5.1) which equals to the speed \( \dot{s} \) times the tangent vector \( \dot{p} \) at point \( s(t) \). The acceleration along the path is

\[
\ddot{T}(t) = \ddot{p}(s(t)) \cdot \dot{s}(t)^2 + \dot{p}(s(t)) \cdot \ddot{s}(t),
\]

(5.2) which have two components, e.g. the longitudinal acceleration \( \ddot{s} \) and the lateral acceleration \( \kappa(s) \dot{s}^2 \). For simplicity, we sometimes omit the parameter \( t \) or \( s \) if there is no ambiguity.

Let \( p_{a \to b} \) be a path connecting points \( a \) and \( b \) in \( \mathbb{R}^n \), e.g. \( p(0) = a \) and \( p(s^*) = b \). Similarly, let \( s_{c \to d} \) be a speed profile such that \( \dot{s}(0) = c \) and \( \dot{s}(t^*) = d \). Let \( T_{[a,c] \to [b,d]} \) be a trajectory \( T \) composed of \( p_{a \to b} \) and \( s_{c \to d} \).

### The Safety Constraint

The area in the Cartesian space that is occupied by the robot with configuration \( p \) is denoted as \( V(p) \in \mathbb{R}^k \) where \( k = 2 \) or \( 3 \) is the dimension of the Cartesian space. The area occupied by the obstacles or other agents in the environment at time \( t \) is denoted as \( O^C_t \in \mathbb{R}^k \), which can be predicted using the methods described in Chapter 3. Let \( d_E : \mathbb{R}^k \times \mathbb{R}^k \to \mathbb{R} \) be the Euclidean distance function in the Cartesian space. The distance from the robot to the obstacles in the Cartesian space is computed as

\[
d(p, O^C_t) := \min_{y \in V(p), z \in O^C_t} d_E(y, z).
\]

(5.3) Suppose the minimum distance requirement is \( d_{\text{min}} \). Then the obstacle in the configuration space at time \( t \) is

\[
O_t := \{ p : d(p, O^C_t) \leq d_{\text{min}} \}.
\]

(5.4) Note that \( O_t \) can be regarded as the projection of the Cartesian space obstacles to the configuration space.

### The Dynamic Constraint

The constraints come from kinematic limits and limitations on control effort. Kinematic limits include speed limits and acceleration limits. For example, the curvature of the path should be bounded for nonholonomic vehicles. Denote the constraint as

\[
F(T, \dot{T}, \ddot{T}, \cdots) \in \Omega.
\]

(5.5)
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The Boundary Constraint  The initial condition is always fixed as it is determined by the robot’s current position and velocity. The terminal condition varies, which can either be in fixed time horizon or for fixed target as discussed in Chapter 2. One example of fixed time horizon problems is vehicle lane following where we only need to specify the lateral position and desired longitudinal speed for the vehicle instead of the longitudinal position. One example of fixed target problems is robot grasping or vehicle parking which requires the robot to go to certain destination.

The Problem  The global motion planning problem can be re-formulated as

$$\min_{T_{A \rightarrow Z}} J(T_{A \rightarrow Z})$$  \hspace{1cm} (5.6a)

$$F(T, \dot{T}, \ddot{T}, \ldots) \in \Omega$$  \hspace{1cm} (5.6b)

$$T(t) \notin \mathcal{O}_t, \forall t.$$  \hspace{1cm} (5.6c)

where (5.6a) is the cost function (soft constraint), (5.6b) is the dynamic constraint and (5.6c) is the collision avoidance constraint. $A$ and $Z$ are the boundary conditions.

5.3 Optimization-Based Trajectory Planning

Optimization methods are widely adopted in robot trajectory planning due to its flexibility to address multiple objectives [115, 123]. The major challenges lie in real time computation. The optimization problem for trajectory smoothing in a clustered environment is usually highly non-convex, which is hard to solve in real time using conventional non-convex optimization solvers such as sequential quadratic programming (SQP) [17]. A convex feasible set (CFS) algorithm [76] is proposed to convexify the problems. In this section, the optimization-based trajectory planning problem will be discussed first, followed by a quadratic approximation of the non-convex problem using the CFS algorithm. Then its performance will be illustrated through several examples.

5.3.1 Problem Formulation

Discretize the trajectory $T$ into $h$ points and define $x_q := T(qt_s)$ where $t_s$ is the sampling time. The discrete trajectory is now denoted as $x = [x^T_0, x^T_1, \ldots, x^T_h]^T$. The reference trajectory is denoted as $T^r$ and also discretized as $x^r$ which consists of a sequence of reference states $x^r_q := T^r(qt_s)$ for different time step $q$. Define the finite difference operators $V \in \mathbb{R}^{nh \times n(h+1)}$ and $A \in \mathbb{R}^{n(h-1) \times n(h+1)}$ as

$$V = \frac{1}{t_s^2} \begin{bmatrix} I_n & -I_n & 0 & \cdots & 0 \\ 0 & I_n & -I_n & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & I_n & -I_n \end{bmatrix}, \quad A = \frac{1}{t_s^2} \begin{bmatrix} I_n & -2I_n & I_n & 0 & \cdots & 0 \\ 0 & I_n & -2I_n & I_n & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & I_n & -2I_n & I_n \end{bmatrix}.$$
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Note that $Vx$ is the velocity vector and $Ax$ is the acceleration vector of the trajectory $x$. Rewriting (5.6) in the discrete time as

$$
\min_x J(x; x^r) = w_1 \|x - x^r\|^2_Q + w_2 \|x\|^2_S
$$

(5.7a)

subject to

$$
x_0 = A; x_h = Z
$$

(5.7b)

$$
v_{min} \leq Vx \leq v_{max}; a_{min} \leq Ax \leq a_{max}
$$

(5.7c)

$$
x_q \notin O_q, \forall q = 1, \ldots, h - 1.
$$

(5.7d)

The cost function is designed to be quadratic where $w_1, w_2 \in \mathbb{R}^+$. $\|x - x^r\|^2_Q := (x - x^r)^TQ(x - x^r)$ penalizes the distance from the target trajectory to the reference trajectory. $\|x\|^2_S := x^T S x$ penalizes the properties of the target trajectory itself, e.g. length of the trajectory and magnitude of acceleration. The positive definite matrices $Q, S \in \mathbb{R}^{n(h+1) \times n(h+1)}$ can be constructed from the following components: 1) matrix for position $Q_1 := I_{n(h+1)}$; 2) matrix for velocity $Q_2 := VTV$ and 3) matrix for acceleration $Q_3 := A^T A$. Then $Q := \sum_{i=1}^{3} c_i^q Q_i$ and $S := \sum_{i=1}^{3} c_i^s Q_i$, where $c_i^q$ and $c_i^s$ are positive constants. Constraint (5.7b) is the boundary condition. Constraint (5.7c) is the linear constraint which represents velocity and acceleration limits where $v_{min}, v_{max} \in \mathbb{R}^h$ and $a_{min}, a_{max} \in \mathbb{R}^{h-1}$. Constraint (5.7d) is for collision avoidance where $d_{min} \in \mathbb{R}^+$ is constant.

### 5.3.2 Quadratic Approximation

The non-convex optimization problem (5.7) is hard to solve in general using conventional non-convex optimization solvers. We will solve it using the convex feasible set algorithm (CFS). The details of the algorithm will be discussed in Chapter 6. The key idea is to transform problem (5.7) into a quadratic programming by obtaining a linear subset of the nonlinear constraint (5.7d).

For each time step $q$, the infeasible set is $O_q$. Let $d^*_E : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}$ be the Euclidean distance function in the Configuration space. Then constraint (5.7d) is equivalent to $d^*(x_q, O_q) \geq 0$ where $d^*(x_q, O_q)$ is the signed distance function to $O_q$ such that

$$
d^*(x_q, O_q) := \left\{ \min_{z \in \partial O_q} d^*_E(x_q, z) \begin{cases} 
+ \infty & x_q \notin O_q \n\end{cases}, \quad x_q \in O_q \right. \right.
$$

(5.8)

\(\partial O_q\) denotes the boundary of the obstacle $O_q$. Figure 5.2 illustrates the obstacle in the Cartesian space and the corresponding $O_q$ (shaded part) in the configuration space for a planar robot arm.

Note that if $O_q$ is convex, then the function $d^*(\cdot, O_q)$ is also convex. Hence $d^*(x_q, O_q) + \nabla d^*(x_q, O_q)(x_q - x_q^r) \geq 0$ implies $d^*(\cdot, O_q) \geq 0$, which further implies that $x_q \notin O_q$. If the obstacle $O_q$ is not convex, we then break it into several simple convex objects $O_q^i$ such as circles or spheres, polygons or polytopes. The $O_q^i$’s need not be disjoint. Then $d^*(\cdot, O_q^i)$ is the convex cone of the convex set $O_q^i$ as shown in Fig.5.3a. Replacing (5.7d) with its first
order approximation, the new optimization problem becomes

\[
\begin{align*}
\min_x & \quad J(x; x^r) = w_1 \|x - x^r\|_Q^2 + w_2 \|x\|_S^2 \\
\text{s.t.} & \quad x_0 = A, x_h = Z \\
& \quad v_{\text{min}} \leq Vx \leq v_{\text{max}}, a_{\text{min}} \leq Ax \leq a_{\text{max}} \\
& \quad d^*(x^r_q, O_{q}^i) + \nabla d^*(x^r_q, O_{q}^i)(x_q - x^r_q) \geq 0, \forall q, i.
\end{align*}
\] (5.9a, b, c, d)

The constraint (5.9d) is a convex feasible set of the original non-convex constraint since \(d^*(\cdot, O_{q}^i)\) are convex for all \(i\). The non-convex problem (5.7) reduces to a quadratic problem (5.9) which can be solved efficiently using quadratic programming.

For iterative implementation, we can set \(x^{(0)}\) to be \(x^r\) and substitute \(x^r_q\) in (5.9d) with \(x^{(k)}_q\) at each iteration \(k\). It will be shown in Chapter 6 that the sequence \(x^{(k)}\) generated by the iterations will converge to a local optimum of the original problem (5.7) if the reference \(x^r\) is nearly feasible, i.e. there exists some \(x\) that satisfies the constraint (5.7d). Nonetheless, in the simulations, it will be verified that the trajectory after one iteration is good enough in the sense of feasibility and optimality. Thus we can safely work with the non-iterative version if strict optimality is not required and the computation time is limited.

**Visualization of the Convex Feasible Set** The convex feasible set in (5.9d) is illustrated in Fig.5.3a for certain \(q\) and \(i\) when \(X \subset \mathbb{R}^2\). The left hand side of (5.9d) represents the tangent plane of the distance function \(d^*\) at the reference point \(x^r_q\). Due to the cone structure of \(d^*\), the tangent plane touches the boundary of the obstacle. The convex feasible set is the projection of the positive portion of the tangent plane onto \(\mathbb{R}^2\), which is a half space. The half space is maximal in the sense that the distance from the reference point to the boundary of the half space is maximized, which is equal to the distance from the reference point to the obstacle. With this observation, we can construct the convex feasible set using
purely geometric method without differentiation. For any reference point $x^r$ and any convex obstacle $\mathcal{O}$, denote the closest point on $\mathcal{O}$ to $x^r$ as $b^*$. The convex feasible set for $x^r$ with respect to $\mathcal{O}$ is just the half space which goes through $b^*$ and whose normal direction is along $b^* - x^r$ as shown in Fig.5.3b.

At each time step $q$, the convex feasible set with respect to all obstacles is a polygon that is the intersection of all feasible half spaces. The polygon is always nonempty since the reference point is nearly feasible. Thus the convex feasible set for the whole planning horizon is a “tube” around the reference trajectory whose cross sections are those polygons. Similar idea of using a “tube” constraint to simplify the trajectory smoothing problem can be founded in [155]. The advantages of our method over the existing methods are that 1) the “tube” is maximized and 2) the feasibility and convergence of the algorithm is guaranteed theoretically.

Figure 5.3: The convex feasible set and its geometric interpretation.
5.3.3 Examples: Trajectory Planning for Various Systems

Mobile Vehicle  In this section, trajectory planning problems for various robots are considered, including a mobile robot, a planar robot arm and an areal robot. The problem is solved using both the CFS algorithm and the sequential quadratic programming (SQP) algorithm. The algorithms are run in Matlab (using Matlab script) on a MacBook of 2.3 GHz using Intel Core i7. The SQP algorithm solves the problem (5.7) directly using Matlab fmincon function. The CFS algorithm transforms the problem to (5.9) and solves it using Matlab quadprog function iteratively till convergence. The termination conditions for the two algorithms are set to be the same. For the CFS algorithm, we record both the processing time for transforming the problem from (5.7) to (5.9) as well as the computation time for the resulting quadratic problem.

Consider navigation of mobile vehicles in indoor environments or autonomous driving in parking lots as shown in Fig.5.4a. In this case, \( X = \mathbb{R}^2 \) and \( \mathcal{O}_q \) is a static maze for all \( q \). We identify the configuration space with the Cartesian space and assume that the nonlinear constraint on vehicle dynamics is considered in the reference trajectory and will not be violated if the reference trajectory is slightly modified. The point cloud model of \( \mathcal{O}_q \) is shown in Fig.5.4a. It is first partitioned into five polygons as shown in Fig.5.4b. The reference trajectory (shown as the solid line in Fig.5.4b) is computed using Lattice A* search [85]. Since the possible turning directions are discretized, there are undesirable oscillations in the reference trajectory. In the optimization problem, large penalty on acceleration is applied in order to get rid of the oscillatory waves. The convex feasible set in (5.9d) is illustrated in a time-augmented state space in Fig.5.4c where the z-axis is the time axis. At each time step, the convex feasible set is just a polygon around the reference point. All those polygons form a “tube” around the reference trajectory. The horizon of the problem is \( h = 116 \). Hence the dimension of the problem is 234. A safety margin is added as \( d_{\text{min}} = 3 \).

The CFS algorithm converges after 5 iterations, with total computation time 0.9935s. The smoothed trajectories for each iteration are shown in Fig.5.4b. The average time for transforming the problem from (5.7) to (5.9) during each iteration is 0.1632s. The average time for solving the optimization problem (5.7) is 0.0355s. The cost profile is \( J(x_r) = 423.7 \), \( J(x^{(1)}) = 584.3 \), \( J(x^{(2)}) = 455.0 \), \( J(x^{(3)}) = 407.6 \), \( J(x^{(4)}) = 403.7 \), \( J(x^{(5)}) = 403.6 \). However, it is worth noting that although the cost changes quite a lot from the first iteration, the resulting paths are similar to each other as shown in Fig.5.4b. The descent in cost is due to the adjustment of the velocity and acceleration profiles, e.g. redistributing sample points on the path.

The SQP algorithm does not converge or even find a feasible solution within the max function evaluation limit 5000 with computation time 387.2s. The SQP algorithm undergoes 20 iterations. When terminated, the cost is drops from 423.7 to 287.2, but the feasibility of the trajectory, i.e. \(- \min_{q,i} d^*(x_q, \mathcal{O}_q^i)\), only goes from 3.1 to 2.3.

Robot Arm  In this case, a three-link planar robot arm is considered as shown in Fig.5.5 with \( X = [0, 2\pi]^3 \). The infeasible area in the Cartesian space is wrapped by a capsule,
Figure 5.4: Trajectory smoothing for a mobile vehicle.
which characterizes $O_q$ for all $q$. The reference trajectory is generated by linear interpolation between boundary conditions $A$ and $Z$, which violated the constraint. The horizon is $h = 15$. The CFS algorithm converges after 2 iterations, with total computation time 2.4512s. The smoothed trajectory is shown in Fig.5.5b which is feasible. The average time for transforming the problem from (5.7) to (5.9) during each iteration is 1.2213s while the average time for solving the optimization problem is 0.0043s. The pre-processing time is much longer than that for the mobile vehicle due to the nonlinearity of the robot arm. Moreover, the solution in the first iteration is already good enough and the second iteration is just for verification that a local optimum has been found.

In comparison, the SQP algorithm converges after 41 iterations, with total computation time 5.34s. Both the CFS algorithm and the SQP algorithm converge to the local optima at $J = 616.7$.

**Areal Vehicle** In this case, an areal vehicle needs to fly over an uneven terrain. Thus $X = \mathbb{R}^3$ and $O_q$ is the uneven terrain for all $q$, which is segmented into three cones. The reference trajectory is demonstrated by human, which is very coarse. The planning horizon is $h = 30$. The margin is $d_{\text{min}} = 1$.

CFS algorithm converges after two iterations with total time 0.1931s. The average time for pre-processing is 0.0730s and the average time for solving the optimization is 0.0235s. On the other hand, SQP converges to the same trajectory after 10 iterations with total time 1.5329s.

### 5.4 Optimization-Based Speed Profile Planning

Decoupling temporal planning from spatiotemporal planning is beneficial to reduce the computation complexity since the computation complexity grows exponentially when the
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Figure 5.6: Trajectory smoothing for an areal vehicle.

dimension of the problem grows.

A speed profile is a one-to-one mapping between the time domain and the distance domain of the path. Optimization can be performed either over station as shown in Fig.5.7a or over time as shown in Fig.5.7b. Optimization over station requires an analytical parameterization of the path as discussed in [47, 48, 71, 112, 150]. However, globally continuous analytical parameterization of a complicated path is difficult, which usually requires approximation. For a curvy path, the approximation may introduce infeasibility, e.g. curvature exceeding the vehicle’s kinematic limits. Moreover, the complexity of the optimization problem may increase when complicated expressions of the parameterization enter the objective function. On the other hand, if we optimize over time as discussed in [14], only a sequence of way points are needed instead of a continuous parameterization of the path. This section focuses on speed profile planning via temporal optimization which optimizes the time stamps for all waypoints along a given path.

In this section, the mathematical problem underlying speed profile planning will be discussed first by introducing the $s-T$ graph. Then the temporal optimization problem for speed profile generation will be formulated.

5.4.1 Problem Formulation

Representing Speed Profile Using the $s-T$ graph

Suppose a path $p$ is given. There is no speed information in the path $p$. In order to determine the speed at each station, the time axis need to be introduced. The $s-T$ graph is shown in Fig.5.8a where the vertical axis is the one dimensional parameterization of the path and the horizontal axis is the time axis. A speed profile $V$ for the path $p$ is denoted
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(a) Optimization over station. For each sampled time step $T_i$, we need to find a corresponding station $s_i$ on the path.

(b) Optimization over time. For each sampled station $s_i$, we need to find a corresponding time stamp $T_i$ on the time axis.

Figure 5.7: Two optimization schemes to obtain the speed profile.

as a monotone curve on the $s-T$ graph as shown in Fig.5.8a. Since the curve is monotone, there are two ways to obtain the speed profile. The first way is to find a mapping from the $T$ axis to the $s$ axis, e.g. fix a sequence of time steps $\{T_i\}$ and find the desired $s_i$ for each $T_i$ as shown in Fig.5.7a. The second way is to find a mapping from the $s$ axis to the $T$ axis, e.g. fix a sequence of sampled stations $\{s_i\}$ and find the desired $T_i$ for each $s_i$ as shown in Fig.5.7b. The first way is the optimization over station as $s_i$’s are the decision variables, while the second way is the optimization over time as $T_i$’s are the decision variables. In either case, the speed profile is represented by the curve $V = \{(T_i, s_i)\}_i$ in the $s-T$ graph.

**Computing Speed, Acceleration and Jerk**

Consider the speed profile $V = \{(T_i, s_i)\}_i$. Denote $p_i := p(s_i)$ and the time interval between $p_i$ and $p_{i+1}$ as $t_i = T_{i+1} - T_i$. When the time interval $t_i$ and the distance between $p_i$ and $p_{i+1}$ are not too large, the velocity $v_i$, acceleration $a_i$ and jerk $j_i$ at $p_i$ can be approximated by

$$v_i = \frac{p_{i+1} - p_i}{t_i}, \quad a_i = \frac{2(v_i - v_{i-1})}{t_i + t_{i-1}}, \quad j_i = \frac{3(a_i - a_{i-1})}{t_i + t_{i-1} + t_{i-2}}. \quad (5.10)$$

Denote the heading of the vehicle at point $p_i$ as $\theta_i := \arctan(\hat{p}(s_i))$. Hence the longitudinal and lateral directions at $p_i$ are denoted as $\tau(\theta_i) := [\cos \theta_i, \sin \theta_i]$ and $\eta(\theta_i) := [\sin \theta_i, -\cos \theta_i]$ respectively. Then the longitudinal and lateral velocity, acceleration and jerk
are defined as
\[ v_i^\tau = v_i \cdot \tau(\theta_i), \quad v_i^\eta = v_i \cdot \eta(\theta_i), \quad a_i^\tau = a_i \cdot \tau(\theta_i), \quad a_i^\eta = a_i \cdot \eta(\theta_i), \quad j_i^\tau = j_i \cdot \tau(\theta_i), \quad j_i^\eta = j_i \cdot \eta(\theta_i). \] (5.11)

Note that both \( p_i \) and \( \theta_i \) depend on station \( s_i \). If we optimize over station, an analytical expression of \( p(s) \) is indispensable, which will also increase the complexity of the problem. On the other hand, if we optimize over time, \( s_i \) is predefined and \( p_i \) and \( \theta_i \) are fixed for all \( i \). The analytical expression of \( p(s) \) is not necessary. Moreover, in a lot of cases, the paths are represented by a sequence of points instead of an analytical expression. Hence temporal optimization is desired.

**Speed Profile Planning via Temporal Optimization**

As discussed earlier, given a path that is represented by a list of points \( \{p_i\}_{i=1}^{h+1} \), we need optimize the time stamps \( T_i \)'s for each point along the path. The safety constraints for the optimization problem is illustrated in the \( s-T \) graph in Fig.5.8a. The shaded area represents the moments that another road participant is occupying some parts of the path (e.g. the conflict zone) so that the ego vehicle cannot enter. The constraints in Fig.5.8a are generated regarding the case shown in Fig.5.9a where the slow front vehicle is denoted as V1 and the vehicle in the opposite lane is denoted as V2. As the ego vehicle can choose to enter the conflict zone before or after another road participant, there are more than one topological trajectory (or homotopy class), hence more than one local optimum as shown in Fig.5.8a. The red trajectory corresponds to the case that the ego vehicle overtook V1 before V2 passed by, while the green trajectory corresponds to the case that the ego vehicle overtook V1 after V2 went away. It is assumed that which homotopy class to choose is determined by a high level planner. In temporal optimization, the speed profile planner only tries to find the local optimum inside the chosen homotopy class as shown in Fig.5.8b. This implies that for each
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point $p_i$, the high level planner would specify an interval constraint $[T_{i}^{\text{min}}, T_{i}^{\text{max}}]$ for the time stamp $T_i$. Hence the optimization problem is formulated as

$$
\min_{t} \ J_1(t) + J_2(u),
$$

(5.12a)

s.t. $T_i \in [T_{i}^{\text{min}}, T_{i}^{\text{max}}]$,  

(5.12b)

$|u_i| \leq \bar{u},$  

(5.12c)

$\mathcal{F}(t,u) = 0.\

(5.12d)$

where $t := [t_1, \ldots, t_h]$, $u := [u_1, \ldots, u_h]$ and $u_i := [a_i^r, a_i^p, j_i^r, j_i^p, v^r - v_i^p]^T$. For simplicity, let $u_i^j \in \mathbb{R}$ be the $j$-th entry in $u_i$. Equation (5.12a) is the cost function, which penalizes cycle time for efficiency in $J_1$ and speed, acceleration and jerk for smoothness of the speed profile in $J_2$. $J_1$ and $J_2$ are convex. Moreover, $J_2$ is symmetric with respect to 0. Equation (5.12b) is the safety constraint to avoid dynamic obstacles. Equation (5.12c) is the dynamic constraint on the speed, acceleration and jerk, which is assumed to be a box constraint. Equation (5.12d) encodes the relationship between the time stamps and the speed profile in (5.10-5.11). Indeed, (5.12d) can be written as a sequence of affine equations, $f_i^j(t) + h_i^j(t) u_i^j = 0$ for all $i, j$ where

$$
\begin{align*}
& f_1^1(t) = 2 \left[t_i dp_{i-1}^r - t_{i-1} dp_i^r\right], \\
& h_1^1(t) = t_i t_{i-1} (t_i + t_{i-1}), \\
& f_2^1(t) = 2 \left[t_i dp_{i-1}^p - t_{i-1} dp_i^p\right], \\
& h_2^1(t) = t_i t_{i-1} (t_i + t_{i-1}), \\
& f_3^1(t) = 6 \left[(t_{i-1} + t_{i-2}) t_{i-1} t_{i-2} dp_i^r - (t_i + 2 t_{i-1} + t_{i-2}) t_i t_{i-2} dp_{i-1}^r + (t_i + t_{i-1}) t_i t_{i-1} dp_{i-2}^r\right], \\
& h_3^1(t) = t_i t_{i-1} t_{i-2} (t_i + t_{i-1}) (t_i + t_{i-1} + t_{i-2}), \\
& f_4^1(t) = 6 \left[(t_{i-1} + t_{i-2}) t_{i-1} t_{i-2} dp_i^p - (t_i + 2 t_{i-1} + t_{i-2}) t_i t_{i-2} dp_{i-1}^p + (t_i + t_{i-1}) t_i t_{i-1} dp_{i-2}^p\right], \\
& h_4^1(t) = t_i t_{i-1} t_{i-2} (t_i + t_{i-1}) (t_i + t_{i-1} + t_{i-2}), \\
& f_5^1(t) = v^r t_i - dp_i^r, \\
& h_5^1(t) = t_i,
\end{align*}
$$

where $dp_i = p_{i+1} - p_i$, $dp_i^r = dp_i \cdot \tau(\theta_j)$, and $dp_i^p = dp_i \cdot \eta(\theta_j)$. By definition, $h_i^j \geq 0$ for all $i$ and $j$. This property will be exploited to relax the problem. In order to compute the acceleration and jerk at $i = 1, 2$, constants $p_0$, $p_{-1}$, $t_0$ and $t_{-1}$ are defined according to the initial velocity $v_0$ and the initial acceleration $a_0 = 0$.

### 5.4.2 Quadratic Approximation

To solve (5.12) efficiently, we exploit its quadratic approximation using the slack convex feasible set (SCFS) algorithm. As will be discussed in Chapter 6, the SCFS algorithm is
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designed for problems with convex costs and nonlinear equality constraints. The idea is to 1) relax the nonlinear equality constraints to a set of non degenerating nonlinear inequality constraints using slack variables by exploiting symmetry of the problem, and 2) approximate the relaxed problem using quadratic programs. A set of nonlinear inequality constraints are non degenerating if they do not imply any nonlinear equality constraint.

Assuming \( J_1 \) and \( J_2 \) are quadratic. Since (5.12) is symmetric with respect to \( u \) in the cost function (5.12a) and in the dynamic constraints (5.12c), we define \( y \geq |u| \) to be the slack variable. Then the relaxed problem is as

\[
\min_{t,y} J_1(t) + J_2(y),
\]

\[
s.t. \quad At \leq b, y_i \leq \bar{u}, \forall i, \forall j = 1, 2,
\]

\[
f_i^j(t) + h_i^j(t)y_i^j \geq 0, f_i^j(t) - h_i^j(t)y_i^j \leq 0.
\]

where

\[
A = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
1 & 1 & \ddots & 0 \\
\vdots & \ddots & \ddots & 0 \\
1 & \cdots & 1 & 1 \\
-1 & 0 & \cdots & 0 \\
-1 & -1 & \ddots & 0 \\
\vdots & \ddots & \ddots & 0 \\
-1 & \cdots & -1 & -1
\end{bmatrix},
\]

\[
b = \begin{bmatrix}
T_{\text{max}}^1 \\
\vdots \\
T_{\text{max}}^j \\
T_{\text{min}}^1 \\
\vdots \\
T_{\text{min}}^j
\end{bmatrix}.
\]

According to Proposition 6.10 in Chapter 6, (5.13) is equivalent to (5.12) in the sense that: if \((t^o, y^o)\) is a local optimum of (5.13), then \(t^o\) is a local optimum of (5.12); and if \(t^o\) is a local optimum of (5.12), then \((t^o, y^o)\) is a local optimum of (5.13) with \((y_i^j)^o := [[h_i^j(t^o)]^{-1}]f_i^j(t^o)]\).

The relaxed problem is solved iteratively. Suppose at the \(k\)-th iteration, we have the solution \(t^{(k)}\) and \(y^{(k)}\). Then at the \((k + 1)\)-th iteration, (5.13c) is linearized with respect to \(t^{(k)}\) and \(y^{(k)}\), and the following approximated quadratic program is formulated,

\[
\min_{t,y} J_1(t) + J_2(y),
\]

\[
s.t. \quad At \leq b, y_i \leq \bar{u}, \forall i, \forall j = 1, 2,
\]

\[
\left[\nabla_t f_i^j(t^{(k)}) + \nabla_t h_i^j(t^{(k)})(y_i^j)^{\text{(k)}}\right] (t - t^{(k)}) + h_i^j(t^{(k)})y_i^j + f_i^j(t^{(k)}) \geq 0,
\]

\[
\left[\nabla_t f_i^j(t^{(k)}) - \nabla_t h_i^j(t^{(k)})(y_i^j)^{\text{(k)}}\right] (t - t^{(k)}) - h_i^j(t^{(k)})y_i^j + f_i^j(t^{(k)}) \leq 0.
\]

Solving the above quadratic program, we obtain \(t^o\) and \(y^o\). Define \(t^{(k+1)} := t^o\) and \((y_i^j)^{(k+1)} := [[h_i^j(t^o)]^{-1}]f_i^j(t^o)]\). Then we iterate until the solution converges, e.g. \(\|t^{(k+1)} - t^{(k)}\| \leq \epsilon\) for \(\epsilon\) small. \(t^{(0)}\) and \(y^{(0)}\) is initialized as

\[
t_i^{(0)} := \frac{dp_i}{\nu_i}, (y_i^j)^{(0)} := [[h_i^j(t^{(0)})]^{-1}]f_i^j(t^{(0)})],
\]

(5.15)
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(a) Case 1: Overtake a slow front vehicle using the opposite lane.

(b) Case 2: Right turn at an intersection.

Figure 5.9: Urban driving scenarios.

where $v^*$ can be the reference $v^r$ or the initial speed $v_0^r$.

5.4.3 Example: Speed Profile Planning for Autonomous Vehicles

Autonomous driving is widely viewed as a promising technology to revolutionize today’s transportation system. However, it is still challenging to plan collision-free, time-efficient and comfortable trajectories for an automated vehicle in dynamic environments such as urban roads, since the vehicle needs to interact with other road participants. For example, how to overtake a slow front vehicle safely using the opposite lane as shown in Fig.5.9a and how to turn safely at an intersection when pedestrians are crossing and vehicles in the opposite lane are turning left as shown in Fig.5.9b.

For vehicles, the path $p \subset \mathbb{R}^2$ concerns with the position of the center of the rear axle. Regarding the driving quality, $a^r$ and $j^r$ should be minimized for longitudinal comfort, while $a^q$ and $j^q$ should be minimized for lateral comfort. Moreover, a reference speed $v^r$ should be tracked for time efficiency. Hence, the cost function in (5.12a) is designed to be

$$J_1(t) = 0, J_2(u) = w_1 \sum \|a_i^r\|^2 + w_2 \sum \|a_i^q\|^2 + w_3 \sum \|j_i^r\|^2,$$  

(5.16)
where $w_1 = 1$ and $w_2 = w_3 = w_4 = w_5 = 10$ are weights. The dynamic constraint in (5.12c) is designed to be

$$|a_i^\tau| \leq \bar{a}, |a_i^\eta| \leq \bar{a},$$  \hspace{1cm} (5.17)

for $\bar{a} := 2.5 m/s^2$ for passenger comfort.

The performance of the proposed method will be illustrated in several scenarios including the two cases in Fig.5.9. The simulations were run in Matlab on a MacBook of 2.3 GHz using Intel Core i7. In the SCFS algorithm, (5.14) for each iteration was solved using the `quadprog` function. For comparison, (5.12) was also solved using the SQP in the `fmincon` function. The SCFS algorithm and the SQP algorithm terminated if the step size (difference between the two consecutive solutions) was less than $10^{-6}$. For better illustration, the speed profiles after every iteration are shown in grayscale (the later in the iteration, the darker) together with the optimal speed profile in all three cases.

**Case 0: Speed Profile for a Curvy Road**  In this scenario, the automated vehicle needs to pass a curvy road shown in Fig.5.10. The reference speed is $v_r = 11 m/s$. The vehicle’s initial speed is $v_{\tau}^0 = 11 m/s$ and $v_{\eta}^0 = 0 m/s$. The path is sampled every 2m and 35 points are chosen. The SCFS algorithm (iteratively solving (5.14)) converges after 5 steps with total computation time 0.185s. The optimal speed, acceleration and jerk profiles are shown in Fig.5.10. The horizontal axes in the plots represents the traveling distance along the path. The vehicle decelerated first in order to meet the acceleration constraint in the lateral direction. It then accelerated after the maximum curvature was reached. The SQP algorithm converges to the same speed profile after 80 iterations with total computation time 54.479s.

**Case 1: Speed Profile for Overtake**  The scenario is shown in Fig.5.9a where the automated vehicle wants to overtake the slow front vehicle using the opposite lane. The reference speed is $v_r = 11 m/s$. The vehicle’s initial speed is $v_{\tau}^0 = 10 m/s$ and $v_{\eta}^0 = 0 m/s$. $t^{(0)}$ is initialized using $v_{\tau}^0$. The path is sampled every 2m and 34 points are chosen. The SCFS algorithm converges at iteration 5 with computation time 0.308s. The optimal speed, acceleration and jerk profiles are shown in Fig.5.11. The horizontal axis in the plots represents the traveling distance along the lane. The vehicle decelerated first to keep a safe headway from the front vehicle V1. When it changed to the adjacent lane, it speeded up to overtake V1. Before the vehicle V2 in the opposite direction came, the ego vehicle went back to its lane. The optimal speed profile is on the boundary of the safety constraint as shown in Fig.5.12 and on the boundary of the feasibility constraint as shown in the acceleration profile in Fig.5.11. For comparison, SQP method converges to the same optimum after 48 iterations with computation time 28.513s.
Case 2: Speed Profile for Right Turn  The scenario is illustrated in Fig.5.9b where the automated vehicle tries to turn right in green light when a vehicle in the opposite direction turns left and a pedestrian is crossing the street. The reference speed is $v_r = 5\text{m/s}$. The vehicle’s initial speed is $v_0^\tau = 2.5\text{m/s}$ and $v_0^\eta = 0\text{m/s}$. $t^{(0)}$ is initialized using $v_0^\eta$. The path is sampled every 0.5m and 36 points are chosen. The strategy determined by the high level planner for the ego vehicle is to pass the conflict zone after the pedestrian at $T = 5\text{s}$ and before the left-turn vehicle at $T = 6\text{s}$. To meet the safety constraint, the ego vehicle slowed down to yield the pedestrian and speeded up to pass the conflict zone before the left-turn vehicle, as shown in the speed profile in Fig.5.13a. For comparison, the optimal speed profile without the safety constraint is shown in Fig.5.13b where the ego vehicle turned smoothly. The SCFS algorithm converges after 8 iterations with computation time 0.522s. The SQP algorithm does not converge before the maximum number of iterations 100 is reached.
5.5 Conclusion

In this chapter, we discussed the optimization-based methods for global motion planning, e.g. optimization-based trajectory planning in an integrated framework and optimization-based speed profile planning in a layered framework. The CFS algorithm and SCFS algorithm are adopted to transform the non-convex optimization problems into quadratic programs. The properties of the two algorithms will be discussed in Chapter 6.
Figure 5.12: The optimal time stamps for overtake.
(a) The speed profile.

(b) Comparison between the speed profiles with and without the temporal constraint.

Figure 5.13: Speed profile planning for turning at intersection.
Chapter 6

Real-Time Numerical Optimization

Real time trajectory optimization is critical for robotic systems to achieve full autonomy. Due to nonlinear system dynamics and obstacles in the environment, the optimization problems for motion planning, such as (5.7) and (5.12), are highly nonlinear and non-convex, hence hard to be computed in real time. In this chapter, we discuss the convex feasible set algorithm (CFS) and the slack convex feasible set algorithm (SCFS) for efficient computation of the motion planning problems by exploiting the geometric structure of the problem. The CFS algorithm is for non-convex problems on linear space. The SCFS algorithm is for non-convex problems with on nonlinear space. The benchmark problem, the algorithm, the theoretical results and the applications will be discussed for each method.

6.1 Non-Convex Optimization on Linear Space

6.1.1 The Benchmark Problem

Consider an optimization problem with a convex cost function but non-convex constraints, i.e.

$$\min_{x \in \Gamma} J(x),$$  \hspace{1cm} (6.1)

where $x \in \mathbb{R}^n$ is the decision variable and the problem follows two assumptions.

**Assumption 6.1 (Cost).** $J : \mathbb{R}^n \to \mathbb{R}^+$ is smooth, strictly convex.

**Assumption 6.2 (Constraint).** The set $\Gamma \subset \mathbb{R}^n$ is connected and complete, while its complements $\Gamma^c := \mathbb{R}^n \setminus \Gamma$ is a disjoint collection of simply-connected open sets with piecewise smooth boundaries and disjoint closures. For every point $x$ on the boundary $\partial \Gamma$, there exists an $n$-dimensional convex polytope $P \subset \Gamma$ such that $x \in P$.

Assumption 6.1 implies that $J$ is radially unbounded, i.e. $J(x) \to \infty$ when $\|x\| \to \infty$. Assumption 6.2 specifies the geometric features of the feasible set $\Gamma$, where the first part deals with the topological features of $\Gamma$ and $\Gamma^c$ and the second part ensures that the constraint...
Figure 6.1: Illustration of Assumption 6.2, the geometric features of the constraint $\Gamma$.

can be locally convexified. Intuitively, Assumption 6.2 excludes (1) local and global equality constraints\(^1\), (2) sharp concave corners\(^2\) in $\Gamma^c$ and (3) intersecting boundaries, which are illustrated in Fig.6.1. In the figure, $\Gamma$ includes the white area and the black boundaries. When there is an equality constraint at $x \in \partial \Gamma$, e.g. $x_4$ in Fig.6.1, we cannot find an $n$-dimensional convex polytope $P \subset \Gamma$ with $x \in P$ since the dimension of $\Gamma$ is less than $n$ locally. When there are sharp concave corners in the infeasible set, e.g. $x_1$ in Fig.6.1, the dimension of the convex feasible polytope is strictly less than $n$. On the other hand, the desired polytopes (shown in red) can be defined at non-sharp concave corners such as $x_2$, convex corners such as $x_3$ and smooth boundary points such as $x_5$. When the boundary intersects with itself such as in $x_6$, it is possible to find such polytopes. But the 8-shaped set consists of two disjoint simply-connected open sets whose closures are no longer disjoint, which violates the first part of Assumption 6.2. Hence intersecting boundaries are not considered in this chapter. We will relax this assumption in our future work.

The geometric structure of problem (6.1) is illustrated in Fig.6.2a. The contour represents the cost function $J$, while the gray parts represent $\Gamma^c$. There are two disjoint components in $\Gamma^c$. The goal is to find a local optimum (hopefully global optimum) starting from the initial reference point (blue dot). As shown in Fig.6.2a, the problem is highly non-convex and the non-convexity mainly comes from the constraint. To make the computation more efficient, we propose the convex feasible set algorithm in this section, which transforms the problem into a sequence of convex optimizations by obtaining a sequence of convex feasible sets inside the non-convex domain $\Gamma$. As shown in Fig.6.2, the idea is implemented iteratively. At current iteration, a convex feasible set for the current reference point (blue dot) is obtained. The optimal solution in the convex feasible set (black dot) is set as the reference point for the next iteration. The formal mathematical description of this algorithm will be discussed in

---

\(^1\) We say a point $x \in \Gamma$ in on a local equality constraint when the dimension of the neighborhood of $x$ is less than $n$. If $\Gamma$ is on a $m$-dimensional manifold with $m < n$, we then call it a global equality constraint.

\(^2\) A sharp concave corner is a concave corner such that some pieces of boundary are tangent to each other locally.
Section 6.1.2. The feasibility of this method, i.e. the existence of an \( n \)-dimensional convex feasible set, is implied by Assumption 6.2. Nonetheless, in order to compute the convex feasible set efficiently, we still need an analytical description of the constraint.

Analytically, \( \Gamma \) can be represented by \( N \) continuous and piecewise smooth functions \( \phi_i: \mathbb{R}^n \to \mathbb{R} \), e.g.

\[
\Gamma = \bigcap_i \{ x : \phi_i(x) \geq 0 \} = \bigcap_i \Gamma_i,
\]  

(6.2)

where \( \Gamma_i := \{ x : \phi_i(x) \geq 0 \} \). \( \phi_i \) can be regarded as a potential function of \( \Gamma_i \) where the boundary and the interior of \( \Gamma_i \) satisfy that \( \partial \Gamma_i = \{ x : \phi_i(x) = 0 \} \) and \( \Gamma_i^o = \{ x : \phi_i(x) > 0 \} \). Note that \( \Gamma_i^c \)'s are not required to be disjoint and \( N \) should be greater than or equal to the number of disjoint components in \( \Gamma^c \). The decomposition from \( \Gamma \) to \( \Gamma_i \)'s is not unique. Neither is the function \( \phi_i \) that represent \( \Gamma_i \). In many cases, \( \phi_i \) can be chosen as a signed distance function to \( \partial \Gamma_i \). Since \( \phi_i \) is only piecewise smooth, it may not be differentiable at all points. For any \( v \in \mathbb{R}^n \), define the directional derivative \( \partial_v \phi_i \) as

\[
\partial_v \phi_i(x) := \lim_{a \to 0^+} \frac{\phi_i(x + av) - \phi_i(x)}{a}.
\]  

(6.3)

Let \( S(\phi_i, x) := \{ v \in \mathbb{R}^n : \partial_v \phi_i(x) + \partial_{-v} \phi_i(x) = 0 \} \) denote all the smooth directions of function \( \phi \) at point \( x \). Define the sub-differential of \( \phi_i \) at \( x \) as

\[
D\phi_i(x) := \{ d \in \mathbb{R}^n : d \cdot v \leq \partial_v \phi_i(x), \forall v \in \mathbb{R}^n \}.
\]  

(6.4)

This definition is valid, i.e. the right hand side of (6.4) is non empty under Assumption 6.3 below and will be justified later. The elements in \( D\phi_i(x) \) are called sub-gradients. When \( \phi_i \) is smooth at \( x \), \( D\phi_i(x) \) reduces to a singleton set which contains only the gradient \( \nabla \phi_i(x) \).

\(^3\)Note that \( \partial \) means boundary when followed by a set, e.g. \( \partial \Gamma \). It means derivative when followed by a function, e.g. \( \partial_v \phi_i \).
The definition (6.4) follows fromClarke (generalized) sub-gradients for non-convex functions [27]. Nonetheless, we make the following assumption on $\phi_i$’s.

**Assumption 6.3** (Regularity). (1) $\phi_i$ is semi-convex for all $i$, i.e. there exists a positive semi-definite $H_i^* \in \mathbb{R}^{n \times n}$ such that for any $x, v \in \mathbb{R}^n$,

$$\phi_i(x + v) - 2\phi_i(x) + \phi_i(x - v) \geq -v^TH_i^*v.$$  \hspace{1cm} (6.5)

(2) $0 \notin D\phi_i(x)$ if $x \in \partial \Gamma_i$ or if $D\phi_i(x)$ is a singleton set. (3) for any $x$ such that $I := \{i : \phi_i(x) = 0\} \neq \emptyset$, there exists $v \in \mathbb{R}^n$ such that $\partial_v \phi_i(x) < 0$ for all $i \in I$.

**Lemma 6.1** (Properties of Semi-Convex Functions). If $\phi_i$ is semi-convex, for any $x, v, v_1, v_2 \in \mathbb{R}^n$ and $b \in \mathbb{R}$ such that $v = v_1 + v_2$, the following inequalities hold,

$$0 \leq \partial_v \phi_i(x) + \partial_{-v} \phi_i(x),$$  \hspace{1cm} (6.6)

$$b\partial_v \phi_i(x) \leq \partial_{b\nu} \phi_i(x),$$  \hspace{1cm} (6.7)

$$\partial_v \phi_i(x) \leq \partial_{v_1} \phi_i(x) + \partial_{v_2} \phi_i(x).$$  \hspace{1cm} (6.8)

The equalities in (6.6) and (6.7) are achieved when $\phi_i(x)$ is smooth at direction $v$. The equality in (6.8) is achieved when $\phi_i(x)$ is smooth at directions $v_1$ and $v_2$. Moreover, for any unit vector $w \in \mathbb{R}^n$, $\partial_w \phi_i(x)$ is locally bounded.

Lemma 6.1 is proved in [76], which justifies the definition in (6.4). By (6.7) and (6.8), for any $v_1, v_2 \in S(\phi_i, x)$, $a, b \in \mathbb{R}$ and $v = av_1 + bv_2$, $\partial_v \phi_i(x) = a\partial_{v_1} \phi_i(x) + b\partial_{v_2} \phi_i(x)$ and $\partial_v \phi_i(x) + \partial_{-v} \phi_i(x) = 0$. Hence $v \in S(\phi_i, x)$. We can conclude that 1) $S(\phi_i, x)$ is a linear subspace of $\mathbb{R}^n$ and 2) the function induced by the directional derivative $v \mapsto \partial_v \phi_i(x)$ is a sub-linear function\(^4\) on $\mathbb{R}^n$ and a linear function on $S(\phi_i, x)$. By Hahn-Banach Theorem [37], there exists a vector $d \in \mathbb{R}^n$ such that $d \cdot v = \partial_v \phi_i(x)$ for $v \in S(\phi_i, x)$ and $d \cdot v \leq \partial_v \phi_i(x)$ for $v \in \mathbb{R}^n$. Moreover, as the directional derivative is bounded, the sub-gradients are also bounded. Hence the definition in (6.4) is justified.

Geometrically, Assumption 6.3 implies that there cannot be any concave corners in $\Gamma_i^c$ or convex corners in $\Gamma_i$. Suppose $\Gamma_i^c$ has a concave corner at $x \in \partial \Gamma_i$. Since $0 \notin D\phi_i(x)$, we can choose a unit vector $v$ such that $\partial_v \phi_i < 0$ and $\partial_{-v} \phi_i < 0$ as shown in Fig.6.3a. Then (6.6) is violated, which contradicts with the assumption on semi-convexity. Nonetheless, concave corners are allowed in $\Gamma^c$, but should only be formulated by a combination of several intersecting $\Gamma_i^c$’s as shown in Fig.6.3. Those $\Gamma_i^c$’s should be intersecting due to the third statement of Assumption 6.3. In the example, the set $\Gamma = \{x = (x_1, x_2) : \min(|x_1| - 1, |x_2| - 1) \geq 0\}$ is partitioned into two sets $\Gamma_1 = \{x : |x_1| - 1 \geq 0\}$ and $\Gamma_2 = \{x : |x_2| - 1 \geq 0\}$. Both $\phi_1 = |x_1| - 1$ and $\phi_2 = |x_1| - 1$ satisfies Assumption 6.3. Without the partition, $\phi = \min(|x_1| - 1, |x_2| - 1)$ violates the condition on semi-convexity\(^5\). A method to partition

\(^4\)A function $f$ is called sub-linear if it satisfies positive homogeneity $f(ax) = af(x)$ for $a > 0$, and sub-additivity $f(x + y) \leq f(x) + f(y)$.

\(^5\)Let $x = (1, 1)$ and $v = (\cos \frac{\pi}{4}, \sin \frac{\pi}{4})$. Then $\phi_i(x + av) - 2\phi_i(x) + \phi_i(x - av) = -a \cos \frac{\pi}{4} - a \sin \frac{\pi}{4} = -\sqrt{2}a$, which can not be greater than any $-a^2v^TH_i^*v$ when $a$ is small.
the obstacles and construct the desired \( \phi_i \)’s is discussed in [87]. It is our hypothesis that any set \( \Gamma \) that satisfies Assumption 6.2 can be partitioned into \( \Gamma_i \)’s and represented by \( \phi_i \)’s that satisfy Assumption 6.3, which will be verified in our future work.

Assumption 6.3 will be exploited in computing the convex feasible set in Section 6.1.2. Lemma 6.1 will be used in the proofs in Section 6.1.3.

6.1.2 The Convex Feasible Set Algorithm

To solve the problem (6.1) efficiently, we propose the convex feasible set algorithm. A convex feasible set \( \mathcal{F} \) for the set \( \Gamma \) is a convex set such that \( \mathcal{F} \subset \Gamma \). \( \mathcal{F} \) is not unique. We define the desired \( \mathcal{F} \) in Section 6.1.2. As \( \Gamma \) can be covered by several (may be infinitely many) convex feasible sets, we can efficiently search the non-convex space \( \Gamma \) for solutions by solving a sequence of convex optimizations constrained in a sequence of convex feasible sets. The idea is implemented iteratively as shown in Fig.6.2a. At iteration \( k \), given a reference point \( \mathbf{x}^{(k)} \), a convex feasible set \( \mathcal{F}^{(k)} := \mathcal{F}(\mathbf{x}^{(k)}) \subset \Gamma \) is computed around \( \mathbf{x}^{(k)} \). Then a new reference point \( \mathbf{x}^{(k+1)} \) will be obtained by solving the resulting convex optimization problem

\[
\mathbf{x}^{(k+1)} = \arg \min_{\mathbf{x} \in \mathcal{F}^{(k)}} J(\mathbf{x}).
\]  

(6.9)

The optimal solution will be used as the reference point for the next step. The iteration will terminate if either the change in solution is small, e.g.

\[
\|\mathbf{x}^{(k+1)} - \mathbf{x}^{(k)}\| \leq \epsilon_1,
\]  

(6.10)

for some small \( \epsilon_1 > 0 \), or the descent in cost is small, e.g.

\[
J(\mathbf{x}^{(k)}) - J(\mathbf{x}^{(k+1)}) \leq \epsilon_2,
\]  

(6.11)

for some small \( \epsilon_2 > 0 \). We will show in Section 6.1.3 that these two conditions are equivalent and both of them imply convergence. The process is summarized in Algorithm 6.1.
Initialize initial guess $x^{(0)}$, $k := 0$;

while True do
  Find a convex feasible set $F^{(k)} \subset \Gamma$ for $x^{(k)}$;
  Solve the convex optimization problem (6.9) for $x^{(k+1)}$;
  if Solution converges then
    Break the while loop;
  end
  $k := k + 1$;
end
return $x^{(k+1)}$;

Algorithm 6.1: The Convex Feasible Set Algorithm

Finding the Convex Feasible Set

Since the constraint $\Gamma$ can be represented by several piecewise smooth functions (6.2), we try to find a convex feasible set $F_i$ for each constraint $\Gamma_i = \{x : \phi_i(x) \geq 0\}$.

Case 1: $\phi_i$ is concave Then $\Gamma_i$ is convex. The convex feasible set is chosen to be itself,

$$F_i = \Gamma_i.$$  \hfill (6.12)

Case 2: $\phi_i$ is convex Then $\Gamma_i^c$ is convex. The convex feasible set $F_i$ with respect to a reference point $x^r \in \mathbb{R}^n$ is defined as

$$F_i(x^r) := \{x : \phi_i(x^r) + \nabla \phi_i(x^r)(x - x^r) \geq 0\},$$  \hfill (6.13)

where $\nabla \phi_i(x^r) \in D \phi_i(x^r)$ is a sub-gradient. When $\phi_i$ is smooth at $x^r$, $\nabla \phi_i(x^r)$ equals to the gradient $\nabla \phi_i(x^r)$. Otherwise, the sub-gradient is chosen according to the method discussed in Section 6.1.2. Since $\phi_i$ is convex, $\phi_i(x) \geq \phi_i(x^r) + \partial_{x - x^r} \phi_i(x) \geq \phi_i(x^r) + d \cdot (x - x^r)$ for all $d \in D \phi_i(x^r)$. Hence $F_i(x^r) \subset \{x : \phi_i(x) \geq 0\} = \Gamma_i$ for all $x^r \in \mathbb{R}^n$.

Case 3: $\phi_i$ is neither concave nor convex Considering Assumption 6.3, the convex feasible set with respect to the reference point $x^r$ is defined as

$$F_i(x^r) := \{x : \phi_i(x^r) + \nabla \phi_i(x^r)(x - x^r) \geq \frac{1}{2}(x - x^r)^T H_i^*(x - x^r)\},$$  \hfill (6.14)

where $\nabla \phi_i(x^r) \in D \phi_i(x^r)$, which is chosen according to the method discussed in Section 6.1.2. Since $\phi_i$ is semi-convex, $\phi_i(x) \geq \phi_i(x^r) + \partial_{x - x^r} \phi_i(x) - \frac{1}{2}(x - x^r)^T H_i^*(x - x^r) \geq \phi_i(x^r) + d \cdot (x - x^r) - \frac{1}{2}(x - x^r)^T H_i^*(x - x^r)$ for all $d \in D \phi_i(x^r)$. Hence $F_i(x^r) \subset \{x : \phi_i(x) \geq 0\} = \Gamma_i$ for all $x^r \in \mathbb{R}^n$.

Considering (6.12), (6.13) and (6.14), the convex feasible set for $\Gamma$ at $x^r$ is defined as

$$F(x^r) := \bigcap_i F_i(x^r).$$  \hfill (6.15)
Choosing the Optimal Sub-Gradients

The sub-gradients in (6.13) and (6.14) should be chosen such that the steepest descent of $J$ in the set $\Gamma$ is always included in the convex feasible set $\mathcal{F}$.

Let $B(x, r)$ denote the unit ball centered at $x \in \mathbb{R}^n$ with radius $r$. At point $x^r$, a search direction $v \in \partial B(0, 1)$ is feasible if for all $i$, one of the three conditions holds:

- $\phi_i(x^r) > 0$;
- $\phi_i(x^r) = 0$ and there exists $d \in D\phi_i$ such that $v \cdot d \geq 0$;
- $\phi_i(x^r) < 0$ and there exists $d \in D\phi_i$ such that $v \cdot d > 0$.

Define the set of feasible search directions as $C(x^r)$, which is non-empty since we can choose $v$ to be $d/\|d\|$ for any nonzero $d \in D\phi_i$. $D\phi_i$ always contain a nonzero element by the second statement in Assumption 6.2. Then the direction of the steepest descent is $v^* := \arg \min_{v \in C(x^r)} \nabla J \cdot v$. If $v^*$ is not unique, the tie breaking mechanism is chosen as: choosing the one with the smallest first entry, the smallest second entry, and so on\(^6\). Then the optimal sub-gradient is chosen to be $\hat{\nabla} \phi_i := \arg \min_{d \in DF_i} \nabla J \cdot d/\|d\|$, where $DF_i$ is the feasible set of sub-gradients for $\phi_i$ such that $DF_i := D\phi_i$ when $\phi_i > 0$; $DF_i := \{d \in D\phi_i | d \cdot v^* \geq 0\}$ when $\phi_i = 0$; and $DF_i := \{d \in D\phi_i | d \cdot v^* > 0\}$ when $\phi_i < 0$. The set $DF_i$ is non-empty by definition of $C(x^r)$. To avoid singularity, let $\|d\| = 1$ when $d = 0$. Figure 6.4 illustrates the above procedure in choosing the optimal sub-gradient, where the short arrow shows the direction of the steepest descent of $J$, the shaded sector shows the range of sub-differentials, the long arrow denotes the optimal sub-gradient and the shaded half-space is the convex feasible set $\mathcal{F}_i$. In case one, $v^*$ is in the same direction of $\hat{\nabla} \phi_i$, while the two are perpendicular to each other in case two.

\(^6\)Note that the tie braking mechanism can be any as long as it makes $v^*$ unique. The uniqueness is exploited in Lemma 6.4.
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6.1.3 Theoretical Results

In this section, the feasibility and convergence of Algorithm 6.1 will be shown. The main result is summarized in the following theorem.

Theorem 6.2 (Convergence of Algorithm 6.1). Under Algorithm 6.1, the sequence \{x^{(k)}\} will converge to some \(x^* \in \Gamma\) for any initial guess \(x^{(0)}\) such that \(\mathcal{F}^{(0)} \neq \emptyset\). When the limit is attained, e.g. there exists a constant \(K \in \mathbb{N}\) such that \(x^{(k)} = x^*\) for all \(k > K\), \(x^*\) is a strong local optimum of (6.1). Otherwise, the sequence \{J(x^{(k)})\} is strictly decreasing and \(x^*\) is at least a weak local optimum of (6.1).

The point \(x\) that satisfies \(\mathcal{F}(x) \neq \emptyset\) is called nearly feasible. We say that \(x^*\) is a strong local optimum of (6.1) if \(J\) is nondecreasing along any feasible search direction, e.g. \(\nabla J(x^*)v \geq 0\) for all \(v \in C(x^*)\) as shown in Fig.6.5a. We say that \(x^*\) is a weak local optimum of (6.1) if the KKT condition is satisfied, i.e. \(\nabla J(x^*) + \sum_{i=1}^{N} \lambda_i d_i = 0\) for some \(d_i \in D\phi_i(x^*)\) as shown in Fig.6.5b. \(\lambda_i\) is a Lagrange multiplier such that \(\lambda_i \leq 0\) and \(\lambda_i \phi_i(x) = 0\) (complementary slackness) for all \(i = 1, \cdots, N\). A strong local optimum is always a weak local optimum. The two are equivalent when all \(\phi_i's\) are smooth at \(x^*\).

Before proving Theorem 6.2, we present some preliminary results that are useful towards proving the theorem. The proofs of the preliminary results can be found in [76]. We say that a reference point \(x^r \in \mathbb{R}^n\) is feasible if \(x^r \in \Gamma\); and \(x^* \in \Gamma\) is a fixed point of Algorithm 6.1 if

\[
x^* = \arg \min_{x \in \mathcal{F}(x^*)} J(x).
\]

(6.16)

Lemma 6.3 (Feasibility). If \(x^r \in \Gamma\), then \(x^r \in \mathcal{F}(x^r)\) and \(\mathcal{F}^o(x^r) \neq \emptyset\).

Proposition 6.4 (Fixed point). If \(x^*\) is a fixed point of Algorithm 6.1, then \(x^*\) is a strong local optimum of (6.1).

Lemma 6.3 and Lemma 6.4 imply that a feasible \(x^r\) can always be improved by optimizing over the convex feasible set \(\mathcal{F}(x^r)\) if \(x^r\) itself is not a local optimum. However, the existence of nonempty convex feasible set for an infeasible reference point is more intricate, which is deeply related to the choice of the function \(\phi_i's\).
Lemma 6.5 (Strong descent). For any feasible $x^{(k)}$, the descent of the objective function satisfies that $\nabla J(x^{(k+1)})(x^{(k)} - x^{(k+1)}) \geq 0$. Moreover, if $J(x^{(k+1)}) = J(x^{(k)})$, then $x^{(k+1)} = x^{(k)}$.

Proposition 6.6 (Convergence of strictly descending sequence). Consider the sequence $\{x^{(k)}\}$ generated by Algorithm 6.1. If $J(x^{(1)}) > J(x^{(2)}) > \cdots$, then the sequence $\{x^{(k)}\}$ converges to a weak local optimum $x^*$ of (6.1).

Lemma 6.5 and Lemma 6.6 justify the adoption of the terminate condition (6.11), which is indeed equivalent to the standard terminate condition (6.10), e.g. convergence in the objective function implies convergence in the solution.

Proof of Theorem 6.2. If $\mathcal{F}^{(0)}$ is nonempty, then $x^{(1)} \in \Gamma$ can be obtained by solving the convex optimization (6.9). By Lemma 6.3, $\mathcal{F}^{(1)}$ has nonempty interior, then $x^{(2)} \in \Gamma$ can be obtained. By induction, we can conclude that $x^{(i)} \in \mathcal{F}^{(i-1)} \subset \Gamma$ for $i = 1, 2, 3, \cdots$. Moreover, as a better solution is found at each iteration, then $J(x^{(1)}) \geq J(x^{(2)}) \geq \cdots$. This leads to two cases. The first case is that $J(x^{(K)}) = J(x^{(K+1)})$ for some $K$, while the second case is that the cost keeps decreasing strictly, e.g. $J(x^{(1)}) > J(x^{(2)}) > \cdots$. In the first case, the condition $J(x^{(K)}) = J(x^{(K+1)})$ is equivalent to $x^{(K)} = x^{(K+1)}$ by Lemma 6.5. By induction, the algorithm converges, e.g. $x^{(k)} = x^{(k+1)}$ and $J(x^{(k)}) = J(x^{(k+1)})$ for all $k \geq K$. Moreover, as $x^* := x^{(K)}$ is a fixed point, it is a strong local optima by Lemma 6.4. If the cost keeps decreasing, e.g. $J(x^{(1)}) > J(x^{(2)}) > \cdots$, then the sequence $\{x^{(k)}\}$ converges to a weak local optima $x^*$ by Lemma 6.6. \qed

6.1.4 Applications

Many motion planning problems can be formulated into (6.1) when $x$ is regarded as the trajectory as discussed in Chapter 5. The dimension of the problem $n$ is proportional to the number of sampling points on the trajectory. If continuous trajectories are considered, then $n \to \infty$ and $\mathbb{R}^n$ approaches the space of continuous functions $C(\mathbb{R})$ in the limit.

The performance of Algorithm 6.1 will be illustrated through one example, which will also be compared to the performance of existing non-convex optimization methods such as interior point (ITP) and sequential quadratic programming (SQP). For simplicity, only convex obstacles and convex boundaries are considered\(^7\). Algorithm 6.1 is implemented in both Matlab and C++. The convex optimization problem (6.9) is solved using the interior-point-convex method in quadprog in Matlab and the interior point method in Knitro [22] in C++. For comparison, (6.1) is also solved directly using ITP and SQP methods in fmincon [105] in Matlab and in Knitro in C++. To create fair comparison, the gradient and the

\(^7\)The non-convex obstacles or boundaries can either be partitioned into several convex components or be replaced with their convex envelopes. Moreover, in practice, obstacles are measured by point clouds. The geometric information is extracted by taking convex hull of the points. Hence it automatically partitions the obstacles into several convex polytopes.
Hessian of the objective function $J$ and the optimal sub-gradients $\hat{\nabla}\phi_i$ of the constraint function $\phi_i$'s are also provided to the ITP and SQP solvers.

In the examples, the problem formulation in (5.7) is adopted where $x_0 = (0, 0)$ and $x_h = (9, 0)$. The planning horizon $h$ goes from 30 to 100. $t_s = (h + 1)^{-1}$. The cost function (5.7a) penalizes the average acceleration along the trajectory, e.g. $Q = 0$ and $S = h^{-1}A' A$. The initial reference $x(0)$ is chosen to be a straight line connecting $x_0$ and $x_h$ with equally sampled waypoints. In the first scenario, there are three disjoint convex obstacles as shown in Fig.6.6. In the constraint, a distance margin of 0.25 to the obstacles is required.

The computation time under different solvers is listed in Table 6.1. The first column shows the horizon. In the second column, “-M” means the algorithm is run in Matlab and “-C” means the algorithm is run in C++. Under each scenario, the first column shows the final cost. The second column is the total number of iterations. The third and fourth columns are the total computation time and the average computation time per iteration respectively (only the entries that are less than 100ms are shown). It does happen that the algorithms find different local optima, though CFS-M and CFS-C always find the same solution. In terms of computation time, Algorithm 6.1 always outperforms ITP and SQP, since it requires less time per iteration and fewer iterations to converge. This is due to the fact CFS does not require additional line search after solving (6.9) as is needed in ITP and SQP, hence saving time during each iteration. CFS requires fewer iterations to converge since it can take unconstrained step length $\|x^{(k+1)} - x^{(k)}\|$ in the convex feasible set as will be shown later. Moreover, Algorithm 6.1 scales much better than ITP and SQP, as the computation time and time per iteration in CFS-C go up almost linearly with respect to $h$ (or the number of variables).

The computation time of CFS consists of two parts: 1) the processing time, i.e. the time to compute $F$ and 2) the optimization time, i.e. the time to solve (6.9). As shown in Fig.6.7, the two parts grow with $h$. In Matlab, the processing time dominates, while the optimization time dominates in C++.

To better illustrate the advantage of Algorithm 6.1, the runtime statistics across all methods when $h = 100$ is shown in Fig.6.8. The first log-log figure shows the cost $J(x^{(k)})$ versus iteration $k$, while the second semi-log figure shows the feasibility error $\max\{0, -\min_i \phi_i(x^{(k)})\}$ versus $k$. At the beginning, the cost $J = 0$ and the feasibility error is 0.75. In Algorithm 6.1, $x^{(k)}$ becomes feasible at the first iteration while the cost $J(x^{(k)})$ jumps up. In the following iterations, the cost goes down and converges to the optimum value. In ITP-C, the problem becomes feasible at the third iteration. In SQP-C, it is the fifth iteration. In order to make the problem feasible, the cost jumps much higher in ITP-C than in CFS-C. Once the problem is feasible, it also takes more iterations for ITP-C and SQP-C to converge than CFS-C. On the other hand, ITP-M and SQP-M have very small step length in the beginning. The problem only becomes feasible after 100 iterations. But once the problem is feasible, the performance of ITP-M and SQP-M is similar to that of ITP-C and SQP-C. Note that the cost below 1 is not shown in the figure.

The optimal trajectories computed by Algorithm 6.1 for different $h$ is shown in Fig.6.6. Those trajectories converge to a continuous trajectory when $h$ goes up.
With respect to the results, we conclude that Algorithm 6.1 is time-efficient, local-optimal and scalable.

In addition to motion planning problems, the proposed method deals with any problem with similar geometric properties as specified in Assumption 6.1 and Assumption 6.2. Moreover, problems with global linear equality constraints also fit into the framework if we solve the problem in the low-dimensional linear manifold defined by the linear equality constraints.
The case for nonlinear equality constraints will be discussed below.

6.2 Non-Convex Optimization on Nonlinear Space

One limitation of the CFS algorithm is that it may not converge to local optima under nonlinear equality constraints (such as nonlinear dynamic constraints) since the convex feasible set for a nonlinear equality constraint may reduce to a singleton point.

In this section, the slack convex feasible set algorithm (SCFS) is introduced to handle optimization problems with convex cost functions and non-convex equality and inequality constraints. The idea is to relax the nonlinear equality constraints to several nonlinear inequality constraints using slack variables and then solve the relaxed problem using CFS. The feasibility, convergence and optimality of the algorithm will be shown in this section. The performance of SCFS will be compared to that of conventional non-convex solvers.
The remainder of the section will be organized as follows: in Section 6.2.1, the benchmark problem is proposed; Section 6.2.2 introduces the slack convex feasible set algorithm; Section 6.2.3 proves the convergence of the SCFS algorithm; Section 6.2.4 discusses the application of the algorithm.

### 6.2.1 The Benchmark Problem

Denote the state of the robot as \( x \in X \subset \mathbb{R}^n \) where \( X \) represents \( n \) dimensional state space. Denote the control input of the robot as \( u \in U \subset \mathbb{R}^m \) where \( U \) represents \( m \) dimensional control space. The robot needs to travel from \( A \) to \( Z \). Its trajectory is denoted as \( x = [x_0^T, x_1^T, \cdots, x_k^T]^T \in X^{h+1} \) where \( x_q \) is the robot state at time step \( q \) and \( h \) is the planning horizon. Without loss of generality, the sampling time \( t_s \) is assumed to be 1. Similarly, the input trajectory is denoted as \( u = [u_0^T, u_1^T, \cdots, u_{h-1}^T]^T \in U^h \) where \( u_q \) is the robot input at time step \( q \). Let \( u_j \) denote the \( j \)-th entry in \( u_q \) for \( j = 1, \cdots, m \).

Consider the following optimization problem

\[
\begin{align}
\min_{x,u} & \quad J(x,u) \\
\text{s.t.} & \quad x \in \Gamma, u \in \Omega, G(x,u) = 0,
\end{align}
\]

where \( J : X^{h+1} \times U^h \to \mathbb{R} \) is the cost function; \( \Gamma \) is the constraint on the augmented state space \( X^{h+1} \); \( \Omega \) is the constraint on the augmented control space \( U^h \); and \( G : X^{h+1} \times U^h \to \mathbb{R}^{mh} \) represents the dynamic relationship between states and inputs. Assumptions 6.4 to 6.8 are required.

**Assumption 6.4** (Cost Function). The cost function \( J(x,u) = J_1(x) + J_2(u) \) is smooth and bounded below by 0. \( J_1 \) is strictly convex. \( J_2 \) is strictly convex and symmetric, and it achieves minimum at \( u = 0 \).

**Assumption 6.5** (State Constraint). The constraint \( \Gamma \) is a collection of linear equality constraints, linear inequality constraints and \( N \) nonlinear inequality constraints, i.e. \( \Gamma = \bigcap_i \Gamma_i \) where

\[
\Gamma_i = \begin{cases} 
\{x: \phi_i(x) \geq 0\} & i = 1, \cdots, N \\
\{x: A_{eq}x = b_{eq}\} & i = N + 1 \\
\{x: Ax \leq b\} & i = N + 2,
\end{cases}
\]

\( A_{eq} \in \mathbb{R}^{k_{eq} \times n(h+1)} \), \( b_{eq} \in \mathbb{R}^{k_{eq}} \), \( A \in \mathbb{R}^{k \times n(h+1)} \), and \( b \in \mathbb{R}^k \) where \( k_{eq} < n(h+1) \) and \( k \) are the dimensions of the constraints such that \( \text{rank}(A_{eq}) = k_{eq} \). \( \phi_i : \mathbb{R}^{n(h+1)} \to \mathbb{R} \) is continuous, piece-wise smooth and semi-convex, e.g. there exists a positive semi-definite matrix \( H_i^* \in \mathbb{R}^{n(h+1) \times n(h+1)} \) such that for any \( x, v \in \mathbb{R}^{n(h+1)} \), \( \phi_i(x + v) - 2\phi_i(x) + \phi_i(x - v) \geq -v^T H_i^* v \).

Moreover, the interior of the inequality constraints is nontrivial, i.e. \( \cap_i \{x: \phi_i(x) > 0\} \neq \emptyset \).

\(^8\)This is to exclude the case that some combination of nonlinear inequality constraints indeed forms a nonlinear equality constraint, such as \( \Gamma = \{x: \phi_i(x) \geq 0, -\phi_i(x) \geq 0\} \).

Figure 6.9: Geometric illustration of the non-convex optimization on a nonlinear space.

The linear equality constraints are for boundary conditions at the start point and the goal point. The linear inequality constraints are for state limits. The nonlinear equality constraints are for collision avoidance where \( \phi_i \) can usually be identified as a signed distance function to an obstacle. The semi-convexity assumption on \( \phi_i \) is satisfied if there is no concave corner in the obstacle.

**Assumption 6.6** (Control Constraint). The constraint \( \Omega \) is a box constraint such that \(-\bar{u} \leq u \leq \bar{u}\) for some constant vector \( \bar{u} = [\bar{u}_1, \ldots, \bar{u}_m]^T > 0 \).

**Assumption 6.7** (Dynamic Constraint). The dynamic equation \( G(x, u) = 0 \) is affine in \( u \), i.e. there exist functions \( F : X^{h+1} \rightarrow \mathbb{R}^{mh} \) and \( H : X^{h+1} \rightarrow \mathbb{R}^{mh \times mh} \) such that

\[
G(x, u) = F(x) + H(x)u = 0. \tag{6.19}
\]

\( H \) is assumed to be diagonal, non-singular and positive definite. Equation (6.19) is equivalent to

\[
f_q^j(x) + h_q^j(x)u_q^j = 0, \forall q = 0, \ldots, h - 1, j = 1, \ldots, m, \tag{6.20}
\]

where \( f_q^j : X^{h+1} \rightarrow \mathbb{R} \) and \( h_q^j : X^{h+1} \rightarrow \mathbb{R}^+ \) are entries in \( F \) and \( H \), which are smooth with bounded derivatives and Hessians.

Equation (6.19) and (6.20) cover a wide range of typical nonlinear dynamic systems. For robot arms, let \( x \) be the robot joint position and \( u \) be the torque input, then the relationship between \( x \) and \( u \) is

\[
M(x_q)(x_{q+1} - 2x_q + x_{q-1}) + N(x_q, x_q - x_{q-1}) = u_q. \tag{6.21}
\]
where $M(\cdot)$ represents the generalized inertia matrix and $N(\cdot, \cdot)$ represents the Coriolis and centrifugal forces. Finite differences are used to compute joint velocity and joint acceleration. For vehicles, let $x$ be the position of the rear axle of the vehicle and $u$ be the yaw rate, then

$$
(x_q - x_{q-1}) \times (x_{q+1} - x_q) = \|x_q - x_{q-1}\|^2 u_q.
$$

where $\times$ denotes the cross product. Both cases satisfy (6.20). Moreover, the relationship (5.12d) in the temporal optimization also satisfies (6.20).

By Assumptions 6.5 to 6.7, the constraints in (6.17b) form a $K$ dimensional manifold $\mathcal{M}$ where $K = n(h + 1) - k_{eq}$.

9. In order for the optimization to be nontrivial, the manifold $\mathcal{M}$ should have non empty interior, which leads us to the following assumption.

**Assumption 6.8 (Connected Nontrivial Domain).** The domain that satisfies (6.17b) is connected. There exist $x^*$ and $u^*$ that satisfy all the constraints in (6.17b) such that $Ax^* < b$, $\phi_i(x^*) > 0$ for all $i$ and $-\bar{u} < u^* < \bar{u}$.

The geometry of problem (6.17) is illustrated in Fig.6.9a where the horizontal plane represents the augmented state space $X^{h+1}$ and the vertical axis represents the augmented control space $U^h$. The dark holes represent the infeasible set $X^{h+1} \setminus \Gamma$. The manifold $\mathcal{M}$ is represented by the shaded curvy surface under the nonlinear equality constraints. The cost $J$ on the manifold $\mathcal{M}$ is shown in the contours. Although the cost $J$ is convex in $x$ and $u$ (as shown in the contours on the horizontal plane), the cost $J|_{\mathcal{M}}$ is non-convex as $\mathcal{M}$ is nonlinear and non-convex.

### 6.2.2 The Slack Convex Feasible Set Algorithm

The slack convex feasible set algorithm (SCFS) will be introduced in this section to solve problem (6.17). The key idea is to introduce slack variables and transform the nonlinear equality constraint (6.19) to a set of non degenerating nonlinear inequality constraints such that CFS algorithm can be applied.

**The Relaxed Problem**

Let $y$ be the slack variable for $u$ such that $-y \leq u \leq y$. Symmetry of problem (6.17) in $u$ is exploited in the relaxation. By Assumption 6.4, $J_2(u) \leq J_2(y)$. By Assumption 6.6, $y \leq \bar{u}$ implies $-\bar{u} \leq u \leq \bar{u}$. Using the slack variable $y$, constraint (6.19) can be relaxed to two inequality constraints with respect to $y$, e.g. $F(x) - H(x)y \leq F(x) + H(x)u = 0 \leq F(x) + H(x)y$. Then we have the following relaxed problem.

$$\begin{align}
\min_{x,y} \quad & J(x, y) \\
st. \quad & x \in \Gamma, y \leq \bar{u} \\
& F(x) + H(x)y \geq 0, F(x) - H(x)y \leq 0.
\end{align}$$

9The dimension of the decision variables $x$ and $u$ is $n(h + 1) + mh$. As there are $k_{eq} + mh$ independent equality constraints, the dimension of the manifold is reduced to $n(h + 1) - k_{eq}$. 


Consider the extended state \( \mathbf{z} = [\mathbf{x}^T, \mathbf{y}^T]^T \). The relaxed problem can be transformed to

\[
\min_{\mathbf{z} \in \Gamma^e} J(\mathbf{z}),
\]

where \( \Gamma^e := (\Gamma \oplus \{ \mathbf{y} \leq \mathbf{u} \}) \cap \{ F(\mathbf{x}) + H(\mathbf{x})\mathbf{y} \geq 0 \} \cap \{ -F(\mathbf{x}) + H(\mathbf{x})\mathbf{y} \geq 0 \} \). The difference between problem (6.23) and problem (6.17) is illustrated in Fig.6.10, where the curve in Fig.6.10a represents the nonlinear equality constraint (6.19) in problem (6.17) and the shaded area in Fig.6.10b represents the nonlinear inequality constraints (6.23c) in problem (6.23). Due to the introduction of the slack variable \( \mathbf{y} \), the nonlinear equality constraint is successfully removed. \( \Gamma^e \) is illustrated in Fig.6.9b, whose dimension is \( n(h + 1) + mh - k_{eq} \) and \( \mathcal{M} \) belongs to the boundary of \( \Gamma^e \).

The intuition behind the relaxation is that: as \( J_2 \) achieves minimum at \( \mathbf{u} = 0 \), the optimization algorithm will pull the optimal solution down to \( \mathcal{M} \) which is on the “bottom” of \( \Gamma^e \), so that we may still get the same optimal solution as in problem (6.17). This property will be proved in Theorem 6.8, Lemma 6.9 and Proposition 6.10. We first verify that the relaxed problem satisfies Assumption 6.5 (which will imply that Assumption 6.1 to Assumption 6.3 are satisfied).

**Lemma 6.7.** \( \Gamma^e \) satisfies Assumption 6.5 if we take \( \mathbf{z} \) as the state variables.

**Proof.** It is easy to verify that \( \Gamma^e \) is a collection of linear equality constraints, linear inequality constraints and nonlinear inequality constraints, e.g. \( \Gamma^e = \bigcap \Gamma_i^e \) where

\[
\Gamma_i^e = \begin{cases}
\{ \mathbf{z} : \phi_i(\mathbf{x}) \geq 0 \} & i = 1, \ldots, N \\
\{ \mathbf{z} : \varphi_j^i(\mathbf{z}) \geq 0 \} & i = N + qm + j \\
\{ \mathbf{z} : \psi_j^i(\mathbf{z}) \geq 0 \} & i = N + (q + h)m + j \\
\{ \mathbf{z} : \mathbf{A}_q \mathbf{x} = b_q \} & i = N + 2hm + 1 \\
\{ \mathbf{z} : \mathbf{A} \mathbf{x} \leq \mathbf{b} \} & i = N + 2hm + 2 \\
\{ \mathbf{z} : \mathbf{y} \leq \mathbf{u}_{max} \} & i = N + 2hm + 3
\end{cases},
\]

\( \varphi_j^i(\mathbf{z}) := f_j^i(\mathbf{x}) + h_j^i(\mathbf{x})y_j^i \) and \( \psi_j^i(\mathbf{z}) := -f_j^i(\mathbf{x}) + h_j^i(\mathbf{x})y_j^i \). \( \varphi_j^i \) and \( \psi_j^i \) are smooth as \( f_j^i \) and \( h_j^i \) are smooth. We just need to check whether they are semi-convex. Since \( f_j^i \) and \( h_j^i \) have bounded derivatives and Hessians and \( y_j^i \) is bounded, the Hessian of \( \varphi_j^i \) is bounded below, e.g.

\[
\begin{align*}
\nabla^2_{[\mathbf{x}, y_j^i]} \varphi_j^i &= \begin{bmatrix}
\nabla^2_{\mathbf{x}f_j^i}(\mathbf{x}) + \nabla^2_{\mathbf{x}h_j^i}(\mathbf{x})y_j^i & \nabla_{\mathbf{x}h_j^i}(\mathbf{x}) \\
\nabla_{\mathbf{x}h_j^i}(\mathbf{x}) & 0
\end{bmatrix} \\
\succeq & \begin{bmatrix}
\nabla^2_{\mathbf{x}f_j^i} + \nabla^2_{\mathbf{x}h_j^i}y_j^i - \nabla_{\mathbf{x}h_j^i}^T \nabla_{\mathbf{x}h_j^i} & 0 \\
0 & -1
\end{bmatrix} \\
\succeq & - \begin{bmatrix}
H_j^i & 0 \\
0 & 1
\end{bmatrix},
\end{align*}
\]

where \( H_j^i \) depends on the bounds on \( \nabla^2_{\mathbf{x}f_j^i}, \nabla^2_{\mathbf{x}h_j^i}, \nabla_{\mathbf{x}h_j^i} \) and \( y_j^i \). Similar condition holds for \( \nabla^2_{[\mathbf{x}, y_j^i]} \psi_j^i \).
(a) The nonlinear equality constraint.  
(b) The relaxed nonlinear inequality constraint.

Then we need to verify that the interior of the nonlinear inequality constraints is non empty. Consider $x^*$ and $u^*$ in Assumption 6.8. Let $z^* = [(x^*)^T, \bar{u}^T]^T$. Then $F(x^*) - H(x^*)\bar{u} < 0 = F(x^*) + H(x^*)u^* < F(x^*) + H(x^*)\bar{u}$. Hence $z^* \in \cap_i \{z : \phi_i(x) > 0\} \cap \{z : F(x) + H(x)y > 0\} \cap \{z : -F(x) + H(x)y > 0\}$. Thus $\Gamma^e$ satisfies Assumption 6.5.

The Algorithm

The steps in the SCFS algorithm are summarized below.

Algorithm 1 (SCFS). Problem (6.17) is solved using the following steps:

1. Transform problem (6.17) to problem (6.23);
2. Initialize $z^{(0)}$;
3. Apply Algorithm 6.1 on problem (6.23) by iteratively solving the following problem

$$z^{(k+1)} = \arg \min_{z \in \mathcal{F}(z^{(k)})} J(z),$$

where $\mathcal{F}(z^{(k)})$ (illustrated in Fig.6.9b) is the convex feasible set of $\Gamma^e$ constructed according to the three cases in Section 6.1.2. Denote the solution as $\hat{z} = [\hat{x}^T, \hat{y}^T]^T$;

4. Construct the solution $\hat{w} = [\hat{x}^T, \hat{u}^T]^T$ for problem (6.17) from $\hat{z}$ by setting $\hat{u}$ to be $-H^{-1}(\hat{x})F(\hat{x})$.

6.2.3 Theoretical Results

Theorem 6.8 (Convergence of SCFS). Algorithm 1 will converge to a local optimum of problem (6.17) for any nearly feasible initial value $z^{(0)}$.

This is the main result in this section. Before proving the theorem, we first show that the local optima of problem (6.23) is equivalent to the local optima of problem (6.17).
Lemma 6.9. Any local optimum $\hat{\mathbf{z}} = [\hat{x}^T, \hat{y}^T]^T$ of problem (6.23) satisfies $|H^{-1}(\hat{x})F(\hat{x})| = \hat{y}$.

Proof. Let $\hat{\mathbf{u}} = -H^{-1}(\hat{x})F(\hat{x})$. For each entry $\hat{u}^i_j$ in $\hat{\mathbf{u}}$, constraint (6.23c) implies that $\hat{u}^i_j = -(h^i_j)^{-1}(\hat{x})f_j^i(\hat{x}) \in [-\hat{y}^i_q, \hat{y}^i_q]$. Suppose there exist some $q$ and $j$ such that $|\hat{u}^i_j| < \hat{y}^i_j$. Define $\tilde{\mathbf{z}} := [\hat{x}^T, \hat{y}^i_q, \ldots, \hat{y}^i_q - \epsilon, \ldots, \hat{y}^i_q - \epsilon]$, for small $\epsilon \in (0, \hat{y}^i_q - |\hat{u}^i_j|)$. Since $|\hat{u}^i_j| < \hat{y}^i_q$, then $\varphi^i_j(\tilde{\mathbf{z}}) > 0$ and $\psi^i_q(\tilde{\mathbf{z}}) > 0$. Due to the continuity of $\varphi^i_j$ and $\psi^i_q$, $\varphi^i_j(\tilde{\mathbf{z}}) > 0$ and $\psi^i_q(\tilde{\mathbf{z}}) > 0$ for $\epsilon$ sufficiently small. Hence $\tilde{\mathbf{z}} \in \Gamma^\epsilon$. However $J(\tilde{\mathbf{z}}) < J(\hat{\mathbf{z}})$ by Assumption 6.4, which contradicts the fact that $\hat{\mathbf{z}}$ is a local optimum. Hence $|\hat{u}^i_j| = \hat{y}^i_j$ for all $q$ and $j$. \(\square\)

Proposition 6.10 (Equivalence). If $\hat{\mathbf{z}} = [\hat{x}^T, \hat{y}^T]^T$ with $\hat{y} = |H^{-1}(\hat{x})F(\hat{x})|$ is a local optimum of problem (6.23), then $\hat{\mathbf{w}} = [\hat{x}^T, \hat{u}^T]^T$ with $\hat{\mathbf{u}} = -H^{-1}(\hat{x})F(\hat{x})$ is a local optimum of problem (6.17), and vice versa.

Proof. Since $\hat{\mathbf{z}}$ is a local optimum in problem (6.23), there exist Lagrangian multipliers $\eta^i_q, \xi^i_q, \lambda_i \leq 0, \alpha^i_j \geq 0, \Lambda_1 \geq 0$ and $\Lambda_2 \in \mathbb{R}^{b_{eq}}$ for all $i, j$ and $q$ such that $\nabla L^r|_{\hat{\mathbf{z}}} = 0$, where the Lagrangian $L^r$ is defined as

$$L^r = J + \sum_{q,j}(\eta^i_q \varphi^i_q + \xi^i_q \psi^i_q + \alpha^i_j(y^i_q - \hat{u}^i_j)) + \sum_i \lambda_i \phi_i + \Lambda_1^T(Ax - b) + \Lambda_2^T(A_{eq}x - b_{eq}).$$

(6.28)

Taking the partial derivatives at $\hat{\mathbf{z}}$, we have

$$0 = \nabla_x J + \sum \eta^i_q \nabla_x \varphi^i_q + \sum \xi^i_q \nabla_x \psi^i_q + \sum \lambda_i \nabla_x \phi_i + \Lambda_1^T A + \Lambda_2^T A_{eq},$$

(6.29)

$$0 = \nabla_y J + \eta^i_q \nabla_y \varphi^i_q + \xi^i_q \nabla_y \psi^i_q + \alpha^i_j.$$  

(6.30)

The complementary slackness condition at $\hat{\mathbf{z}}$ is

$$\eta^i_q \psi^i_q = \xi^i_q \varphi^i_q = \lambda_i \phi_i = \alpha^i_j(y^i_q - \hat{u}^i_j) = 0,$$

(6.31)

$$\Lambda_1^T(A\hat{x} - b) = 0.$$  

(6.32)

We need to show that (6.29-6.32) imply the first order optimality condition for problem (6.17) at $\hat{\mathbf{w}}$. Define $\beta^i_q, \gamma^i_q \geq 0$ such that

$$\beta^i_q = \begin{cases} \alpha^i_j & u^i_q > 0 \\ 0 & u^i_q \leq 0 \end{cases}, \quad \gamma^i_q = \begin{cases} \alpha^i_j & u^i_q < 0 \\ 0 & u^i_q \leq 0 \end{cases}.$$  

By Lemma 6.9, $|\hat{\mathbf{u}}| = \hat{y}$. When $u^i_q = y^i_q > 0$, $\varphi^i_q = 0$ and $\psi^i_q \neq 0$. When $u^i_q = -y^i_q < 0$, $\psi^i_q = 0$ and $\varphi^i_q \neq 0$. By complementary slackness (6.31) and symmetry of $J_2$, (6.30) implies that

$$0 = \begin{cases} \nabla_{u^i_q} J + \eta^i_q h^i_q + \beta^i_q & u^i_q > 0 \\ -\nabla_{u^i_q} J + \xi^i_q h^i_q - \gamma^i_q & u^i_q < 0 \end{cases}.$$  

(6.33)
For the third equation in (6.33), since \( h_0^j > 0 \) and \( \eta_q^j, \xi_q^j \leq 0 \), then \( \eta_q^j = \xi_q^j = 0 \) when \( u_q^j = 0 \). Define

\[
\delta_q^j = \begin{cases}
\eta_q^j & u_q^j > 0 \\
-\xi_q^j & u_q^j < 0 \\
0 & u_q^j = 0
\end{cases}.
\]

Then the complementary slackness (6.31) implies that

\[
\eta_q^j \nabla_x \varphi_q^j + \xi_q^j \nabla_x \psi_q^j = \delta_q^j (\nabla_x f_q^j + \nabla_x h_q^j u_q^j).
\]

Hence \( \hat{\omega} \) is a local optimum in problem (6.17). To prove the other direction, we just need to reverse the above process, which will not be elaborated.

Proof of Theorem 6.8. For any nearly feasible initial value \( z^{(0)} \), the sequence \( \{z^{(k)}\} \) in Algorithm 1 converges to a local optimum of problem (6.23) by Theorem 6.2 and Lemma 6.7. Hence \( \hat{z} = \lim_{k \to \infty} z^{(k)} \) is a local optimum of problem (6.23). Then \( \hat{\omega} \) is a local optimum of problem (6.17) by Proposition 6.10.

\[6.2.4 \text{ Applications}\]

The performance of SCFS is illustrated in a motion planning problem for a vehicle in a crowded environment as shown in Fig. 6.11. State \( x \in \mathbb{R}^2 \) denotes the planar position of the vehicle. Control \( u \in \mathbb{R} \) is the yaw rate. Then \( x = [x_0^T, x_1^T, \ldots, x_h^T]^T \in \mathbb{R}^{2(h+1)} \) is the planar trajectory. \( u = [u_0^T, u_1^T, \ldots, u_{h-1}^T]^T \in \mathbb{R}^h \) is the trajectory of yaw rate. \( x \) and \( u \) satisfy the dynamic equation in (6.22) for any \( q \). The area occupied by the \( j \)-th obstacle at time step \( q \).
is denoted as $O_{j,q} \in \mathbb{R}^2$. Define $\phi_{j,q}(x) = d(x_q, O_{j,q}) - d_{\min}$ where $d(\cdot, \cdot)$ computes the signed distance between the vehicle and the $j$-th obstacle and $d_{\min} > 0$ is the minimum distance requirement. The vehicle needs to travel from $A$ to $Z$ with small yaw rate without colliding with any obstacle. The optimization problem is formulated as

$$\min_{x} \ J(x) = w_1 \|x - x^r\|_Q^2 + w_2 \|x\|_S^2 + w_3 \|u\|_R^2$$

s.t. $x_0 = A, x_h = Z, -\bar{u} \leq u \leq \bar{u}$

$$(x_q - x_{q-1}) \times (x_{q+1} - x_q) = \|x_q - x_{q-1}\|^2 u_q$$

$\phi_{j,q}(x) \geq 0, \forall j, \forall q = 1, \cdots, h - 1.$

The cost function is designed to be quadratic where $w_1, w_2, w_3 \in \mathbb{R}^+$. $\|x - x^r\|_Q^2 := (x - x^r)^T Q (x - x^r)$ penalizes the distance from the target trajectory to a reference trajectory $x^r$. $\|x\|_S^2 := x^T S x$ concerns with the smoothness of the trajectory. $\|u\|_R^2 := u^T R u$ penalizes the magnitude of yaw rate. In a bounded environment $X$, the second order derivatives of the nonlinear equality are also bounded. Hence the lower bound of Hessian in (6.14) can be chosen manually offline. Admittedly, the requirement of the lower bound of Hessian introduces inconvenience in implementing Algorithm 1. Relaxation of the lower bound will be considered in the future work.

The simulation was run in C++ on a MacBook of 2.3 GHz using Intel Core i7. Planning horizon is $h = 40$. The reference trajectory $x^r$ is a straight line connecting the start point and the goal point (which is not shown in the figure). The green sections correspond to the static obstacles $O_{j,q}$. The initial value is chosen as $x(0) = x^r$ and $u(0) = 0$. The termination condition is that the step size $\|x^{(k+1)} - x^{(k)}\|$ is smaller than 0.001.

Algorithm 1 (SCFS) converges after 11 iterations with total computation time 119.9ms and final cost 1408.25. Equation (6.27) is solved using KNITRO [22] interior-point method. The trajectories under different iterations are shown in Fig.6.11. The dark curve is the optimal path. The gray curves are the solutions before convergence, the lighter the earlier in iterations. The decomposed computation time in SCFS is shown in Fig.6.12. The computation time during each iteration is composed of two parts, the processing time, e.g. the time spent to transform the problem to a convex problem, and the optimization time, e.g. the time spent to solve the convex optimization. The processing time for each iteration is around 0.80ms (7.3% of the total time), which is very consistent through iterations. The optimization time varies from iteration to iteration.

For comparison, the planning problem is also solved using built-in non-convex optimization solvers in KNITRO directly, where the same termination condition is applied. In Table 6.2, the computation time in interior point (ITP), sequential quadratic programming (SQP), and active set (ACT) methods is compared. ITP-J, ACT-J and SQP-J refer to the case that we provide Jacobian to the solver. Otherwise, the gradient is computed numerically by central finite differences. The Hessian is computed numerically using quasi-Newton symmetric rank 1 method for all cases, which has desired accuracy and relatively small computation load. For ITP, the computation time reduced 96.7% when Jacobian is provided. As shown

---

Note that the number of iterations and the final cost are not identical in ITP-J and ITP. That is due
Table 6.2: Comparison among SCFS, ITP, ACT and SQP.

<table>
<thead>
<tr>
<th>Method</th>
<th>Computation Time (ms)</th>
<th>Iterations</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCFS</td>
<td>119.9</td>
<td>11</td>
<td>1408.25</td>
</tr>
<tr>
<td>ITP-J</td>
<td>419.4</td>
<td>94</td>
<td>1489.72</td>
</tr>
<tr>
<td>ITP</td>
<td>14031.4</td>
<td>90</td>
<td>1489.58</td>
</tr>
<tr>
<td>ACT-J</td>
<td>5970.2</td>
<td>718</td>
<td>1489.71</td>
</tr>
<tr>
<td>SQP-J</td>
<td>20632.7</td>
<td>848</td>
<td>3487.26</td>
</tr>
</tbody>
</table>

in the table, the other two methods (ACT and SQP) are much slower than ITP and require more iterations to converge. As ITP-J is most efficient, we only provide detailed comparison between SCFS and ITP-J. Figure 6.13 shows the run time statistics of the two methods, e.g. cost $J(x)$ and feasibility (absolute value of the maximum violation of the constraints) during each iteration. The cost profiles have similar characteristics under the two methods, i.e. the cost first jumps up to make the problem feasible, then drops down to the optimal value. The difference is that the cost drops down much faster in SCFS than in ITP-J, as shown in the zoomed-in figure. Moreover, ITP-J finds a local optimum with higher cost than SCFS. The trajectories in ITP-J are shown in Fig.6.11b, where the color of the trajectories corresponds to the iteration number, the lighter the earlier. Different from the trajectories in SCFS, the trajectories in the early iterations of ITP-J are not feasible and the step size in ITP-J is smaller.

The performance of SCFS under different conditions is shown in Fig.6.14, where the number of sampling points $h$ changes from 20 to 40, and the number of obstacles changes from 1 to 5. The start point and the goal point are fixed. We use “$l$ obstacles” to denote the case that we only consider polygons 1 to $l$ in Fig.6.11a. The average processing time in SCFS scales linearly with respect to $h$ and $l$. In general, the total computation time in SCFS also grows with respect to $h$ and $l$. However, the trend in the total computation time is not as clear as in the average processing time, since the optimization time for each iteration and the number of iterations up to convergence are highly problem-specific and sensitive to initial conditions. Nonetheless, SCFS always outperforms ITP-J in terms of computation time as shown in Fig.6.11a. In those cases, SCFS either finds a better optima than ITP-J or converges to the same local optima as ITP-J.

### 6.3 Conclusion

This chapter introduced two fast algorithms for real time motion planning based on the convex feasible set. The CFS algorithm can handle problems that have convex cost function and non-convex constraints which are usually encountered in robot motion planning.\footnote{to the fact that the constraint is non differentiable at some points, e.g. at a corner point of an obstacle. At those points, the sub-gradients computed by the Jacobian and by the central finite differences are different.}
By computing a convex feasible set within the non-convex constraints, the non-convex optimization problem was transformed into a convex optimization. Then by iteration, we can efficiently eliminate the error introduced by the convexification. It was proved that the proposed algorithm was feasible and stable. Moreover, it can converge to a local optimum if the initial reference was nearly feasible. The performance of CFS was compared to that of ITP and SQP. It was shown that CFS outperformed ITP and SQP in computation time, hence better suited for real time applications. In order to handle nonlinear equality constraints, the SCFS algorithm was proposed to solve the constrained trajectory optimization problem by relaxation and convexification. The feasibility, convergence and optimality of the algorithm were proved. Simulation results also validated the efficiency of the algorithm and illustrated its advantage over existing algorithms.
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Figure 6.13: Profiles of cost and feasibility in SCFS and ITP-J.

Figure 6.14: Performance of SCFS under different conditions.
Chapter 7

Evaluation of Systems under Information Asymmetry

In the previous chapters, we discussed the methods to design the behavior of a robot. The performance of the design needs to be evaluated in the context of multi-agent system. The key feature of such system is that the information is asymmetric in the sense that each agent only knows its own model. In this chapter, we discuss methods to analyze the performance of MAS under information asymmetry.

7.1 Overview

In the robotics community, the idea of multi-robot teams has received much attention due to its wide applications in search and rescue, intelligent manufacturing, and unknown environment exploration. Conventionally, distributed control laws are designed for each robot agent [118]. Following the control laws specified by the intelligent designer, who has an omniscient perspective, the agents do not need much intelligence. Although it is not explicitly stated that the control laws are globally known, the effectiveness of the controllers is based on the confidence that all agents will exactly follow the designed control laws, i.e. an agent just needs to follow his own control law, while other agents will take care of everything else by following their designed control laws. This strategy usually works well on problems with predefined environment and interaction patterns, but has limited extendability, as it is hard to design a universal control law that leads to desired results in many cases, especially when the system topology is time-varying (interactions are happening among different agents at different time).

Another approach is to design a cost function and a corresponding reasoning strategy (how to minimize cost under uncertainties) following the behavior system discussed in Chapter 1.3 (in Fig.1.2) for each agent and let the behavior evolve during interactions [81], so that the multi-agent system can be self-organized [91]. The cost function determines the behavior of each agent, which can be understood as the agent’s character. In certain cases, the cost
function of an agent may not be clear to other agents, which is natural during HRI. This scenario is called information asymmetry [113]. The problem of interest is how to design the reasoning strategy so that the desired behavior will evolve even in the case of information asymmetry. This is not only important from the control point of view, but also essential in understanding how cooperation evolves among humans and how robots may cooperate with humans.

The reasoning strategy for an agent consists of the learning strategy (estimating the behavior of other agents) and the control strategy (minimizing its own cost based on the estimates). The learning strategy corresponds to the learning module and the control strategy corresponds to the logic in the behavior system in Fig.1.2. From the agent perspective, most learning and control strategies follow a centralized design philosophy, such as reinforcement learning [72] and adaptive control [67], which adjust agent’s estimation if its observation deviates from its prediction. However, in MAS, where each agent acts on its estimation of the unknowns, the gap between an agent’s observation and prediction can be caused by the following two factors:

1. the agent’s wrong estimation (wrong prediction);
2. other agents’ wrong estimations and subsequent improper actions (deviated observations).

Since the centralized design strategies (called the “Blame-Me” strategy) do not address the second factor, they are likely to produce instability in MAS as will be shown in this chapter. To deal with this problem, a new “Blame-All” strategy that considers both factors will be proposed.

Given the reasoning strategies, it is important to determine whether the agents can cooperate. To answer the question, the closed loop response of the MAS needs to be analyzed, especially the response in the equilibrium where single agent cannot change its control law for lower cost. For example, in the Bayesian game theory, a Bayesian Nash Equilibrium (BNE) [146] is defined as a profile of control laws that minimizes the expected cost for each agent given its belief about others’ costs. However, since the learning process is not considered, BNE is not suitable to analyze dynamic systems with information asymmetry. To deal with this problem, the Trapped Equilibrium (TE) is introduced in this chapter to characterize the control laws (as well as the resulting time-invariant closed loop system) when all learning processes have converged (but may or may not converge to the true values). The aforementioned question will be answered regarding the TE, e.g. whether the cooperative goal can be achieved in the TE.

This chapter discusses the closed loop performance of MAS in the TE under different learning and control strategies in a dynamic simultaneous game, and proposes the Blame-All strategy to improve the closed loop performance. The remainder of this chapter is organized as follows: the mathematical problem is formulated in Section 7.2; Section 7.3 sets up an analytical framework for quadratic games; Section 7.3.3 shows the drawbacks of the
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Blame-Me strategy; the Blame-All strategy is discussed in Section 7.3.4; Section 7.4 gives an illustrating example; and Section 7.5 concludes the chapter.

The notations used in this chapter are listed below.

- $x, u_i, U$
  The observed state and control inputs.

- $x^o(k)$
  The optimal state at $k$ under complete information given $x(k-1)$.

- $u^o_i, U^o$
  The optimal control inputs under complete information.

- $\delta x, \delta u_i, \delta U$
  The deviation of the state and control inputs due to information asymmetry: $\delta x = x - x^o$, $\delta u_i = u_i - u^o_i$, $\delta U = U - U^o$.

- $\hat{\cdot}(i), \tilde{\cdot}(i)$
  The estimate and estimation error of a parameter by agent $i$ such that $\tilde{\cdot}(i) = \hat{\cdot}(i) - \cdot$, e.g. $\hat{\theta}_j^i(k)$ is the estimate of $\theta_j$ by agent $i$ at time $k$ and $\tilde{\theta}_j^i(k) = \hat{\theta}_j^i(k) - \theta_j$.

- $\hat{\cdot}, \tilde{\cdot}$
  The estimate and estimation error of a parameter regardless of who makes the estimation.

7.2 Evaluation of the Interactions in Multi-Agent Systems

7.2.1 The Multi-Agent Model

Denote the system state as $x \in \mathbb{R}^n$ where $n$ is the dimension of the state space. The agents in the system are indexed as $i = 1, ..., N$, and they provide inputs $u_1, u_2, ..., u_N$ to the system, where $u_i \in \mathbb{R}^{r_i}$ for all $i$. $U \in \mathbb{R}^r$ is the stack of all $u_i$’s, where $r = \sum_i r_i$. Assume the system dynamics is affine with respect to $u_i$’s, e.g.

$$x(k + 1) = f(x(k)) + \sum_{i=1}^{N} h_i(x(k))u_i(k).$$

(7.1)

Assume there is no direct communication among the agents. Then for any agent $i$, it can only choose its control $u_i$ based on the observations (the current state and the previous inputs of other agents) and its reference goal $G_i \subset \mathbb{R}^n$ by minimizing a cost function $J_i(x, u_i, G_i)$,

$$u_i = \arg\min J_i(x, u_i, G_i).$$

(7.2)
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7.2.2 The Simultaneous Dynamic Game

Since all agents’ inputs can affect the system state $x$, the solution of the optimization problem in (7.2) is indeed a response curve, e.g. $u_i = g_i(x, G_i, u_{-i})$ where $u_{-i}$ denotes the inputs of all other agents except the agent $i$. The intersection of the response curves among all agents is the Nash Equilibrium. The resulting control laws $\{u^*\}_i$ are optimal in the sense that an agent cannot get a lower cost by deviating from this control law alone. Figure 7.1 illustrates the NE in the $(u_1, u_2)$ function space in a two-agent case. However, the NE is only defined for systems with complete information, e.g. the cost functions $J_i$’s or the response
curves \( g_i \)'s are globally known. When those are not globally known, the system is with *incomplete information*. The scenario that the cost functions known to different agents are not identical is called *information asymmetry*. In this chapter, the case that an agent only knows its own cost function is considered, in which case the agents can only act on their estimates of other’s response curves.

Figure 7.2 illustrates the reasoning process under the adaptive algorithm (or the Blame-Me strategy). In Fig.7.2a, agent \( i (i = 1, 2) \) chooses its action \( u_i \) in the intersection of its response curve (the solid curve) and the estimated response curve of the other agent (the dashed curve of the same color). However, the action pair \( u_1, u_2 \) in the yellow dot deviates from the agents’ predictions of what the other would do, which provides incentives for the agents to update their estimations. From agent 1’s perspective, since the deviation is only attributed to its wrong estimation, the updated estimate of agent 2’s response curve should go through the observed action pair \( u_1, u_2 \) in Fig.7.2a. A new control law can be chosen based on the new estimation as shown in Fig.7.2b. Agent 2 goes through the same reasoning. The implicit assumption under this strategy is that other agents are optimal given the observed data, which is a common assumption in data-driven estimation of cost functions [16]. However, this strategy is not ideal as it results in ‘over-reaction’ as the new action pair moves farther away from the NE in Fig.7.2b.

In the Blame-All strategy, it is assumed that other agents are only optimal given their estimates. To predict what others would do, how they are estimating ‘me’ should also be considered. For example, in Fig.7.3a, the response curve of agent 1 is estimated by both agents (shown as the red and black dashed lines and denoted as Agent 1’s ideal response curve). If the two agents follow the same initialization rule, they will have consensus on the estimates of the response curves. The ideal response curves define a virtual NE (the light blue dot). An agent’s best action is to choose the corresponding action on its response curve, assuming others choosing actions in the virtual NE. Since the virtual NE is not the true NE,
the observed action pair is still deviating from the predicted. From agent 1’s perspective, the deviation is caused both by its wrong estimation and the agent 2’s improper action. Hence the estimate of agent 2’s response curve is updated only to compensate the gap (between the virtual NE and the action pair) in the \( u_2 \) direction, while the gap in the \( u_1 \) direction is compensated by updating agent 1’s ideal response curve as shown in Fig.7.3b. In this way, the true response curves are found and the NE is achieved.

7.2.3 Evaluation of the Interactions: the Trapped Equilibrium

Following the above procedure, the update of the control law can be continued. The problems of interest are: under different strategies, whether the parameter estimates converge to true values and what is the resulting closed loop system.

The Trapped Equilibrium is defined as the time-invariant closed loop system where all agents do not have incentives to change their control laws, as their learning processes converge. In Fig.7.2 and Fig.7.3, being in the TE means that the yellow dot remains in the same location under the specific reasoning strategy. Under the TE, the closed loop stability around the goal point will be analyzed to answer the question whether the agents can cooperate.

7.3 The Equilibria in Quadratic Games

In this section, the scope is narrowed down to quadratic games, which rise naturally in multi-robot cooperations [126].

7.3.1 The Model and Assumptions

Let the system goal \( G \) be driving the state \( x \) to the target state in the origin. Consider a quadratic game, i.e.

\[
J_i(x(k)) = x^T(k+1)Px(k+1) + u_i^T(k)u_i(k)\theta_i, \forall i, \tag{7.3}
\]

where \( \theta_i \in \mathbb{R} \) encodes the preference of agent \( i \) which is not known to others, and \( P \in \mathbb{R}^{n \times n} \) is positive definite, which is chosen such that the closed loop system in the Nash Equilibrium is globally asymptotically stable around the origin. Define \( R = \text{diag}(\theta_1 I_r, ..., \theta_N I_r) \in \mathbb{R}^{r \times r} \). Let \( B_i = h_i(x(k)) \) be constant and \( B = [ B_1 \cdots B_N ] \in \mathbb{R}^{n \times r} \). Denote the matrices that contain the diagonal and the off-diagonal entries of \( R + B^T PB \) as \( H_1 \) and \( H_2 \) respectively. It is assumed that \( H_1, H_2 \) are invertible. If \( H_1 \) is singular, then some \( J_i \) does not depend on some entries in \( u_i \); if \( H_2 \) is singular, then there are no cross coupling terms among some control pairs.
7.3.2 The Benchmark System in the Nash Equilibrium

For any agent $i$, the response curve $\partial J_i / \partial u_i = 0$ with respect to the cost function (7.3) is

$$\theta_i u_i(k) = -B_i^T P x(k + 1),$$

where others’ inputs are implicitly contained in $x(k + 1)$. By (7.1) and using estimates for other agents’ inputs,

$$u_i(k) = -[\theta_i I_{r_i} + B_i^T P B_i]^{-1} B_i^T P f(x(k)) + \sum_{j \neq i} B_j \hat{u}_j^{(i)}(k).$$

Hence the optimal control law is a linear combination of a state feedback control law and a predictive control law (where the actions of other agents are predicted). The predictive control law varies under different strategies, which will be discussed in the following two sections.

In the Nash Equilibrium, agents have correct predictions, i.e. $\hat{u}_j^{(i)}(k) = u_j(k)$. Stacking the control law (7.5) for all agents and moving the inverse terms to the left, then

$$H_1 U(k) = -B^T P f(x(k)) - H_2 U(k).$$

Hence the saddle solution with respect to (7.3) is

$$U^o(k) = \begin{bmatrix} u_1^o(k) \\ \vdots \\ u_N^o(k) \end{bmatrix} = -[R + B^T P B]^{-1} B^T P f(x(k)), \quad (7.6)$$

which coincides with the solution to a centralized cost function, e.g. $J(x(k)) = x^T(k + 1) P x(k + 1) + U^T(k) R U(k)$.

Denote the system’s feedback gain as $K = [R + B^T P B]^{-1} B^T P$, the agent $i$’s feedback gain as $K_i = T_i K$ where $T_i = [0, ... 0, I_{r_i}, 0, ... 0] \in \mathbb{R}^{r_i \times n}$. Hence the optimal control law for agent $i$ under complete information is $u_i^o(k) = -K_i f(x(k))$. Let $y_{ij} \in \mathbb{R}^{r_i \times r_j}$ be the block entries of $[R + B^T P B]^{-1}$, which depends on $\theta_1, ... \theta_N$. $y_{ij}$ encodes interactions among agents, as the control strategy of agent $i$ depends on parameters of agent $j$, i.e. $K_i = \sum_j y_{ij} B_j^T P$.

The closed loop system in the Nash Equilibrium is

$$\bar{x}(k + 1) = [I - B K] f(\bar{x}(k)). \quad (7.7)$$

7.3.3 The Blame-Me Strategy and the Trapped Equilibrium

The Adaptive Control Algorithm

In the case that $\theta_j$ is only known to agent $j$, according to the control law (7.6), the adaptive control law of agent $i$ can be written as

$$u_i(k) = -T_i [\hat{R}^{(i)} + B^T P B]^{-1} B^T P f(x(k)), \quad (7.8)$$
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where $\hat{R}(i) = diag(\hat{\theta}(1)_i I_{m_1}, \ldots, \theta_i I_{m_i}, \hat{\theta}(N)_i I_{m_N})$ contains the estimated parameters. Agent $i$'s learning objectives are other agents' response curves (7.4), e.g. the solid curves in Fig.7.1. Since $\theta_j$ is a scalar, it is intuitive to do the parameter estimation using the following equation with reduced order,

$$\theta_j u_j^T(k) u_j(k) = -u_j^T(k) B_j^T P_x(k + 1).$$

(7.9)

The parameter $\theta_j$ can be learned by agent $i$ using the recursive least square (RLS) method [67], i.e.

$$\hat{\theta}(i)_j(k + 1) = \hat{\theta}(i)_j(k) + e_j(k + 1) u_j^T(k) u_j(k) F(k),$$

(7.10)

$$e_j(k + 1) = -u_j^T(k) B_j^T P_x(k + 1) - \hat{\theta}(i)_j(k) u_j^T(k) u_j(k),$$

where $F(k) \in \mathbb{R}^+$ is the learning gain. For simplicity, $F(k)$ is set to be $(u_j^T(k) u_j(k))^{-2}$ if $u_j(k) \neq 0$ and $0$ otherwise. Note that $u_j(k)$ is known to agent $i$ at $k + 1$.

The Closed Loop System

**Proposition 7.1 (Multiplicative uncertainty).** The closed loop dynamics of the system when all agents are using the control law (7.8) follow from

$$\begin{align*}
U(k) &= (I + \Delta(k)) U^\alpha(k), \\
x(k + 1) &= [I - B[I + \Delta(k)] K] f(x(k)),
\end{align*}$$

(7.11)

(7.12)

where $\Delta(k) \in \mathbb{R}^{r \times r}$, whose diagonal entries are all zero.

**Proof.** Notice that

$$\begin{align*}
u_i(k) - u_i^*(k) &= -T_i [(\hat{R}(i)_i(k) + B^T P B)^{-1} - [R + B^T P B]^{-1}] B^T P f(x(k)) \\
&= T_i [\hat{R}(i)_i(k) + B^T P B]^{-1} \hat{R}(i)_i(k) [R + B^T P B]^{-1} B^T P f(x(k)) \\
&= -T_i [\hat{R}(i)_i(k) + B^T P B]^{-1} \hat{R}(i)_i(k) U^\alpha(k) \\
&= \left[ \hat{y}_1^{(i)}, \ldots, \hat{y}_{i(i-1)}^{(i)}, 0, \hat{y}_{i(i+1)}^{(i)}, \ldots, \hat{y}_{iN}^{(i)} \right] U^\alpha(k).
\end{align*}$$

Stack the equation for all agents,

$$\begin{align*}
U(k) - U^\alpha(k) &= \Delta(k) U^\alpha(k),
\end{align*}$$

(7.13)

$$\Delta(k) = \begin{bmatrix}
0, \hat{y}_1^{(1)} \hat{\theta}(1)_2, \ldots, \hat{y}_{1N}^{(1)} \hat{\theta}(1)_N \\
\hat{y}_2^{(2)} \hat{\theta}(2)_1, 0, \ldots, \hat{y}_{2N}^{(2)} \hat{\theta}(2)_N \\
\vdots & \vdots & \ddots & \vdots \\
\hat{y}_N^{(N)} \hat{\theta}(N)_1, \hat{y}_{N2}^{(N)} \hat{\theta}(N)_2, \ldots, 0
\end{bmatrix}.
$$

(7.14)

Hence (7.11) and (7.12) hold.

**Remark 7.1.** (7.12) shows that the uncertainty introduced by information asymmetry is multiplicative and (7.14) indicates the structure of the uncertainty in the Blame-Me strategy.
The Trapped Equilibrium

Note that \(\hat{\theta}_j^{(i)}(k) = \hat{\theta}_j^{(m)}(k), \forall i, m \neq j\) if both agent \(i\) and agent \(m\) are using the same learning algorithm with the same initial conditions. Let \(\hat{\theta}_j(k) = \hat{\theta}_j^{(i)}(k), \forall i \neq j\). Define \(\hat{R}(k) = \text{diag}(\hat{\theta}_1(k)I_{nu_1}, ..., \hat{\theta}_N(k)I_{nu_N})\).

Proposition 7.2 (Convergence of the learning algorithm). In system (7.12) with uncertainty (7.14), for all initial conditions, the learning algorithm (7.10) converges, i.e. \(\lim_{k \to \infty} \hat{R}(k) = \tilde{R}^e\) and consequently \(\lim_{k \to \infty} \Delta(k) = \Delta^e\), if

\[
(\Delta^e + I)^T [(\tilde{R}^e + B^TPB)\Delta^e + \tilde{R}^e] = 0. \tag{7.15}
\]

Proof. When \(u_j(k) = 0\), \(\tilde{\theta}_j(k+1) = \tilde{\theta}_j(k)\) is trivial. Consider the case \(u_j(k) \neq 0\). Note that (7.4) holds only for \(x = x^o\) and \(u_j = u_j^o\), e.g. \(\theta_j(u_j(k) - \delta u_j(k)) = -B_j^TP(x(k+1) - B\delta U(k))\). Hence

\[
\theta_ju_j(k) + B_j^TPx(k+1) = (\theta_jT_j + B_j^TBP)\delta U(k). \tag{7.16}
\]

Thus the estimate of the reaction curve is biased, so is \(\tilde{\theta}_j\). Multiply \(u_j^T(k)\) on both sides, then \(-\tilde{\theta}_j(k+1)u_j^T(k)u_j(k) = u_j^T(k)T_j(R + B^TPB)\Delta(k)U^o(k)\). Since \(u_j(k) = T_j(I + \Delta(k))U^o(k)\), the relationship between the estimation error \(\tilde{\theta}_j(k+1)\) and the uncertainty \(\Delta(k)\) follows from

\[
-\tilde{\theta}_j(k+1) = \frac{(U^o(k))^T(I + \Delta(k))^T T_j^T T_j(R + B^TPB)\Delta(k)U^o(k)}{(U^o(k))^T(I + \Delta(k))^T T_j^T T_j(I + \Delta(k))U^o(k)}. \tag{7.17}
\]

For all initial conditions, the learning algorithm converges if \((I + \Delta^e)^T T_j^T T_j(R + B^TPB)\Delta^e = -\tilde{\theta}_j^e(I + \Delta^e)^T T_j^T T_j(I + \Delta^e)\), which can be rearranged as:

\[
(\Delta^e + I)^T [T_j^T T_j(\tilde{\theta}_j^e + R + B^TPB)]\Delta^e + \tilde{\theta}_j^e T_j^T T_j] = 0. \tag{7.18}
\]

Stacking the equations for all \(j\), (7.15) holds. \(\square\)

Remark 7.2. (7.14) and (7.15) determine the TEs of the MAS, e.g. \(\Delta^e = \tilde{R}^e = 0\), or \(\Delta^c = -[\tilde{R}^e + B^TPB]^{-1}\tilde{R}^e\). The first TE is efficient as it is identical with the NE. When \(\Delta^e \neq 0\), the cooperation under the second TE is inefficient.

Remark 7.3 (Unstable modes). When \(N = 2\), suppose \(B_j^TPB_j = c_jI\) for some scalar \(c_j\). Then \(\tilde{R}^e = -H_1 + R, \Delta^e = H_2^{-1}H_1\) satisfies (7.14) and (7.15), hence defines a TE. Moreover, \((I + \Delta^e)K = H_2^{-1}(H_1 + H_2)[H_1 + H_2]^{-1}B^TP = H_2^{-1}B^TP\). By (7.12), the closed loop dynamics is

\[
\tilde{x}(k+1) = [I - BH_2^{-1}B^TP]f(\tilde{x}(k)), \tag{7.19}
\]

which can be unstable when \(\|H_2\| \to 0\).
7.3.4 The Blame-All Strategy and the Trapped Equilibrium

The Algorithm

To overcome the instability in the Blame-Me strategy, the Blame-All strategy is proposed. Putting (7.8) in the form of (7.5), it is clear that the estimate of \( u_i(k) \) in the Blame-Me strategy is equivalent to \( \hat{u}_j^{(i)}(k) = -[\hat{\theta}_j^{(i)} + B_j^T P B_j]^{-1} [f(\tilde{x}(k)) + \sum_{m \neq j} B_m \hat{u}_m^{(i)}(k) + B_i u_i(k)] \), which is biased since agent \( j \) does not know \( u_i(k) \) in advance. The term \( u_i(k) \) should also be estimated, e.g.,

\[
\hat{u}_j^{(i)}(k) = -[\hat{\theta}_j^{(i)} + B_j^T P B_j]^{-1} [f(\tilde{x}(k)) + \sum_{m \neq j} B_m \hat{u}_m^{(i)}(k)],
\]

where the estimate \( u_i^{(i)}(k) \) should be calculated using the same algorithm in estimating other agents’ behavior as in (7.20). Following the procedure in obtaining (7.6) from (7.5), (7.20) can be solved for all \( j = 1, \ldots, N \), e.g.,

\[
\hat{u}_j^{(i)}(k) = -T_j [\hat{R}^{(i)}(k) + B^T P B]^{-1} B^T P f(\tilde{x}(k)),
\]

where \( \hat{R}^{(i)} = \text{diag}(\hat{\theta}_1^{(i)} I_{r_1}, \ldots, \hat{\theta}_i^{(i)} I_{r_i}, \ldots, \hat{\theta}_N^{(i)} I_{r_N}) \). Specifically, \( \hat{\theta}_i^{(i)} \) is the estimate of \( \hat{\theta}_j^{(j)} \) for \( j \neq i \) made by agent \( i \) to compensate for others’ wrong estimations of \( \theta_i \). When all agents are using the same algorithm with the same initial condition, they should agree on their estimates, e.g. \( \hat{R}^{(i)} = \hat{R}^{(j)} = \hat{R} \). Then by (7.21), \( \hat{u}_j^{(i)}(k) \) does not depend on \( i \), e.g. \( \hat{u}_j^{(i)}(k) = \hat{u}_j(k), \forall i \).

Stack all \( \hat{u}_j(k) \),

\[
\hat{U}(k) = -[\hat{R} + B^T P B]^{-1} B^T P f(\tilde{x}(k)).
\]

\( \hat{U}(k) \) is the virtual NE (the light blue dot in Fig.7.3) that is consensual among all agents. Plugging (7.22) into (7.5), agent \( i \)’s control law becomes

\[
u_i(k) = -[\theta_i + B_i^T P B_i]^{-1} B_i^T P [f(\tilde{x}(k)) + (B - B_i T_i) \hat{U}(k)].
\]

From agent \( i \)’s perspective, agent \( j \) is only optimal given its estimate \( \hat{U}(k) \). Equation (7.4) needs to be rewritten as

\[
\theta_j u_j(k) = -B_j^T P \hat{x}^{(j)}(k + 1),
\]

where \( \hat{x}^{(j)}(k+1) = f(\tilde{x}(k)) + (B - B_j T_j) \hat{U}(k) + B_j u_j(k) \). In the Blame-Me strategy (7.9), the observed \( \tilde{x}(k+1) \) is used for the \( x(k+1) \) term, which is biased, since it may not be the future state predicted by agent \( j \) when it was doing control at time \( k \). In (7.24), on the other hand, the predicted future state \( \hat{x}^{(j)}(k+1) \) is used. This calculation is made possible by using the consensus \( \hat{U}(k) \). Using \( F(k) \) in (7.10), the following unbiased RLS algorithm can be formulated,

\[
\hat{\theta}_j(k+1) = \hat{\theta}_j(k) + e_j(k+1) w_j^T(k) u_j(k) F(k),
\]

\[
e_j(k+1) = -w_j^T(k) B_j^T P \left[ f(\tilde{x}(k)) + (B - B_j T_j) \hat{U}(k) + B_j u_j(k) \right] - \hat{\theta}_j(k) w_j^T(k) u_j(k).
\]
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The Closed Loop System

**Proposition 7.3 (Multiplicative uncertainty).** The closed loop dynamics of the system when all agents are using control law (7.23) follow from (7.11) and (7.12) where

\[ \Delta(k) = H_1^{-1}H_2[\tilde{R}(k) + B^TPB]^{-1}\tilde{R}(k). \]  

(7.26)

**Proof.** Subtracting \( u_i^0(k) \) from (7.23), \( u_i(k) - u_i^0(k) = -[\theta_i + B_i^TPB_i]^{-1}B_i^TP(B - B_iT_i)\tilde{U}(k) = -T_iH_1^{-1}H_2\tilde{U}(k) \), where \( \tilde{U}(k) = \tilde{U}(k) - U_o(k) = -[\tilde{R}(k) + B^TPB]^{-1}\tilde{R}(k)U_o(k) \). Stack the equations for all agents, then \( \tilde{U}(k) - U_o(k) = \Delta(k)U_o(k) \) where \( \Delta(k) \) follows from (7.26). Equations (7.11) and (7.12) hold.

The Trapped Equilibrium

**Proposition 7.4 (Convergence of the learning algorithm).** In system (7.12) with uncertainty (7.26) and learning algorithm (7.23), \( \hat{\theta}_j(k) \) is bounded \( \forall j = 1,...N \). It converges to \( \theta_j \) in finite time steps if and only if the set \( \{u_j(k) = 0\} \) does not contain any trajectory of the closed loop system.

**Proof.** When \( u_j(k) \neq 0 \), \( e_j(k + 1) = -\hat{\theta}_j(k)u_j^T(k)u_j(k) \). Since \( F(k) = (u_j^T(k)u_j(k))^{-2} \), then \( \hat{\theta}_j(k + 1) = \hat{\theta}_j(k) - \hat{\theta}_j(k) = \theta_j \). When \( u_j(k) = 0 \), \( \hat{\theta}_j(k + 1) = \hat{\theta}_j(k) \). Hence \( \hat{\theta}_j(k) \) is bounded by \( \max\{\theta_j, \hat{\theta}_j(0)\} \), and \( \hat{\theta}_j(k) \) converges to true \( \theta_j \) if \( \exists k^* \) s.t. \( u_j(k^*) \neq 0 \).

Proposition 7.4 implies two TEs under the Blame-All strategy: 1) the parameter estimation converges in finite steps and the system converges to the benchmark system in (7.7); 2) the system is trapped in the set \( \cup_j \{u_j(k) \equiv 0\} \). To get rid of the second TE, agent \( j \) is allowed to choose a random control input when the optimal input in (7.23) is always zero, which is called a perturbation to the system.

**Theorem 7.5 (System performance under the Blame-All strategy).** For any \( N \), the closed loop system under the Blame-All strategy will converge to the benchmark system (7.7) in the Nash Equilibrium, if the agent \( j \) is allowed to perturb the system when the system is trapped in \( \{u_j(k) \equiv 0\} \), but \( B_j^TP\tilde{x}(k) \neq 0 \).

**Proof.** The proof is in two steps. First, we will show that under certain initial conditions, the system will converge to the benchmark system in two time steps. Then we show that a perturbation to the system is equivalent to starting over with a new set of initial conditions. Hence the system will always converge to the benchmark system.

By Proposition 7.4, if \( u_j(0) = -T_j(\Delta(0) + I)Kf(x(0)) \neq 0, \forall j \), the parameters converge at \( k = 1 \), i.e. \( \tilde{R}(1) = R \). By (7.26), \( \tilde{R}(1) = R \) implies that \( \Delta(1) = 0 \), which further implies that \( U(1) = U_o(1) \) and \( x(2) = x^o(2) \) and \( \tilde{R}(k) = R, \Delta(k) = 0 \) for all \( k \geq 2 \). Hence the system converges to the benchmark system in two time steps if \( T_j(\Delta(0) + I)Kf(x(0)) \neq 0, \forall j \).
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(a) The real world scenario  (b) The simulation

Figure 7.4: Multi-robot cooperation

(a) Complete information  (b) The BM strategy  (c) The BA strategy

Figure 7.5: The trajectories under different strategies

If the system is trapped in the set \( \{ u_j(k) \equiv 0 \} \), i.e. \( T_j(\Delta(k) + I) \equiv 0 \) for some \( j \). As \( B_j^T P x(k) \neq 0 \), the pair \( u_j(k-1) = 0 \) and \( x(k) \) is not optimal with respect to \( J_j \). Suppose agent \( j \) chooses a random input \( u_j(k) \neq 0 \) at \( k \). At \( k+1 \), the system starts over again with the new initial conditions: \( \hat{R}(k+1) \neq \hat{R}(k) \), and \( x(k+1) \). When the perturbation goes to the right direction, \( T_j(\Delta(k+1) + I)Kf(x(k+1)) \neq 0 \). Then the system will converge to the benchmark system in two steps.

Remark 7.4. The perturbation only works in the Blame-All case, since the convergence is only affected by the initial conditions (in contrast, in the Blame-Me case, the convergence highly depends on the parameter \( \theta_i \)'s, according to Proposition 7.2). The improved performance in the Blame-All case is due to the introduction of the consensus \( \hat{U}(k) \) among all agents, which decouples learning and control strategies.
7.4 Example: Robot-Robot Cooperation

Consider the case where two mobile robots cooperate in moving a large object as shown in Fig.7.4a. Suppose there are rigid connections among the robots and the object. Define \( x = [p^T, v^T, \alpha, \omega]^T \in \mathbb{R}^6 \) where \( p \) and \( v \) are the position and velocity of the center of mass (which is assumed to be at the middle of the object), \( \alpha \) is the orientation of the object and \( \omega \) is the angular velocity around the center of mass. The inputs of the agents are the forces, e.g. \( u_i = F_i \in \mathbb{R}^2 \). Then the system dynamics is in the form of (7.1),

\[
x(k+1) = \begin{bmatrix}
p(k) + v(k)dt \\
v(k) - \frac{m}{M} fr1(v(k)) \\
(\alpha(k) + \omega(k)dt) \\
\omega(k) - \frac{dt}{M} fr2(\omega(k))
\end{bmatrix} + \begin{bmatrix}
0 & 0 \\
\frac{dt}{m} I_2 & \frac{dt}{m} I_2 \\
0 & 0 \\
\frac{dt}{M} I_1 & \frac{dt}{M} I_2
\end{bmatrix} U(k), \tag{7.27}
\]

where \( m \) is the mass, \( M \) is the inertia, \( dt \) is the sampling time, \( fr1(\cdot) \) and \( fr2(\cdot) \) are the frictions, and \( l_1 \) and \( l_2 \) are the vectors pointing from the center of mass to the robot 1 and
2 respectively. The task for the robots is to move the object from \((4, 10, 0, 0, -\pi/2, 0)\) to \((0, 0, 0, 0, 0, 0)\) as shown in Fig.7.4b. The cost function is given by (7.3).

In the simulation, \(dt = m = 0.2, M = 0.067, |l_1| = |l_2| = 1, fr_1(v) = 0.02v\) and \(fr_2(\omega) = 0.0067\omega\). The parameters in the cost function are \(\theta_1 = 0.3, \theta_2 = 0.9\) and

\[
P = \text{diag}\left(\begin{bmatrix} 4 & 0 & 0.3 & 0.1 \\ 0 & 4 & 0.1 & 0.3 \\ 0.3 & 0.1 & 1 & 0.1 \\ 0.1 & 0.3 & 0.1 & 1 \end{bmatrix}, \begin{bmatrix} 9 & 0.3 \\ 0.3 & 1 \end{bmatrix}\right).
\]

The agents initiate the learning process by setting the estimates to be 1. The simulated trajectories are shown in Fig.7.5 where (a) shows the trajectory under complete information, (b) and (c) show the trajectories under the two strategies when information is asymmetric.

**TE under the Blame-Me Strategy**: When \(\alpha \approx 0, B_i = h_i(x)\) is almost constant and \(\hat{\theta}_1^{(2)} = \hat{\theta}_2^{(1)} = -2\) is a TE by Remark 7.3. The resulting closed loop matrix \(I - BH_2^{-1}B^T P\) in (7.19) has an eigenvalue at 10 (the maximum singular value is 10.8), which causes instability as shown in Fig.7.5b. Due to the instability, the target position was not reached. Figure 7.6 shows the simulation profile under this strategy and illustrates how the oscillation starts.

**TE under the Blame-All Strategy**: Figure 7.7 shows the system performance under the Blame-All strategy. The Blame-All strategy outperforms the Blame-Me strategy as the parameter estimation converges in two time steps and the state goes to zero asymptotically, which verifies Theorem 7.5.

### 7.5 Conclusion

This chapter investigated methods to analyze the closed loop performance of the multi-agent system under different agent behaviors. In particular, the Trapped Equilibrium was introduced for system evaluation.

Quadratic simultaneous games were analyzed in the chapter as they rise naturally from multi-robot cooperations. The conclusions are: 1) In a quadratic simultaneous game, the uncertainty introduced by asymmetric information is multiplicative (Proposition 7.1 and Proposition 7.3). 2) The Blame-Me strategy can cause instability in the quadratic simultaneous game (Remark 7.3). 3) Under the proposed Blame-All strategy, the only Trapped Equilibrium assures parameter convergence to true values and system convergence to the benchmark system in the Nash Equilibrium (Theorem 7.5).

This method presented in this chapter can serve as a building block in analyzing interactions with even lesser shared information.
Part II

Applications
Chapter 8

The Robustly-Safe Automated Driving (ROAD) System

Road safety is one of the major concerns for automated vehicles. In order for these vehicles to interact safely and efficiently with the other road participants, the behavior of the automated vehicles should be carefully designed. In this chapter, we discuss the Robustly-safe Automated Driving system (ROAD) which prevents or minimizes occurrences of collisions of the automated vehicle with other road participants while maintaining efficiency. The design of the ROAD system is a direct application of the methods discussed in previous chapters. In this chapter, a set of design principles will be elaborated, including robust perception and cognition algorithms for environment monitoring and high level decision making and low level control algorithms for safe maneuvering of the automated vehicle.

8.1 Overview

Automated driving is widely viewed as a promising technology to revolutionize today’s transportation systems [21], so as to free the human drivers, ease the road congestion and lower the fuel consumption among other benefits. Substantial research efforts are directed into this field from research groups and companies [33], which are also encouraged by policy makers [120].

When the automated vehicles drive on public roads, safety is a big concern. While existing technologies can assure high-fidelity sensing, real-time computation and robust control, the challenges lie in the interactions between the automated vehicle and the environment which includes other manually driven vehicles and pedestrians [143]. For road safety, the driving behavior for the automated vehicles should be carefully designed.

Conservative strategies such as “braking when collision is anticipated”, known as the Automatic Emergency Braking (AEB) function in existing models [147], are not the best actions in most cases (although they may be necessary in certain cases). Taking into account the dynamics and future course of surrounding vehicles, the automated vehicle has multiple
choices for a safe maneuver, i.e. i) slow down to keep a safe headway till the headway reaches the safe limit; ii) steer to the left or right to avoid a collision; iii) even speed up if it can get out a dangerous zone by so doing, etc. The autonomy in driving needs high level machine intelligence [144].

This chapter discusses a framework in designing the driving behavior for automated vehicles to prevent or minimize occurrences of collisions among vehicles, pedestrians and obstacles while maintaining efficiency (e.g. maintaining high speed on freeway). The three-layer Robustly-Safe Automated Driving (ROAD) system is considered, as shown in Fig.8.1, which has a “see-think-do” structure. The expected performance of the ROAD system is illustrated in Fig.8.2, where the automated vehicle predicts the future courses of all surrounding road participants (vehicles or pedestrians) and confines its own trajectory in a safe region in adherence to the predictions for safety.

This chapter is based on [80, 89]. The remainder of the chapter is organized as follows: in Section 8.2, a multi-agent traffic model will be introduced and the control problem for automated driving will be formulated. The ROAD system will be discussed in Section 8.3. Simulation studies will be presented in Section 8.4. Section 8.5 concludes the chapter.

8.2 The Multi-Agent Traffic Model

The scenario shown in Fig.8.2 is modeled in the framework of multi-agent systems. All vehicles (the automated vehicle and other manually driven vehicles) on freeway are viewed as agents, which have several important characteristics: 1) autonomy: the agents are self-
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(a) Interaction with surrounding vehicles.

(b) Interaction with pedestrians.

Figure 8.2: Illustration of the function of the ROAD system.

aware and autonomous; 2) local views: no agent has a full global view of the system; 3) decentralization: there is no designated controlling agent. From a global view, there can be thousands of agents (vehicles) in the system (e.g. on the freeway). But only the local interactions among the vehicles are of interest. Hence, in the controller of the automated vehicle, only the behavior of the surrounding vehicles will be analyzed. Surrounding vehicles refer to the vehicles that can be detected and within certain distances to the automated vehicle.

Figure 8.3: The kinematic bicycle model.
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8.2.1 The System Model

Suppose there are $N$ surrounding vehicles locally and are indexed from 1 to $N$. Let $H = \{1, \ldots, N\}$ be the set of indices for all surrounding vehicles. The automated vehicle has index 0. Since the surrounding vehicles are changing from time to time, mathematically, the topology of the MAS is time varying [119].

For vehicle $i$, denote its state as $x_i$, control input as $u_i$. According to (2.5), agent $i$’s dynamic equation can be written as

$$\dot{x}_i = f_i(x_i, u_i, w_i),$$

(8.1)

where $w_i$ is the disturbance introduced by the environment, e.g. wind. Let $x_e$ be the state of the environment, e.g. speed limit $v_{lim}$, stationary obstacles and so on. Then the system state $x$ is defined as $x = [x_0^T, x_1^T, \ldots, x_N^T, x_e^T]^T$.

Agent $i$ chooses the control $u_i$ based on its information set $\pi_i$ and its objective $G_i$ (which can be intended behaviors or desired speed). In this chapter, it is assumed that there is no direct communication among vehicles. In this way, agent $i$’s information set at time $T$ contains all the measurements up to time $T$, i.e. $\pi_i(T) = \{y_i(t)\}_{t\in[0,T]}$ where $y_i$ follow from (2.3). The controller for agent $i$ can be written as

$$u_i = g_i(\pi_i, G_i).$$

(8.2)

Based on (2.3), (8.1) and (8.2), the block diagram for the multi-agent system is shown in Fig.8.4, which is a variation of Fig.2.2. All agents are coupled together in the closed loop system due to measurement feedbacks.
8.2.2 The Optimal Control Problem

In the ROAD system, the driving behavior for the automated vehicle should be designed considering the following two factors: efficiency and safety. Equations (8.3) provide the mathematical formulation. The efficiency factor requires that the objective of the automated vehicle (such as lane following in a constant speed or going to a desired position) be achieved in an optimal manner through minimizing a cost function $J(x_0, u_0, G_0)$. As the state $x_0$ is not directly known, the cost should be minimized in the sense of expectation given the measurement $y_0$, e.g. $E(J(x_0, u_0, G_0)|y_0)$ as shown in (8.3a). Meanwhile, the safety factor requires that the efficiency requirement be fulfilled safely as the motion of the automated vehicle should be constrained with respect to other road participants’ behaviors. The constraint on the automated vehicle can be written as $x_0 \in R_S(x_1, \cdots, x_n, x_e)$ where $R_S$ is a safe set in the state space of the automated vehicle that depends on the states of other road participants and the state of the environment. As all of the states are not directly known, the constraint should be considered in the stochastic sense such that it is satisfied almost surely with probability $1 - \epsilon$ for $\epsilon \to 0$ given the measurement $y_0$, e.g. $P(\{x_0 \in R_S(x_1, \cdots, x_n, x_e)\}|y_0) \geq 1 - \epsilon$ as shown in (8.3e). Then the following optimal control problem can be formulated

$$\min_{u_0} E[J(x_0, u_0, G_0)|y_0],$$  \hspace{1cm} (8.3a)

s.t. $u_0 \in \Omega, E(x_0|y_0) \in \Gamma$,  \hspace{1cm} (8.3b)

$$\dot{x}_0 = f(x_0, u_0, w_0),$$  \hspace{1cm} (8.3c)

$$y_0 = h(x_0, x_1, \cdots, x_n, x_e, u_0),$$  \hspace{1cm} (8.3d)

$$P(\{x_0 \in R_S(x_1, \cdots, x_n, x_e)\}|y_0) \geq 1 - \epsilon,$$  \hspace{1cm} (8.3e)

where $\Omega$ is the control space constraint for vehicle stability, and $\Gamma$ is the constraint regarding the speed limit and other regulations. Equation (8.3c) and (8.3d) are the dynamic equation and the measurement equation respectively, where $u_0$ and $v_0$ are noise terms.

The ROAD system solves the above problem by 1) estimating the states $x_i$’s using the measurement $y_0$ in layer 1 and 2) estimating the dynamics of all road participates (e.g. dynamics of $x_i$’s) and solving for the optimal control $u_0$ using the estimated states in Layer 2 and 3) tracking the computed optimal control trajectory in layer 3.

8.3 The Functions in the ROAD System

In this chapter, we focus on Layer 2. In Layer 2, the control sequence $u_0$ is obtained by solving the optimization problem (8.3). However, the problem is in general hard to solve due to the safety constraint (8.3e), as the dynamics of the states $x_i$’s are unknown and the set $R_S$ is non-convex. To solve the problem efficiently, the behavior design architecture discussed in Chapter 2 will be implemented. The behaviors of other road participants will be identified
and \( x_i \)'s will be predicted online. A parallel planning structure will be used to solve the non-convex optimization efficiently.

For simplicity, only the kinematic model will be considered in Layer 2. Figure 8.3 shows the bicycle model used for all vehicle \( i \), where \( (p_x^i, p_y^i) \) is the position of the center of the rear axle, \( v_i \) the forward speed, \( \theta_i \) the vehicle heading (\( \theta_i = 0 \) when the vehicle is following the lane), \( \gamma_i \) the steer angle and \( L_i \) the vehicle wheelbase. Assuming no tire slip angle, the kinematics of vehicle \( i \) follow from

\[
\begin{align*}
\dot{p}_x^i &= v_i \cos(\theta_i), \\
\dot{p}_y^i &= v_i \sin(\theta_i), \\
\dot{\theta}_i &= \frac{v_i}{L_i} \tan(\gamma_i).
\end{align*}
\]

Since the mapping from \( \gamma_i \) to \( \dot{\theta}_i \) is homeomorphic given \( v_i \), \( \dot{\theta}_i \) is chosen as an input signal instead of \( \gamma_i \). For vehicle \( i \), define \( x_i = [p_x^i, p_y^i, v_i, \theta_i]^T \) and \( u_i = [\dot{v}_i, \dot{\theta}_i]^T \). Hence (8.1) can be simplified as

\[
\dot{x}_i = f(x_i) + Bu_i + Bw_i, \quad \forall i = 0, \ldots, N, \quad (8.4)
\]

where

\[
f(x_i) = \begin{bmatrix} v_i \cos \theta_i \\ v_i \sin \theta_i \\ 0 \\ 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 0 & 1 \end{bmatrix} = [B_1, B_2].
\]

### 8.3.1 Cognition: Understanding Other Road Participants

Instead of predicting other vehicles’ trajectories directly, human drivers may classify other drivers’ intended behavior first. If the intended driving behaviors are understood, the future trajectories can be predicted using empirical models. Mimicking what humans would do, the learning structure in Fig. 8.5 is designed as an instance of the structure in Fig. 2.8 for the automated vehicle to make predictions of the surrounding vehicles, where the process is divided into two steps: 1) the behavior classification, where the observed trajectory of a vehicle goes through an offline trained classifier; and 2) the trajectory prediction, where the future trajectory is predicted based on the identified behavior, by using an empirical model which contains adjustable parameters to accommodate the driver’s time-varying behavior.\(^1\)

\(^1\)The classification step is needed when the communications among vehicles are limited. Otherwise, vehicles can broadcast their planned behaviors as discussed in [88].

In this section, the design of the classifier, the empirical models and the online learning algorithm will be discussed.

### The Driving Behaviors

Denote the intended behavior of vehicle \( i \) at time step \( k \) as \( b_i(k) \). In this chapter, five behaviors are considered:

- Behavior 1 (\( B_1 \)): Lane following;

---

\(^1\)Consider Fig.8.4. When \( G_i \) denotes vehicle \( i \)'s intended behavior, the behavior classification is a backward process to identify \( G_i \), while the trajectory prediction is a forward process to predict vehicle \( i \)'s closed loop behavior \( \dot{x}_i = f(x_i) + Bg_i(\pi_i, G_i) \) based on identified \( G_i \).
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Figure 8.5: The structure of the learning and prediction center.

- Behavior 2 \((B_2)\): Lane changing to the left;
- Behavior 3 \((B_3)\): Lane changing to the right;
- Behavior 4 \((B_4)\): Lane merging;
- Behavior 5 \((B_5)\): Lane exiting;

where \(B_1\) is the steady state behavior; \(B_2, B_3\) and \(B_4\) are driving maneuvers; and \(B_5\) is the exiting behavior. It is assumed that there must be gaps (lane following) between two maneuvers \((B_2, B_3\) and \(B_4)\). The transitions among behaviors follow from the model shown in Fig.8.6a.

Let \(P(b_i(k)|\pi_0(k)) \in \mathbb{R}^5\) be the probability vector that vehicle \(i\) intends to conduct \(B_1, \cdots, B_5\) at time step \(k\) given information up to time step \(k\). The relationship between \(P(b_i(k)|\pi_0(k))\) and \(P(b_i(k+1)|\pi_0(k))\) can be described by a Markov matrix \(A = P(b_i(k+1)|b_i(k)) \in \mathbb{R}^{5 \times 5}\), e.g.

\[
P(b_i(k+1)|\pi_0(k)) = A \ast P(b_i(k)|\pi_0(k)),
\]

where \(A\) represents the transition model\(^2\) in Fig.8.6a.

The transition model should be invoked in calculation only when vehicle \(i\) is following the lane and is about to conduct a maneuver. When vehicle \(i\) is conducting a maneuver, there is no need to calculate the probability distribution over other behaviors. The transition model can be used again when the maneuver is completed or aborted and vehicle \(i\) starts to follow the lane. The intuition is that: although the intention of a driver is unknown (thus needs to be inferred), but his action is observable (thus when he turns his intention into action, there is no need to guess).

\(^2\)\(A\) can be trained using real world labeled data \(b_i(k)\), e.g. \(A_{pq} = P(b_i(k+1) = B_p|b_i(k) = B_q) := \sum_{i,k} I(b_i(k+1) = B_p, b_i(k) = B_q) / \sum_{i,k} I(b_i(k) = B_q)\) where \(I\) is the indicator function.
The Classifier and the Features

The intentions of a driver at different time steps form a Markov process, which, however, are unknown to the automated vehicle. Hence the behavior classification problem becomes an inference problem in the Hidden Markov Model (HMM) [23] as shown in Fig. 8.6b. According to Bayes’ rule, at time step \( k \), for \( j = 1, 2, \ldots, 5 \),

\[
P(b_i(k) = B_j|\pi_0(k)) \propto P(b_i(k) = B_j, y_0(0), \ldots, y_0(k)),
\]

\[
\propto P(y_0(k)|b_i(k) = B_j)P(b_i(k) = B_j|\pi_0(k-1)),
\]

where \( P(b_i(k)|\pi_0(k-1)) \) encodes the temporal transitions of the intended behaviors and can be obtained using (8.5). \( P(y_0(k)|b_i(k)) \) is the measurement model, which can be constructed from data offline\(^3\). To represent the high-dimension data efficiently, the measurement \( y_0 \) is divided into several features for each surrounding vehicle \( i \) (not limited to the following ones):

- Feature 1: Longitudinal acceleration \( f_i^1 = \dot{v}_i \).
- Feature 2: Deceleration light \( f_i^2 = (1, 0) = (\text{on}, \text{off}) \).
- Feature 3: Turn signal \( f_i^3 = (1, 0, -1) = (\text{left}, \text{off}, \text{right}) \).
- Feature 4: Speed relative to the traffic flow \( f_i^4 = v_i - \bar{v} \).
- Feature 5: Speed relative to the front vehicle \( f_i^5 = v_i - v_{\text{front}} \).
- Feature 6: Current lane Id \( f_i^6 \). \( f_i^6 = -1 \) if the vehicle is occupying two lanes.
- Feature 7: Current lane clearance \( f_i^7 = (1, 0, -1) = (\text{blocked}, \text{clear}, \text{ended}) \).

\(^3\)Similar to the transition model \( A \), the measurement model can also be obtained by supervised training, together with necessary curve fitting.

\(^4\)Feature 4 and 5 encodes the interactions among vehicles.
initialization $P(b_i(0)) = [1, 0, 0, 0, 0]^T$, $k = 0$;  

while Classifier is Active do  
    $k = k + 1$;  
    read current $y_0(k)$, calculate $f^1_i(k), \cdots, f^{10}_i(k)$;  
    if $f^6_i(k) == -1$ then  
        $B^* = \arg \max_{B=B_3,B_4,B_5} P(b_i(k-1) = B)$;  
        $P(b_i(k) = B^*) = 1$, $P(b_i(k) \neq B^*) = 0$;  
        while $f^6_i(k) == -1$ do  
            $k = k + 1$, read $y_0(k)$, calculate $f^6_i(k)$;  
            $P(b_i(k)) = P(b_i(k-1))$;  
        end  
        $P(b_i(k)) = [1, 0, 0, 0, 0]^T$;  
    else  
        $P(b_i(k)|\pi_0(k-1)) = A \ast P(b_i(k-1)|\pi_0(k-1))$;  
        calculate $M = P(y_0(k)|b_i(k))$;  
        $P(b_i(k)|\pi_0(k)) = M \ast P(b_i(k)|\pi_0(k-1))$;  
        normalize $P(b_i(k)|\pi_0(k))$;  
    end  
end  

Algorithm 8.1: Behavior classification for vehicle $i$

- Feature 8: Lateral velocity, e.g. $f^8_i = v_i \sin \theta_i$.
- Feature 9: Lateral deviation from the center of its current lane $f^9_i$.
- Feature 10: Lateral deviation from the center of its target lane (if in the lane changing mode) $f^{10}_i$.

Algorithm 8.1 is designed based on the previous discussion. The probability distributions over all possible behaviors are calculated at each time step when the vehicle is following the lane (not occupying two lanes). The update of the distribution stops when the vehicle is conducting a maneuver. After the maneuver is completed, the probabilities will be initialized. Figure 3.1 illustrates the behavior classification results under Algorithm 8.1, where the measurement model is set empirically as $P(y_0|b_i = B_1) \propto \exp(-(f^8_i)^2 - c(f^9_i)^2)$, $P(y_0|b_i = B_3) \propto 1 - \exp(-(f^8_i)^2 - c(f^9_i)^2)$ and $c$ is a constant. In the beginning, the vehicle is following a lane. Then the probability of lane changing rises since the lateral speed $f^6_i$ goes up. When the vehicle crosses the boundary of two lanes, the probability of $B_3$ goes to 1. After lane changing, the vehicle starts to follow the new lane.
The Empirical Models for Trajectory Prediction

The future trajectory is predicted according to the most likely predicted behavior, i.e. arg\(\max_{B_j} P(b_i(k) = B_j)\). For lane following \(B_1\), \(\theta_i \approx 0\) and the lateral deviation of the vehicle can be ignored. The vehicle \(i\) only regulates its longitudinal speed to match the speed of the traffic flow and the speed of its front vehicle, e.g.

\[
\dot{x}_i = f(x_i) + B_1[k_1f_i^4 + k_2f_i^5], \tag{8.6}
\]

where \(k_1, k_2 \in \mathbb{R}\) are online-adjustable parameters, which can be identified online using the method discussed in Chapter 3.3. For lane changing \(B_2\) and \(B_3\), the vehicle not only regulates the longitudinal speed, but also regulates the lateral position, hence the turning rate. The empirical model can be described as

\[
\dot{x}_i = f(x_i) + B_1[k_1f_i^4 + k_2f_i^5] + B_2[k_3f_i^8 + k_4f_i^{10}], \tag{8.7}
\]

where \(k_1, k_2, k_3, k_4 \in \mathbb{R}\) are online-adjustable parameters.

8.3.2 Online Motion Planning and Control

Based on the predictions of the surrounding vehicles, the automated vehicle needs to find a safe and efficient trajectory satisfying the optimal control problem (8.3). The decision making architecture in Fig.8.7 is considered as an variation of the parallel architecture in Fig.2.3. The baseline planner solves the problem in a long time horizon without the safety constraint (8.3e), and the safety planner takes care of the safety constraint in real time [77].

The Baseline Planner  The baseline planner solves the optimal control problem (8.3) to ensure efficiency, which is similar to the planner in use when the automated vehicle is navigating in an open environment. When the cost function and the control constraint are designed to be convex, (8.3) become a convex optimization problem.

Suppose the objective \(G_0\) (target behavior and target speed \(v_r\)) is specified. The baseline planner tries to plan a trajectory to accomplish \(G_0\). When the objective is to follow the lane,
the cost function is designed as
\[ J = \int_{0}^{\infty} \left[ (v_{0} - v_{r})^2 + q(f_{0}^{9})^2 + u_{0}^{T} Ru_{0} \right] dt, \]  
(8.8)
where \( q \in \mathbb{R}^{+} \) and \( R \in \mathbb{R}^{2 \times 2} \) is positive definite. When the objective is to change lane, the automated vehicle should change the lane smoothly within time \( T \). The cost function is designed as
\[ J = \int_{0}^{T} \Phi(t) dt + \Gamma(f_{0}^{10}(T), \theta_{0}(T)), \]  
(8.9)
where \( \Phi = (v_{0} - v_{r})^2 + q_{1}(f_{10})^2 + u_{0}^{T} Ru_{0} \) is the cost to go; \( \Gamma = s_{1}(f_{10}(T))^2 + s_{2}(\theta_{0}(T))^2 \) is the terminal cost; \( q_{1}, q_{2}, s_{1}, s_{2} \in \mathbb{R}^{+} \); and \( R \in \mathbb{R}^{2 \times 2} \) is positive definite.

The computation in the baseline planner can be done offline. The resulting control policy will be stored for online application, to ensure real-time planning.

The Safety Planner  The safety planner modifies the trajectory planned by the baseline planner locally to ensure that it will lie in the safe set \( X_{S} \) in real time as discussed in Chapter 4.

During lane following, the safety constraint requires the automated vehicle to keep a safe headway. Thus \( X_{S}(B_{1}) = \{ x : d_{1}(x) \geq d_{\text{min}} \} \) where \( d_{1}(x) \) calculates the minimum distance between the automated vehicles and the vehicle or obstacles in front of it. During lane changing, the safety constraint requires the automated vehicle to keep a safe distance from vehicles on both lanes. Thus \( X_{S}(B_{2}), X_{S}(B_{3}) = \{ x : d_{2}(x) \geq d_{\text{min}} \} \) where \( d_{2}(x) \) calculates the minimum distance between the automated vehicle and all surrounding vehicles and obstacles in the two lanes.

Mathematically, the safe set is described using a safety index \( \phi \), which is a real-valued continuously differentiable function on the system’s state space. The state \( x \) is considered safe only if \( \phi(x) \leq 0 \) as shown in Fig.4.4. In Fig.8.2, the safe region for the automated vehicle is affected by the future trajectory of the surrounding vehicles. Based on the prediction of other vehicles, if the baseline trajectory leads to \( \phi \geq 0 \) now or in the near future, the safety planner will generate a modification signal to decrease the safety index by making \( \dot{\phi} < 0 \).

The safety index is chosen as \( \phi = D - d_{j}^{2}(x) - \alpha \dot{d}_{j}(x) \) \((j = 1, 2)\) where \( D > d_{\text{min}}^{2}, \) and \( \alpha > 0 \) are constants. To ensure safety, the control input of the automated vehicle must be chosen from the set of safe control \( U_{S}(t) = \{ u_{0}(t) : \dot{\phi} \leq -\eta_{0} \text{ when } \phi \geq 0 \} \) where \( \eta_{0} \in \mathbb{R}^{+} \) is a safety margin. By (8.4), the set of safe control when \( \phi \geq 0 \) can be written as
\[ U_{S}(t) = \{ u_{0}(t) : L(t) u_{0}(t) \leq S(t) \}, \]  
(8.10)
where \( L(t) = \frac{\partial \phi}{\partial x_{0}} \mathcal{B}, \) \( S(t) = -\eta_{0} - \sum_{j \in H} \frac{\partial \phi}{\partial x_{j}} \dot{x}_{j} - \frac{\partial \phi}{\partial x_{0}} f \) and \( \dot{x}_{j} \) is the prediction made by the trajectory predictor.
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If the baseline control input $u(t)$ is anticipated to violate the safety constraint, the safety controller will map it to the set of safe control $U_S(t)$ according to the following quadratic cost function

$$u_0/U_S = \min_{u \in U_S \cap \Omega} J_0(u) = \frac{1}{2} (u - u_0)^T W (u - u_0),$$

(8.11)

where $W$ is a positive definite matrix and defines a metric in the vehicle’s control space. To obtain optimality, $W$ should be close enough to the metric imposed by the cost function $J$ in (8.8) and (8.9), e.g. $W \approx d^2 J/du_0^2$ where $J$ is convex in $u_0$. In the lane following mode, if the lateral deviation $f_{l0}$ is large due to obstacle avoidance and the safety controller continues to generate turning signal $\theta \neq 0$, the vehicle will enter the lane changing mode.

The constraints on the vehicle input $U_S$ in different scenarios are illustrated in Fig.8.8 to Fig.8.9. For simplicity, a constraint on planar acceleration is used to illustrate the safety constraint $U_S$ as the constraint on planar acceleration can be transformed to the constraint on throttle and wheel angles\(^5\).

Figure 8.8 shows the safety constraint with respect to a front vehicle. The red dot represents zero acceleration and the circle represents the boundary of maximum acceleration in any direction (which may also in be other shapes, e.g. a ellipsoid). The shaded area represents $U_S$. When the front vehicle is relatively static with respect to the automated vehicle, $U_S$ depends only on the relative distance. When the headway is far enough, all directions of acceleration are safe. When the headway is too short, only decelerations are safe. When there is a wall, turning against the wall is not safe. When the front vehicle has relative motions with respect to the automated vehicle, $U_S$ depends on the relative distance as well as relative movement. Figure 8.9 illustrate the safety constraint when there is a vehicle in the adjacent lane. In mixed traffic, the constraint $U_S$ is the intersection of the constraint computed with respect to each surrounding vehicle.

8.4 Performance

Case studies are performed to illustrate the performance of the ROAD system during on-road driving (e.g. freeway driving) and unstructured driving (e.g. driving in parking lots). The simulations are done using parameters from a Lincoln MKZ shown in Fig.8.10.

8.4.1 On-Road Autonomous Driving

In freeway driving, there are typically two kinds of objectives: lane following with desired speed (in any lane) and lane changing (to a target lane). The baseline planners for the two objectives are obtained offline by computing optimal control policies for problem (1-4). The safety planner checks online whether the planned trajectory is safe to execute with respect

\(^5\)Note that in a kinematic model when the turning angle is small and there is no tire slip, the longitudinal acceleration is proportional to the throttle angle and the lateral acceleration is proportional to the wheel angle.
to the predicted motions of the surrounding vehicles. Three behaviors are considered for surrounding vehicles: lane following, lane change to the left, and lane change to the right. A Hidden-Markov-Model-based classifier is trained offline using labelled trajectories of human-controlled road participants in the simulator. The intended behavior of each surrounding vehicle is predicted online using the classifier. And the future motion of a surrounding vehicle is predicted using an empirical model associated with the classified behavior.

**Lane Following**

**Case 1 - Stationary Obstacle.** Figure 8.11 shows the case when the automated vehicle suddenly noticed a stationary obstacle 40m ahead. The safety controller went active. By mapping the baseline input $u_0$ to $U_S$ in (8.11), the command for deceleration and turn was generated. Then the automated vehicle slowed down and changed lane to the left to avoid
(a) $U_S$ when the vehicle is in the front.

(b) $U_S$ when the vehicle is behind.

(c) $U_S$ when the vehicle is moving away.

(d) $U_S$ when the vehicle is moving closer.

Figure 8.9: The safety constraint $U_S$ with respect to a vehicle in the adjacent lane.

Case 2 - Slow Front Vehicle. Figure 8.12 shows the case when the front vehicle was too slow. To illustrate the interaction, the trajectories of both vehicles are down sampled and shown in the last plot in Fig.8.12, where circles represent the automated vehicle and squares represent the slow vehicle. Different colors correspond to different time steps, the lighter the earlier. At the beginning, since it was not possible for the automated vehicle to keep the desired speed behind the slow car, it started to change lane to the left. After changing the lane, it overtook the slow vehicle.
Case 3 - Fast Cut-in Vehicle. Figure 8.13 shows the scenario when the automated vehicle was overtaken by a fast vehicle. When the automated vehicle observed large lateral velocity from the fast vehicle, it predicted that the fast vehicle would change lane. Under the command from the safety controller, the automated vehicle slowed down. After the lane changing of the fast vehicle, the automated vehicle accelerated again to meet the desired speed and keep a safe headway to the fast vehicle.

Lane Change

In this simulation, the trajectory of the surrounding vehicle is manually controlled, in order to test the real time interactions.

Case 1 - A Vehicle Moving Side by Side in the Target Lane. Figure 8.14 shows the case when the vehicle in the target lane was traveling next to the automated vehicle with approximately same speed. It was not safe to change lane in this case. Then the
automated vehicle slowed down to create a gap between the two vehicles. When the distance between the two vehicles was big enough, the automated vehicle then changed to the target lane. After adjusting the relative distance to the front vehicle, the automated vehicle then followed the new lane at constant speed.

**Case 2 - A Slowing Down Vehicle in the Target Lane.** Figure 8.15 shows the case when the vehicle in the target lane was slowing down. At first, the automated vehicle tried to use the strategy in case 1. However, when it noticed that the yellow car also slowed down, it then sped up to overtake the yellow car.

**Case 3 - Simultaneous Lane Change from Opposite Directions.** Figure 8.16 shows the case when another vehicle changed to the target lane simultaneously with the automated vehicle, but from the opposite direction. At the beginning, the yellow car was anticipated to follow its lane. Hence it was safe for the automated vehicle to change lane. When the lateral velocity of the yellow car became larger, the probability of $B_3$ went up and a possible future collision was anticipated. Then the safety planner went active. When the yellow car was about to cross the lane boundary, the automated vehicle turned back to its previous lane and slowed down. The automated vehicle finally changed lane using the strategy in case 1: slowing down first and changing lane when the distance between the two vehicles was big enough.
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Figure 8.12: Case 2 in lane following: slow front vehicle.

Mixed Traffic

Figure 8.17 illustrates the active safety measures when traffic is heavy on a curved freeway. The objective \( G_0 \) is lane following with a desired speed \( 37 \text{ m/s} \) which is higher than the current traffic speed. To fulfill \( G_0 \), the vehicle performed several lane changing safely with the help of the safety planner. The distance and velocity profile during the simulation is shown in Fig.8.17b. The dark bar indicates the moment when the safety planner was active, which matches with the moment when the smallest distance to the surrounding vehicles reached a threshold (shown by the dotted line). The smallest distance is only computed for the surrounding vehicles that have the possibility to collide with the automated vehicle, e.g. in the moving direction of the automated vehicle. For example, if there is only one surrounding vehicle which is in the adjacent lane to the automated vehicle and both vehicles are going to follow the lanes, then the smallest distance is infinity as their moving directions are parallel to each other. When the safety planner was on, changes on the vehicle velocity and direction were generated by the safety planner as discussed earlier. The smallest distance was always kept over 4 m. The video of this study can be found in [75].

Figure 8.18 shows the active safety performance of ROAD during lane following. There are heavy traffic on the left lanes. As the current speed of the automated vehicle is below the desired speed, the baseline planner generates an acceleration command. The safety constraints with respect to vehicles 1 to 3 are computed and shown as \( U_{S}^{1}, U_{S}^{2} \) and \( U_{S}^{3} \) in the figure and \( U_{S} := \cap_i U_{S}^{i} \). As the acceleration command generated by the baseline planner is not
safe, it is modified by the safety planner. The modification signal tries to minimize the length difference between the reference acceleration vector and the modified vector as well as the angular difference between the two vectors. Then a turning command is generated in the modified signal. Under this new command, the vehicle changed to its right lane. The metric for the modification is a design parameter which allows the vehicle to generate diverse behaviors. For example, if the metric penalizes the norm difference between the reference acceleration vector and the modified acceleration vector, there will be no turning command in the modified signal as shown in Fig.8.18c. The automated vehicle will remain in the current lane and adapt to track the velocity of the front vehicle. This behavior is very similar to the one generated by adaptive cruise control (ACC).

Figure 8.19 illustrates the active safety during lane change on freeway. When the vehicle started to change lane, it is not safe to do so. The safety planner cancelled the turning command and increased the longitudinal acceleration. Then the automated vehicle overtook the vehicle in the target lane and finished lane changing when it was safe to do so. The behavior of the automated vehicle depends significantly on the prediction of the behavior of the vehicle in the target lane. If the vehicle is predicted to be moving relatively forward, it is possible that a decelerating modified signal be generated as shown in Fig.8.19c, in which case the automated vehicle will change lane to follow the vehicle in the target lane when a safe “gap” is created by decelerating.
8.4.2 Driving in Unstructured Environments

Driving in parking lots is a typical unstructured driving scenario. The automated vehicle needs to interact with pedestrians safely. The objective $G_0$ for the vehicle is to navigate to a desired parking space. Similar to the freeway driving case, the baseline planner is obtained offline. The safety planner checks online whether the planned trajectory is safe to execute with respect to the prediction of the pedestrian motions. However, unlike the freeway driving case, not all directions of acceleration are feasible due to the nonholonomic nature of automobiles. For example, when the vehicle speed is high, it is possible for the vehicle to have acceleration in many directions. When the vehicle speed is low and gear shift is not allowed, the vehicle can only generate a small range of acceleration by steering and pressing the pedal as shown in Fig.8.20. When modifying the trajectories in the safety planner, the nonholonomic constraint also needs to be considered.

Active Safety for Interacting with Pedestrians Figure 8.21a illustrates the active safety for driving in a parking lot. The pedestrian in the simulation environment is controlled by a human subject in real time to test the response of the automated vehicle. The desired parking space is shown by the white lines. In the simulation, the vehicle tried to go to the parking space while the pedestrian moved crossing the path of the vehicle. So the vehicle slowed down to wait for the pedestrian and accelerated only after the pedestrian passed by. The safety constraint for the automated vehicle in this scenario is shown in Fig.8.20c. As the
The only action that satisfied both the safety constraint and the nonholonomic constraint was to stay still, the vehicle chose to wait for the human to pass by. The distance and velocity profile is shown in Fig. 8.21b. The safety planner was on when the distance between the vehicle and the human was small. The small velocity generated at the beginning was due to the uncertainty in the human motion prediction. The smallest distance was always kept over 4m.

8.5 Discussion and Conclusion

In this chapter, the design of Layer 2 in the ROAD system was discussed. The multi-agent traffic model was proposed and an optimal control problem was formulated for vehicle trajectory planning. To solve the problem, the behaviors of surrounding vehicles was identified and their future trajectories was predicted. Based on the predictions, the optimal control problem was solved online using an unique architecture: a parallel combination of a baseline planner which solved the problem without the safety constraint and a safety planner which took care of the safety constraint online. The proposed algorithms were verified in the simulations.

The function of the ROAD system can be divided into two parts: reasoning of other road participants’ behaviors and planning the trajectory for the ego vehicle. The first part relies
on offline data collection and learning. The purpose of offline learning is to let the ego vehicle make reasonable predictions of the environment so that it can behave less conservatively. Even if the environment is new and the behaviors of the road participants are never encountered before, the system can still generate safe trajectories using only the online learning method and the parallel planners as discussed in [13]. In the beginning of the interaction, the safety planner can behave defensively by assuming the worst case scenario. During the interaction, the vehicle can fit a reactive behavior model for each road participant using the observed trajectory of that road participant, and refine the model by online adaptation, similar to the method discussed in the case study “Driving in Unstructured Environments”. The safety planner then monitors the trajectory generated by the baseline planner given the predictions made by the reactive behavior models, while a larger minimum distance requirement will be chosen if the confidence level of the model is lower. The confidence level of the model can be tracked by comparing the predicted and the observed behaviors of the corresponding road participant. Although the proposed method is mainly to address active safety for automated vehicles, it can also be applied to driving assistive systems for manually driven vehicles, if we replace the baseline planner by a function that gets human’s driving command directly as shown in Fig.8.22. Then the safety planner can monitor human’s driving commands based on the predicted motions of other road participants.

In the future, the following parts will be improved. An online long-term trajectory planner discussed in Chapter 5 will replace the current offline baseline planner. The long-
(a) The snapshots of the simulation.

(b) The distance and velocity profile for mixed traffic simulation.

Figure 8.17: Performance of the ROAD system in heavy traffic.
Figure 8.18: The safety constraints and maneuvers for lane following in mixed traffic.

term planner will consider all related issues in driving, including safety, efficiency, comfort and economy, with a relatively long preview horizon (e.g. 10s) and a relatively low sampling frequency (e.g. 4Hz). The safety controller described in this chapter will be running in high frequency (e.g. 20Hz) and be prepared to interrupt the long-term planner in emergencies to guarantee safety. Moreover, to account for diverse behaviors of other road participants, the trajectory predictor will be extended to be stochastic and multimodal.
Figure 8.19: The safety constraints and maneuvers for lane change in mixed traffic.

(a) The dynamic constraint for low speed
(b) The dynamic constraint for high speed
(c) The safety constraint and the dynamic constraint.

Figure 8.20: Considering the dynamic constraint together with the safety constraint.
(a) The snapshots of the simulation.

(b) The distance and velocity profile.

Figure 8.21: Application of the ROAD system for driving in a parking lot

Figure 8.22: A driver assistive system using the ROAD system.
Chapter 9

The Robot Safe Interaction System (RSIS)

Human workers and robots are two major workforces in modern factories. For safety reasons, they are separated, which limits the productive potentials of both parties. It is promising if we can combine human’s flexibility and robot’s productivity in manufacturing. This chapter describes the application of the methods discussed in previous chapters on industrial robots.

9.1 Overview

In modern factories, human workers and robots are two major workforces. For safety concerns, the two are normally separated with robots confined in metal cages, which limits the productivity as well as the flexibility of production lines. In recent years, attention has been directed to remove the cages so that human workers and robots may collaborate to create a human-robot co-existing factory [24]. Those robots working in a human-involved environment are called co-robots.

The potential benefits of co-robots are huge and extensive, e.g. they may be placed in human-robot teams in flexible production lines [64] as shown in Fig.9.1, where robot arms and human workers cooperate in handling workpieces, and automated guided vehicles (AGV) co-inhabit with human workers to facilitate factory logistics [141]. Automotive manufacturers Volkswagen and BMW [149] have took the lead to introduce human-robot cooperation in final assembly lines in 2013.

In the factories of the future, more and more interactions among humans and industrial robots are anticipated to take place. In such environments, safety is one of the biggest concerns [132], which attracts attention from standardization bodies [52], as well as from major robot manufacturers including Kuka, Fanuc, Nachi, Yaskawa, Adept and ABB [5]. Several safe cooperative robots or co-robots has been released, such as UR5 from Universal Robots (Denmark) [142] which is implemented by Volkswagen and BMW, Baxter from Rethink
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Figure 9.1: Human-robot collaboration and co-inhabitance in future production lines.

Robotics (US) [12], NextAge from Kawada (Japan) [59] and WorkerBot from Pi4_Robotics GmbH (Germany) [19]. However, most of these researches and products focus on intrinsic safety, i.e. safety in mechanical design [55], actuation [156] and low level motion control [95]. Safety during social interactions with humans, which are key to intelligence (including perception, cognition and high level motion planning and control), still needs to be explored.

On the other hand, several successful implementations of non-industrial co-robots have been reported, e.g. home assist robots [151] and nursing robots [111]. Complex software architectures are developed to equip the robots with various cognition, learning and motion planning abilities. However, those robots are mostly of human-size or smaller size with slow motion, which may not be cost-efficient for industrial applications. To fully realize a human-robot co-existing factory, the software design methodology for fast co-robots, especially those that are large in size, with multiple links and complicated dynamics, needs to be explored.

In order to make the industrial co-robots human-friendly, they should be equipped with the abilities [51] to: (1) collect environmental data and interpret such data, (2) adapt to different tasks and different environments, and (3) tailor itself to the human workers’ needs. The first ability is a perception problem, while the second and third are control problems that are of interest in this chapter.

The challenges for control are (i) coping with complex and time-varying human motion, and (ii) assurance of real time safety without sacrificing efficiency. An constrained optimal control problem is formulated to describe this problem mathematically. And a modularized controller architecture will be discussed as an variation of the architecture discussed in Chapter 2.2. The modularized architecture 1) treats the efficiency goal and the safety goal separately and allows more freedom in designing robot behaviors; 2) is compatible with existing robot motion control algorithms and can deal with complicated robot dynamics, 3)
guarantees real time safety, and 4) are good for parallel computation.

The remainder of the chapter is organized as follows: in Section 9.2, the constrained optimization problem will be described; in Section 9.3, the controller architecture in solving the optimization problem will be proposed, together with the design considerations of each module. Case studies with robot arms are performed in Section 9.4. Section 9.5 concludes the chapter.

9.2 Algorithmic Safety Measures: The Optimization Problem

As shown in Fig.9.1, co-robots can co-operate as well as co-inhabit with human workers. In this chapter, safety in co-inhabitance and contactless co-operation will be addressed as they form basic interaction types during human-robot interactions. Since the interaction is contactless, robots and humans are independent to one another in the sense that the humans’ inputs will not affect the robots’ dynamics in the open loop. However, humans and robots are coupled together in the closed loop, since they will react to others’ motions.

9.2.1 Problem Formulation

Denote the state of the robot of interest as \( x_R \in \mathbb{R}^n \) and the robot’s control input as \( u_R \in \mathbb{R}^m \) where \( n, m \in \mathbb{N} \). Assume the robot dynamics is affine\(^1\), i.e.

\[
\dot{x}_R = f(x_R) + h(x_R)u_R. \tag{9.1}
\]

The task or the goal for the robot is denoted as \( G_R \), which can be 1) a settle point in the Cartesian space (e.g. a workpiece the robot needs to get), 2) a settle point in the configuration space (e.g. a posture), 3) a path in the Cartesian space or 4) a trajectory in the configuration space.

The robot should fulfill the aforementioned tasks safely. Let \( x_H \) be the state of humans and other moving robots in the system, which are indexed as \( H = \{1, 2, \ldots, N\} \). Then the system state is \( x = [x_R^T, x_H^T]^T \). Denote the collision free state space as \( X_S \), e.g. \( X_S = \{x : d(x_H, x_R) > 0\} \) where \( d \) measures the minimum distance among the robot, the humans and all other moving robots. Given the human configuration, the constraint on the robot’s state space \( R_S(x_H) \) is a projection of \( X_S \), e.g. \( R_S(x_H) = \{x_R : [x_R^T, x_H^T]^T \in X_S\} \), which is time varying with \( x_H \). Hence, two steps are needed to safely control the robot motion:

\(^1\)Any system can have an affine form through dynamic extension. Suppose \( \dot{x}_R = F(x_R, u_R) \). Define \( x^e_R = [x_R^T, u_R]^T \). Let the new control input be \( u^e_R = \dot{u}_R \). Then the new system

\[
\dot{x}^e_R = \begin{bmatrix} F(x^e_R) \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u^e_R,
\]

is affine.
1) predicting the human motion; and 2) finding the safe region for the robot based on the prediction.

9.2.2 The Optimization Problem

The requirement of the co-robot is to finish the tasks $G_R$ efficiently while staying in the safe region $R_S(x_H)$, which leads to the following optimization problem [34]:

$$
\min_{u_R} J(x_R, u_R, G_R),
$$

(9.2a)

$$
\text{s.t. } u_R \in \Omega, x_R \in \Gamma, \dot{x}_R = f(x_R) + h(x_R)u_R,
$$

(9.2b)

$$
x_R \in R_S(x_H),
$$

(9.2c)

where $J$ is a goal related cost function to ensure efficiency, $\Omega$ is the constraint on control inputs, $\Gamma$ is the state space constraint (e.g. joint limits, stationary obstacles). The problem is hard to solve since the safety constraint $R_S(x_H)$ is nonlinear, non-convex and time varying with unknown dynamics.

There are numerical methods in solving non-convex optimizations, e.g. sequential convex optimization [123], A* search [127] and Monte-Carlo based rapidly-exploring random trees (RRT) method [66]. However, the computation loads are too high for online applications on industrial co-robots. On the other hand, analytical methods such as potential field methods [108] and sliding mode methods [45] have low computation loads. But they generally do not emphasize optimality. Moreover, the motion patterns of human subjects (or other intelligent robots) are much more complicated than those of general obstacles due to interactions, e.g. $x_H$ may be a function of $x_R$. In Chapter 4, a safe set algorithm (SSA) was discussed to identify the dependency of $x_H$ on $x_R$ online and regulate the control input of the robot in a supervisory loop so as for the system state to stay in the safe set $X_S$. A safe exploration algorithm (SEA) was built upon SSA to reflect the uncertainties in the prediction of $x_H$ in robot motion control. These two methods will be generalized and a modularized controller architecture that can handle 3D interactions will be proposed in the next section.

9.3 Algorithmic Safety Measures: The Controller Architecture

9.3.1 The Controller Architecture

The proposed controller will be designed as a parallel combination of a baseline controller and a safety controller as shown in Fig.9.2. The baseline controller solves (9.2a-9.2b), which is time-invariant and can be solved offline. The safety controller enforces the time varying safety constraint (9.2c), which computes whether the baseline control signal is safe to execute or not (in the “Safety Constraint” and the “Criteria” module) based on the predictions made in the human motion predictor, and what the modification signal should be (in the “Control
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Modification” module. Each module will be elaborated below. The expected outcome of this controller structure is shown in Fig.4.3 on an AGV. In that scenario, the baseline controller will command the AGV to go straight towards its goal. However, the human motion predictor predicts that the human will go to the blue dot and he will be very likely to show up in the gray area. Since the baseline trajectory is no longer in the safe region, the safety controller generates a modified trajectory towards the goal and avoids the human.

9.3.2 The Baseline Controller

The baseline controller solves (9.2a-9.2b), which is similar to the controller in use when the robot is working in the cage. The cost function is usually designed to be quadratic which penalizes the error to the goal and the magnitude of the control input, e.g. when \( G_R \) is a trajectory, \( J = \int_0^T [(x_R - G_R)^T P(x_R - G_R) + u_R^T R u_R] dt \) where \( P \) and \( R \) are positive definite matrices. The control policy can be obtained by solving the problem offline. The collision avoidance algorithms discussed in Chapter 5 can be used to avoid stationary obstacles described by the constraint \( x_R \in \Gamma \). This controller is included to ensure that the robot can still perform the tasks properly when the safety constraint \( R_S(x_H) \) is satisfied.

9.3.3 The Human Model and the Human Motion Predictor

In different applications, human body should be represented at various levels of details. For AGVs, mobile robots and planar arms, since the interactions with humans happen in 2D, a human can be tracked as a rigid body in the 2D plane with the state \( x_H \) being the position and velocity of the center of mass and the rotation around it. For robot arms that interact with humans in 3D, the choice of the human model depends on his distance to the robot. When the robot arm and the human are far apart, the human should also be treated as one rigid body to simplify the computation. In the close proximity, however, the human’s limb movements should be considered. As shown in Fig.9.3a, the human is modeled as a

![Figure 9.2: The controller architecture.](image-url)
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(a) The human model  
(b) The distance between capsules

Figure 9.3: The human model and the capsules.

connection of ten rigid parts: part 1 is the head; part 2 is the trunk; part 3, 4, 5 and 6 are upper limbs; and part 7, 8, 9 and 10 are lower limbs. The joint positions can be tracked using 3D sensors \[125\]. The human’s state \(x_H\) can be described by a combination of the states of all rigid parts.

The prediction of future human motion \(x_H\) needs to be done in two steps: inference of the human’s goal \(G_H\) and prediction of the trajectory to the goal. Once the goal is identified (using the method of model selection discussed in Chapter 3), a linearized reaction model can be assumed for trajectory prediction \[154\], e.g.

\[
\dot{x}_H = Ax_H + B_1 G_H + B_2 x_R + w_H, \tag{9.3}
\]

where \(w_H\) is the noise, \(A, B_1\) and \(B_2\) are unknown matrix parameters which encode the dependence of future human motion on his current posture, his goal and the robot motion. Those parameters can be identified using parameter identification algorithms discussed in Chapter 3.3, while the prediction can be made using the identified parameters. Note that to account for human’s time varying behaviors, the parameters should be identified online. This method is based on the assumption that human does not ‘change’ very fast. Moreover, to reduce the number of unknown parameters, key features that affect human motion can be identified through offline analysis of human behavior. Those low dimension features \(\{f_i\}\) can be used in the model (9.3) to replace the high dimension states \(x_H\) and \(x_R\), e.g. 

\[
\dot{x}_H = \sum_i a_i f_i + B_1 G_H + w_H.
\]

9.3.4 The Safety Controller

The Safety Index The safe set \(X_S\) is a collision free subspace in the system’s state space, which depends on the relative distance among humans and robots. Since humans and robots have complicated geometric features, simple geometric representations are needed for efficient online distance calculation. Ellipsoids \[139\] were used previously. However, it’s hard to obtain the distance between two ellipsoids analytically. To reduce the computation load,
capsules (or spherocylinders) [97], which consists of a cylinder body and two hemisphere ends, are introduced to bound the geometric figures as shown in Fig.9.3a, Fig.9.4b and in Fig.9.6b. A sphere is considered as a generalized capsule with the length of the cylinder being zero. The distance between two capsules can be calculated analytically, which equals to the distance between their center lines minus their radiuses as shown in Fig.9.3b. In the case of a sphere, the center line reduces to a point. In this way, the relative distance among complicated geometric objects can be calculated just using several skeletons and points. The skeleton representation is also ideal for tracking the human motion.

Given the capsules, the design of X\(_S\) is mainly the design of the required minimum distances among the capsules. The design should not be too conservative, while larger buffer volumes are needed to bound critical body parts such as the head and the trunk, as shown in Fig.9.3a. The safe set in the 3D interactions can be designed as:

\[
X_S = \{ x : \frac{d(p_{ij}, x_R)}{d_{ij, \text{min}}} > 1, \forall i = 1, \cdots, 10, \forall j \in H \},
\]  

(9.4)

where \(d(p_{ij}, x_R)\) measures the minimum distance from the capsule of body part \(i\) on the human (or the robot) \(j\) to the capsules of the robot \(R\). \(d_{ij, \text{min}} \in \mathbb{R}^+\) is the designed minimum safe distance. \(d_{ij, \text{min}}\) should be large since the head is most vulnerable.

To describe the safe set \(X_S\) efficiently, a safety index \(\phi\) is introduced, which is a Lyapunov-like function over the system’s state space as illustrated in Fig.4.4 that satisfies the three conditions discussed in Chapter 4.2. The safety index for the safe set in (9.4) is designed as:

\[
\phi = 1 + \gamma - (d^*)^c - k_1d^* - \cdots - k_{l-1}(d^*)^{(l-1)},
\]  

(9.5)

where \(d^* = \frac{d(p_{i^*j^*}, x_R)}{d_{i^*j^*, \text{min}}}\) and the capsule \(i^*\) on the human (or the robot) \(j^*\) is the capsule that contains the closest point (the critical point) to the robot \(R\). \(l \in \mathbb{N}\) is the relative degree from the function \(d(\cdot, x_R)\) to \(u_R\) in the Lie derivative sense. In most applications, \(l = 2\) since the robot’s control input can affect joint acceleration. \(c > 1\) is a tunable parameter, while larger \(c\) means heavier penalties on small relative distance. \(\gamma > 0\) is a safety margin that can uniformly enlarge the capsules in Fig.9.3a. \(k_1, \cdots, k_{l-1}\) are tunable parameters that need to satisfy the condition that all roots of \(1 + k_1s + \cdots + k_{l-1}s^{l-1} = 0\) should be on the negative real axis in the complex plane. The higher order terms of \(d^*\) are included to make sure that the robot does not approach the boundary of the safe set in a large velocity, so that the state can always be maintained in the safe set even if there are constraints on the robot control input, e.g. \(u_R \in \Omega\).

**The Criteria**  Given the safety index, the criteria module determines whether or not a modification signal should be added to the baseline controller. There are two kinds of criteria: (I) \(\phi(t) \geq 0\), or (II) \(\phi(t + \Delta t) \geq 0\). The first criterion defines a reactive safety behavior, i.e. the control signal is modified once the safety constraint is violated. The second criterion defines a forward-looking safety behavior, i.e. the safety controller considers whether the
safety constraint will be violated $\Delta t$ time ahead. The prediction in the second criterion is made upon the estimated human dynamics and the baseline control law. In the case when the prediction of future $x_H$ has a distribution, the modification signal should be added when the probability for criteria (II) to happen is non-trivial, e.g. $P\{\phi(t+\Delta t) \geq 0\} \geq \epsilon$ for some $\epsilon \in (0,1)$.

The Set of Safe Control and the Control Modification

The set of safe control $U^S_R$ is the equivalent safety constraint on the control space, i.e. the set of control that can drive the system state into the safe set as shown in Fig.4.4. According to (4.5-4.8), the set of safe control when $\phi \geq 0$ is

$$U^S_R = \{u_R : \frac{\partial \phi}{\partial x_R} h(x_R)u_R \leq -\eta - \frac{\partial \phi}{\partial x_R} f(x_R) - \frac{\partial \phi}{\partial x_H} \dot{x}_H\} \quad (9.6)$$

where $\eta \in \mathbb{R}^+$ is a margin and $\dot{x}_H$ comes from human motion predictor. When $\dot{x}_H$ has a distribution, let $\Pi$ be the compact set that contains major probability mass of $\dot{x}_H$, e.g. $P(\{\dot{x}_H \in \Pi\}) \geq 1 - \epsilon$ for a small $\epsilon$. Then the inequality in (9.6) should hold for all $\dot{x}_H \in \Pi$.

The non-convex state space constraint $R_S(x_H)$ is then transferred to a linear constraint on the control space in (9.6). In this way, the modification signal is the optimal value to be added to the baseline control law such that the final control lies in the set of safe control,

$$\Delta u_R = \text{arg min}_{u_R} \min_{u \in U^S_R \cap \Omega \cap U^\Gamma} u^T Qu \quad (9.7)$$

where $Q \in \mathbb{R}^{m \times m}$ is positive definite which determines a metric on the robot’s control space. To obtain optimality, $Q$ should be close enough to the metric imposed by the cost function $J$ in (9.2a), e.g. $Q \approx d^2 J/du_R^2$ where $J$ is assumed to be convex in $u_R$. $U^\Gamma$ is the equivalent constraint on the control space of the state space constraint $\Gamma$, which can be constructed following the same procedure of constructing $U^S_R$. Equation (9.7) is a convex optimization problem and is easy to solve. In the case that $U^S_R \cap \Omega \cap U^\Gamma$ is empty, a smaller margin $\eta$ can be chosen so that the feasible control set becomes nonempty.

9.4 Case Studies

Case studies are performed to evaluate the safety measures on scenarios shown in Fig.9.1. The cases for AGVs and mobile robots are studied in Chapter 4. In this chapter, the interactions among robot arms and humans will be studied. The architecture of the evaluation platform is discussed in Appendix A.3. The result with the evaluation platform in Appendix A.4 can be found in [73].

9.4.1 Planar Robot Arm

The planar robot arm is shown in Fig.9.4a. Denote the joint angle as $\theta = [\theta_1, \theta_2]^T$. The dynamic equation of the robot arm is $M(\theta)\ddot{\theta} + N(\theta, \dot{\theta}) = \tau_R$ where $M(\cdot)$ is the generalized
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(a) The planar robot arm  (b) The simulation environment

Figure 9.4: The planar robot arm and the simulation environment.

inertia matrix and $N(\cdot, \cdot)$ is the Coriolis and centrifugal forces [25]. Both functions depend on the robot state $x_R = [\theta^T, \dot{\theta}^T]^T$. $u_R = \tau_R$ is the torque input. The state space equation of the planar robot is affine

$$
\dot{x}_R = \begin{bmatrix}
\dot{\theta} \\
-M^{-1}(\theta)N(\theta, \dot{\theta})
\end{bmatrix} + \begin{bmatrix}
0 \\
M^{-1}(\theta)
\end{bmatrix} u_R.
$$

(9.8)

The simulation environment is shown in Fig.9.4b where the robot arm is wrapped in two capsules. The vertical displacement of the robot arm is ignored. The human is shown as a blue circle, which is controlled in real time by a human user through a multi-touch pad. Both the human and the robot need to approach their respective goal points in minimum time. New goals will be generated when the old one is approached.

The baseline controller is designed as a computed torque controller with settle point $G_R$. The safety index is designed as $\phi = D - d^2 - \dot{d}$, where $d$ measures the minimum distance between the human and the robot arm and $D = d_{min}^2(1 + \gamma)$. The sampling frequency is 20Hz. Due to the limitation of bandwidth, both reactive and forward-looking criteria are used, in order not to violate the safety constraints between two samples. The set of safe control $U^S_R(k)$ at time $k$ is the intersection of the two sets: $U_1 = \{u_R(k) : \phi(k) \leq \eta \text{ when } \phi(k) \geq 0\}$ and $U_2 = \{u_R(k) : \phi(k+1) < 0\}$. The computation of $U_1$ follows from (9.6). The computation of $U_2$ is similar and is discussed in details in [83]. The metric $Q$ is chosen to be $M(\theta)$, which puts larger penalties on the torque modification applied to heavier link, thus is energy efficient.

The simulation result is shown in Fig.9.5. The first plot in Fig.9.5a shows the critical point on the arm that is the closest to the human capsule. The orange area represents the first link ($y = 0$ is the base) and yellow area represents the second link ($y = 0.55m$ is the endpoint). The second plot shows the distance from the robot endpoint to the robot’s goal position. The third plot shows the relative distance $d$ between the robot capsules and the human capsule, while the red area represents the danger zone $\{d < d_{min}\}$. The bars in
Figure 9.5: The simulation result of the planar robot.

(a) The simulation profile.

(b) The snapshots at $k = 110 : 5 : 140$

(c) The snapshots at $k = 160 : 5 : 220$
the fourth plot illustrate whether the safety controller is active (green) or not (white) at each time step. During the simulation, the robot was close to its goal at \( k = 55 \) and at \( k = 110 \) before it finally approached it at \( k = 220 \). However, since the human was too close to the robot in that two cases, going to the goal was dangerous. Then the safety controller went active and the robot arm detoured to avoid the human. This scenario is also illustrated in Fig.9.5b, the 5-times down-sampled snapshots from time step 110 to 140, denote as \( k = 110 : 5 : 140 \). Lighter color corresponds to smaller \( k \). Due to the safety controller, the relative distance was always maintained above the danger zone. Figure 9.5c shows the snapshots at \( k = 160 : 5 : 220 \). As the human was far from the robot arm, the safety controller was inactive and the robot finally approached its goal.

### 9.4.2 Six Degree of Freedom Robot Arm

In this case study, the Fanuc M16iB robot arm is used as shown in Fig.1.1a and the simulation environment is shown in Fig.9.6a. Capsules are calculated for both the human and the robot as shown in Fig.9.6b. The radius of the capsules are designed such that one uniform minimum distance requirement \( d_{\text{min}} = 0.2 \text{m} \) can be used for all capsules. Denote the robot state as \( x_R = [\theta^T, \dot{\theta}^T]^T \) where \( \theta = [\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6]^T \) are the joint angles. \( u_R = \dot{\theta} \) is the joint acceleration. The control modification is done in the kinematic level. A perfect low level tracking controller is assumed. The state space equation of the robot arm is linear:

\[
\dot{x}_R = A x_R + B u_R, \tag{9.9}
\]

where \( A_R = \begin{bmatrix} 0_{6\times6} & I_{6\times6} \\ 0_{6\times6} & 0_{6\times6} \end{bmatrix} \) and \( B_R = \begin{bmatrix} 0_{6\times6} \\ I_{6\times6} \end{bmatrix} \).
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$G_R$ is to follow a path in the Cartesian space. The baseline controller is a feedback and feedforward controller. The human is moving around the robot arm. The safety index is the same as in the previous case, e.g. $\phi = D - d^2 - \dot{d}$, where $d$ is computed analytically \cite{35}. The sampling frequency is 20 Hz. The forward-looking criteria is used. The set of safe control is $U_R^S(k) = \{u_R(k) : \phi(k + 1) < 0\}$, and $Q = I$.

The simulation results are shown in Fig.9.7, Fig.9.8 and Fig.9.9. The first plot in Fig.9.7 shows the critical capsule ID on the robot arm that contains the closest point to the human and the second plot shows the critical capsule ID on the human that contains the closest point to the robot. During interactions, those critical points changed from time to time. The minimum distance between the human and the robot is shown in the third figure, which was maintained above the danger zone during the simulation. The tracking error is shown in the fourth plot. When the human was far from the robot, perfect tracking can be achieved from $k = 100$ to $k = 200$. When the human went close to the robot at $k = 230$, the safety controller took over and moved the robot arm away from the human, at the cost of large tracking error. The snapshots at $k = 230 : 5 : 250$ are shown in Fig.9.8. Another human avoidance behavior at $k = 310 : 10 : 350$ is shown in Fig.9.9, with the solid spheres representing the reference path at each time step. The robot stopped tracking the path that moved towards the human by moving backward. In this simulation, the human subject can only control the planar movement of the dummy. The simulation that captures human’s whole body movement using Kinect is shown in the video attachment.

The algorithms are run in Matlab on a MacBook of 2.3 GHz using Intel Core i7. The running time of the safety controller is shown in Table 9.1. The average running time of the safety controller is 9.5 ms, which is dominated by the time in finding the critical points, e.g. calculating the minimum distance between the robot and the human. This is because finding the critical points involves $6 \times 10$ distance calculations between capsules. If only the first three joints of the robot arm are considered, e.g. only three robot capsules are used in calculation, the running time is reduced to 5.5 ms. If the number of human capsules is reduced to two, the running time for the safety controller is reduced to 2.7 ms. Moreover, the running time of the safety controller is only 0.77 ms if the human geometry is represented using spheres. However, the spheres cannot describe the geometry as accurate as the capsules do and may be too conservative. In conclusion, current algorithms can support at least 100 Hz sampling frequency and the computation time can be further reduced if faster algorithms are developed for distance calculation. The video of this study can be found in \cite{74}.

9.5 Discussion and Conclusion

This chapter discussed the algorithmic safety measures for industrial robots working in a human-involved environment. The control problem was posed as a constrained optimal control problem and a unique parallel controller structure was proposed to solve the problem. The control problem was separated into two parts: the efficiency goal with time-invariant constraints and the time-varying safety constraint. The first part was solved by the baseline
Table 9.1: Running time of the safety controller.

<table>
<thead>
<tr>
<th>Robot arm: degree of freedom</th>
<th>Human model</th>
<th>Running time of the safety controller</th>
<th>Running time in finding critical points</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 DoF</td>
<td>10 capsules</td>
<td>9.5ms</td>
<td>8.8ms</td>
</tr>
<tr>
<td>3 DoF</td>
<td>10 capsules</td>
<td>5.5ms</td>
<td>5.0ms</td>
</tr>
<tr>
<td>6 DoF</td>
<td>2 capsules</td>
<td>2.7ms</td>
<td>2.0ms</td>
</tr>
<tr>
<td>3 DoF</td>
<td>10 spheres</td>
<td>0.77ms</td>
<td>0.40ms</td>
</tr>
</tbody>
</table>

Figure 9.7: The simulation profile of the 6DoF robot arm

controller and the safety constraint was enforced by the safety controller. This separation is ideal due to the following reasons:

- There is no need to solve the original problem in a long time horizon, since the uncertainties of the human motion will accumulate. And the safety constraint $R_S(x_H)$ is only active in a small amount of time as evidenced in the simulations. The separation respects different natures of the constraints, by allowing the baseline controller to do long term planning without the time varying constraint and letting the safety controller to do local modification regarding the time varying constraint.

- This separation can also be validated by analytically solving the optimal control problem. Suppose $G_R = \{ x_R = 0 \}$ and $J = \int_0^T (x_R^T P x_R + u_R^T R u_R) dt$. Let $\Omega, \Gamma$ be the whole
space and \( R_S(x_H) = \{ x_R : \phi(x_R, x_H) < 0 \} \). Assume \( h(x_R) = B \). Then the Lagrangian [54] of the optimal control problem (9.2a-9.2c) is

\[
L = x_R^T P x_R + u_R^T R u_R + \lambda(f(x_R) + B u_R) + \eta \dot{\phi},
\]

where \( \lambda, \eta \) are adjoint variables and \( \eta = 0 \) if \( \phi < 0 \). The partial derivatives from \( L \) to \( u_R \) is

\[
L_{u_R} = 2(Ru_R)^T + \lambda B + \eta \phi x_R B.
\]

Setting \( L_{u_R} = 0 \), the optimal control law becomes

\[
u_R = -\frac{1}{2} R^{-1} B^T \lambda - \frac{1}{2} \eta R^{-1} B^T \phi x_R^T,
\]

where the first term on the RHS is not related to the safety constraint, which can be viewed as the baseline control law; the second term is concerned with the safety constraint, which is nontrivial only if \( \phi \geq 0 \), e.g. the safety constraint is violated. Nonetheless, the optimality of this separation will be studied for more complicated problems in the future.

Moreover, the separation offers more freedom in designing the robot behavior and is good for parallel computation.

In conclusion, the controller design procedure is:

1. Design the baseline controller that can handle the goal and the time invariant constraints.

2. Wrap every moving rigid body with a capsule to simplify the geometry.

3. Design the safe set \( X_S \) which specifies the required distance among capsules.
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4. Design the safety index $\phi$ based on the safe set $X_S$ and the robot dynamics.

5. Choose the control modification criteria and design the control modification metric $Q$.

6. Design the human motion predictor.

To fully realize the scenario in Fig.9.1, more aspects in the controller design needs to be investigated. For example, as the number of agents in the system increases, the non-convexity of the problem will increase. Methods to avoid local optima need to be developed.
Moreover, the safe control method for human-robot cooperation that involves contacts also needs to be studied.

Nonetheless, the controller structure proposed is of importance as it is a method to handle constraints of different natures and to deal with multiple objectives, whose effectiveness is demonstrated both in simulation and in analysis.
Chapter 10

Final Words

In this dissertation, we explored the methods to design the robot behavior toward safe and efficient human-robot interactions in various scenarios. A three component behavior system was proposed, which consisted of knowledge, logic and learning. The design of the knowledge, especially the internal cost, was discussed with respect to specific applications in Chapter 8 and Chapter 9. The design of the logic in terms of motion planning was discussed in Chapter 4 and Chapter 5. To equip the robot with a global perspective and ensure timely responses in emergencies, we developed a parallel planning and control architecture, which consisted of an efficiency-oriented long term planner and a safety-oriented short term planner. Chapter 6 discussed the solvers to speed up the computation in the long term motion planning. The design of the learning process was discussed in Chapter 3, where the humans’ behaviors were identified and predicted. The overall architecture for behavior design as well as the multi-agent model for the human-robot system were discussed in Chapter 2. The method to evaluate the performance of the multi-agent system given the design behavior was discussed in Chapter 7.

There are many directions for future work, which are listed below.

• To account for diverse modes of interactions

This dissertation focus on parallel human-robot relationship. In the future, hierarchical human-robot relationships will be explored, especially the interaction between a human driver and an driver-assistive system and the interaction between a human and a human-assistive device such as exoskeleton. How to increase the “transparency” of such robots to make them understandable to human users is still challenging.

• To consider communication among agents

Action of an agent may have various purposes, which can be divided into two categories, target action and communicative action. Target action is directed toward task performance. Communicative action is to inform others one’s intention so that the task can be performed smoothly, which contributes to task performance indirectly. For example, in a lane change maneuver, an automated vehicle would switch on the turn signal
and turn the steering wheel. The wheel motion is a target action and the turn signal light is a communicative action. This dissertation focused on target action achieved by physical movement. However, physical movement can also be communicative as it reveals one’s intention to observers. In [32], such motion is called legible motion. Communicative motion will be explicitly incorporated into the design in the future. In addition, it will also be beneficial to explore the effect of facial expression [101] and spoken language [31] during interactions. On the other hand, with the development of dedicated short range communication (DSRC) technology [60], vehicles are able to perform vehicle to vehicle (V2V) and vehicle to infrastructure (V2I) communication. Such communication will significantly change the interactions among vehicles. For example, if vehicles can directly exchange information about their intended behaviors, the difficulty of predicting other vehicles’ trajectories (as discussed in Chapter 3 and Chapter 8) would be greatly reduced. A method to incorporate the communicated information into motion planning is discussed in [88]. In the future, the effect of direct communication among agents will be considered.

- To improve computation efficiency

Computation efficiency of the designed algorithms is extremely important. In this dissertation, we developed algorithms to speed up the computation of non-convex optimization problems that had convex objectives and satisfied several geometric properties. However, the assumptions narrowed the scope of the proposed algorithms, hence should be relaxed in the future. In addition to algorithm innovation, another approach to improve computation efficiency is to solidify the software into hardware. For example, we can directly build the functions that will be frequently called, such as the non-convex optimization, into the hardware. The possibility will be explored in the future.

- Analysis, synthesis and evaluation of complex human-robot systems

The analysis of complex human-robot systems remains challenging. We discussed one tool (e.g. the trapped equilibrium) to analyze the quadratic games under information asymmetry in this dissertation. However, methods to analyze more complicated dynamics are needed. Such methods should also provide a way to compare against different designs.

With the development of technology, it may no longer be a fantasy to have intelligent and autonomous robots that think, behave and interact with the world in the way that human beings do, so that they can better serve, assist and collaborate with people in their daily lives across work, home and leisure.
Appendix A

Evaluation Platforms

A.1 Overview

To evaluate the performance of the designed behavior system, pure simulation is not enough. However, to protect human subjects, it is desirable if we can separate human subjects and robot physically during the early phase of deployment. In this chapter, we discuss possible evaluation platforms and the platforms we developed to evaluate the designed behavior system. Figure A.1 shows five different evaluation platforms.

The first platform is the virtual reality-based human-in-the-loop platform. The robot’s motion is simulated in the robot simulator. A human subject observes the robot movement through the virtual reality display (e.g. virtual reality glasses, augmented reality glasses or monitors). The reaction of the human subject is captured by sensors (e.g. Kinect or touchpad). The sensor data then sent to the behavior system for compute desired control input. The advantage of such platform is that it is safe to human subjects and convenient for idea testing. The disadvantage is that the robot simulator may neglect dynamic details of the physical robot, hence not reliable.

The second platform is the virtual reality-based hardware-in-the-loop platform. The only difference from the first platform is that the robot motion is no longer simulated, but directly measured from the robot hardware. This solves the problem of the mis-match problem that the robot simulator may have. However, as the interaction happens virtually, the human subjects may not react in the way that they will do with real robots.

The third platform is the dummy-robot interaction platform. The interaction happens physically between the dummy and the robot. The human directly observes the robot motion and controls the dummy to interact with the robot. As there are physical interactions, an emergency check module should be added to ensure safety. The advantage of such platform is that it is safe to human subjects, while it is able to test interactions physically. However, the disadvantage is that the dummy usually doesn’t have as many degrees of freedom as a human subject does.

The fourth platform is the robot-robot interaction platform. Each robot is regarding
the other as “human”. In general, such platform allows us to inquiry whether the designed behavior system can cope with intelligent entities other than human. Moreover, it can also tell us whether the multi-agent system consists of those intelligent robots are stable or not.

The fifth platform is the human-robot interaction platform where human subjects directly interact with robots. Such platform should be designed to illustrate the performance of the robot in real tasks.

In this dissertation, we focus on platform one and platform three. Section A.2 introduces a multi-vehicle human-in-the-loop platform, which is used in Chapter 8. Section A.3 introduces a human-in-the-loop simulation platform for industrial robots, which is used in Chapter 9. Section A.4 introduces a dummy-robot interaction platform for industrial robots. The videos with those platforms can be found in [73–75].

A.2 A Multi-Vehicle Human-in-the-Loop Simulation Platform

To ensure safety, a simulation environment is needed in order to evaluate the algorithms before the road test. Existing vehicle and traffic simulators often suffer from imbalanced coverage of macro traffic dynamics and micro vehicle dynamics, e.g. some either contain only high level decision making and omit the realistic vehicle dynamics, others involve too many details of the low-level vehicle control and dynamics and omit the high-level decision making and traffic. In order to simulate the real-world driving scenarios, a multi-vehicle simulator is needed to consider both interactions between vehicles, and the dynamic details of every single vehicle. For this purpose, we developed an object-oriented simulator. A physic engine (bullet) is embedded in the simulator to simulate the real-world physical phenomenon (e.g. collision, friction, and gravity) as well as the vehicle dynamics to make it realistic. The simulator consists of four modules: environment, sensor, agent and vehicle, as an analogy of real-world driving, where each human driver is considered as an agent, who uses his sensors (e.g. eyes) to get information (e.g. distance from the front vehicle) from the environment, provides control inputs (e.g. turning the steering wheel) to move the vehicle so as to influence the environment.

In the simulator shown in Fig.A.2, multiple vehicles are running in the environment and are interacting with the environment (e.g. friction and contact with the road, collision with surrounding vehicles). The environment contains road map and all road participants. Each road participant has its own dynamics and is associated with an agent which controls the motion of the road participant. The agent may be software-controlled (e.g. agents that run the ROAD system autonomously) or human-controlled (e.g. agents that read human commands from input devices such as a wheel or a keyboard). Each software agent is associated with a sensor through which it can acquire information from the environment. For now, the sensors can access a noisy measurement of the positions and velocities of the ego vehicle and the surrounding vehicles. In the future, we will add more realistic sensor
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(a) Virtual reality-based human-in-the-loop platform.

(b) Virtual reality-based hardware-in-the-loop platform.

(c) Dummy-robot interaction platform.

(d) Robot-robot interaction platform.

(e) Human-robot interaction platform.

Figure A.1: The evaluation platforms.
models to simulate Lidar, radar and camera. Using the sensor data, the software agent for a vehicle then makes the driving decisions and sends out the steering, throttle and brake signals to the vehicle. Other than ROAD system, we developed various classes of software agents representing different driving characteristics in order to mimic the real-world scenarios. On the other hand, a human agent observes the current configuration of the virtual environment through a visual display and controls the assigned road participant using input devices.

The trajectories of vehicles or pedestrians controlled by human agents are recorded in every simulation, which serve as the data source during offline learning in layer 2. During offline learning, the trajectories are labelled manually regarding the intended driving behavior at each time step. Then the classifier for behavior prediction and the empirical models for trajectory prediction under different driving behaviors are learned from the labelled data. The human subjects are volunteers, who also participate in the evaluation process of the ROAD system during simulation. For different driving scenarios, e.g. freeway driving or urban driving, different classifiers need to be trained as the types of road participants and their behaviors in those scenarios differ. Note that discrepancies exist between the trajecto-
A.3 A Human-in-the-loop Simulation Platform for Industrial Robots

The platform is shown in Fig.A.3, which consists of the human loop, the robot loop and the environment. The human subject is in the human loop, who can observe the virtual environment through the screen and whose reaction will be captured by the Kinect. The human animator reads the tracking data from the sensors and sends the human figure to the environment for display. In the robot loop, the robot animator reads the noisy human data from the environment, computes the safe and efficient trajectory and then sends the real time robot figure to the environment.

The human skeleton data can be stored for offline analysis in order to let the robot build better cognitive models.

A.4 A Dummy-Robot Platform for Industrial Robots

The platform is shown in Fig.A.4. This platform is for a pick-and-place task. We have a 6 DOF industrial robot arm, a kinect for environment monitoring, a workpiece, a target box and an obstacle. The environment perceived by the robot is visualized in a screen. The status of the robot is shown in the monitor. The robot needs to pick the workpiece and place it in the target box while avoiding the dynamic obstacle. The scenario can be viewed as an abstraction of the human-robot collaborative assembly we discussed before. The human
hand that accept the tool is similar to the green target box. The other human hand is similar to the obstacle. Hence the target box and the obstacle can be considered as dummies. The human subjects can control the position of the obstacle at a distance to the robot arm as shown in Fig.A.4b.

Figure A.4: The dummy-robot platform for industrial robots
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