
UC Santa Cruz
UC Santa Cruz Previously Published Works

Title

Optimistic Algorithms for Replicated Data Management

Permalink

https://escholarship.org/uc/item/8v3854xh

Author

Long, Darrell

Publication Date

1987-11-01

Copyright Information

This work is made available under the terms of a Creative Commons Attribution License, 
available at https://creativecommons.org/licenses/by/4.0/
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/8v3854xh
https://creativecommons.org/licenses/by/4.0/
https://escholarship.org
http://www.cdlib.org/


SpecialReport
CMU/SE|{7-SR-5

November 1987

Proceedings from the Second
Workshop on Large-Grained

Parallelism

Jeanette Wing
Maurice Herlihy

Mario R. Barbacci

Approved tor public rglease.
DislrilMion unlimilsd.

Software Englneerlng lnstitute
Carnegie Me on University

Pittsburgh, Pennsylvania I52 t 3



This technical report was prepared lor the

SEI Joint Program ottic€
ESD'(RS
Hanscom AFB, MA 0173r

The ideas and tindings in this report shoutd not bs @nstrued as an ofiicial DoD
position. lt is published in the irflerest ol scientitic and t€chnical inlonndion
excharEe.

Revlew and Approyal

This report has been reviaryed and is apprcved lor publication.

FOR THE COMMANDER

SEI Joint Program Ottice

This work was sponsored by the U.S. Department ol Defense.

Thb doq,rD€nt ii r\'alable tlIorrgh lho Ddonse T€.fi.ical lntqrnalirn Conbr. DIC provite6 @3s b r.d trasl€r c''
sri€ntific and bdd:l hlomatioo lq DoD personnel, DoO @ntretorE and pobntial cooFaclo.a, end otEr U.S.
c'or.em.nonl agp.lcy p€fsonn€l lrd floi contradofs. To obtain a copy, p19as6 conlact DTlc d.ecdy: D€fenss Tecix|id
lnfomatioo Centar, Attn: FDRA, Canloron Sra6oo, Aleraodrb, VA 223016145.

Cofies ol tis d€,r.nent !.ro d3o &rihble trqrgh lha Natio.d T€ctni:d lnto,mation Servicas. Fo( hbrmalim m
otering. deare contact NTIS fuy: Nslional Toclnbal lnlomatiqr Sorvic$, U.S. D€pannienl ol Co.rlmerco,
Springtisld, VA 22161.



Optimistic Algorithms for Replicated Data Management
Darrell D. E. Long

Computer Systems Rescarcb Group
Department of Computer Science and Engineering

University of California, Sau Diego

Extended Abstract

l lntroduction
In a distributed systc& data sre often replicated for protectioD against site failurcs and Detwork paltitions.
Through the use of replication, increased availability of data aud reliability of acccss can be obtaiued. Wheu
data are replicaied at sevcral sit€s an access policy must be chosen to insure a consistent view of the data so
that it appears as though thcrc wcre ouly a sirglc rcplica of thc data- The view prcsented to the user must
remain consistent cven in the preseDce of site failures and uetwork paltitions.

Tbe simplest cousensus algorithm is statjc majority consersus votingl2J. Static majority conselrsus vot-
ing provides consistency control and mutual exclusion, but does Dot provide the highest possible arailabilit]'
of data since it requires that a majority of the sites to be reachable foi an access lequest to be granted.

An attempt to remedy the short-comings of static majority consensus voting, knowa as dynamic voting,
*'as introduced by Daviev and Burkhard [1]. Their algorithm inrproved the pcrformance by allowing quorums
to be adjusted automatically during systern operation, The method that we propose, called Optr'rruitic
Dynamic Votrng, operates ou possibll'out-of-date informatiou, hoping for the best. It can be shos-r that
the schenre provides mutual exclusion ard that data consistencJ' is preserved. There are manl benefits to
our schenrc, including efficicncy and ease of inrplementation.

2 Optimistic Consensus Algorithms
The famill of algorithms that are kron'u collectivcll' as d1'narru'c roting [1,3,4] represent an ideal b_r rvhich se
call measu!e more realistic consistclrct colt!ol algorithrns. The dl narnic voting schemes previously described
lely on instantaneous iufolmation about the state of the s.'-stern. Such information is unachievable eveu is
the best of circunrstances, aId our experimelrts have shor,;n that attempting to approximate the connectioD
vector lead to unacceptable loads bcing illlposed on tlle sites.

Our analyses iDdicate that maintaining state inforrnatiou at each access produces availability of data
comparable to d]-namic voting with a contrection vector. Using information that is out-of-date does not
affcct tlre coDsisteDcv of the data, but does sacrifice some availability of data. Since the method that $e
proPose P!opagatcs collnectivity infornratiorr rshen an access is successfully made, the amount of arailabilitr.
ofdata that is lost is rclated to tLe ratc at n-hich the data is accessed.

The basis of our schenre is tlre algorirhnt for detectiug q.hether the access lequest is oliginatillg N-ithilt
the majoriry partition. Siuce tltere is at tnost one nrajoritl'paltition, mutual exclusiorr is guarauteed ald
consistency is preserved. TLrere are three sets of informatiou that must be maintaiaed: the partition sets, ]',,
which represent the set of sites nhich participated il the last successful tralsaction, a trarsaction numbe!.ti and a velsion number, oi, attached to each site.

Algoritlrnr 2.1. Algorithm tot deciding 'JretJrer !.be cu.ient partition is ahe majorit! pa ition-
I. Find the set of communicating sites, call it n.
2. Request from each site i € n its pattition set Pi, transactio! uumber l; aud version number r,;.3. Let Q Q l? be the set of all sitcs rvith vetsion numbers that match that of the site B'ith thc higlest

ttansactiou numbc!.
4. Let P., be the partition sct of any site iu Q.5. If the cardiuality of Q is greatct thal onc half the cardiuality of P-, or is cxactly oue 6alf and contains

the maxitnurn clernent of P,u thcD t}e currcut partition is the rnajority partitiou.
Thc advantage of tle algori '- .rs that lte propooe is that they are nearly as efficieut as static nrajorit.r

consenslls itt terttrs of tltc truttrbcr of ttu'ssagcs sc t. aDd that tlleir irtrplementatiou is sitnl>le. Thcrc arc no
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assumptions made about the state of the network othcr that which caD be found by cxaminiug the partition
ccts and vcrsion numhrs. We have an advantsge ovcr the schemc propos€d by Jajodia [3,4] in that rve
crn, by simply changing siep fivc of the abovc algorithm, incorporate lexicographical orderirrg or topological
information into the decision process. Our early aualyses indicat€ that topologicel eensitivity crn grcatly
improve the performance of Optimistic Dyuamic Voiiug.

3 Stochastic Analysis
In this section we present, &n analysis of the availability of data provided by our scheme. Thc prcvious *ork
on cstimatiDg the arrailability of replicated data nranaged by dynamic voting echcmcs had assumcd idealized
consistcncy control algorithms that possessed in6tartancous information about the 8ystem statc.

The availability of data provided by optinristic dynamic voting is related to tb€ availability of data
provided by lex.icographic dynamic voting by the rate at which access requeats occur. AB thc acccss rate
iucreases, the information available to our schcrne regarding thc systam statc becomes closcr to the tlue state
of tbc systcm and the availability of data increases. So long as tbe access rate is greater than the failure
rate the perforrnance of our scheme is very good; regardless of tlre access rste it is slways superior to static
majority consensus voting.

Theorem 3.1. Tie availability of dat.a afiofied by Optimistic Dynamic Voting, '4,6(n), approaches the
at'ailability of data atorded by Lexicogtaphic Dynamic l,oting, At(n),.as the a.cess ftte approaches infink y.

Our algorithnr performs as]'nrptotically as sell as the original lexicographic algoritlrm. This can be
shortn b1' direct nralipulation for small uumbers of sites, as it is below for three replicas. Eere p represents
the ratio of the failure rate to tlre recoverJ rate, and / is the ratio of the access late to the recove!\' rate.

linr -46(3) = lir:r
O-- O-!

2t'4 + 6p3 + Gp3 + 36p2 + llp2 + 46p + 6p + 6 + I
(p+r)a(2p+4+r)

p3+3p2+4p*I
(p + I )r

= ALe)

And it caD be slro\\n for aDy Durrbcr of rcplicas based on a general form of the state diagram.
Our nethod is simple and eficient, It provides consisteucv control, and more generalll, mutual erclusiou.

The availability of data and the reliabilitl of access afrorded by our method is superior to static ruajoritl
conseusus loting for onll' a srnall increa.se in netrsork irafic. llt feel that because of this. and because of
the simplicitl of the inrplenreutation. that our policl' will replace static majority conseusus voting a-s the
method of choice for replicatcd data corrsistcucl aud tnutual exclusiou.
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