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ABSTRACT OF THE DISSERTATION

Simple Structures in Deep Networks

by

Rakib Hyder

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, September 2022

Dr. M. Salman Asif, Chairperson

Deep networks have received considerable attention in recent years due to their

applications in different problems of science and engineering. This dissertation explores

the application of deep networks in continual learning and inverse problems. In this work,

we enforce some simple structures on the networks to achieve better solution in terms of

performance, memory and computational cost.

Continual Learning with Low-rank Increment: Continual learning is a process

of training a single neural network on multiple tasks one after another, where training data

for each task is often available only during the training of that task. Neural networks tend

to forget older tasks when they are trained for the newer tasks; this property is often known

as catastrophic forgetting. To address this issue, continual learning methods use episodic

memory, parameter regularization, masking and pruning, or extensible network structures.

This work proposes a continual learning framework based on low-rank factorization of the

network weights. To update the network for a new task, a rank-1 (or low-rank) matrix

is learned and added to the weights of every layer. An additional selector vector is also
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introduced that assigns different weights to the low-rank matrices learned for the previous

tasks. Our proposed approach demonstrates superior performance compared to the current

state-of-the-art methods with much lower number of network parameters.

Inverse Problems with Deep Networks: Inverse problems form a family of

problems where we try to recover the true signal given the modified version of the signal.

Since inverse problems are often ill-posed in nature, we often need to impose some constraints

on the solution set. This dissertation mainly focuses on deep generative networks as a prior

for solving inverse problems. Low-rank matrix and tensor structures have been used in this

work as constraints on the input latent vectors of the deep generative networks to improve

quality of the reconstruction with reduced parameters. This dissertation also explores

unrolled networks where classical iterative solution approaches are structured as fixed layer

networks with each iteration forming a layer of the network. We use such unrolled network

structures to design sensing parameters for nonlinear inverse problems that led to achieving

good reconstruction quality with a fixed number of layers (or iterations).
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Chapter 1

Introduction

Deep networks have received considerable attention in signal processing, computer

vision, natural language processing etc for their ability to work as a robust generative and

discriminative models. Deep networks often have many redundant parameters which makes

it difficult to incorporate them in low cost devices. Applying different structures in the

network can potentially reduce the computational cost for the deployment of the network

and provide more control over it. In this thesis, we mainly explored different structures in

deep networks to enhance performance of the networks with reduced computational cost.

1.1 Continual Learning

Continual learning [4, 5] aims to train a single model on a sequence of different

tasks and perform well on all the trained tasks once the training is finished. While training

on new tasks, the old data from previous tasks are not usually provided to the model. This

scenario mimics the human learning process where they have the ability to acquire new
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knowledge and skills throughout their lifespan. However, this setting is still challenging

to neural network models as a common phenomenon called ”catastrophic forgetting [6]” is

observed during this learning process. Catastrophic forgetting occurs when the data from

the new tasks interfere with the data seen in the previous tasks and deteriorate model

performance on preceding tasks.

1.1.1 Incremental Task Learning

In Chapter 3, we focus on task-incremental continual learning (ITL) in which data

for every task are provided in a sequential manner to train/update the network [7]. It has

been a popular continual learning setup even in the very recent literature [8, 9, 10, 11, 12, 13].

ITL finds its application in setups where task identity is available during inference; for

instance, tasks performed under different weather/light/background conditions and we know

the changes, or tasks learned on different data/classes where we know the task identity.

Let us denote the network function that maps input x to output for task t as

f(x;Wt), where Wt denotes the network weights for task t. We seek to update the Wt for

all t as we sequentially receive dataset for one task at a time. Suppose the training dataset

for task t is given as (Xt,Yt) drawn from a distribution Pt, where Xt denotes the set of input

samples and Yt denotes the corresponding ground-truth outputs. Our goal is to update

network weights from the previous task (Wt−1) to Wt such that

y ≈ f(x;Wt), for all (x, y) ∼ Pt. (1.1)

ITL setup above assumes that the task identity of test samples is known at the test time

and the corresponding network weights are used for inference. In Chapter 3, we propose an
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approach to represent, learn, and update Wt using low-rank factors such that they can be

stored and applied with minimal memory and computation overhead.

1.2 Inverse Problems

Inverse problems comprises a broad category of problems that arise in different

aspects of science and engineering. In different problems we observe signals via different

modulations/ corruptions. It is called the measurement model. In inverse problems, we

want to recover the true signals given the observed corrupted/modulated signals. Based on

the nature of measurement model, inverse problems could be categorized into linear and

nonlinear inverse problems.

1.2.1 Linear Inverse Problems

In linear inverse problems, we deal with linear measurement models. The problem

can be formulated as the task of recovering a true signal x ∈ Cn from measurements y ∈ Cm

and given the measurement model A ∈ Cm×n, such that,

y = Ax+ η, (1.2)

where η ∈ Cm is the noise introduced during measurement acquisition process. Different

image and video recovery problems fall under the category of linear inverse problems such

as inpainting, denoising, deblurring, superresolution etc.

Usually m < n which makes the problem ill-posed i.e. we have infinitely many

solutions. We need to constraint the solution set to a smaller feasible set. Deep generative

prior is one such constraint where the underlying assumption is that the target signal can
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be generated by a deep generative network. Often trained generative models are used

as a prior since their limited range force them feasible solution set to a smaller subset.

However, a trained generator cannot represent data which does not fall in the distribution

it has been trained on. In practice, it is difficult to have a trained generator for every

dataset. Following the work of Ulyanov et. al. [14], there has been different studies on using

untrained convolutional network as a generative prior. In Chapters 4, 5 and 6, we explore

the efficient implementation of untrained generative prior for solving different linear inverse

problems. We also impose low-rank matrix and tensor factorization on the input latent

space of the generator as structural constraints for improved performance with compressed

representation.

1.2.2 Nonlinear Inverse Problems

Nonlinear inverse problems comprise different nonlinear measurement model based

problems. One such class of problems is phase retrieval. In phase retrieval, we acquire

the magnitude of the signals available to us via measurement model. In this measurement

process we lose the phase/sign information which makes the problem ill posed. General

phase retrieval problems can be represented as

y = |Ax|+ η, (1.3)

where |.| operation computes the elementwise magnitude. We used Gaussian measurement

matrix for our experiments in Chapter 7 and Fourier measurement matrix in Chapter 8, 9

and 10. Fourier phase retrieval arises in different imaging applications where we observe

the power spectral density of the signal which is essentially the Fourier magnitude squared
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of the true signal. The flipped and shifted versions of an image produces the same Fourier

magnitude. This phenomena is called the trivial ambiguities of Fourier phase retrieval which

makes Fourier phase retrieval even more challenging.

In Chapter 7, we develop an efficient procedure to apply trained generative prior for

phase retrieval problem. In Chapter 8, we demonstrate that having some side information

about the signal helps us avoid trivial ambiguities and achieve better convergence with

generative prior.

In Chapters 9 and 10, we discuss about two special applications of Fourier phase

retrieval- Holographic Imaging and Coded Diffraction Imaging. We use classical iterative

Alternating Minimization (AltMin) approach instead of generative prior for solving these

two problems. We fix the number of iterations for AltMin and formulated it as an unrolling

network structure with each layer of the network representing an iteration. We use such

unrolling network to design sensing parameters for the imaging problems which show robustly

superior performance with a very small number of iterations.

1.3 Organization

We discuss the background and related literature on continual learning and different

inverse problems as well as different factorization approaches in Chapter 2. In Chapter 3,

we present our work on incremental task learning with low-rank matrix factorization in

the network. In Chapters 4, 5 and 6, we explore untrained generative models for solving

different linear inverse problems and demonstrate the advantage of different low-rank matrix

and tensor structures in the network and formulation. Chapters 7, 8, 9 and 10 are focused
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on phase retrieval, especially on Fourier phase retrieval which is a special class of nonlinear

inverse problems. In Chapters 7 and 8, we formulated an approach to use trained generative

priors for solving phase retrieval problems and demonstrated how side information from our

target signal helps us converge to a better solution. In Chapters 9 and 10, we formulate a

network structure by unrolling a fixed iteration alternating minimization process to design

sensing parameters for holographic and coded illumination imaging. We provide conclusion

of this thesis in Chapter 11 along with a discussion on future directions.
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Chapter 2

Background and Related Works

2.1 Continual Learning

Continual learning or lifelong learning approaches aim to address the problem

of catastrophic forgetting by adapting the network or training process to learn new tasks

without forgetting the previously learned ones [15, 16, 17, 18, 19, 20, 21, 22, 23]. To overcome

this issue, different approaches have been proposed so far which can be divided into three

main categories: regularization-based approaches, memory and replay-based approaches,

and dynamic network architecture-based approaches.

2.1.1 Regularization-based approaches

Approaches in [24, 15, 16] update the whole model in each task but a regularization

term ℓreg is added to the total loss L = ℓcurrent+λℓreg to penalize changes in the parameters

important to preceding tasks thus preserving the performance on previous learned tasks. For

example, Elastic Weight Consolidation (EWC) [24] estimates the importance of parameters
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using Fisher Information matrix; Variational Continual Learning (VCL) [15] approximates

the posterior distribution of the parameters using variational inference; Learning without

Forgetting (LwF) [16] regularizes the current loss with soft targets taken from previous tasks

using knowledge distillation [25]. GCL [26] mixes rehearsal with knowledge distillation and

regularization to mitigate catastrophic forgetting. A number of recently proposed methods

force weight updates to belong to the null space of the feature covariance [27, 28].

2.1.2 Memory-based approaches

Approaches in [29, 21, 7, 30, 28] usually use memory and replay/rehearsal mech-

anism to recall a small episodic memory of previous tasks while training new tasks thus

reduce the loss in the previous tasks. For example, iCaRL [29] is the first replay method,

which learns in a class-incremental way by selecting and storing exemplars closest to the

feature mean of each class; Meta-Experience Replay (MER) [21] combines experience replay

with optimization-based meta-learning to optimize the symmetric trade-off between transfer

and interference by enforcing gradient alignment across examples; AGEM [7] projects the

gradient on the current minibatch by using an external episodic memory of patterns from

previous experiences as an optimization constraint; ER-Ring [30] jointly trains new task

data with that of the previous tasks.

2.1.3 Dynamic network architectures

Approaches in [31, 32, 33, 34, 35, 8, 36] try to add new neurons to the model at

additional new tasks, thus the performances on previous tasks are preserved by freezing the

old parameters and only updating the newly added parameters. For example, Progressive

8



neural networks (PNNs) [31] leverage prior knowledge via lateral connections to previously

learned features; PackNet [32] iteratively assigns parameter subsets to consecutive tasks

by constituting binary masks. SupSup [33] also finds masks in order to assign different

subsets of the weights for different tasks. BatchEnsemble [34] learns on separate rank-1

scaling matrices for each task which are then used to scale weights of the shared network.

HAT [35] incorporates task-specific embeddings for attention masking. [37] also proposes

task-conditioned hypernetworks for continual learning. [38] proposes nonoverlapping sets of

units being active for each task. Piggyback [39] learns binary masks on an existing network

to provide good performance on new tasks. [40] proposes task specific convolutional filter

selection for continual learning. The mask-based methods listed above provide excellent

results for continual learning, but they require a significantly large number of parameters

to represent the masks for each task. A factorization-based approach was proposed in [41]

that performs automatic rank selection per task for variational inference using Indian Buffet

process. The method requires significantly large rank increments per task to achieve high

accuracy; in contrast, our method uses a learning-based approach to find rank-1 increments

and reuse old factors with the learned selector weights. ORTHOG-SUBSPACE [8] learns

tasks in different (low-rank) vector sub-spaces that are kept orthogonal to each other in

order to minimize interference.

Dynamic architecture approaches have the potential to achieve zero forgetting, using

task specific weights for testing data; however, this also requires storing the task specific

weights for all the tasks. Our proposed low-rank matrix factorization method falls under the

category of dynamic network architecture approaches where we store task specific factors
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for every task. Since we are saving a low-rank factor per task, the parameter overhead for

our approach is very small compared to other dynamic architecture approaches.

2.2 Deep Generative Models

Deep generative models offer a new framework for compact representation of

images and videos. Generative adversarial networks (GANs) and variational autoencoders

(VAEs) are two popular classes of deep generative networks that learn a function that

maps vectors drawn from a certain distribution in a low-dimensional space into images in

a high-dimensional space [42, 43, 44, 45]. For compact representation of images, we seek

a generative model that can generate a variety of images with high fidelity using a very

low-dimensional latent code. Recently, a number of generative models have been proposed to

learn latent representation of an image with respect to a generator [46, 47, 48]. The learning

process usually involves gradient decent to estimate the best representation of the latent code,

where the gradients with respect to the latent code representation are backpropagated to the

pixel space [49]. In recent year, generative networks have been extensively used for learning

good representations for images and videos. Generative adversarial networks (GANs) and

variational autoencoders (VAEs) [42, 43, 44, 45] learn a function that maps vectors drawn

from a certain distribution in a low-dimensional space into images in a high-dimensional

space. An attractive feature of VAEs [43] and GANs [42] is their ability to transform feature

vectors to generate a variety of images from a different set of desired distributions.
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2.2.1 Tensor Factorization Methods

Tensor factorization has been a very popular method for multidimensional data and

complex network compression [50, 51, 52]. Because of the favorable formulation of tensor

factorization, different components of factorization framework can be used as a knob to

generate novel/missing data. Recently different fields [53, 54] are utilizing the advantage of

such formulation of tensor factorization. In [55], authors show that tensor ring factorization

for GAN and VAE can lead to better convergence. They showed simple interpolation on

CelebA as well. However, they did not use tensor factorization for attribute mapping. [56]

used PARAFAC decomposition in the latent space of VAE to model audience reaction

to movies. They also used matrix completion to impute missing expressions. None of

those methods used tensor factorization on deterministic autoencoder because deterministic

autoencoders are not good at generation tasks due to holes in the latent space [57]. However,

[57] showed that using additional constraint such as implicit low-rank constraint, even

deterministic autoencoders can perform comparable generation as VAEs. Based on their

findings, we are using the strength of tensor factorization to compress the latent space of

the deterministic autoencoder using explicit low-rank constraints in order to use it as a

generative prior. We are also using it to factorize the representation of structured set of

images in the latent space to have better recovery performance.

2.3 Inverse Problems

Inverse problems comprise a wide variety of problems which can be broadly divided

into two categories- linear and nonlinear inverse problems. Most of the linear inverse
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problems can be termed as compressive sensing since the information in the observed signal

is usually less than the true signal. Among different nonlinear inverse problems, we limit

our scope of study to phase retrieval problem which is very common in different sensing

applications.

2.3.1 Compressive Sensing

Compressive sensing refers to a broad class of problems in which we aim to recover

a signal from a small number of measurements [58, 59, 60]. The canonical compressive

sensing problem in (4.2) is inherently underdetermined, and we need to use some prior

knowledge about the signal structure. Classical signal priors exploit sparse and low-rank

structures in images and videos for their reconstruction [61, 62, 63, 64, 65]. However, the

natural images exhibits far richer nonlinear structure than sparsity alone. So, we focus on a

newly emerging family of generative priors that are usually learned from massive amount of

training data.

Deep Generative Models for Compressive Sensing

The generative model and optimization problems we use are inspired by recent work

on using generative models for compressive sensing in [66, 67, 68, 2, 69, 14, 49]. Compressive

sensing using generative models was first introduced in [66], which used a trained deep

generative network as a prior for image reconstruction from compressive measurements; the

reconstruction problem involves optimization over the latent code of the generator. Since

the generator is fixed, this approach works well only if the unknown image/video belongs to

the range of the generator used. Deep image prior (DIP) is a related method in which an
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untrained convolutional generative model is used as a prior for solving inverse problems such

as inpainting and denoising because of their tendency to generate natural images [14]; the

reconstruction problem involves optimization of generator network parameters. Inspired by

these observations, a number of methods have been proposed for solving compressive sensing

problem by optimizing generator network weights while keeping the latent code fixed at a

random value [2, 68]. Both DIP [14] and deep decoder [2] update the network parameters

to generate a given image; therefore, the generator can reconstruct wide range of images.

One key difference between the two approaches is that the network used in DIP is highly

overparameterized, while the one used in deep decoder is underparameterized.

2.3.2 Phase retrieval

The classical problem of phase retrieval arises in numerous imaging applications

[70, 71], where only the magnitude of the light rays can be measured but not the phase.

As each linear observation loses its phase, the highly non-linear forward model makes it

challenging to recover the underlying signal.

Phase retrieval problems seek to recover real- or complex valued signals/images

from their quadratic or amplitude measurements. Fourier phase retrieval is a particular

instance of this problem that arises in optical coherent imaging, where we seek to recover an

image from its Fourier modulus [72, 73, 74, 71]. This problem has been extensively studied

over last five decades in optics, signal processing, and optimization [75, 70, 76, 77].

In general, infinitely many possible solutions exist for phase retrieval problems.

Classical methods for phase retrieval rely on prior knowledge about the support and positivity

of the images. In recent years, sparse, low-rank, and generative models with spectral
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initialization have been proposed for various phase retrieval problems. Despite the progress,

phase retrieval with structured measurements, still remains a challenging problem.

Existing algorithms for solving phase retrieval can be broadly classified into convex

and non-convex approaches [78]. Convex approaches usually solve a constrained optimization

problem after lifting the problem. The PhaseLift algorithm [79] and its variations [80],

[81] belong to this class. On the other hand, non-convex approaches usually depend on

Amplitude flow [82, 83] and Wirtinger flow [84, 85, 86, 87]. We can also incorporate prior

knowledge about the signal structure (e.g., sparsity, support, or positivity) in the recovery

process constraints [88, 89, 90, 91, 92, 87, 82].

Furthermore, [92, 93, 78] used minimization (AltMin)-based approach and [94] used

total variation regularization to solve phase retrieval. Recently, various researchers have

explored the idea of replacing the sparsity priors with generative priors for solving inverse

problems. Some of the generative prior-based approaches can be found in [78, 95, 76, 96].

Holography

Digital holography is an interferometric imaging technique that does not require

the use of any imaging lens. Utilizing the theory of diffraction of light, a hologram can be

used to reconstruct three-dimensional (3D) images [97]. With this advantage, holography

can be used to perform simultaneous imaging of multidimensional information, such as 3D

structure, dynamics, quantitative phase, multiple wavelengths, and polarization state of light

[98]. In the computational imaging community, many attempts have been made in solving

holographic phase retrieval using references, among which [99] has been very successful.

Motivated by the reference design for holographic phase retrieval, we are trying to explore a
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way to design references for general phase retrieval.

In recent papers [99, 100, 101, 102], authors tried to use side information with

sparsity prior to mitigate trivial ambiguities of Fourier phase retrieval. However, in those

studies, the reference and target signal are separated by some margin. If the separation

between target and reference is large enough, then the nonlinear PR problem simplifies to a

linear inverse problem [103, 99]. In our proposed approaches, we do not enforce any such

separation.

Coded Diffraction Imaging

Coded diffraction imaging is a physically realistic setup in which we can first

modulate the signal of interest and then collect the intensity measurements [81, 104]. The

modulation can be performed using a spatial light modulator or custom transparencies

[105, 73, 106]. The recovery problem involves solving a phase retrieval problem; the presence

of modulation patterns makes this a more tractable problem compared to classical Fourier

phase retrieval [81].

Data-Driven Approaches for Phase Retrieval

The use of deep learning-based methods to solve computational imaging problems

such as phase retrieval is becoming popular. Deep learning methods leverage the power of

huge amount of data and tend to provide superior performance compared to traditional

methods while also run significantly faster with the acceleration of GPU devices. A few

examples demonstrating the benefit of the data-driven approaches include [107] for robust

phase retrieval, [108] for Fourier ptychographic microscopy, and [109] for holographic image
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reconstruction.

Unrolled Network for Inverse Problem

Unrolled networks, which are constructed by unrolled iterations of a generic non-

linear reconstruction algorithm, have also been gaining popularity for solving inverse problems

in recent years [110, 111, 112, 113, 114, 115, 116, 117, 118]. Iterative methods usually

terminate the iteration when the condition satisfies theoretical convergence properties, thus

rendering the number of iterations uncertain. An unrolled network has a fixed number of

iterations (and cost) by construction and they produce good results in a small number of

steps while enabling efficient usage of training data.

Learn to Sense

Deep learning methods have also been recently used to design the sensing system;

especially in the context of compressive sensing and computational imaging [119, 120, 121,

122, 123, 124, 125, 126, 127]. The main objective in these methods is similar to ours,

which is to select sensor parameters to recover best possible signal/image from the sensor

measurements. The sensor parameters may involve selection of samples/frames, design of

sampling waveforms, or illumination patters as we discuss in this work. In contrast to most

of the existing methods that learn a deep network to solve the inverse problem, our method

uses a predefined iterative method as an unrolled network while learning the illumination

patterns using a small number of training images. Unrolled network for solving non-linear

inverse problems has been used in [108, 111]. [108] proposes learning sensors for Fourier

ptychographic microscopy. [111] designs sensing patterns for coded illumination imaging.
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One might find similarity between [111] and our problem formulation. In principle, the

sensor can be treated as the first layer of the network with some physical constraints on the

parameters [111]. However, the method in [111] uses an unrolled network to learn the sensing

parameters for quantitative phase imaging problem under the “weak object approximation”.

This approximation turns the original nonlinear problem into a linear inverse problem. This

assumption is only applicable where the target objects have a small scatter term (e.g.,

biological samples in closely index-matched fluid). In our setup, we do not make any such

assumptions on target object and solve the original nonlinear coded diffraction imaging

problem. This potentially makes our algorithm suitable for more general applications than

[111].
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Chapter 3

Incremental Task Learning with

Low-rank Increment

3.1 Introduction

Deep neural networks have been extremely successful for a variety of learning and

representation tasks (e.g., image classification, object detection/segmentation, reinforcement

learning, generative models). A typical network is trained to learn a function that maps input

to the desired output. The input-output relation is assumed to be fixed and input-output

data samples are drawn from a stationary distribution [129]. If the input-output relations

or data distributions change, the network can be retrained using a new set of input-output

data samples. Since the storage, computing, and network capacity are limited, we may need

to replace old data samples with new samples. Furthermore, privacy concerns may also

force data samples to be available for a limited time [4, 129]. In such a training process, a

This work has been accepted to European Conference on Computer Vision 2022 [128]
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Figure 3.1: An overview of our proposed method for continual learning via low-rank network

updates. We first represent (and learn) the weight matrix (or tensor) for each layer as a product of

low-rank matrices. To train a network for new tasks without forgetting the earlier tasks, we reuse

the factors from the earlier tasks and add a new set of factors for the new task. Our experiments

suggest that a rank-1 update is often sufficient for successful continual learning.

network often forgets the previously learned tasks; this effect is termed catastrophic forgetting

[6, 130].

We propose a new method for Incremental Task Learning (ITL) that updates

network weights using rank-1 (or low-rank) increments for every new task. Figure 3.1

provides an illustration of our proposed method. We represent the network weights for each

layer as a linear combination of several low-rank factors (which can be represented as a

product of two low-rank matrices and a diagonal matrix). To update the network for task t

without forgetting the earlier tasks, we freeze the low-rank factors learned from the previous

tasks, add a new trainable rank-1 (or low-rank) factor for every layer, and combine that
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with the older factors using learnable selector weights (shown as a diagonal matrix). We use

a multi-head configuration that has an independent output layer for each task. As we are

learning separate diagonal matrices for every task, we can achieve zero forgetting during

inference. We present an extensive set of experiments to demonstrate the performance of our

proposed method for different benchmark datasets. We observe that our proposed method

outperforms the current state-of-the-art methods in terms of accuracy with small memory

overhead.

The main contributions of this work [128] are as follows.

(a) Represent layers as low-rank matrices: We represent and learn network weights

for each layer as a low-rank structure. We show that low-rank structure is sufficient to

represent all the tasks in continual learning setup.

(b) Reuse old factors for better performance with a small memory overhead:

We limit the number of parameters required for network update by reusing the factors

learned from previous tasks. We demonstrate that a rank-1 increment suffices to

outperform the existing techniques.

(c) Zero forgetting without replay buffer: Our method has zero forgetting that is

achieved using incremental rank update or network weights. In contrast, most of the

existing continual learning techniques require replay buffer or large memory overhead

to achieve zero forgetting.

Limitations. Our method shares same inherent limitation of ITL (i.e. the requirement of

task-id during inference). In addition, since we use all the previously learned factors for

inference, the later tasks require more memory and computation for inference. Nevertheless,

20



we show that using low-rank structure, our total memory requirement is significantly lower

than a single network. Furthermore, as we learn separate diagonal matrices for each task,

we can maintain high performance even if the network reaches full rank with a large number

of tasks.

3.2 Incremental Task Learning via Rank Increment

We focus on the incremental task learning setup in which we seek to train a network

for T tasks. The main difference between incremental task learning and regular learning is

that the training data for every task is only available while training the network for that

task. The main challenge in incremental task learning is to not forget the previous tasks as

we learn new tasks. Learning each task entails training weights for the network to learn the

task-specific input-output relationship using the task-specific training data.

We seek to develop an ITL framework in which we represent the weights of any layer

using a small number of low-rank factors. We initialize the network with a base architecture

in which weights for each layer can be represented using a low-rank matrix. We then add

new low-rank factors to each layer as we learn new tasks.

Let us assume the network has K layers and the weights for the kth layer and task

t can be represented as Wk,t. Let us further assume that the weights for the kth layer and

task t = 1 can be represented as a low-rank matrix

Wk,1 = Uk,1Sk,1,1V
⊤
k,1, (3.1)

where Uk,1, Vk,1 represent two low-rank matrices and Sk,1,1 represents a diagonal matrix. To

learn the network for task 1, we learn Uk,1, Vk,1, Sk,1,1 for all k. For task 2, we represent the
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weights for kth layer as

Wk,2 = Uk,1Sk,1,2V
⊤
k,1 + Uk,2Sk,2,2V

⊤
k,2.

Uk,1, Vk,1 represent the two low-rank matrices learned for task 1 and frozen afterwards.

Uk,2, Vk,2 represent two low-rank matrices that are added to update the weights, and these

will be learned for task 2. Sk,1,2, Sk,2,2 represent the diagonal matrices, which will be learned

for task 2. We learn Sk,1,2, which is a diagonal matrix that assigns weights to factors

corresponding to task 1, to include/exclude or favor/suppress frozen factors from previous

tasks for the new tasks. We can represent the weights for the kth layer and task t as

Wlayer,task = Wk,t =
∑
i≤t

Uk,iSk,i,tV
⊤
k,i

=
∑
i<t

Uk,i︸︷︷︸
frozen

Sk,i,t V
⊤
k,i︸︷︷︸

frozen

+ Uk,tSk,t,tV
⊤
k,t, (3.2)

where Uk,i, Vk,i are frozen for all i < t and Uk,t, Vk,t and all the Sk,i,t are learned for task t.

The entire network for task t can be represented as Wt = {Uk,i, Sk,i,t, Vk,i}i≤t. To update

the trainable network parameters for task t, we solve the following optimization problem:

min
Uk,t,Sk,i,t,Vk,t

∑
(x,y)∈(Xt,Yt)

loss(f(x;Wt[Uk,t, Sk,i,t, Vk,t]), y)

for all k ≤ K and i ≤ t, (3.3)

where we use loss(·, ·) to denote the loss function and Wt[Uk,t, Sk,i,t, Vk,t] to indicate the

trainable parameters in Wt, while the rest are frozen. We sometimes call Sk,i,t a selector

weight matrix/vector to indicate that its diagonal entries determine the contribution of each

factor toward each task/layer weights.
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Our proposed ITL algorithm works as follows. We train the low-rank factors for the

given task using the respective training samples. Then we freeze the factors corresponding

to the older tasks and only update the new factors and the diagonal matrices. In this

manner, the total number of parameters we add in our model is linearly proportional to the

rank of the new factors. To keep the network complexity small, we seek to achieve good

accuracy using small rank for each task update and layer. We summarize our approach in

Algorithms 1 and 2.

Note that we do not need to create the weight matrix Wk,t for any layer explicitly

since we can compute all the steps in forward and backward propagation efficiently using

the factorized form of each layer. The size of each layer is determined by the choice of the

network architecture. The rank of each layer for every task is a hyper-parameter that we

can select according to the tasks at hand. To keep the memory overhead small, we need to

use small values for rank increment. Let us denote the rank for Uk,t as rk,t, which represents

the increment rank for kth layer and task t. At the time of test, we can use an appropriate

number of factors depending on the task. For instance, if we want to predict output for task

1 then we use first rk,1 factors and for task 2 we use rk,1 + rk,2 factors. We can add new

factors in an incremental manner as we add new tasks in the ITL setup. In the extreme case

of rank-1 increments, rk,t = 1. In our experiments, we observed that rank-1 updates compete

or exceed the performance of existing ITL methods (see Table 3.1) and the performance of

our method improves further as we increase the rank (see Table 3.5). Any increase in the

rank comes at the expense of an increased memory overhead.
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Algorithm 1 ITL with rank-1 increments (Training)

Input: Data (X1 and Y1) for the 1st task.

Set initial rank, r1.

Initialize weight factors Uk,1, Vk,1 at random and Sk,1,1 as an identity marix.

Learn Uk,1, Vk,1 and Sk,1,1. ▷ Optimization in (3.3)

for t = 2, 3, ..., T do

Input: Training data (Xt and Yt) for tth task.

Initialize low-rank update factors Uk,t, Vk,t.

Freeze the previous factors {Uk,i, Vk,i}i<t.

Initialize the diagonal entries of {Sk,i,t} as 1

for i = t and 0 for i < t.

Learn Uk,t, Vk,t and Sk,i,t

for i < t. ▷ Optimization in (3.3)

end for

3.3 Experiments and Results

We used different classification tasks on well known continual learning benchmarks

to show the significance of our proposed approach.

3.3.1 Datasets and Task Description

Experiments are conducted on four datasets: Split CIFAR100, Permuted MNIST,

Rotated MNIST, and Split MiniImageNet.

P-MNIST creates new tasks by applying a certain random permutation on the pixels of all
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Algorithm 2 ITL with rank-1 increments (Inference)

Input: Test data x with task identity t.

Retrieve trained weights: Wt = {Uk,i, Vk,i, Sk,i,t} for all k and i ≤ t.

Output: Calculate the network output as f(x,Wt).

images in the original dataset. In our experiment, we generate 20 different tasks, each of

which corresponds to a certain but different permutation.

R-MNIST is similar to Permuted MNIST, but instead of applying a certain random

permutation on the pixels, it applies a certain random rotation to the images in the same

tasks. We create 20 different tasks, each corresponds to a certain but different version of

rotation from [0, 180] degree interval.

S-CIFAR100 splits the original CIFAR-100 dataset into 20 disjoint sets, each of which,

containing 5 classes, is considered as a separate task. The 5 classes in each task is randomly

chosen without replacement from the total 100 classes.

S-miniImageNet splits a subset of Imagenet dataset into 20 disjoint sets, each of which,

containing 5 classes, is considered as a separate task. The 5 classes in each task is randomly

chosen without replacement from the total 100 classes.

3.3.2 Training Details

Network. In the first set of experiments, we used a three layer (fully-connected) multilayer

perceptron (MLP) with 256-node hidden layers, similar to the network in [8]. We flattened

multi-dimensional input image to a 1D vector input. We used ReLU activation for all the

layers except the last one. We used Softmax for the muticlass classification tasks. We used

the same network for all the tasks with necessary modifications for input and output sizes.
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Our approach can be used in convolutional networks as well. We report the results using

ResNet18 with our approach on S-CIFAR100 and S-miniImageNet dataset in Table 3.6.

Factorization and rank selection. We used the matrix factorization defined in (3.2)

in all our experiments. We empirically selected the rank for the first task,rk,1 as 11 based

on the experiments on a sample Rotated MNIST task and kept the same value for all the

experiments. We then performed rank-1 increment (rk,t) for each additional task. We

would like to point that AGEM and Orthog Subspace use first 3 tasks for hyperparameter

tuning. We did not tune our hyperparameters on the test data, rather we choose the

parameters which provides better convergence during training. We increment the weight

matrices by rank-1 per task; therefore, learning rate and the number of epochs are the only

hyperparameters in our experiments.

Optimization. We used orthogonal initialization for the low-rank factors, as described in

[131]. We used all one initialization for the additional factors of the selector matrices Sk,t,t.

We used Adam optimization to update the factors. We used the batch size of 128 for each

task.

Performance metrics. We use accuracy and forgetting per task, which are two commonly

used metrics in the continual learning literature [20, 8], to evaluate the performance of the

described methods. Let at,j be the test accuracy of task j < t after the model has finished

learning task t ∈ {1, ..., T} in a incremental manner. The average accuracy At after the

model has learned task t is defined as At =
1
t

∑t
j=1 at,j . On the other hand, forgetting is

the decrease in the accuracy of a task after its training, and after one or several tasks are

learned incrementally. We define the average forgetting Ft as Ft =
1

t−1

∑t−1
j=1(aj,j − at,j).
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In Figure 3.2, we show the evolution of average accuracy At as t increases. We

also show the evolution of task-wise accuracy at,j in Figure 3.3, where (t, j) pixel intensity

reflects at,j . We report the average accuracy AT , the average accuracy after the model

has learnt every tasks incrementally, in Table 3.1. We report the forgetting FT after the

model has learnt all the tasks incrementally in Table 3.2. Note that our method performs

incremental task learning without forgetting.

3.3.3 Comparing Techniques

We compare our method against different state-of-the-art ITL methods. EWC

[24] is a regularization-based method that uses the Fisher Information matrix to estimate

posterior of previous tasks to preserve important parameters. ICARL [29] is a memory-based

method that uses exemplars and knowledge distillation [25] to retain previous knowledge.

AGEM [7] is a memory-based method built upon [132] that uses episodic memory to solve

an constrained optimization problem. ER-Ring [30] is another memory-based method that

jointly trains on new task data with that of the previous tasks. Orth. sub. [8] learn tasks

in different (low-rank) vector subspaces that are kept orthogonal to each other in order

to minimize interference. Other than the above mentioned approaches, we compared with

masked based approaches which, like our approach, also fall under dynamic architecture

category. HAT [35] that incorporates task-specific embeddings for attention masking.

PackNet [32] that iteratively assigns subsets of a single binary mask to each task. The

mask-based approaches utilize the redundancy of the network parameters to represent

different tasks with different masked versions of the same network weights. We also present

comparisons with some recent methods: IBP-WF [41], DER [26] and Adam-NSCL [27],
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in terms of average accuracy for one experiment on two datasets.

In addition, we report results for two non-continual baseline methods: Parallel

learning and Multitask learning. Parallel learning trains independent (smaller) low-

rank networks of same size for each task. We report results for three such networks. Parallel

2 uses rank-2 layers, Parallel 4 uses rank-4 layers, and Parallel full uses a full-rank MLP.

Parallel 2 requires approximately the same number of parameters as the rank-1 ITL network

that we use in our experiments; Parallel 4 provides higher network capacity, while requiring

fewer parameters than the full-rank network. We can treat the performance of the Parallel

full approach as the upper limit that we can achieve using ITL methods. Finally, Multitask

learning has been used as a baseline in [8, 7]. In multitask learning, we have access to all

data to optimize a single network.

3.3.4 Results with Three-Layer MLP

Classification performance and comparison. We report classification results for

P-MNIST, R-MNIST, S-CIFAR100, and S-miniImageNet tasks in Table 3.1. We also show

the results for the comparing techniques. We observe that our method with rank-1 update

perform better than all the comparing methods (EWC, ICARL, AGEM, HAT, PackNet,

Orthog Subspace) on R-MNIST, S-CIFAR100 and S-miniImageNet tasks using significantly

fewer number of parameters. Our method performs close to Orthog Subspace on P-MNIST

tasks.

We also observe that the proposed rank-1 update outperforms non-continual Parallel
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Table 3.1: Average test accuracy of ITL for P-MNIST, R-MNIST, S-CIFAR100, and S-miniImageNet

with three layer MLP. Standard deviation of test accuracy over five runs is shown in parenthesis for

some of the experiments.

∗ Orthog subspace does not use replay buffer for MNIST variations.

Method
Replay
Buffer

P-MNIST R-MNIST S-CIFAR100 S-miniImageNet

EWC [24] No 67.9 (±0.68) 44.5 (±1.09) 52.7 (±0.81) 29.3 (±1.08)
ICARL [29] Yes 85.4 (±0.01) 51.2(± 2.41) 56.9(±0.31) 39.9(±0.27)
AGEM [7] Yes 73.9 (±0.52) 53.4 (±1.80) 51.3(±1.54) 31.3(±0.89)
HAT [35] No 90.1(±1.60) 89.1(±2.51) 64.8 (±0.32) 47.0 (±0.88)
PackNet [32] No 90.0(±0.24) 88.4(±0.37) 63.7(±0.41) 45.1(±1.05)
Orth sub [8] Yes∗ 86.6 (±0.79) 80.2 (±0.41) 57.8 (±1.03) 38.1 (±0.67)
DER [26] Yes – – 48.21 33.19

Adam-NSCL[27] No – – 64.26 47.32

IBP-WF [41] No – – 53.22 40.52

Ours No 85.6 (±0.15) 91.1 (±0.12) 65.9 (±2.16) 54.7 (±2.87)
Parallel 2 (r=2) - 65.3 65.5 62.8 55.4

Parallel 4 (r=4) - 86.3 87.4 65.6 58.6

Parallel fullrank - 95.9 97.3 73.1 63.1

Multitask - 96.8 97.7 16.4 4.21

2 baseline that has similar number of parameters compared to our approach. We perform

similar to Parallel 4 baseline that uses nearly twice the number of parameters as our approach.

Parallel full acts as an upper limit with the network structure of our choice as it trains

independent full rank networks for every task. Multitask learning is another non-continual

baseline that uses all the data from all the tasks simultaneously. Table 3.1 suggests that our

ITL method can learn complex tasks such as CIFAR100 and miniImageNet classification

with a three layer MLP, whereas multitask learning (which is solving 100-class classification

problem) fails with such a simple network. We also tested Resnet18 network, which has

significantly more parameters than the network used in Table 3.1. The results for Resnet18
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Table 3.2: Average forgetting results corresponding to Table 3.1 for different datasets using different

approaches. We report the forgetting in percentage unit (%). We also report the standard deviation

over 5 experiments for some methods.

EWC AGEM
Orthog
subspace

DER
Adam-
NSCL

Parallel fullrank,
HAT, PackNet
Ours, IBP-WF

P-MNIST 25.8 (±0.70) 19.6 (±0.64) 4.49 (±0.93) - - 0
R-MNIST 52.9 (±1.17) 44.2 (±1.85) 14.7 (±0.39) - - 0
S-CIFAR100 6.96 (±0.80) 21.5 (±2.89) 6.30 (±0.38) 10.6 8.5 0
S-miniImageNet 17.3 (±1.81) 18.8 (±1.40) 9.98 (±0.31) 20.11 11.23 0

are presented in Table 3.6.

We present the task-wise test performance for some of the comparing approaches on

P-MNIST, R-MNIST, S-CIFAR100 and S-miniImageNet datasets in Figure 3.2. We observe

that as we train new tasks, task-wise performance drops for the comparing approaches,

especially for P-MNIST and R-MNIST.

ICARL and AGEM require replay buffer (episodic memory) for each task. Although

Orthog Subspace did not use replay buffer for MNIST experiments, it requires replay buffer

in their algorithm and used it for S-CIFAR100 and S-miniImageNet experiments. EWC does

not require any replay buffer, but it suffers from high forgetting as shown in Figure 3.3. Our

proposed approach does not require a replay buffer, and it outperforms other approaches in

Table 3.1.

Accuracy vs forgetting. We report the average forgetting of different comparing ap-

proaches in Table 3.2. Our method, mask-based approaches (HAT and PackNet) and parallel

baselines have zero forgetting, whereas all other comparing methods exhibit some level of

forgetting. To better demonstrate the forgetting, in Figure 3.3, we show the accuracy for

the tasks along the entire training procedure. ith row (top-bottom) of the diagram denotes
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Figure 3.2: Average test accuracy for different datasets (Permuted MNIST, Rotated MNIST,

Split CIFAR100, Split miniImageNet) along different tasks using different algorithms (AGEM,EWC,

Orthog. Subspace, ICARL and our approach). We use three layer MLP here. Parallel full-rank

results corresponds to the case when we train every task on separate full rank networks independently

(serves as an upper limit for ITL methods). We showed the average of 20 tasks.

the performance of i tasks on the test sets when we train the ith task. As expected, we can

observe that the training performance for the previously learned tasks usually drops with

the gradual training of the subsequent tasks specially for the regularization based approach,

EWC. However, our algorithm maintains the same performance for the past tasks as we do

not change any previously learned factors. Even orthogonal subspace approach observes

such forgetting over some tasks.

Memory complexity. Our method increments the rank of each layer for each task;

therefore, we compare the total number of parameters in the incrementally trained network

and the Parallel baselines. Note that if the number of parameters in two approaches is

same, we can train one small network per task independently. We report total number of
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Figure 3.3: Evolution of task-wise test accuracy on P-MNIST (first row) and R-MNIST (second

row) datasets for EWC, Orthogonal Subspace, and Our approach. We can observe from the decrease

in the test accuracy that EWC and Orthogonal Subspace forget the previous tasks as they learn new

tasks. Our approach does not show any forgetting as we learn new tasks.

parameters and replay buffer size for different methods in Table 3.3. Since we used similar

fully connected network structure for all the tasks, we report results for Split CIFAR100

experiments. Although we increase the rank for every task, the increment is small enough

that even after 20 tasks our total parameter count remains smaller than all other methods.

We also report the number of parameters used by mask-based zero forgetting

algorithms (HAT and PackNet) to learn 20 different tasks on different datasets in Table 3.4.

We can observe that our approach outperforms HAT and PackNet for R-MNIST, S-CIAR100

and S-miniImageNet with a significantly smaller number of parameters. Even though all
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Table 3.3: Number of parameters and buffer size in ITL methods with 3-layer MLP.

Ours IBP-WF EWC AGEM Ortho Sub DER Adam-NSCL Para. full.

# params. 0.17M 0.23M 0.93M 1.76M 2.82M 0.88M 0.88M 19.7M

buffer size 0 0 1.71M 7.90M 9.01M 6.14M 0 0

Table 3.4: Number of parameters used by different zero-forgetting algorithms (HAT, PackNet, and

Ours) using 3-layer MLP.

Method P/R-MNIST S-CIFAR100 S-miniImageNet

HAT 0.33M 0.89M 5.51M

PackNet 0.26M 0.83M 5.50M

Ours 0.11M 0.17M 0.72M

the approaches use the same network, our approach uses rank-1 factors that require a

significantly smaller number of parameters for incremental learning of tasks. Note that

P-MNIST and R-MNIST experiments require the same number of parameters.

Effect of rank. In Table 3.5, we evaluate the effect of different rank selection for different

MNIST datasets using our ITL approach. We tested the initial rank (rank for the first task)

of 1, 6, and 11, keeping the rank increment to 1. We observed that the accuracy increase

as the initial rank increases, and we achieve nearly 90% accuracy with initial rank of 11.

We also tested different values of rank increment per task and observe that the accuracy

increases with larger rank increment. Nevertheless, rank-1 increment provides us comparable

or better performance than the comparing techniques as shown in Table 3.1.

3.3.5 Results with ResNet18

The proposed low-rank increments approach can be generalized to other type of

networks and layers as well. For example, convolutional kernels have four-dimensional weight
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Table 3.5: Test accuracy for different rank choices of the proposed ITL approach and multi-task

baseline networks for P-MNIST and R-MNIST. Initial rank is rk,1 and rank increment/task is rk,t.

Setup 1 2 3 4 5

(rk,1, rk,t) (1,1) (6,1) (11,1) (11,2) (11,4)

P-MNIST 74.23 82.21 85.61 90.51 93.84

R-MNIST 81.57 89.39 91.09 92.76 94.12

# parameters 0.09M 0.1M 0.11M 0.14M 0.2M

tensors as opposed to the two-dimensional weight matrices of fully connected layers. They

are usually formulated as a tensor of output and input channel (Cout, Cin), and the two

dimensions of the convolutional filters (H,W ). We reshape the convolutional weight tensors

into matrices of size Cout × CinHW and perform similar low-rank updates per task as we

described for the MLP. We report the results for S-CIFAR-100 and S-miniImageNet datasets

with Resnet18 architecture. For each convolutional layers, we reshaped and decomposed the

convolution weight tensors into the same low-rank factors described in (3.2) and performed

low-rank updates per tasks. We report the results in Table 3.6. For most of the comparing

techniques, results from [8] are reported since we use the same architecture and dataset. For

missing comparisons, we trained the models using same procedure as outlined in [8].

Instead of using a fixed value for rank at each layer as we did in the MLP setup,

we used rank size that is proportional to the size of Cout,i at i
th convolutional layer because

the weights for different layers of ResNet18 are different in size. We select initial rank =

0.1Cout,i for the first task and incremental rank = 0.02Cout,i for the subsequent incremental

tasks.

The results in Table 3.6 show that the performance of every method improves

34



with the convolutional ResNet18 structure over the 3-layer MLP. Nevertheless, our method

outperforms the comparing approaches for both datasets. Adam-NSCL [27] gets better

results on CIFAR100, but it requires 11.21M parameters (compared to 1.33M parameters

required by our method).

Table 3.6: Comparison of test accuracy and forgetting for split CIFAR-100 and split miniImageNet

datasets using ResNet18 architecture.

Method S-CIFAR-100 S-miniImageNet
Accuracy Forgetting Accuracy Forgetting

EWC [24] 43.2 (±2.77) 26 (±2) 34.8 (±2.34) 24 (±4)
ICARL [29] 46.4 (±1.21) 16 (±1) 44.2 24.64
AGEM [7] 60.34 (±2.05) 11.0 (±2.88) 42.3 (±1.42) 17 (±1)
ER-Ring [30] 59.6 (±11.9) 14 (±1) 49.8 (±2.92) 12 (±1)
Ortho sub [8] 63.42 (±1.82) 8.37 (±0.71) 51.4 (±1.44) 10 (±1)
DER [26] 67.16 8.95 57.81 14.70
Adam-NSCL [27] 74.31 9.47 57.92 13.42
IBP-WF [41] 68.25 0 55.84 0
Ours 68.46 (±2.52) 0 59.26 (±1.15) 0

Parallel full-rank 92.7 0 94.5 0

Multitask learning 70.2 0 65.1 0

3.3.6 Effect of updating last few layers.

We performed an experiment on S-CIFAR-100 where we factorize last L layers of the

ResNet18 architecture keeping the rest of the network fixed at trained weights on Task 1. Up-

dating last L = {1, 2, 3, 4, 5} layers provide average accuracy of {34.38, 34.99, 53.41, 57.08, 65.03},

respectively. This result suggests that updating last few layers may suffice since the initial

layers merely work as a feature extractor.
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(a) Layer 1 (b) Layer 2

Figure 3.4: TopK singular values of weight matrices corresponding to different tasks for S-CIFAR100

with MLP experiments.

3.3.7 Relationship between the newly learned rank-1 weights and the

fixed weights learned in the previous task

The newly learned rank-1 factors are not orthogonal to previous factors, but they

are linearly independent. To demonstrate this relation, we plot the top singular values for

weight matrices in two layers corresponding to 20 tasks in S-CIFAR100 in Fig. 3.4. The

rank of the weight matrices starts at 11 and increases by one for every task. We observed

similar trend in other tasks and layers. This suggests that the learned factors are linearly

independent of frozen factors.
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3.3.8 Effect of task similarity

Our experiments suggest that a positive knowledge transfer allows low-capacity

models to perform well. We performed an experiment by selecting superclasses of CIFAR100

as separate tasks. If all classes in a task become similar (harder classification), the cross-task

similarity reduces. We observe ∼60% accuracy for rank-1 ITL and Parallel rank-2. If we

select tasks by sampling classes in each task at random, then cross-task similarity increases.

We observe ∼65% accuracy for rank-1 ITL.

37



Chapter 4

Low-rank Generative Networks for

Linear Inverse Problems

4.1 Introduction

Deep generative networks, such as autoencoders, generative adversarial networks

(GANs), and variational autoencoders (VAEs), are now commonly used in almost every

machine learning and computer vision task [42, 134, 135, 136]. One key idea in these

generative networks is that they can learn to transform a low-dimensional feature vector (or

latent code) into realistic images and videos. The range of the generated images is expected

to be close to the true underlying distribution of training images. Once these networks are

properly trained (which remains a nontrivial task), they can generate remarkable images in

the trained categories of natural scenes.

In this work [137, 138], we propose to use a deep generative model for compact

This work has been published in IEEE Transactions on Signal Processing [133].

38



representation and reconstruction of videos from a small number of linear measurements.

We assume that a generative network structure is available, which we represent as

x = Gγ(z) ≡ gγL ◦ gγL−1 ◦ · · · ◦ gγ1(z). (4.1)

Gγ(z) denotes the overall function for the deep network with L layers that maps a low-

dimensional (latent) code z ∈ Rk into an image x ∈ Rn and γ = {γ1, . . . , γL} represents all

the trainable parameters of the deep network. Gγ(·) as given in (4.1) can be viewed as a

cascade of L functions gγl for l = 1, . . . , L, each of which represents a mapping between

input and output of the respective layer. An illustration of such a generator with L = 5 is

shown in Figure 4.1.

We consider a general problem of recovering a video sequence from its linear

measurements. Suppose we are given a sequence of measurements for t = 1, . . . , T as

yt = Atxt + et, (4.2)

where xt denotes the tth frame in the unknown video sequence, yt denotes its observed

measurements, At denotes the respective measurement operator, and et denotes noise or

error in the measurements. Our goal is to recover the video sequence (xt) from the available

measurements (yt). The recovery problem becomes especially challenging as the number

of measurements (in yt) becomes very small compared to the number of unknowns (in xt).

To ensure quality reconstruction in such settings, we need a compact (low-dimensional)

representation of the unknown signal. Thus, we use the given generative model to represent

the video sequence as xt = Gγ(zt) and seek to recover the unknown sequence xt by optimizing

over xt, zt, and γ.
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Figure 4.1: A candidate architecture we use in our experiments with one fully connected and four

fractionally strided convolutional layers. Generative model: x = Gγ(z) maps a vector z ∈ Rk into an

image x ∈ Rn.

We demonstrate that even if we do not have a pretrained generative network, we

can still reconstruct video frames from their corrupted measurements. We use a generative

model, as described in (4.1), to find compact representation of videos in the form of zt. To

reconstruct a video sequence from the compressive measurements in (4.2), we jointly optimize

over the latent codes zt and the network parameters γ. Since the frames in a video sequence

exhibit rich redundancies in their representation, we impose a low-rank constraint on the

latent codes to represent the video sequence with a more compact representation of the

latent codes. We observe that when we optimize over latent code alongside network weights,

the temporal similarity in the video frames is reflected in the latent code representation.

To exploit similarities among the frames in a video sequence, we also include low-rank

constraints on the latent codes. An illustration of different representations we use in this

chapter are shown in Figure 4.2.

Untrained generative priors have been studied for image reconstruction in Deep

Image Prior (DIP) [14] and Deep Decoder[2]. We observe two main limitations in the DIP

and deep decoder-based video recovery that we seek to address in this chapter. (1) The
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(a) (b) (c)

Figure 4.2: An illustration of different generative priors discussed in the chapter: (a) Optimizing

latent codes can only reconstruct images in the range of the generative network. (b) Jointly optimizing

latent code and network weights enables recovery of a larger range of images. (c) Low-rank and

similarity constraints on latent code further regularize the problem and potentially explain other

structures in data.

latent codes in DIP and deep decoder methods are initialized at random and stay fixed

throughout the recovery process. Therefore, we cannot infer the structural similarities in

the images from the structural similarities in the latent codes. (2) Both of these methods

train one network per image. A näıve approach to train one network per frame in a video

will be computationally prohibitive, and if we train a single network to generate the entire

video sequence, then their performance degrades.

The key contributions of this work are as follows.

• Latent code optimization can only reconstruct a video sequence that belong to its range.
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We demonstrate that by jointly optimizing the latent codes with the network weights,

we can expand the range of the generator and reconstruct images that the given initial

generator fails on. We show that even though the network has a very large number of

parameters, the joint optimization still converges to a good solution.

• Consecutive frames in a video sequence share lot of similarities. To encode similarities

among the reconstructed frames, we introduce low-rank constraints on the generator

latent codes. This enables us to represent a video sequence with a very small number

of parameters in the latent codes and reconstruct them from a very small number of

measurements.

4.2 Technical Approach

Let us assume that xt ∈ Rn for t = 1, . . . , T is a sequence of video frames that

we want to reconstruct from the measurements yt = Atxt + et as given in (4.2). The

generative model as given in (4.1) maps a low-dimensional representation vector, zt ∈ Rk, to

a high-dimensional image as xt = Gγ(zt). Thus, our goal of video recovery is equivalent to

solving the following optimization problem over zt:

yt = AtGγ(zt) + et, (4.3)

which can be viewed as a nonlinear inverse problem. Below we discuss three different

methods for solving this inverse problem.

(a) Latent code optimization: fixed γ, update zt.

(b) Joint latent code and generator optimization: update γ, zt
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(c) Joint optimization with lowrank constraints: update both γ, zt with additional low-rank

constraints on zt.

Original 
Frames

Latent 
Optimization 
(Generator1)

Joint 
Optimization

Measured 
Frames (80% 
pixels missing)

Latent 
Optimization 
(Generator2)

Handwaving Archery Apply Eye MakeupHandclapping

Figure 4.3: Joint optimization versus latent code optimization. First row is the true images of

the videos sequences. The second row contains the masked samples of the sequences. In the third

row, we reconstruct frames with latent code optimization using a generator trained on some other

frames of the same video sequence (Generator1). In the fourth row, we use latent code optimization

with a generator trained on CIFAR10 dataset (Generator2). The fourth row is the reconstruction

with joint optimization of generator initialized with random weights. We can observe that latent

code optimization does not perform well (row 4) when we do not have generator pretrained on

similar distribution. However, joint optimization performs as good as as or better than latent code

optimization without any pretrained weights.

4.2.1 Latent Code Optimization

In latent code optimization, we assume that the function Gγ(·) approximates the

distribution of the set of natural images that contains our desired image. Thus, we can

restrict our search for the underlying video sequence, xt, within the range of the generator.
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In other words, we fix the network parameters, γ, and update only the latent codes, zt. This

is the same problem studied in [66] for image compressive sensing using generative models.

Given a pretrained generator, Gγ , measurement sequence, yt, and the measurement

matrices, At, we solve the following optimization problem to recover the low-dimensional

latent codes:

minimize
z1,...,zT

T∑
t=1

∥yt −AtGγ(zt)∥22. (4.4)

The reconstructed video sequence can be computed as x̂t = Gγ(ẑt), where ẑ1, . . . ẑT denote

the solution of the problem in (4.4).

To solve the problem in (4.4), we use a gradient descent approach by foward- and

back-propagating the gradient w.r.t. zt through the fixed generator network.

The latent code optimization in (4.4) can solve the compressive sensing problem

with high probability if the solution belongs to the range of the generator [66]. Otherwise,

its solution is a poor estimate of the original image. Since the range of natural images is very

large, and it is difficult to represent all of them with a single or a few generators, the latent

code optimization application is limited to the case when a pretrained generator is available.

4.2.2 Joint Latent Codes and Generator Optimization

To jointly optimize the latent codes and generator parameters, we use the same

formulation as in (4.4) but optimize it over the zt and γ. The resulting optimization problem

can be written as

minimize
z1,...,zT ;γ

T∑
t=1

∥yt −AtGγ(zt)∥22. (4.5)
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The reconstructed video sequence can be generated using the estimated latent codes

(ẑ1, . . . , ẑT ) and generator weights (γ̂) as x̂t = Gγ̂(ẑt).

The joint optimization of latent code and network parameters offers the optimization

problem a lot of flexibility to generate a wide range of images. We initialize latent codes

with samples drawn from a Gaussian distribution and normalize them to have unit norm.

We initialize γ with random weights using the initialization scheme in [139]. Initilizing the

generator with a pretrained set of weights can potentially serve as a good initialization and

lead to good and faster convergence. We test both variants, but observe little difference

in performance; therefore, we use random initialization of parameters in this work. Each

iteration of joint optimization consists of two steps: 1) latent code optimization and 2)

network parameter optimization. After every gradient descent update of the latent codes, zt,

we update the model parameters with stochastic gradient descent. In all of our experiments

with joint optimization, we learn a single set of network weights for the entire sequence. We

note that it is possible to divide a longer video sequences into small segments and learn

different sets of network weights for each of them. At the end of our reconstruction process,

we have a single set of trained weights γ̂, reconstructed frames x̂t and their corresponding

optimal latent codes ẑt.

The range of any generator is quite limited and presumably depends on the types

of images used during training. To highlight this limitation, we perform an experiment to

reconstruct a video sequence from its masked version where 80% of the pixels are randomly

missing under three different scenarios. The results are summarized in Figure 4.3 using four

video sequences: ‘Handwaving ’ and ‘Handclapping ’ sequences from KTH video dataset and
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‘Archery ’ and ‘Apply Eye Makeup’ sequence from UCF101 video dataset. We center, crop,

and resize all the frames to 64× 64 pixels. We only select the first 32 frames of the entire

video sequence for testing reconstruction performance. We show the reconstruction under

three different scenarios:

(a) In the first experiment, we train a generator using all but the first 32 frames of the

corresponding video sequences that we call Generator1. Then we used Generator1 as

a prior for the reconstruction of the 32 test frames from their masked measurements.

Since the training and test frames belong to the same video sequence and share lot of

similarities, we can recover the test frames using Generator1 in (4.4).

(b) In the second experiment, we use a generator pretrained on CIFAR10 dataset that

we call Generator2. We reconstruct the test frames using latent code optimization

with Generator2 as a prior. As CIFAR10 contains images from diverse categories, the

pretrained generator should have some generalization but it cannot reconstruct the

test frames with good quality.

(c) In the third experiment, we initialize the generator with a random set of weights

using the initialization technique in [139] and jointly optimize the latent codes and

network parameters. As we can observe from Figure 4.3, joint optimization with

random initialization provides similar or better reconstruction quality than the latent

code optimization with network pretrained on the target class of images.

The latent code optimization results presented in Figure 4.3 should not be surprising

for the following reasons: We are providing a measurements yt of a video sequence to the

generator Gγ(zt) that has k degrees of freedom for each zt; therefore, the range of sequences
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that can be generated by changing the zt is quite limited for a fixed γ. The surprising

thing, however, is that we can also recover quality images by jointly optimizing the latent

codes zt and network weights γ while solving the compressive sensing problem. If we let γ

change while we learn the zt, then the network can potentially generate any image in Rn

because the network has very large degrees of freedom. Note that in our generator, the

number of parameters in γ is significantly larger than the size of xt, yt or zt. In other words,

we can overcome the range limitation of the generator by optimizing network parameters

alongside latent code to get a good reconstruction from compressive measurements as well

as good representative latent codes for the video sequence even though the network is highly

overparameterized.

4.2.3 Low Rank Constraint

As we optimize over the latent codes and the network weights in joint optimization,

the latent codes capture the temporal similarity of the video frames. To further exploit the

redundancies in a video sequence, we assume that the variation in the sequence of images

are localized and the latent codes sequence can be represented in a low-dimensional space

compared to their ambient dimension. Let us define a matrix Z with all the latent codes as

Z = [z1 z2 . . . zT ],

where zt is the latent code corresponding to tth image of the sequence. To impose a low-rank

constraint, we solve the following constrained optimization:

minimize
z1,...,zT ;γ

T∑
t=1

∥yt −AtGγ(zt)∥22 s.t. rank(Z) = r. (4.6)
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We solve (4.6) using a projected gradient descent method in which we project the

latent code estimates after every iteration to a manifold of rank-r matrices. To do that, we

compute Z matrix and its rank-r approximation using principal component analysis (PCA)

or singular value decomposition (SVD).

In this manner, we can express each of the latent codes in terms of r orthogonal

basis vectors u1, . . . , ur as

zi =

r∑
j=1

αijuj (4.7)

where αij is the weight of the corresponding basis vector. We can represent a video sequence

with T frames with r orthogonal codes, and the lowrank representation of latent codes

requires r×k+ r×T parameters compared to T ×k. This offers r( 1T + 1
k ) times compression

to our latent code representation. As we observe later, we use r = 4 for k = 256 and T = 32

which gives us compression of 0.14 in latent code representation.

4.3 Experimental Setup

In this section, we describe our experimental setup and empirical results. We focus

our experiments on three different compressive sensing problems: denoising, inpainting, and

spatial compression by random projection. We also show some empirical results for coded

flutter shutter problem where our algorithm is especially suitable. For a video sequence of T

frames, we generate T independent measurement matrices. For color images, we use the

same measurement matrix for each color channels. The total number of frames in each video

sequence is 32, unless stated otherwise. For the low-rank constraint, we select the mean of
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Algorithm 3 Generative Models for Low Rank Representation and Recovery of Videos

Input: Measurements yt, measurement matrices At, A generator structure Gγ(·)

Initialize the latent codes zt and generator weights γ randomly and normalize zt with its

2-norm.

repeat

Compute gradients w.r.t. zt via backpropagation.

Update latent code matrix Z = [z1 · · · zT ].

Truncate Z to a rank-r matrix via SVD or PCA.

Compute gradients w.r.t. γ via backpropagation.

Update network weights γ.

until convergence or maximum epochs

Output: Latent codes: z1, . . . , zT and network weights: γ

49



Table 4.1: Reconstruction performance measured in terms of PSNR for different compressive sensing

problems. We show comparison with TVAL3D (3D extension of TVAL3 [1]) and deep decoder [2].

The results are averaged over five experiments with different random measurement matrices (or noise

in the case of denoising).

Video Sequence
Rotating
MNIST

Handclapping Handwaving Walking
Apply
Eye

Makeup
Archery

Band
Marching

Denoising for additive Gaussian noise of 20dB SNR

TVAL3D 35.8 32.2 30.4 30.5 34.5 31.5 30.6

UP Deep Decoder 28.9 28.4 25.6 28.3 28.1 29.6 28.1

OP Deep Decoder 36.6 31.1 30 31 34.4 33 31.6

Joint Optimization 36.9 32.7 30.7 31.2 36.1 32.1 31.3

Joint Opt + Low Rank 36.8 32.3 30.8 30.7 36.4 32 31.7

Inpainting with 80% pixels randomly missing

TVAL3D 21.1 29.2 23.4 24.5 28.2 27.1 24.8

UP Deep Decoder 25.5 26.5 23.3 26.3 27.2 29 23.3

OP Deep Decoder 30.1 30.2 26.7 27.9 32.4 32.5 26.2

Joint Optimization 29.3 34.9 28.1 28.9 35.8 32 26.8

Joint Opt + Low Rank 29.5 34.3 27.3 27.8 36.6 30.4 27.6

Spatial compressive sensing with compression rate = 0.2

TVAL3D 29.8 32.1 28.9 28 33.9 28.4 27.8

UP Deep Decoder 30 27 24.9 26.7 26.2 27.6 22.5

OP Deep Decoder 35.2 32.9 30.6 29 33.1 31.2 27.4

Joint Optimization 35.3 35.6 29.7 28.9 36 29.3 27.8

Joint Opt + Low Rank 35.4 34.7 29 29.1 35.9 28.8 29.1

the latent matrix Z and top 3 principal components (i.e., we need 4 vectors to represent the

entire video sequence instead of 32.)

Choice of generator. We use the well-known DCGAN architecture [140] for

our generators, except that we do not use any batch-normalization layer because gradient

through the batch-normalization layer is dependent on the batch size and the distribution of

the batch. As shown in Figure 4.1, in DCGAN generator framework, we project the latent

code, z, to a larger vector using a fully connected network and then reshape it so that it can

work as an input for the subsequent deconvolutional layers. Instead of using any pooling

layers, the DCGAN architecture uses strided convolution [140]. All the intermediate strided

convolution layers are followed by ReLU activation. The last strided convolution layer is
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followed by Tanh activation function to generate the reconstructed image x = G(z). In our

experiment, we use videos of different resolutions. To generate those videos, we use different

generators following the DCGAN framework. In Table 4.2, we report the detailed structure

of the generators we use in the experiments.

The latent code dimension for grayscale 64× 64 video sequence is 64. The latent

code dimension for color 64 × 64 video sequence is 256. The latent code dimension for

256× 256 video sequence is 512. We use Adam optimizer for generator weights optimization

and SGD for latent code optimization. The learning rate for latent code optimization was 10.

We use ADAM optimizer with β1 = 0.9 and β2 = 0.999 for network parameters optimization.

The initial learning rate for network parameter optimization was 0.0025. We decay the

learning rate for network parameter by 25% every 500 iterations.

Comparison with existing methods. We show comparison with classical total

variation minimization based TVAL3D (3D extension of TVAL3 [1]) algorithm and generative

prior based deep decoder [2] algorithm. As we mentioned earlier, deep decoder does not

optimize latent code, rather it uses fixed latent codes which are drawn from Gaussian

distribution.

We use two different deep decoder settings: underparameterized deep decoder (UP

deep decoder) and overparameterized deep decoder (OP deepdecoder). The UP deep decoder

was proposed in the original deep decoder paper [2], but we also report the results for OP

deep decoder because it shows better performance. We use default 6 layer architecture of

deep decoder. In the UP deep decoder, the number of parameters in UP deep decoder is

11,304 and 11,288 for RGB and grayscale images, respectively. The number of parameters
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in OP deep decoder is 397,056 and 396,544 for RGB and grayscale images, respectively. We

need separate generator for every frame which increases the effective number of parameters

for the video sequence by a factor T for T frames. As T=32 for most of the experiments

reported in the work, the effective number of parameters for OP deep decoder is 12,705,792

and 12,689,408 for RGB and grayscale images, respectively. We report the qualitative

reconstruction results for OP deep decoder only because quantitative reconstruction results

for UP deep decoder are significantly worse. This effect is also recently observed in [141].

We also show some comparison with video extension of deep image prior [14]

algorithm. We discuss details of this approach later in the chapter.

Table 4.2: Generator structures and corresponding number of parameters for different image sizes.

h× w × c denote height , weight, and color channels, respectively.

Network Parameters

Output size 64× 64 64× 64× 3 256× 256× 3

FC + ReLU 524,288 2,097,152 4,194,304

Conv 1+ ReLU 2,097,152 2,097,152 2,097,152

Conv 2+ ReLU 524,288 524,288 524,288

Conv 3+ ReLU 131,072 131,072 131,072

Conv 4+ Tanh/ReLU
or ReLU

1,024 3,072 32,768

Conv 5+ ReLU - - 8,192

Conv 5+ Tanh - - 768

Total # params 3,277,824 4,852,736 6,988,544

Video datasets. We test all the methods on different synthetic and real video

sequences. In this work we report the results for one synthetic sequence which we refer to

as ‘Rotating MNIST ’. In this sequence, we resize one MNIST digit to 64× 64 and rotate

by 2◦ per frame for a total of 32 frames. We experiment on different real video sequences

from publicly available KTH human action video dataset [142] and UCF101 dataset [143].
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In Table 4.1, we report our results for ‘Handclapping ’, ‘Handwaving ’ and ‘Walking ’ video

sequences from KTH dataset; ‘Archery ’, ‘Apply Eye Makeup’ and ‘Band Marching ’ video

sequences from UCF101 dataset. We center and resize every frame in KTH videos to 64× 64

and UCF101 videos to 256× 256 pixels.

Performance metric. We measure the performance of our recovery algorithms

in terms of the reconstruction error PSNR. For a given image x and its reconstruction x̂,

PSNR is defined as

PSNR(x, x̂) = 20 log10
max(x)−min(x)√

MSE(x, x̂)

where max(x) and min(x) are the maximal and minimal values in x, respectively, and MSE

is the mean squared error. Unless otherwise stated, all the results are averaged over 5

experiments using different measurement matrices or noise.

4.4 Results and Analysis

4.4.1 Sequence Size vs Performance

To evaluate the effect of sequence size on the performance of our method, we

perform joint optimization experiments with video sequences of different sizes. We report

our results for three different video sequences in Figure 4.4. We consider three different tasks.

The first task is video approximation, where we approximate the original video sequences

using a generator (i.e., At is an identity matrix for all t). We observe that as we increase

the size of the video sequence, the quality of approximated video sequences degrades. This

intuitively makes sense because a network with sufficient complexity should be able to

approximate a single image perfectly. However, as we increase the size of the video sequence
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while keeping the same network structure, our algorithm has to find a new set of optimal

weights that can generate the entire sequence. The reduction in reconstruction performance

is more pronounced when every frame of the video is different. Our second task is image

inpainting with 80% randomly missing pixels and the third task is compressive sensing with

20% available measurements. In both cases, we have far fewer number of measurements

available than that in the approximation task. As the consecutive frames of a video sequence

are close to each other, the increased size of the video sequence actually helps by providing

more effective measurements to the generator. However, the generator capacity still remains

a barrier. On one hand, we have more (diverse) measurements available while optimizing

over a larger video sequence, which can provide a gain in the performance with a longer

sequence. On the other hand, we have to find a set of network parameters that can generate

all the (diverse) frames at once, which can cause a loss in performance with longer sequence.

We observe in our experiments that the recovery performance increases with the length of

the video sequence up to a certain point and then it saturates. We select the size of the

video sequences as 32 for our next experiments based on these results.

4.4.2 Denoising

We first explore the potential of joint optimization on the denoising problem. In

our denoising setup, the measurement matrix is identity and the noise, et, is drawn from

zero mean Gaussian distribution. We report the reconstruction results of different video

sequences for different algorithms in Table 4.1. We observe that joint optimization performs

significantly better than UP deep decoder and provides similar results as TVAL3D and OP
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Figure 4.4: Sequence size vs performance for video approximation and compressive sensing tasks.

Here the results corresponds to joint optimization. We can observe that increasing video length

improves compressive sensing performance for joint optimization. This effect diminishes with the

increased size of video sequences.

deep decoder. Note that we do not optimize over latent code for deep decoder. We also need

to train a separate network for each frame, which requires huge computational power and

memory. We report the memory and computational complexity comparison in Table 4.3. We

also observe that joint optimization with low-rank constraint provides similar performance.

We present some denoising results for different techniques with additive Gaussian

noise at 20dB SNR on different sequences in Figure 4.5. The performance curves in terms

of average PSNR over a range of SNR levels are presented in Figure 4.6. We observe that

reconstruction performance of joint optimization is better than classical TVAL3D. For large

noise, joint optimization shows better or comparable performance with the deep decoder.

However, for small noise, deep decoder seems to outperform joint optimization. In the case

of deep decoder, we learn a separate network for every frame, and as we observe in the

previous section that for a fixed generator, image approximation performance is better for
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Original 
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(20 dB SNR)
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Constraint

Handwaving Archery Apply Eye MakeupHandclapping

Figure 4.5: Reconstruction of different video sequences using different algorithms for denoising

problem. Handclapping and Handwaving video sequences are 64 × 64 and Archery and Apply

Eye Makeup video sequences are 256× 256. The error bars are standard deviation intervals. The

deep decoder reconstruction here correspond to overparameterized deep decoder structure. All the

comparing algorithms show very good reconstruction quality.

single image. In the low noise regime, denoising problem is almost same as an approximation

problem. In the case of joint optimization, we are learning a single set of network parameters

for the entire video sequence; therefore, joint optimization has a limitation due to the

representation capacity of the generator network. We can also observe in Figure 4.6 that

the curves corresponding to UP deep decoder is flat, which is because of the fact that the

UP deep decoder has a certain representation capacity, and once that capacity is reached

for a single frame the results do not improve even if the noise level decreases.
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Figure 4.6: Reconstruction quality curves for denoising experiments with different algorithms

for different levels of signal to noise ratio. The curves also show standard deviation intervals. We

compare the performance for (a) Handclapping (b) Handwaving (c) Archery (d) Apply Eye Makeup

video sequences. All the comparing methods other than UP deep decoder performs similarly. The

curves suggest that UP deep decoder has reached its limit to generate the sequences.

4.4.3 Inpainting

Our second experiment is on inpainting problem where we randomly drop a fraction

of the pixels from each frame and reconstruct the original video sequence from available pixels.

We report the results for 80% missing pixels in Table 4.1. We observe that reconstruction

performance of joint optimization is significantly better than classical TVAL3D and deep

decoder. We also show some reconstructions of different video sequences from 20% available

pixels (80% pixels are randomly missing) in Figure 4.7. From this figure, we can observe that
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Figure 4.7: Some reconstruction results on inpainting problem. Handclapping and Handwaving

video sequences are 64× 64 and Archery sequence is 256× 256. The deep decoder reconstruction here

correspond to overparameterized deep decoder structure. The boxed regions are zoomed for details.

We can observe that joint optimization gives better reconstruction than the comparing algorithms in

terms of details.

even though the reconstruction results of deep decoder is similar to joint optimization in

terms of PSNR, deep decoder fails to reconstruct high frequency details reliably (see Archery

results). Since we optimize the generator using a number of frames in joint optimization,

the missing information in one frame may be available in a neighboring frame, and that can

potentially help the joint optimization perform better in reconstructing the high frequency

details as shown in Figure 4.7.

We also show inpainting performance for different fractions of missing pixels in

Figure 4.8. From the comparison with the other algorithms shown in Figure 4.8, we

can observe that joint optimization with/without low rank constraint outperforms other

comparing algorithms especially when we have very few number of measurements available.
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Figure 4.8: Inpainting performance for different available measurement rate for (a) Handclapping

(b) Handwaving (c) Archery (d) Apply Eye Makeup video sequences. Measurement rate represents

the available fraction of the total pixels. The error bars are standard deviation intervals. Other than

Archery sequence, joint optimization outperforms the other comparing methods especially at lower

measurement rate.

4.4.4 Compressive Sensing

In this section, we discuss our experiments on recovery of frames from their

compressive random projections. In these experiments, we use separable measurements,

Y = PXQ, where X,Y are reshaped versions of x, y as 2D matrices, P and Q are left and

right random projection matrix. In our experiment, we use P = QT , and select their size so

that the total number of measurements in Y is m. We draw each sample of P from N(0, 1√
m
)

distribution.
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We summarize the results for this experiment in Table 4.1. We select m = 29× 29

for 64× 64 images and m = 114× 114 for 256× 256 images, which gives us a compression of

factor of approximately 20%. We observe from Table 4.1 that joint optimization with and

without low-rank constraint slightly outperforms TVAL3D. It performs similarly as deep

decoder with much lower memory requirement and computational complexity.

We show some reconstructions for compressive sensing with 20% compressive

measurements in Figure 4.9. We can observe that he reconstructions are comparable with

other algorithms. We also show reconstruction performance for different compression ratio

in Figure 4.10. We can observe from Figure 4.10 that joint optimization with or without low

rank constraint outperforms TVAL3D and UP deep decoder. However, it performs at par

with if not better than OP deep decoder.

4.4.5 Flutter Shutter

We also perform an experiment with a computational photography problem known

as coded flutter shutter [144, 145, 146, 147, 148] in which a low-speed camera is used to

capture a modulated high-speed video. A single observed frame can be modeled as coded

and multiplexed version of a number of frames in the sequence. Our goal is to recover

the individual frames from the multiplexed frame. Mathematically, we can formulate the

problem as

yp =

Mp+M−1∑
t=Mp

Atxt + ep, for p = 1, . . . , T/M, (4.8)

where we observe a single measurement frame for every M consecutive frames. Thus, we

have T
M measurement frames for the entire video sequence. We choose Ai in a similar manner
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Figure 4.9: Some reconstruction results on spatial compressive sensing problem. Handclapping

and Handwaving video sequences are 64× 64 and Archery and Apply Eye Makeup video sequences

are 256× 256. The compressive frames from Handclapping and Handwaving are 29× 29 whereas

the compressive frames from Archery and Apply Eye Makeup video sequences are 114× 114. The

deep decoder reconstruction here correspond to overparameterized deep decoder structure. We can

observe that the reconstructions are similar for the comparing algorithms.

as the inpainting mask (i.e., 50% pixels are randomly missing). Our joint optimization can

solve this problem because we can jointly estimate multiple frames while solving a single

optimization problem. In contrast, if we train a separate network for every single frame (as

done in DIP and deep decoder), the recovery problem will not be as straightforward. To

estimate the video sequence from coded, multiplexed measurements, we solve the following

recovery problem:

minimize
z1,...,zT ;γ

T/M∑
p=1

∥yp −
Mp+M−1∑

t=Mp

AtGγ(zt)∥2. (4.9)

We present some reconstructed images for coded flutter shutter in Figure 4.11.

Because of the high memory and computational requirements, deep decoder is not suitable
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Figure 4.10: Compressive sensing performance for different available measurement rate for (a)

Handclapping (b) Handwaving (c) Archery (d) Apply Eye Makeup video sequences. Measurement

rate (or compression ratio) represents the available fraction of the total measurements. The error bars

are standard deviation intervals. We can observe from the curves that joint optimization performs at

par with the other comparing methods.

for this problem. We present a comparison with TVAL3D reconstruction. Joint optimization

with and without low-rank constraints successfully recover fast motion that TVAL3D fails

to recover.

4.4.6 Rank of the Latent Matrix

In this section, we evaluate the performance of joint optimization with low-rank

constraints for different choice of the rank. We perform inpainting experiment with 80%
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Figure 4.11: Some reconstructions for flutter shutter problem. Here we have a single measurements

for every 4 non overlapping frames. We can observe that TVAL3D suffers ghosting effect for the fast

changing parts of the videos such as the hand or leg movement. However, they perform similarly in

background details reconstruction.

missing pixels using different values of rank. We plot the reconstruction PSNR performance

curves for different video sequences in Figure 4.12. Rank-1 corresponds to using a fixed

(mean) vector as the latent code for all the frames, which would reconstruct the same frame

for the entire sequence. As we increase the rank of the latent code matrix, we observe that

reconstruction quality improves and rank-4 reconstruction gives us a good performance

for all the sequences. Note that for rank-4, we select the mean vector and top-3 principal

components to represent the entire sequence with 32 frames.

4.4.7 Computational Complexity

The computational complexity of our proposed methods vary with the choice of

the generator structure. We have chosen DCGAN generator structure for our experiments.
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Figure 4.12: Effect of different value of rank for low rank constraint in inpainting problem with

80% pixels randomly missing. We also show standard deviation interval for each point.

We compare the computational complexity of our algorithm with UP and OP deep decoder

[2]. The memory requirement mentioned here is for a single frame. The time consumption

is recorded for the inpainting of RGB video sequences with 32 frames from 80% missing

pixels. We report average time consumption over 5 experiments. The number of iterations,

measurement matrix and the videos sequences of the corresponding size were kept the same.

The experiments for this comparison were run on the same CPU equipped with Nvidia Titan

Xp GPU.

From the memory requirement and time consumption, it is evident that joint

optimization is much less complex and consumes much less memory compared to OP deep

decoder. Although the memory requirement and complexity of UP deep decoder comes

close to that of joint optimization, UP deep decoder reconstruction performance is poor

(Table 4.1, Figure 4.6,4.8,4.10).
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Table 4.3: Comparison of joint optimization with DCGAN and deep decoder in terms of computa-

tional complexity and memory requirement. The memory requirement is for each frame reconstruction.

The average time consumption is calculated for video sequences with 32 frames.

Size 64× 64 256× 256

Memory Requirement
(Forward and Backpropagation)

UP Deep decoder 2.75 MB 44.03 MB

OP Deep decoder 66.48 MB 1239.75 MB

Joint Opt with DCGAN 2.06 MB 10.88 MB

Average time consumed
(Forward and Backpropagation)

UP Deep decoder 120 sec 710 sec

OP Deep decoder 180 sec 3042 sec

Joint Opt with DCGAN 14.2 sec 203 sec

Table 4.4: Effect of initial latent matrix for different inverse problems. We have drawn latent matrix

in way that the initial latent codes form a line. The results are averaged over fifteen experiments

with five different random measurement matrices and three different initializations. We use same

measurement matrices and initializations for both approaches.

Rotating
MNIST

Handclapping Handwaving Walking
Apply Eye
Makeup

Archery
Band

Marching
Video
DIP

Joint
Opt

Video
DIP

Joint
Opt

Video
DIP

Joint
Opt

Video
DIP

Joint
Opt

Video
DIP

Joint
Opt

Video
DIP

Joint
Opt

Video
DIP

Joint
Opt

Inpainting
(80% missing)

28.6 30.1 31 34.1 23 26.8 23.8 26.5 34.8 37 30.5 31.9 28.8 29

Compressive
Measurements
(20%)

33.8 35.5 33.1 35.5 24.6 30.1 23.9 28.6 32.9 36.1 29.2 29.9 28.3 29.3

4.4.8 Comparison with Video DIP

In section 4.4.1, we have demonstrated that optimizing over a video sequence

improves reconstruction performance. However, as we have mentioned before, DIP [14]

trains one network per image which puts it at a disadvantage while comparing with joint

optimization. So, we made an extension of DIP for video sequence and refer to it as “Video

DIP”. In this approach, we draw entries in the latent matrix Z from a Gaussian distribution
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Table 4.5: Performance analysis between Video DIP and joint optimization when all the frames in

the video sequence are not close to each other. The results are averaged over twelve experiments

with four different random measurement matrices and three different initializations. We use same

measurement matrices and initializations for both approaches.

Handclapping
+ Handwaving

Handclapping
+ Walking

Handwaving
+ Walking

Video
DIP

Joint
Opt

Video
DIP

Joint
Opt

Video
DIP

Joint
Opt

Inpainting
(80% missing)

31.5 33.3 32 33 27.9 29.4

Compressive
Measurements
(20%)

29 32.7 29.4 32.4 26.5 29.6

and keep it fixed as we solve the following optimization:

γ̂ = argmin
γ

T∑
t=1

∥yt −AtGγ(zt)∥22 (4.10)

We use the same architecture for Video DIP as we use for joint optimization.

We observe that even if we extend DIP for video sequence, it still suffers from

two main drawbacks that we mentioned earlier. First drawback is the dependence on the

initialization of latent matrix as it remains fixed. If the initialization is bad, Video DIP will

fail to provide good reconstruction. We demonstrate this effect with an example. We force

the latent codes to fall on a line by fixing two of the latent codes z1 and zT , each drawn

from N(0, 1) and initialize the other latent codes by linear interpolating between z1, zT .

We expect Video DIP to perform worse in this case because we are forcing the network to

map frames to a line in a 2D plane whereas the videos contain much complex motions. We

report the reconstruction results for both Video DIP and joint optimization in Table 4.4.

We experiment on inpainting and compressive sensing with 20% available measurements.
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Joint optimization performs better than Video DIP in all the cases.

The second drawback is that Video DIP does not assume or retain any similarity

structure in the latent code representation. This will in turn affect the reconstruction quality

if the frames in the videos are very different from one another. To demonstrate this effect, we

create a video sequence with 64 frames temporally concatenating 32 frames from two different

sequences one after another. In Table 4.5, we report average results of four experiments with

different measurement matrices. We perform experiments for inpainting and compressive

sensing problems. For both Video DIP and joint optimization, latent matrices are initialized

with elements drawn from N(0, 1) distribution. Since we initialize the latent matrix at

random, it is possible that similar latent codes are assigned to frames that are quite different.

As the latent codes are fixed in Video DIP, finding the network parameters that map very

different frames to latent codes that are very similar can be a challenging task. In contrast,

joint optimization method updates both the latent codes and network parameters; therefore,

it can adjust the latent codes so that similar latent codes are mapped to similar frames and

vice versa. From Table 4.5, it is evident that joint optimization is better suited for such

videos as it outperforms Video DIP in each case.

The latent codes obtained from joint optimization also reserve the similarities

among video frames. We demonstrate this property using a compressive sensing experiment,

where we capture 20% measurements of each frame with an independent random matrix.

We use 400 frames of ‘Handwaving ’ sequence for this experiment instead of 32 frames. In

the sequence, the handwaving action is repeated multiple times, each of which takes around

45 frames. We compute a cosine similarity matrix between all the image pairs, which is
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Figure 4.13: Pairwise cosine similarity between frames, measurements or latent codes for extended

Handwaving video sequence where Handwaving action is repeated in an interval of around 45 frames.

Blue indicates highest similarity whereas yellow indicates lowest similarity. We can observe that

the similarity pattern in the original frames are not maintained in the compressive frames. As the

Video DIP latent codes are drawn at random, we do not observe any similarity pattern in them (c).

However, the corresponding latent matrix for joint optimization (d) captures the similarity structure.

Low rank constraint (e) further enhances this similarity.

plotted in Figure 4.13(a). Since compressive measurements are independent of one another,

we do not expect any similarity between them, as seen in Figure 4.13(b). Latent codes

in Video DIP are also independent and randomly selected, and they do not reflect the

similarity structure of the video frames, as shown in Figure 4.13(c). We optimize the latent

68



20 40 60 80

Frame Number

20

40

60

80

F
ra

m
e

 N
u

m
b

e
r

(a) Original Frames

20 40 60 80

Frame Number

20

40

60

80

F
ra

m
e

 N
u

m
b

e
r

(b) Compressive Frames

20 40 60 80

Frame Number

20

40

60

80

F
ra

m
e

 N
u

m
b

e
r

(c) Latent Matrix of Video DIP

20 40 60 80

Frame Number

20

40

60

80

F
ra

m
e

 N
u

m
b

e
r

(d) Latent Matrix of Joint

Optimization

20 40 60 80

Frame Number

20

40

60

80

F
ra

m
e

 N
u

m
b

e
r

(e) Latent Matrix of Joint

Optimization + Low Rank Con-

straint

Figure 4.14: Pairwise cosine similarity between frames, measurements or latent codes for extended

mixed video sequence where 16 frames of 6 different video sequences (Handwaving, Handclapping,

Walking, Archery, Apply Eye Makeup, Band Marching in order) are concatenated in the temporal

dimension. Blue indicates highest similarity whereas yellow indicates lowest similarity. We observe

that adding low rank constraint further bolster the similarity observed in the frames of same video

sequences found by joint optimization.

codes in joint optimization, and they preserve the similarity structure as we can observe

from Figure 4.13(d). From Figure 4.13(e), we can observe that low rank constraint further

enhances the similarity structure in latent code matrix.

To further investigate the similarity structure in the latent codes obtained by joint

optimization, we perform another experiment in which we concatenate 16 frames from each
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of the six different video sequences (‘Handwaving ’, ‘Handclapping ’, ‘Walking ’, ‘Archery ’,

‘Apply Eye Makeup’, and ‘Band Marching ’, in the same order) to create a new sequence

with 96 frames. We perform compressive sensing experiment on this video sequence with

20% measurements. The reconstruction PSNR for joint optimization is 29.12 dB, joint

optimization with low-rank is 27.9 dB, and Video DIP is 26.4 dB. The cosine similarity

matrices for the video frames, compressive measurements, latent codes for Video DIP, latent

codes for joint optimization, and latent codes for joint optimization with low-rank are

presented in Figure 4.14(a)–(e). We can distinguish the video sequences from the pairwise

similarity matrices of the latent codes we estimate with joint optimization. We observe that

the low-rank constraint improves the similarity matrix.
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Chapter 5

Tensor Ring Autoencoders for

Linear Inverse Problems

5.1 Introduction

Low-rank tensor factorization is a powerful tool to represent multi-dimensional and

multi-modal data using a small number of low-dimensional factors (cores). Different fields

in science and engineering use low-rank tensor factorization to understand multidimensional

correlation structures in data [149]. Tensor factorization has also been recently used for

compressing data and neural network parameters [150, 151]. In contrast to deep generative

models, tensor factorization usually provides a linear low-dimensional representation of

data [152]. Tensor factors also provide a natural way to separate (or disentangle) different

dimensions or modes of data.

In various applications, such as face recognition, social network analysis, image and

This work has been submitted to British Machine Vision Conference 2022.
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video completion, and brain signal processing, we often encounter structured datasets that

can be represented as tensors by aligning different modes of data along different dimensions of

tensors [153, 56]. Such structured datasets are often corrupted due to imperfect acquisition

[154, 155]. As a result, we do not have reliable entries for all the points in the tensor

structure. Images with different imperfections can be modeled as the following system of

measurements:

yi = Aixi + ηi, (5.1)

where yi is the ith observed measurement, Ai is the corresponding measurement matrix

(corruption model) and ηi is the corresponding measurement noise. As the problem in

(5.1) is ill-posed, we use different prior constraints on the solution set. One such constraint

is generative prior where the solution set is restricted to the range of trained/untrained

generative network.

In recent years, low-rank based tensor completion, which is a higher-order extension

of matrix completion, has received considerable attention for recovering data from imperfect

tensor structure. However, the low-rank assumption is not sufficient for the recovery of visual

data where the ratio of missing data is extremely high. We propose to learn an optimal

embedding space for tensor factorization to represent and recover the entire data tensor

given the available imperfect measurements.

Deep generative models provide an excellent mechanism to generate high-dimensional

data from low-dimensional codes or learn low-dimensional representation of high-dimensional

data. Examples of such deep generative models include generative adversarial networks

(GAN)[42], variational autoencoders (VAE) [43], and generative latent optimization (GLO)
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[49]. We use an autoencoder structure to learn the embedding space for tensor factorization

(encoder) and generate estimated data from the tensor factorization (decoder). We map

different visual attributes to different factors (cores/ matrices) of tensor factorization. Such

mapping provides controlling knob for different features. Although it is an inherent advan-

tage of using tensor factorization, different attributes of visual data are so complex that we

cannot map them directly to different factors of multilinear tensor factorizations. Therefore,

we learn an encoder which provides a latent embedding space where tensor factorization can

be used to map different articulations using different tensor factors.

We can consider that we constrained the latent space of the autoencoder with low-

rank tensor factorization. Similarity in visual data often reflect in the similarity in the latent

space. Applying the low-rank tensor factorization in the latent space, we utilize this inherent

similarity in the structured datasets in our advantage to achieve better reconstruction. From

the reconstruction performance with and without tensor factorized latent space for highly

corrupted data has supports our claim.

5.1.1 Our Contributions

Given a corrupted (noisy, missing pixels etc) multi-attribute structured image

dataset, we use the structure in the latent space to recover the corrupted data in the self

supervised setup. In order to achieve that, we learned an ambient embedding space for

tensor factorization using an encoder. We recovered the corrupted data reliably given the

available information (i.e. the corrupted dataset, attribute labels of each data, measurement

matrices for the corruption). We can utilize the similarity in the structured image set with
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Figure 5.1: General overview of our proposed tensor ring factorized autoencoder. We map a set

of images {X} to latent codes {Z} using an encoder E. We then perform tensor factorization on

the latent space codes using tensor factorization (shown as T block). Finally, we pass the factorized

representation though the decoder D to generate target images X̂.

tensor ring factorization in the latent space in order to achieve better recovery. In terms

of reconstruction quality, we outperform the other self supervised generative model based

recovery techniques as well as least square solution with tensor ring prior on the image space

which also use structural information.

5.2 Technical Details

Deterministic Autoencoder: Deterministic autoencoder [156] is a network that learns

self mapping using two different networks: one is called the encoder E(.) and the other

one is called the decoder D(.). Encoder maps the signal X ∈ Rn to the latent code z ∈ Rd

and the decoder maps the latent code z back to the input signal X. We can represent the
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encoder and decoder mappings as

z = EγE (X) and X = DγD(z), (5.2)

where γE and γD are the encoder and decoder network parameters, respectively.

Tensor Factorization: Tensor factorization can represent multi-dimensional and multi-

modal data using a small number of low-dimensional factors. Instead of applying the tensor

factorization directly on the image/signal space, we factorize the low-dimensional latent

space. We seek two main goals with such factorization: 1) limit the degrees of freedom for

the latent space and 2) generate images by changing different attributes in a controllable

manner.

Suppose we have a generative model, Gγ(·), that maps a low-dimensional latent

code zi ∈ Rd to its respective Xi. We denote our entire target set of N latent codes as

{z1, z2, . . . , zN}, where each zi ∈ Rd. These latent codes can be factored into K different

attributes each of which has Ik variants for k ∈ {1, 2, . . . ,K}; therefore, we can write

N = I1 × I2 × . . .× IK . We will denote the latent code tensor with all the zi as TZ , which

is an I1 × I2 × . . .× IK × d tensor, and TZ (i1, . . . , iK , :) denotes one of the d-dimensional

latent codes.

We assume that the latent space have rank, r ≤ min{N, d}. Assuming the

similarities among attributes in the signal domain is reflected in the latent space, we can

represent the entire latent space using different types of tensor factorization. We use tensor

ring factorization in this work. Visual representations of these decompositions are depicted

in Figure 5.1. Brief description for tensor ring factorization is presented below. For detailed

discussion, we refer the readers to [149, 157].
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Tensor Ring Factorization A tensor ring (TR) decomposition can represent a data

tensor TZ using K different 3-order tensor cores: C(1), . . . ,C(K), where C(k) ∈ RRk−1×Ik×Rk

and (R1, . . . , RK) denotes the multilinear rank with R0 = RK . All the entries in TZ can be

represented as

TZ (i1, . . . , iK) =
∑

R1,...,RK

K∏
j=1

C(j)(Rj−1, ij , Rj), (5.3)

which can also be represented as

TZ (i1, . . . , iK) = Trace[C(1)(:, i1, :) . . .C
(K)(:, iK , :)], (5.4)

where C(k)(:, ik, :) denotes ikth slice of C(k) that is an Rk−1 × Rk matrix and the trace

operation sums up all the diagonal entries.

The total number of elements in TZ is d
∏K

k=1 Ik. The total number of parameters

in TR factorization reduces to
∑K

k=1 IkRk−1Rk with R0 = RK . If we set all the Rk = R, then

the total number of parameters in TR factorization becomes R2
∑

k Ik, which is significantly

less than
∏

k Ik in TZ . In the above formulation, we ignored latent code dimension, d,

because we can consider one or multiple factors in TR factorization to represent the latent

space in implementation.

Image Recovery Using Tensor Factorized Autoencoder: With our proposed tensor-

based autoencoder, we can recover samples that were corrupted at the training time (e.g.,

missing blocks/views/frames in an image/video). To learn the tensor factors from corrupted

data, we formulate the loss function in (5.5) incorporating the measurement matrices for

the observed samples. Then we can minimize the loss function in (5.5) to learn TE (Y),γE

and γD.

76



lossAE,missing =
N∑
i=1

∥EγE (Yi)−TEγE
(Y)∥2+

λ1∥AiDγD(E(Yi))− Yi∥2 + λ2∥AiDγD(TE (Y))− Yi∥2.

(5.5)

Dual Input Loss: The three terms of the loss function in (5.5) are targetted

to minimize the mismatch between encoder output and factorization, encoder-decoder

measurement loss and factorization-decoder measurement loss respectively. λ1 and λ2 are

weights for different loss terms. The first term of the total loss in (5.5) measures the

mismatch between encoder output and factorization. It shows how well the learned weights

of the encoder can generate the factorized latent space. The second term of the total loss

in (5.5) evaluates how well the encoder output performs in terms of reconstruction. The

first term can only measure how well the encoder can factorize, but it is possible to find a

factorized representation that may not give a meaningful reconstruction. The third term in

(5.5) measures how well the decoder performs when given the latent codes formed by the

tensor factors. One might wonder about the necessity of the third term. If the first term

were perfectly zero, the third term would not be necessary. However, we cannot perfectly

learn a mapping where the missmatch between encoder output and factorization is zero.

That’s where the third term comes into play. Even though the output from the encoder and

the output from the tensor factors are very close, they may provide very different realizations

when passed through decoder depending on the direction of mismatch. So, we kept an extra

term to make sure that the latent represent from the tensor factorization also generates as

good images as encoder output does.

We present a pseudocode for the missing view recovery algorithm in Algorithm 4.

77



Algorithm 4 Learning Tensor Factorization using Autoencoder from Corrupted Data

Input: Available data Xi, attribute label of the data, measurement model A.

Initialize encoder and decoder weights and tensor cores randomly

for k = 1, 2, ...,K do ▷ K steps or until convergence

Calculate the loss function in (5.5).

Calculate gradients of loss w.r.t. training parameters in TE (X), E(.) and D(.) via

backpropagation.

Update them using gradient descent.

end for

Intermediate Output: Optimized TEγE
(X), EγE (.), and DγD(.).

Use optimized TE (X) and DγD(.) to estimate the missing views by X̂i = DγD(TE (X)).

Output: Xi

We illustrate the visual representation of our proposed algorithm in Figure 5.1.

5.3 Experiment and Results

Dataset: We used Small NORB [158], RaFD [159] and 3dShapes [160] datasets in our

experiments. In these datasets, images of different attribute variation is available. We select

25 toys with 3 lighting conditions, 3 elevations and 9 azimuth angles (2025 images) from

Small NORB dataset. We select 15 persons with 5 camera angles, 8 expressions and 3 eye

gazing (1800 images) from RaFD. We selected 4 object shapes, 5 floor colors and 5 floor

colors at 8 object scales (800 images) from 3dShapes dataset.
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Figure 5.2: Reconstruction results for (a) denoising and (b) inpainting on Small NORB, RaFD and

3dShapes datasets.

Setup: In our experiments, we used a fully convolutional autoencoder that maps each

image to a latent code z ∈ R16×4×4, which sets d = 256(16× 4× 4) in our experiments. Our

encoder comprises four convolutional layers (32,64,128,16 filters) and decoder comprises of

four transpose convolutional layers (256, 128,64,3 (rgb) /1 (grayscale) filters) each with 3× 3

filters with stride=2 followed ReLU activation except for the last layer (Sigmoid instead of

ReLU). We use low-rank tensor ring factorization in the latent space. We use the same rank

for all the cores of tensor ring. We empirically selected the lowest ranks for each dataset

that provide good performance. We reported results with rank=25 for Small NORB, 30

for RaFD and 15 for 3dShapes. We have initialized the cores and bases for different tensor

factorization using samples drawn from N(0, 0.1) distribution. We kept fixed seed for every

setup in order to achieve fair comparison. As we consider a batch of images correspond to
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a slice of a tensor core, we could perform minibatch optimization which reduced memory

requirement during training. We have used Adam [161] optimization for network parameters

optimization and Stochastic Gradient Descent (SGD) for optimizing tensor factorization

parameters. The learning rate for Adam was selected to be 0.001 and SGD to be 1 (or 0.1).

We let the optimization run for enough iterations to converge. For autoencoder setup, we

set weight terms, λ1 and λ2 to be 1.

Comparison: We tried to solve the inverse/compressive sensing problems (e.g. denoising

and inpainting) without ground truth images. We show comparison with 4 different baselines

which also perform the same task.

CSAE: We use the encoder of a deterministic autoencoder to learn the latent space from the

corrupted measurements and pass the learned latent codes through decoder and measurement

matrices to match with the observed measurements. One can refer to the second term of

Eqn (5.5) as the objective this approach minimizes. Eventually we learn the original image

given the corrupted measurements without having the ground truth. We term it CSAE

(Compressive Sensing with Auto Encoder).

CSGM: We tried to solve the compressive sensing problems given that we have a trained

generative model with the learned distribution of the target data. It is similar to the work

of Bora et. al. [66]. We term it CSGM following [66].

LSTR: We utilize the attribute information of the structured dataset and use it as a prior

to minimize the least square measurement loss with SGD. We term it LSTR (Least Square

minimization with Tensor Ring).

Deep Decoder: Finally we use one of the self supervised generative prior based approaches
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to solve the compressive sensing problems. We use Deep Decoder [2] for comparison.

We empirically demonstrate that our proposed Tensor Ring factorized Autoencoder

outperforms all the four baselines in terms of reconstruction quality since we are using the

advantages of both the structural information and generative priors.

Denoising: In this experiment, we added Gaussian noise of 20dB to all the images. We

report the average reconstruction quality (dB PSNR) for different comparing techniques in

Table 5.1. We also demonstrate some reconstructed images in Figure 5.2. We can observe

that utilizing the structure in latent space helps us outperform the other approaches. Deep

deocoder uses a single network per image recovery. So it cannot use information from the

other measurements of the structure. Although CSGM uses all the training data to train

the generator, it does not explicitly use the structural information. We also observe that

LSTR does not provide good reconstruction performance even though it is also using the

structural information because images usually do not have the tensor structure in their

representation. CSAE approach performs well as it learns the optimal embedding space

for solving the inverse problem using an encoder. However, it falls behind our proposed

approach since it does not use any structural information. By learning an embedding space

to apply tensor structure, we are utilizing the structural information to our advantage.

Image Inpainting: It is often observed in real scenario that some of the images of the

structured image set are corrupted instead of being completely unavailable. We perform a set

of experiments on different datasets where we missed a 16× 16 block from all the images at
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random locations. We feed the structured image set to the AE based tensor factorized scheme.

Our tensor factorized autoencoder utilize the strength of the structured organization of the

dataset to better reconstruct the images with missing blocks. We report the reconstruction

results in Table 5.1. We also demonstrate some reconstructions in Figure 5.2. We can

observe that we outperform the other approaches especially in recovering the original details

of missing blocks as shown in Figure 5.2. Although Deep Decoder and CSAE perform very

close to our approach, they fail to recover reliable details in the missing blocks. Furthermore,

deep decoder is using a separate network for every image recovery. So, the memory and

parameter requirement for deep decoder is significantly higher than ours.

Table 5.1: Reconstruction quality (PSNR in dB) for image denoising and inpainting with different

comparing approaches.

LSTR
Deep
Decoder

CSGM CSAE
Tensor
Ring AE

Denoising

Small NORB 23.11 27.4 28.4 27.56 31.71

RaFD 20.3 25.14 26.67 29.66 32.1

3dShapes 20.13 28.06 28.63 33.52 35.97

Inpainting

Small NORB 24.7 35.1 28 33.49 35.29

RaFD 21.31 31.87 24.83 31.91 33.55

3dShapes 21.92 35.22 27.26 36.8 39.43
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5.4 Performance as an Image Generator

5.4.1 Image Generation from Noise

Deterministic autoencoders are not usually considered to be good generative

models. It is necessary to have constraints on the latent space to derive such ability [45].

Recently, IRMAE [57] also demonstrated that deterministic autoencoder can be used as a

generative models with some simple modification (e.g. adding fully connected layers without

nonlinearity) in the bottleneck. We demonstrate that the decoder of the tensor factorized

autoencoders can generate high-quality images from random Gaussian noise. We sample

random latent codes from a multivariate Gaussian distribution using a covariance matrix

calculated from the latent codes of the training data. We show that we can generate class

specific images from noise distribution when we sample latent codes with class-specific

respective mean and covariance. We also report the noise generation results of baseline

autoencoder (vanilla autoencoder), IRMAE [57] and FactorVAE [162] in and Table 5.2.

FactorVAE also uses the disentanglement of different attributes/articulations for the image

generation. We can observe that despite deterministic autoencoders’ well-known inability to

generate images from noise [57], our tensor factorized deterministic autoencoders perform

significantly better than baseline autoencoder and at par with IRMAE and FactorVAE for

most of the cases.
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Table 5.2: Frechet Inception Distance (FID) values for images generated from noise.

Small NORB RaFD 3dShape

Baseline AE 202.44 227.47 123.16

IRMAE 246.19 243.79 76.11

Factor VAE 201.7 78.16 94.05

Tensor Ring AE 173.62 114.10 97.78

5.4.2 Latent Space Interpolation

In this experiment, we analyze if we can interpolate between two image attributes by

linearly interpolating between the respective tensor slices in the latent space. We report such

interpolation results for 3dShapes dataset in Figure 5.3. We can observe that the baseline

autoencoder fails to generate smooth transition between shapes, but tensor factorization-

based models generate smooth transition with realistic images in the interpolation path. We

also show latent space interpolation results for FactorVAE[162], β VAE [163], and IRMAE[57]

in Figure 5.3.

Table 5.3: Training images representation performance (PSNR in dB).

Tensor Ring AE Image Space Tensor Ring Baseline AE

Small NORB 38.85 28.56 34.52

RaFD 33.7 21.27 32.49

3dShapes 40.3 33.37 37.05

5.4.3 Data fitting performance

We learn an ambient space for tensor factorization. We observed how tensor

factorized autoencoder performs in terms of clean data representation. We show comparison
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(a) Interpolating object color. (b) Interpolating object shape. 

Factor 
VAE
Beta 
DFC 
VAE

IRMAE

Baseline 
AE

Tensor 
Ring AE

Figure 5.3: Interpolation in the latent space to change object shape/size using different generators.

Left and rightmost images are part of training set. The views in between are synthesized using linear

interpolation in latent space.

with image space tensor factorization and baseline autoencoder in terms of representation

performance (Table 5.3). We can observe that learning an ambient space significantly

improves tensor factorization performance. It also surpasses the unconstrainted baseline

autoencoder performance.
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Chapter 6

Consensus Equilibrium to Combine

DIP with RED

6.1 Introduction

Image blurring is a common artifact that arises due to a variety of problems during

the image capturing stage, such as, motion/shaking of the camera, out-of-focus acquisition,

atmospheric aberrations, and low-light conditions. Image deblurring is the task of resolving

the blurring artifacts when the source of the blur is known. The problem can be formalized

as the task of recovering a true signal x from blurred measurements y and given the blurring

operator A, such that,

y = Ax+ η, (6.1)

This work has been published in IEEE International Conference on Acoustics, Speech and Signal
Processing 2021[164].
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where η is the noise introduced during measurement acquisition process, which is assumed

to be additive white Gaussian noise (AWGN). The blurring operator A convolves a blurring

kernel with the true signal in the measurement model.

Image deblurring is an ill-posed problem when the operator A is rank deficient

and in the presence of noise. Therefore, there can be infinitely many solutions x that satisfy

equation (6.1). A general approach to solving ill-posed problems is to add a regularizer that

constrains the solution set to a small subset of the feasible space. We can write a general

regularized inverse problem as

min
x
∥y −Ax∥22 + λρ(x), (6.2)

where ρ(x) is the regularizing penalty function, and λ is a regularization parameter. The

choice of regularizer is specific to the type of signals x that are desired. In the case of

images, a wide variety of regularizers have been proposed to regularize reconstruction

in the denoising setting, i.e., when A is the identity operator. These include “classical”

prior models [165, 166, 167, 168, 169, 170, 171, 172], and deep learning models [173, 174].

Moreover, sophisticated denoiser models that leverage nonlocal self-similarity in images are

popular in state-of-the-art methods, such as, block-matching with 3D transform denoising

(BM3D) [166], nonlocal means (NLM) [165], and NCSR [175].

In the context of general inverse problems with rank deficient A, a relatively new

line of work has opted to replace explicit regularizing penalty functions ρ(x) with the deep

network-based models or the sophisticated denoisers. Of note, are the plug-and-play (PnP)

framework [176], and regularization by denoising (RED) [177]. The PnP framework tackles

problem (6.2) using proximal gradient descent and replaces the proximal mapping with
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Figure 6.1: Consensus Equilibrium of model mismatch, RED, and DIP. The top images result from

the action of different agents that are combined to produce the CE solution.

respect to ρ(·) with a signal denoiser D(x). In a related manner, the RED technique assumes

that the regularizing penalty function is given by

ρ(x) = xT (x−D(x)). (6.3)

Note that the penalty function above is only valid when the denoiser is locally homogeneous

with a symmetric Jacobian [178]. Otherwise, RED assumes that ∇ρ(x) = x − D(x). We

will focus in this work on the RED approach although our formulation also extends to the

PnP framework.

In another line of work, untrained convolutional network architectures have been

used as image prior. Deep image prior (DIP) [179] and its variants [2, 133] utilize the

structural bias of convolutional networks towards producing natural images [180] in fewer

update iterations compared to modeling noise. Using x = G(z,θ) where G(z,θ) is a generator

network using latent code, z and network weights θ, we can write the DIP prior as

min
θ
∥y −AG(θ)∥22. (6.4)
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These untrained models, however, are susceptible to modeling measurement noise as well

[179, 180] given enough optimization iterations.

In this work [164], we focus on an ensemble regularization framework, called

DeepRED [181], that combines the RED approach with a nonlocal means denoiser and the

deep image prior architecture. We recast the DeepRED problem in the context of Consensus

Equilibrium (CE) [182] and specify the set of equilibrium equations for each of the model

mismatch function, the RED denoiser, and the DIP denoiser that need to be satisfied by the

target reconstructed image, as illustrated in Fig. 6.1. Contrary to the DeepRED solution

that relies on an alternating direction method of multipliers (ADMM) algorithm, we use

a fixed-point algorithm to solve the set of equilibrium equations. We demonstrate that

the versatility provided by the CE framework leads to improved deblurring image quality

compared to DeepRED, especially under high noise and high blurring situations. We also

derive sufficient conditions for the generative prior network of DIP to guarantee convergence

of the fixed-point iteration.

In the next section, we provide further details on the two related works, namely,

DeepRED and consensus equilibrium. We then develop the CE formulation of the DeepRED

problem in Section 6.3 and set up the corresponding fixed-point problem that is solved

using the Mann iterations. A sufficient condition that guarantees convergence of the Mann

iterations is that the fixed-point operator be nonexpansive. To that end, we derive sufficient

conditions on the generative prior that guarantee that the corresponding fixed-point operator

is nonexpansive. Finally, we validate the performance of our proposed approach in Section 6.4

and demonstrate improved reconstruction quality over DeepRED, DIP, RED, and NCSR.
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6.2 Related Work

The deep image prior powered by the RED framework, or DeepRED [181], combines

the representation power of the deep image priors with the superior denoising capabilities of

a nonlocal means denoiser. [181] proposed an ADMM algorithm for solving the augmented

Lagrangian of the DeepRED problem given by:

min
θ,x

1
2∥AG(θ)− y||22 + λ

2x
T (x−D(x))

+µ
2 ||x− G(θ)− u||22 −

µ
2∥ u∥

2
2,

(6.5)

where u denotes the scaled dual multiplier, and µ is a step size parameter. The above

formulation ties the inaccuracies of the measurement process to the rich parameterization of

the generative prior. Although this formulation works well for low noise and low blurring

scenarios, it suffers in the high noise setting as it tends to overfit the noisy measurements, a

behavior that has also been seen in DIP.

Consensus equilibrium [182] presents a multi-agent satisfaction framework that

generalizes consensus optimization to cover models and operators that are not associated

with explicit optimization problems. The CE framework extends the consensus optimization

objective

min
xi,z

N∑
i=1

µifi(xi) s.t. xi = z,

N∑
i=1

µi = 1, (6.6)

to defining a set of N vector-valued maps Fi : Rn → Rn. The CE of these maps is then

defined as any solution (x∗,u∗) ∈ Rn×nN that satisfies the equations

Fi(x
∗ + u∗

i ) = x∗, i = 1, . . . N

N∑
i=1

µiu
∗
i = 0,

(6.7)
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where u∗ :=
[
u∗T
1 , . . .u∗T

N

]T
. In the following sections, we derive the CE equations for the

DeepRED problem, setting up the corresponding fixed-point equations, and demonstrating

the improved performance over DeepRED’s ADMM implementation.

Other recent efforts on the image deblurring have been based on variants of the fast

iterative shrinkage/thresholding algorithm (FISTA) [183, 184], and on trained generative prior

[66]. While these methods demonstrate state-of-the-art performance on image deblurring,

they could be combined with our framework as additional mapping functions in the CE

formulation.

6.3 Consensus Equilibrium for DIP and RED

In this section, we describe a consensus equilibrium perspective for combining DIP

and RED to regularize linear inverse problems.

6.3.1 DeepRED as fixed-point CE

We begin with a reformulation of the DeepRED objective, which disentangles the

parameterization of the generative prior from the measurement process:

min
x,θ

µ1∥y −Ax||22 + µ2x
T (x−D(x)) + µ3||x− G(θ)||22. (6.8)

It can be seen from the above formulation that consensus is sought for three objectives:

f1(x,θ) = ∥y −Ax∥22

f2(x,θ) = xT (x−D(x))

f3(x,θ) = ∥x− G(θ)∥22,
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where the measurement mismatch objective, f1(x,θ), and the RED objective, f2(x,θ), are

in fact independent of θ. Following the CE framework, we can now define three agents in

the form of proximal mappings with respect to each of the objectives fi as follows:

F1(v) = argmin
x

∥y −Ax∥22 + 1
2σ2 ∥v − x∥22

F2(v) = argmin
x

∥xT (x−D(x))∥22 + 1
2σ2 ∥v − x∥22

F3(v,θ) = argmin
x,ϕ

∥x− G(ϕ)∥22

+ 1
2σ2 (∥v − x∥22 + ∥ϕ− θ∥22)

(6.9)

Consensus equilibrium for these agents is defined as in (6.7), where the variables ui are slack

variables that relate to the dual multipliers in the consensus optimization setting.

The evaluation of F1 and F2 is relatively straightforward and is given by the

following equations

F1(v1) =

(
ATA+

1

2σ2
I

)−1 (
ATy +

v1

2σ2

)
F2(v2) =

2σ2D(v2) + v2

2σ2 + 1

(6.10)

The DIP agent, on the other hand, is a function of both the signal x and the generative

prior parameters ϕ. Its evaluation can be performed sequentially by first computing ϕ∗,

followed by the update for v3 using the following equations:.

ϕ∗ = argmin
ϕ
∥v3 − G(ϕ)∥22 +

2σ2 + 1

2σ2
∥ϕ− θ∥22

F3(v3) =
v3

2σ2 + 1
+

2σ2

2σ2 + 1
G(ϕ∗)

(6.11)

Notice that with the evaluation of ϕ∗ in (6.11), we solve for a regularized set

of generative prior parameters. This additional regularization helps in limiting the noise

overfitting behavior that is generally observed with DIP. The regularization also relaxes the
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Gaussian Kernel (σk = 1.6) Uniform Kernel
Algorithm

Butterfly Leaves Parrots Starfish Average Butterfly Leaves Parrots Starfish Average

CE-DIP+RED 32.27 32.76 33.34 33.09 32.87 31.31 31.32 32.32 31.1 31.55

DeepRED 32.19 32.27 32.84 32.74 32.51 31.44 31.21 32.03 31.06 31.43

DIP 31.21 31.51 31.91 31.83 31.62 30.26 30.38 31.00 30.42 30.51

RED 31.66 31.93 33.33 32.49 32.35 30.41 30.13 31.83 30.57 30.74

NCSR Deblur 30.84 31.57 33.39 32.27 32.02 29.68 29.98 31.95 30.28 30.47

Blurred 22.81 22.12 26.96 25.83 24.43 19.07 18.28 23.87 22.56 20.94

Table 6.1: Comparison of reconstruction PSNR among the different algorithms under low noise

setting (σn =
√
2/255).

dependence on the heuristic of assigning an arbitrary number of iterations while updating ϕ

to limit the noise overfitting.

As in [182], we reformulate CE as a fixed-point problem. Denoting vi = x+ ui,

we have vµ :=
∑
i
vi = x. Further with F (v) = [F1(v1)

T , F2(v2)
T , F3(v3)

T ]T and Hµ(v) =

[vT
µ ,v

T
µ ,v

T
µ ]

T , where v = [vT
1 ,v

T
2 ,v

T
3 ]

T , the CE equations are rewritten as:

F (v) = Hµ(v). (6.12)

Due to the linearity of Hµ, we can use Corollary 3 of [182] to define the following equivalent

fixed-point problem:

(2Hµ − I)(2F − I)(v) = v, (6.13)

where I is the identity operator.

Next, define the operator T := (2Hµ − I)(2F − I). When T is nonexpansive and

has a fixed-point, the Mann iteration can be used to solve for the fixed-point of (6.13) as

follows:

vk+1 = (1− ρk)vk + ρkT (vk), (6.14)

where ρk ∈ (0, 1) is a step size parameter. Theorem 5.15 in [185] shows that when T is

nonexpansive, a step size sequence that obeys
∑

k∈K ρk(1 − ρk) = +∞ allows (6.14) to
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Figure 6.2: Image deblurring performance of DeepRED and CE formulation under (a) the presence

of high noise (σn = 8/255,σk = 1.6) and (b) the presence of high blurring (σn =
√
2/255,σk = 2.4).

Figure 6.3: Reconstruction quality resulting from the combination of the three different agents.

converge weakly to a point in the fixed-point set of T . Examples of such sequence are the

constant step size ρk = ρ ∀k, and the p-series, ρk+1 = ρkk
−c for 0 < c < 1, which enjoys

faster convergence.

6.4 Experimental Validation

We follow an experimental setup similar to the that developed in [181], [177] and

[186]. Given a blurred and noisy image with a known degradation operator, the goal is to
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(σk,
σn)

Algorithms Butterfly Leaves Parrots Starfish Average

(1.6,
8

255)

CE 28.59 28.79 30.66 29.63 29.42
DeepRED
(2000 iters)

28.69 28.23 30.1 28.71 28.93

DeepRED
(20000 iters)

22.47 24.1 22.81 22.59 23

Blurred 22.55 21.89 26.34 25.32 24.02

(1.6,
32
255)

CE 24.32 24.34 27.19 25.42 25.32
DeepRED
(250 iters)

25.18 23.83 27.02 25.1 25.28

DeepRED
(1000 iters)

22 22.12 23.64 21.99 22.44

Blurred 19.9 19.64 21.59 21.21 20.58

(2.4,√
2

255)

CE 28.33 27.93 30.43 29.39 29.02
DeepRED 22.12 21.37 26.41 25.2 23.78
Blurred 20.29 19.54 24.94 23.66 22.11

(3.2,√
2

255)

CE 25.62 24.4 28.1 27.21 26.33
DeepRED 19.47 18.76 24.4 23 21.41
Blurred 18.69 18.03 23.85 22.36 20.73

Table 6.2: Comparison of reconstruction PSNR for different noise levels and blurring kernel

strengths.

recover the sharp and noise-free original image. We consider blurring kernels with varying

blurring effect controlled by the parameter σk and add varying levels of i.i.d. Gaussian noise

with variance σn.

To evaluate the reconstruction, we used four images from the NCSR dataset [175]

(Butterfly, Leaves, Parrot and Starfish) similar to the selection in [181]. Each of these

images has 256× 256 pixels with RGB color channels. For fair comparison with [181], we

also use the same nonlocal means (NLM) denoiser. We tuned the parameters for a single

image (Butterfly) at low noise (σn =
√
2/255) and low-blur (σk = 1.6) setup. The step

size parameters were set to ρ0 = 0.9 and c = 0.1. We used σ = 1, 4, 20 for high, medium

and low noise setup, respectively. We used ADAM optimizer with learning rate 0.001,
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β1 = 0.9, β2 = 0.999 to compute ϕ∗ in equation (6.11).

In the first set of experiments, we replicate the evaluation setup from [181]. Two

blurring kernels are used; one kernel is a 9× 9 pixel uniform blur, and the other is a 25× 25

pixel Gaussian blur of variance σk = 1.6. For both blurring cases, the measurement noise

variance is set equal σn =
√
2/255. The deblurring results are shown in Table 6.1 which

lists the reconstructed peak signal to noise ratio (PSNR) values for the different deblurring

algorithms, namely, DeepRED [181], DIP [179], RED [177] and NCSR Deblur [175]. Notice

that our proposed CE-based solution (CE-DIP+RED) achieves the best performance in

almost all cases, resulting in an average improvement over DeepRED of 0.36dB in PSNR for

the Gaussian blurring case and 0.12dB in the uniform blurring case. We can also observe

that for this experimental regime, DeepRED performs nearly as well as CE-DIP+RED and

outperforms the other three methods.

Weights on
Agents
(Mismatch,
RED,DIP)

Butterfly Leaves Parrots Starfish Average

Mismatch
(1,0,0)

21.71 21.85 22.98 22.65 22.3

Mismatch
+ RED
(0.5,0.5,0)

21.82 21.92 23.19 22.84 22.44

Mismatch
+ DIP
(0.5,0,0.5)

23.36 22.54 26.56 25.4 24.46

Mismatch
+RED+DIP
(0.5,0.1,0.4)

24.32 24.34 27.19 25.42 25.32

Blurred 19.9 19.64 21.59 21.21 20.58

Table 6.3: Reconstruction PSNR for the different agents.

96



The above experiment is considered a low-noise and low-blur regime. For a more

extensive evaluation, we test the performance of CE-DIP+RED and compare it to DeepRED

under higher noise and blurring regimes. The results are reported in Table 6.2. We can

observe that under the higher noise condition, the performance of DeepRED is less stable in

that it achieve a high PSNR in early iterations but converges to a solution with much lower

PSNR. This behavior is consistent with the analysis from [180] and [179] and is most likely

a result of the deep image prior overfitting the noise in the measurements. On the other

hand, our CE-DIP+RED does achieves a higher reconstruction PSNR at convergence and

does not succumb to the noise overfitting problem. A qualitative evaluation is also shown for

medium noisy measurements regime (σn = 8/255) in Figure 6.2. In the case of large blurring

artifacts, Table 6.2, also shows that our CE-DIP+RED significantly outperforms DeepRED.

Qualitative results are also shown for medium blurred images (σk = 2.4) in Figure 6.2.

Finally, we conduct an ablation study to realize the effect of each of the different agents on

the reconstruction quality. For these experiments, we used a Gaussian kernel with σk = 1.6

and measurement noise variance σn = 32/255. Table 6.3 shows the reconstruction PSNR

and demonstrates that the combination of all three agents results in the best reconstruction

performance. Moreover, the table shows that benefit of the generative prior over the NLM

denoiser. A qualitative comparison is also shown in Figure 6.3.
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Chapter 7

Phase Retrieval with Deep

Generative Network

7.1 Introduction

The phase retrieval problem seeks to recover a real- or complex-valued unknown

signal x∗ ∈ Rn from its (possibly noisy) amplitude-only observations y ∈ Rm of the form:

yi = | ⟨ai, x∗⟩ |+ ei, i = 1, ...,m, (7.1)

We construct A = [a1 a2 ... am]T with i.i.d. Gaussian entries. For simplicity, we ignore the

noise ei. We consider a setting with m < n, thus in general, the inverse problem in (7.1) is

highly ill-posed.

A conventional approach for solving such a problem is by constraining the solution

to a setM⊆ Rn that captures some sort of known structure that x∗ is expected to obey.

This work has been published in IEEE International Conference on Acoustics, Speech and Signal
Processing 2019[78].
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The resulting optimization can be written as

x̂ = argmin f( y; |A x|) (7.2)

s.t. x ∈M.

A common modeling assumption on x∗ is sparsity, which alleviates the ill-posed nature of

the inverse problem, and in fact, makes the accurate recovery of x∗ possible.

However, while being powerful from a computational standpoint, the sparsity prior

has somewhat limited discriminatory capability, and it is certainly true that nature exhibits

far richer nonlinear structure than sparsity alone. Thus, we focus on a newly emerging family

of priors that are learned from massive amounts of training data using generative networks

such as GAN [42]. A well-trained generator closely captures the notion of a signal (or image)

being ‘natural’ [187]. While such generative priors have been used successfully in solving

compressive sensing and other inverse problems [66], including phase retrieval [76, 96], the

optimal way to search for the solution within the range of generative prior has not yet been

understood well. Most of these methods rely on loss minimization through gradient descent

that often fails to search the entire solution space resulting in sub-optimal results. In this

work, we provide two algorithms that enable an improved way of searching the solution

space. Our work improves on the results of [76, 96] empirically.

In this work [78], we propose and analyze two phase retrieval algorithms: alternating

phase gradient descent (APGD), and alternating phase projected gradient descent (APPGD)

to leverage generative priors. We improve over the approaches of [76, 96] by combining the

gradient descent and projected gradient descent methods for generative priors [66, 69] with

AltMin-based non-convex optimization techniques used in sparse phase retrieval [92, 93].
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Figure 7.1: Illustration of APPGD algorithm. It has two major steps: alternating minimization

and projection onto the range of the generator nework. In alternating minimization step, we update

phase and perform one gradient descent update using the updated phase. Starting from a random

vector, we perform phase update, gradient descent update step and projection step iteratively to reach

the final estimate.

We adopt a setting similar to [76, 96], and assume that the generator network (say,

G) well approximates the high-dimensional probability distribution of the setM, i.e., we

expect that for each vector x∗ inM, there exists a vector x = G( z) that is very close to x∗

in the support of the distribution defined by G.

M = { x ∈ Rn| x = G( z) for some z ∈ Rk},

With this assumption, the solution to (7.2) can be obtained by solving the following

optimization problem:

x̂ = argmin
x
∥ y − |A x|∥2 (7.3)

s.t. x = G( z),

where z is the latent code corresponding to image x. Unless otherwise stated, all norms

represented by ∥ · ∥ in this chapter are Euclidean norms.
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Recent work in [76, 96] minimizes the objective in (7.3) directly over the latent

variable z using gradient descent, and sets x̂ as:

x̂ = G(argmin
z
∥ y − |AG( z)|∥2). (7.4)

We refer to this approach as the “gradient descent approach”. Given that the generative

models usually exhibit highly non-linear behavior, the above objective is highly non-convex.

Moreover, direct application of gradient descent over z limits the explorable solution space,

as at any stage it is not possible to explore the region outside the range of the generator.

If initialized incorrectly, gradient descent can get stuck in local minima. In practice such

algorithms require several restarts in order to provide good performance.

In phase retrieval problems, knowledge of phase and the signal is interdependent,

as given the phaseless measurements just knowing the phase often enables us to estimate the

signal. Thus, as alternative for solving (7.3), we can convert the phase retrieval problem to

a linear inverse problem by initializing with a random phase p and update the phase with

the solution of the linear inverse problem. Equation (7.5) describes this approach for the tth

iteration.

x̂t+1 = G(argmin
z
∥pt ⊙ y −AG( z)∥2) (7.5)

We refer this approach as the alternating phase gradient descent (APGD) approach.

We also propose a third approach, in which we use projected gradient descent (PGD)

to solve (7.5) directly in the ambient space based on [69]. Through iterative projections, we

are able to mitigate the effects of local minima and are able to explore the space outside the

range of the generator (G). In PGD, we update our estimate of x with the standard gradient

descent update rule, followed by projection of the output onto the span of generator, G. We
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refer this approach as the alternating phase projected gradient descent (APPGD) approach.

We provide theoretical analysis of our methods, along with extensive experimental results.

7.2 Algorithm

In this section we describe the APPGD approach in details. At first, we train a

generator G : Rk → Rn that maps a latent vector z ∈ Rk to a high dimensional sample space

G( z) ∈ Rn. We assume that our generator network can closely approximate the probability

distribution of the set of natural images,M to which our original images x belong. With

this assumption, we can limit our search for x̂ only to the range of the generator function,

M. The generator G is assumed to be differentiable, and hence we use back-propagation for

calculating the gradients of the loss functions involving G for gradient descent updates.

In each iteration of the APPGD algorithm (Alg. 5), three steps are performed: a

phase update step, a gradient descent update step, and a projection step.

7.2.1 Phase update

The first step is to calculate the phase of A x. For real A and x, at the tth iteration,

we update the phase estimate:

pt = phase(A xt) := sign (A xt) .

After calculating the phase vector p, we can use an element-wise product between p and y

as an estimate of linear measurements and convert the phase retrieval problem into a linear

inverse problem.
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7.2.2 Gradient descent update

The second step is simply an application of a gradient descent update rule on the

loss function f(·) which is given as:

f( x) := ∥ y ⊙ p−A x∥2.

Thus, the gradient descent update at the tth iteration is given by:

wt ← xt + ηAT ( y ⊙ pt −A xt),

where η is the learning rate.

7.2.3 Projection step

In projection step, we aim to find an image from the span of the generator, M

which is closest to our current estimate wt. We define the projection operator PG as follows:

PG (wt) := G

(
argmin

z
Lin( z)

)
,

where Lin is the inner loss function defined as,

Lin( z) := ∥wt −G( z)∥2.

We solve the inner optimization problem by running gradient descent with Tin number of

updates on Lin( z). The learning rate ηin is chosen empirically for this inner optimization.

In each of the T iterations, we run Tin updates for calculating the projection.

Therefore, T × Tin is the total number of gradient descent updates required in our approach.
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Algorithm 5 APPGD

1: Inputs: y, A, G, T , Output: x̂

2: Choose an initial point x0 ∈ Rn

3: for t = 1,. . . T do

4: pt−1 ← sign (A xt−1)

5: wt−1 ← xt−1 + ηAT ( y ⊙ pt−1 −A xt−1)

6: xt ← PG(wt−1) = G (argmin z ∥wt−1 −G( z)∥)

7: end for

8: x̂← xT

7.3 Models and Experiments

In this section, we describe our experimental setup and report the performance

comparisons of the three approaches. We use two different generative models for the MNIST

and CelebA datasets. The generative model for CelebA follows the DCGAN framework

[140] except that we do not use any batchnorm layer since the gradient for this layer is

dependent on batch size and the distribution of the batch. The generator architecture for

MNIST experiments is shown in Fig. 7.1. We train our generators by jointly optimizing

generator parameters, γ and the latent code, z using SGD optimization by following the

procedure from [49]. We use the squared-loss function, l2( x, x̂) = ∥ x − x̂∥2 to train the

generators. We choose z from the standard normal distribution on Rk and then rescale it by

its Euclidean norm. We project z back to the unit norm ball after each gradient update.

In our experiments, we choose the entries of the matrix A independently from the

N (0, 1
m) distribution. Although we ignore the presence of noise, it is possible to replicate
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(a) Reconstruction results on MNIST

for three different approaches

with m = 60 measurements.
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Figure 7.2: Comparison of three approaches on MNIST test set.

our experiments with additive Gaussian noise. For all the approaches we kept the number

of update steps fixed. We do not allow random restarts. For fair comparison, we initialize x

with the same random vector for all approaches and perform the same sign correction as in

[76] on them.

We have our first set of experiments with three different approaches on a generator

trained over the MNIST training dataset resized to 32 × 32 pixel. Considering that the

representation error is very small, we test three approaches on 10 images from the test set

of MNIST dataset and provide both quantitative and qualitative results. For APPGD, at

the gradient descent step we choose η = 0.9 because we need a meaningful output before

passing it to the projection step [69]. We can also perform gradient descent multiple times

at the first iteration before projecting it onto the range of generator so that we can start

from a good initial point. For all three approaches, we use learning rate ηin = 0.01. We use

T = 50 and Tin = 500 for APPGD and APGD approaches. For fair comparison, we use 2500
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(a) Reconstruction results on celebA dataset for APPGD with m =

1000 measurements.
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for three approaches on celebA.
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Figure 7.3: Comparison of three approaches on celebA test set and some reconstruction results for

our APPGD algorithm.

iterations for Gradient descent approach. We measure reconstruction error, ∥ x̂− x∗∥2, and

SSIM for comparison. In Fig. 7.2b, we show the reconstruction error comparisons and in Fig.

7.2c we show SSIM comparisons for increasing values of number of measurements. As the

input images are not chosen from the span of the generator itself, it is not possible to reach

zero error. However, we observe from 7.2b that APPGD can reach near zero error with only

60 measurements which is significantly less than the other two approaches. Fig. 7.2a depicts

reconstruction results for some of the selected MNIST images for three approaches.
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For our second set of experiments, we train a generator for the CelebA dataset.

For training, we resize the celebA dataset composed of 202,599 colored images of celebrity

faces to 64× 64× 3 and kept 1
32 of the images apart. We do not use the aligned and cropped

version which includes only the faces in the images.

We experiment on a subset of 10 images from the held out test dataset and report

reconstruction results. We set the total number of updates to 1500, with T = 50 and

Tin = 300 for APGD and APPGD approaches. Learning rates for APPGD are set as η = 0.9

and ηin = 0.3. Learning rates for APGD and Gradient Descent approaches are set as

ηin = 0.003 (tuned to their best performance) for a fixed total number of updates. Image

reconstruction results from m = 1000 measurements with APPGD algorithm are displayed

in Fig. 7.3a. We show comparison of three approaches in terms of reconstruction error in

7.3b and in terms of SSIM in 7.3c. We observe that APPGD can achieve good reconstruction

with far fewer measurements than the other competing approaches.
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Chapter 8

Generative Network with Side

Information for Phase Retrieval

8.1 Introduction

Fourier phase retrieval faces different trivial ambiguities because of the structure

of Fourier transformation. As a phase shift in the Fourier domain results in a circular shift

in the spatial domain, we will get the same Fourier amplitude measurements for any circular

shift of the original signal.

In particular, Fourier phase retrieval is highly sensitive to the initialization and

comes with inherent ambiguities about shift and flip on images. We can demonstrate shift

ambiguity using the following equation

y = |F x| = |(F x)ejθ1 | = |(F x)ejθ2 | (8.1)

This work has been published in Asilomar Conference on Signals, Systems, and Computers 2019[102].
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Figure 8.1: Illustration of phase retrieval with side information. An image x is divided into a

known (s) and unknown part (q) such that x = [s q]. Fourier amplitude measurements of the image

are observed as |F (x)| ≡ |Fq+ b|. Alternating minimization algorithm uses the knowledge of the

known part to initialize the problem and enforces additional constraints on the signal estimate at

every iteration.

We can notice that the Fourier magnitude for different circular shifts (θ1 and θ2) has the

same Fourier magnitude measurements.

In recent papers [99, 100, 101], authors tried to use side information with sparsity

prior to mitigate these ambiguities. We use side information in combination with generative

prior to solve Fourier phase retrieval. We show that using side information provides significant

performance improvement in Fourier phase retrieval with generative prior.

In this work [102], we propose to use additional side information about the signal

to initialize and regularize the phase retrieval with generative prior. In particular, we assume

that a part of the signal is known a priori. An example is illustrated in Fig. 8.1. We use the

known part of the signal as an initial solution and incorporate the support knowledge as an
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additional constraint while solving the phase retrieval problem.

Figure 8.2: Simulation results for Fourier phase retrieval with different side information. We form

an image by concatenating five MNIST digit images. We have concatenated different known 32× 32

image to that concatenated MNIST image as the first patch. We use a trained generative network

which is trained on MNIST digits as prior. We project each 32 × 32 digit onto the range of that

trained prior. The last column shows reconstruction without side information. We can observe that

side information gives significant performance boost.

8.2 Proposed Method

To solve the phase retrieval problem, we propose using the available side information

within the alternating minimization framework. Let us denote the signal of interest as

x∗ ∈ CN+Ns , where Ns values in x∗ on a support set σ are known a priori. If we assume

that set σ is the first Ns entries, we can write x∗ = [s∗ q∗], where s∗ ∈ CNs is the known

part and q∗ ∈ CN is the unknown part in x∗.

Suppose we are given M (possibly noisy) amplitude-only observations of x∗ as

y = |F x∗|+ e, (8.2)

where y ∈ RM
+ , F denotes a measurement operator, and e denotes noise in the measurements.

Our signal can be written as the following

x∗ = s∗ + q∗, (8.3)
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where

s∗i =


x∗i , if i ∈ σ.

0, otherwise.

(8.4)

and

q∗
i =


0, if i ∈ σ.

x∗i , otherwise.

(8.5)

By separating the known and unknown parts, we can write equation 8.2 as

y = |F s∗ + Fq∗|+ e (8.6)

= |Fq∗ + b|+ e (8.7)

where b = F s∗ is known a priori.

Our goal is to recover x∗ (or q∗) from the measurements in equation 8.7. So, we

need to solve the following optimization

minimize
x

|| y − |F x|||22 s.t. xσ = s∗, x ∈M, σ ∈ S (8.8)

whereM denotes the set of constraints that we want to enforce on our estimate. We can

define these constraints to ensure that the nonzero values in the estimated signal are positive

and lie inside a known support [72]. We can also use some additional constraints such as

the signal belongs to a union of subspaces or the range of a neural network-based generative

model [188, 78].

Generator G : Rk → Rn maps a latent vector z ∈ Rk to a high dimensional sample

space x ∈ Rn such that x = Gγ( z) where γ represents all the trainable parameters of the
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deep network. To solve the phase retrieval problem in equation 8.8, we can use either trained

[78] or untrained[95] generative network. In trained generative prior, we have γ fixed at

some trained value and optimize the latent codes to obtain the optimal latent representation

through backpropagation and gradient descent. For untrained generative prior, we fix the

latent code to some random value and optimize over the generator parameters to find the

best representation. One limitation with trained generative network is the unavailability of

pretrained network for a target image. Whether the main problem with untrained generative

prior is that finding a good convergence is more difficult. For trained generative prior, the

optimization is as follows

minimize
z, x

∥ y − |F x|∥22 s.t. xσ = s∗, x = G( z) (8.9)

To solve the phase retrieval problem in equation 8.9 using generative prior, we use an

alternating minimization framework that has three main steps: 1) update the phase of (F x),

2) update the estimate via gradient descent, and 3) project estimate onto G using patchwise

projection. We add one additional step to use side information. We replace the estimated

points in the known part using known pixels. This approach is similar to [78] and elaborated

in Algorithm 6.

The trained generators have certain range beyond which they fail to generate. It

is often observed that different parts of images can be approximated using the generator

well. So, we divide the signal (image) into some non overlapping patches such that most of

the patches can be well approximated using the trained generator. We define this operation

using DG(.).

DG( x) = [ x1, x2, ... xi, ...] s.t. xi = G( zi) ∀i, i /∈ σ (8.10)
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We then project each patch onto the range of the generator using patchwise projection PG(.).

PG( xi) = G( zi) (8.11)

We then concatenate the the projections accordingly to form the final estimate of the

projection step.

As the Fourier measurement matrix is complex valued, the estimation via gradient

descent may give us complex valued estimate. However, the signal x lies in the real space.

So, we impose realness constraint on the estimate before projection.

Figure 8.3: Simulation results for Fourier phase retrieval with and without side information. We

observed the reconstruction when we know different parts of the image. We have concatenated

4 different MNIST digits. Here 2nd to 5th columns correspond to the reconstructions where we

have prior knowledge of 1st, 2nd, 3rd and 4th digit (32× 32 image patch) respectively. 6th column

corresponds to the reconstruction without side information.

8.3 Experimental Setup

In this section, we discuss in details about our experimental setup including the

dataset, measurements acquisition, choice of generator, optimization parameters etc.

Dataset: We have used MNIST digits and CelebA dataset for our experiments.
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Algorithm 6 Generative Fourier Phase Retrieval with Side Information

1: Inputs: y, F, G, T , s∗, σ, Output: x̂

2: Choose an initial point x0 ∈ Rn

3: for t = 1,. . . τ do

4: Phase update: pt−1 ← sign (F xt−1)

5: Gradient update:

6: ut−1 ← xt−1 + ηF T ( y ⊙ pt−1 − F xt−1)

7: Imposing realness: vt−1 ← Re( ut−1)

8: Side information: vt−1
σ ← s∗

9: Divide into patches:

10: DG( v
t−1) = [ vt−1

1 , vt−1
2 , ..., vt−1

i , ...]

11: Patchwise projection: wt−1
i ← PG( vt−1

i )

12: Concatenation of the projections:

13: xt ← [wt−1
1 ,wt−1

2 , ...,wt−1
i , ...]

14: Side information: xtσ ← s∗

15: end for

16: x̂← xτ

We have resized MNIST digits to 32× 32 shape. In our experiments, we have concatenated

different MNIST digits to form a larger image which demonstrates the advantage of side

information more visibly. We have also created some grayscale images of some characters

such as ’#’, ’&’ and ’@’ using photo editor and concatenated them as side information

to the MNIST digits in different experiments. We resized CelebA dataset to 64× 64 size.

We did not crop the celebrity faces before resizing meaning that our images consists of
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considerable portion of background in addition to the faces. For some experiments with

celebrity images, we have created some images of name tags with the last names of the

corresponding celebrities using photo editor. Even though the name tags are basically

comprised of black background and white text, we used RGB version of them because

CelebA images are RGB. As we are concatenating different images together, we assume that

we know the region for each patch for patchwise projection.

Measurements: We take the magnitude of the 2D Fourier transform as the

measurements. We did not do any oversampling (i.e. M = N + Ns). For RGB images

(CelebA), we take three different sets of measurements for three different channels. For an

image X ∈ Rh×w×c, the measurement corresponding to cth channel is

Yc = |FhXcFw| (8.12)

where Fh and Fw are h and w point DFT matrices, respectively. In our experiments, we

consider our measurements noiseless.

Generator: We use generator architecture from DCGAN[140] as our generative

network except that we did not use batchnormalization. We have one trained generator on

MNIST training digits (32× 32) and another trained generator on CelebA dataset (64× 64)

using approach from [49]. The dimension of latent code for MNIST digit generator is 20 and

CelebA generator is 256.

Optimization: In our reconstruction process using projected gradient descent, we

optimize x and z starting with some initialization. We use zero phase initialization for x. In

zero phase initialization, we assume the initial phase of the given measurement as zero and

then take the real part of the inverse Fourier transform of the zero phase measurements as
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initialization. The initial point, x0 can be written as the following

x0 = Re(F−1 y)

We randomly initialized z with samples drawn from N(0, 1) distribution. We then projected

the initial z on a unit norm ball. We used gradient descent to optimize x and z. In the

experiments with MNIST digits, we used 0.6 as the learning rate for x update and 0.1 as the

learning rate for z update in the projection step. In the experiments with CelebA dataset,

we used 0.9 as the learning rate for x update and 3 as the learning rate for z update in the

projection step. Furthermore, we used early stopping to halt the optimization in the earlier

projection step in the experiments with CelebA. The intuition behind this is that the earlier

steps of the gradient descent update does not give much meaningful estimation of x. Unlike

MNIST generator which is trained on sparse MNIST digits, CelebA generator is trained on

variety of images which gives it a wide range of generation capacity. If we optimize over the

latent code for enough iteration in the early stages of gradient descent, it may be able to get

a close projection of that initial estimates. But this will hurt the purpose of using generator

which is to guide the gradient descent to a meaningful solution.

8.4 Results and Discussion

In this section, we report the reconstruction performance of different Fourier

phase retrieval experiments with side information and demonstrate comparison with the

reconstructions without side information. In all of our experiments, we use projected gradient

descent with generative prior. The projection onto the range of the generator guides the
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Figure 8.4: Reconstruction with known name tags as side information. We have concatenated

the last names of the corresponding celebrities as side information to the original image. Fourier

phase retrieval performance significantly increases with such side information. We have shown

reconstruction for different size and position of the name tags. In (a), (b) and (c) name tags are of

size 16× 64, 32× 64 and 64× 64 respectively. The target celebrity image is 64× 64. So the ratio

of side information to the unknown part is 1 : 4, 1 : 2 and 1 : 1 respectively. In (d), (e) and (f) we

placed the text on the bottom, middle and the top of the known name tag with size 64× 64.

reconstruction to some natural image output. We report two different experiments on

MNIST digits and two others on CelebA images.

In our first experiment we concatenated five MNIST test digits and a known image

patch of character ( ’#’, ’&’ or ’@’). Each digit and the known patch are of size 32× 32.

We also experiment with the case when we do not have any side information. We report

the reconstruction result in Fig. 8.2. From equation 8.1, we know different shifted versions

of the images will give us the same Fourier magnitude. So, the optimization problem with

side information will have different optimal point with the same minima. So, there is high

probability that the gradient descent step leads to some shifted version when we do not

have any side information. However, as we are dividing the estimate into fixed patches and
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projecting onto the range of the generator, the generator will try to approximate each patch

with a digit as closely as possible. This will give us some reconstructions resembling some

digits but they will not necessarily be the target digit. We observe this phenomena in the

reconstruction without side information. However, when we have some side information, we

can rule out the trivial ambiguities which leads to a good solution. we can observe from

Fig. 8.2 that different characters as side information gave us very good reconstructions.

In our second set of experiments with MNIST digits, we concatenate four different

MNIST test digits. We then fix one of the position and we assume that we know the digit

in that position. We change the position of the known patch in the image and observe

Figure 8.5: Reconstruction when some part of the image is known. We have shown cases when

top-left, top-right, bottom-left, bottom-right 32× 32 patches of 64× 64 celebrity images are known.

We have also shown comparison with the reconstruction without any side information.
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reconstruction performance. We demonstrate the reconstruction result for different set of

MNIST digits in Fig. 8.3. We also show comparison with the reconstruction without side

information. From Fig. 8.3, we can observe that knowing a part of the image always leads

to a better solution than the case when we do not have any knowledge about the image.

Most of the reconstructions without side information lead to reconstructions of wrong digits.

However, even without side information, one reconstruction (second row) reached a good

solution which is rare but not improbable.

In our setup with RGB Fourier phase retrieval, we encounter additional ambiguities

as the each channels now can be shifted independently without changing the Fourier

magnitude measurements. This ambiguity can lead to some visually meaningless solution

to be equally good as the original one. In our experiments with RGB CelebA images

we can observe such ambiguities much often. Furthermore, as we discussed before, the

CelebA generator can generate wide range of images which prevents generative network

from providing similar aid as MNIST digit generator in guiding the gradient descent to some

meaningful output. We mitigated this phenomena using early stopping in projection step

after the early gradient descent steps.

We report two different set of experiments with CelebA. In our first set of exper-

iments with CelebA, we assume that we know some part of that image. In Fig. 8.5, we

demonstrate the cases when we know top-left, top-right, bottom-left, bottom-right 32× 32

patches of the images. In this case as well, we show reconstruction without any known side

information. As we can observe, without side information the Fourier phase retrieval did not

give us any good reconstruction for color images. Furthermore, it faced some aforementioned
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ambiguities and lead to some reconstructions which visually does not resemble any face.

However, with side information, we could avoid those ambiguities and reach to some good

reconstructions. We can also observe that the reconstructions are comparable for different

position of the known patch.

In our second experiment with CelebA images, we have concatenated an image

of text description at the bottom of a CelebA image. As we used the last name of the

corresponding celebrity as the text description, we can think of it as a name tag. We assume

that we know the name tag as the side information. In Fig. 8.4, we show reconstruction

for different size of name tags and different position of text in the name tag. We also

showed reconstruction without side information for comparison. Like before, Fourier phase

retrieval without side information faced the aforementioned ambiguities and resulted in bad

reconstruction. We experimented with three different size of name tags: 16× 64, 32× 64 and

64× 64. We can observe that the reconstruction performance improves with the increasing

size of the known name tag as the known and unknown part ratio also increases (1:4,1:2

and 1:1). We also changed the position of text (bottom, middle and top) in a 64× 64 name

tag. Changing the position of the name tag apparently does not have much effect on the

reconstructions.
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Chapter 9

Unrolling Network to Learn

Reference for Phase Retrieval

.

9.1 Introduction

The problem of phase retrieval refers to the challenge of recovering a real- or

complex-valued signal from its amplitude measurements. This problem arises in diffraction

imaging, X-ray crystallography, and ptychography [72, 75, 189, 74, 70]. Fourier phase

retrieval is a special class of phase retrieval problems aimed at the recovery of a signal from

the amplitude of its Fourier coefficients. Let us assume that Fourier amplitude measurements

are given as

y = |Fx|+ η, (9.1)

This work has been published in European Conference on Computer Vision 2020[110]

121



where F denotes the Fourier transform operator, x denotes the unknown signal or image,

and η denotes the measurement noise. Our goal is to recover x given y.

Fourier phase retrieval is essential in many applications, especially in optical

coherent imaging. Classical methods for phase retrieval utilize the prior knowledge about

the support and positivity of the signals [72, 75]. Subsequent work has considered the case

where the unknown signal is structured and belongs to a low-dimensional manifold that

is known a priori. Examples of such low-dimensional structures include sparsity [82, 93],

low-rank [106, 190], or neural generative models [191, 95]. Other techniques like Amplitude

flow [192] and Wirtinger flow use alternating minimization [84]. Many of these newer

algorithms involve solving a non-convex problem using iterative, gradient-based methods;

therefore, they need to be carefully initialized. The initialization technique of choice is

spectral initialization, first proposed in the context of phase retrieval in [92], and extended

to the sparse signal case in [82, 93].

Fourier phase retrieval problem does not satisfy the assumptions needed for suc-

cessful spectral initialization and remains highly sensitive to the initialization choice. Fur-

thermore, Fourier amplitude measurements have the so-called trivial ambiguities about

possible shifts and flips of the images. Therefore, many Fourier phase retrieval methods test

a number of random initializations with all possible flips and shifts and select the estimate

with the best recovery error [107].

In this work [110], we assume that a known (learned) reference is added to the

signal before capturing the Fourier amplitude measurements. The main motivation for

this comes from the empirical observation that knowing a part of the image can often help
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resolve the trivial ambiguities [99, 101, 102]. We extend this concept and assume that a

known reference signal is added to the target signal and aim to recover the target signal

from the Fourier amplitude of the combined signal. Adding a reference may not feasible

in all cases, but our method will be applicable whenever we can add a reference or split

the target signal into known and unknown parts. We can describe the Fourier amplitude

(phaseless) measurements with a known reference signal u as

y = |F (x+ u)|+ η. (9.2)

Similar reference-based measurements and phase retrieval problems also arise in holographic

optical coherence imaging [193].

Our goal is to recover the signal x from the amplitude measurements in (9.2). To do

that, we implement a gradient descent method for phase retrieval. We present the algorithm

as an unrolled network for a general system in Fig. 9.1. Every layer of the network implements

one step of the gradient descent update. To minimize the computational complexity of the

recovery algorithm, we seek to minimize the number of iterations (hence the layers in the

network). In addition, we seek to learn the reference u to maximize the accuracy of the

recovered signal for a given number of iterations. The learned u and reconstruction results

for different datasets are summarized in Fig. 9.2.

We present an iterative method to efficiently recover a signal from the Fourier

amplitude measurements using a fixed number of iterations. To achieve this goal, we first

learn a reference signal that can be added to the phaseless Fourier measurements to enable

the exact solution of the phase retrieval problem. We demonstrate that the reference learned

on a very small training set perform remarkably well on the test dataset.
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Our main contributions can be summarized as follows.

• The proposed method uses a fixed number of gradient descent iterations (i.e., fixed

computational cost) to solve the Fourier phase retrieval problem.

• We formulate the gradient descent method as an unrolled network that allows us to

learn a robust reference signal for a class of images. We demonstrate that reference

learned on a very small dataset performs remarkably well on diverse and large test

datasets. To the best of our knowledge, this is the first work on learning a reference

for phase retrieval problems.

• We tested our method extensively on different challenging datasets and demonstrated

the superiority of our method.

• We demonstrate the robustness of our approach by testing it with the noisy measure-

ments using the reference that was trained on noise-free measurements.

In this work, we consider the reference signal to be additive and overlapping with

the target signal. To the best of our knowledge, there has not been any study on such

unrestricted reference design. While driven by data, our approach for reference design uses

training samples in a very efficient way. The number of training images required by our

network is parsimonious without limiting its generalizability. The reference learned by our

network provides robust recovery test images with different sizes. Apart from the great

flexibility, our unrolled network uses a well-defined routine in each layer and demonstrates

excellent interpretability as opposed to black-box deep neural networks.
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Figure 9.1: Our proposed approach for learning reference signal by solving phase retrieval using

an unrolled network. Unrolled network has K layers. Each layerk gets amplitude measurements y,

reference u, and estimate xk−1 as inputs, and updates the estimate to xk. The operations inside

layerk are shown in the dashed box on the right, where A and B are both linear measurement

operators, and A∗ is the adjoint operator of A.

9.2 Proposed Approach

We use the general formulation for the phase retrieval from amplitude measurements.

The formulation can be extended for phase retrieval with squared amplitude measurement

as well. In our setup, we model amplitude measurements of a target signal x and a reference

signal u as y = |Ax+Bu|, where A and B are linear measurement operators. Our goal is to

learn a reference signal that provides us the best recovery of the target signal. We formulate

this overall task as the following optimization problem:

minimize
x̂(u)

∥x− x̂(u)∥22 s.t. y = |Ax̂(u) +Bu|, (9.3)
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where x̂(u) denotes the solution of the phase retrieval problem for a given reference u. Our

approach to learn u and solve (9.3) can be divided into two nested steps: (1) Outer step

updates u to minimize the recovery error for phase retrieval and (2) inner step uses the

learned u to recover target images by solving phase retrieval.

To solve the (inner step) of phase retrieval problem, we use an unrolled network.

Figure 9.1 depicts the structure of our phase retrieval algorithm. In the unrolled phase

retrieval network, we have K blocks to represent K iterations of the phase retrieval algorithm.

We minimize the following loss to solve the phase retrieval problem:

Lx(x, u) = ∥y − |Ax+Bu|∥22. (9.4)

Every block of the unrolled phase retrieval network is equivalent to one gradient descent

step for (9.4). For some value of reference estimate, u, we can represent the target signal

estimate after k + 1th block of the unrolled network as

xk+1 = xk − αk∇xLx(x
k, u), (9.5)

where ∇xLx(x
k, u) is the gradient of Lx with respect to x at the given values of xk, u. As

the loss function in (9.4) is not differentiable, we can redefine it as

Lx(x, u) = ∥y ⊙ p− (Ax+Bu)∥22, (9.6)

where p = ∠(Axk + Bu) = (Axk + Bu)/|Axk + Bu|. The expression of gradient can be

written as

∇xLx(x
k, u) = 2A∗[p⊙ (p∗ ⊙ (Axk +Bu)− y)], (9.7)

where A∗ denotes the adjoint of A. After K blocks, we get the estimate of the target signal

that we denote as x̂(u) = xK .
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In the learning phase, we are given a set of training signals, {x1, x2, ..., xN}, which

share the same distribution as our target signals. We initialize x0 and u0 with some initial

(feasible) values. First we minimize the following loss with respect to u:

Lu(u) =
N∑
i=1

∥xi − x̂i∥22 =
N∑
i=1

∥xi − xKi ∥22. (9.8)

We can rewrite (9.8) using the gradient recursion in (9.5) as

Lu(u) =
N∑
i=1

∥xi − x0i +
K−1∑
k=0

αk∇xLx(x
k
i , u)∥22. (9.9)

We can then use gradient descent to to minimize Lu(u). We can represent the j + 1th

iteration of gradient descent step as

uj+1 = uj − β∇uLu(u
j). (9.10)

The expression for ∇uLu(u) can be written as

∇uLu(u) = 2

N∑
i=1

[
K−1∑
k=0

αkJu(x
k
i , u)

][
xi − x0i +

K−1∑
k=0

αk∇xLx(x
k
i , u)

]
, (9.11)

where Ju(x
k
i , u) = ∇u∇xLx(x

k
i , u) is a Jacobian matrix with rows and columns of the same

size as u and x, respectively. The measurement vector y = |Ax + Bu| is a function of u

during training. Since we model x̂(u) as an unrolled network, we can think of the gradient

step as a backpropagation step. To compute ∇uLu(u), we backpropagate through the entire

unrolled network. At the end of J th outer iteration, we will get our learned reference û = uJ .

Once we have learned a reference, û, we can use it to capture (phaseless) amplitude

measurements as y = |Ax∗ +Bû| for target signal x∗. To solve the phase retrieval problem,

we perform one forward pass through the unrolled network. Pseudocodes for training and

testing are provided in Algorithms 7,8.
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Algorithm 7 Learning Reference Signal

Input: Training signals {x1, x2, ..., xN}, measurement operators, A and B

Initialize {x01, x02, ..., x0N}, u0.

for j = 0, 1, ..., J − 1 do

for i = 1, 2, ..., N do

yi = |Ax∗i +Buj |

for k = 0, 1, ...,K − 1 do

Lx(x
k
i , u

j) = ∥yi − |Axki +Buj |∥22

xk+1
i ← xki − αk∇xLx(x

k
i , u

j)

end for

end for

Lu(u
j) =

∑N
i=1 ∥x∗i − x0i +

∑K
k=1 αk∇xLx(x

k−1
i , uj)∥22

uj+1 ← uj − β∇uLu(u
j)

end for

Output: Optimal reference, û = uJ

In our Fourier phase retrieval experiments A = B = F , where F is the Fourier

transform operation. To implement similar method for squared amplitude measurements,

we can simply replace p = ∠(Axk +Buj) with p = Axk +Buj . In all our experiments, we

initialized x0 as a zero vector whenever û ̸= 0. We can also add additional constraints on

the reference while minimizing the loss function in (9.9). In our experiments, we used target

signals with intensity values in the range [0, 1]; therefore, we restricted the range of entries

in u to [0, 1] as well. We discuss other constraints in the experiment section.
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Algorithm 8 Solving Phase Retrieval via Unrolled Network

Input: Measurements y, learned reference û, measurement operators, A and B

Initialize x0.

for k = 0, 1, ...,K − 1 do

Lx(x
k, û) = ∥y − |Axk +Bû|∥22

xk+1 ← xk − αk∇xLx(x
k, û)

end for

Output: Estimation of target signal x̂ = xK

9.3 Experiments

Datasets. We have used MNIST digits, EMNIST letters, Fashion MNIST, CI-

FAR10, SVHN, CelebA datasets, and different well-known standard images for our experi-

ments. We convert all images to grayscale and resize 28× 28 images to 32× 32. Although

there are tens of thousands training images in MNIST, EMNIST letters, Fashion MNIST,

CIFAR10, and SVHN dataset, we have used only a few (i.e.. 32) of them in training. We

have shown that the references learned on the small number of training images perform

remarkably well on the entire test dataset. MNIST, Fashion MNIST, and CIFAR10 test

datasets contain 10000 test images each; EMNIST letters dataset contains 24800 test images;

SVHN test dataset contains 26032 test images. We used 1032 images from CelebA and

center-cropped and resized all of them to 200× 200. We selected 32 images for training and

the rest for testing.

We present the results for these different datasets using references learned from 32
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Figure 9.2: Reconstruction results using learned references. Each block (a)-(f) shows results for

different dataset: (left) learned reference with a colorbar; (middle) sample original images and

reconstruction with PSNR on top; (right) histogram of PSNR over the entire test dataset (vertical

dashed line represents the mean PSNR).

images from the same dataset in Fig. 9.2. We present results for six standard images of size

512× 512 from [107] using a resized reference learned from CelebA dataset in Fig. 9.3.

Measurements. We simulated amplitude measurements of the 2D Fourier trans-

form. We performed 4 times oversampling in the spatial domain for both reference and

target signal. Unless otherwise mentioned, we consider our measurements to be noise-free.

We also report results for noisy measurements.
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Figure 9.3: Phase retrieval results using learned and random references. First Row: Original

512 × 512 test images. Second Row: Reconstruction using random references with uniform

distribution between [0, 1] best result out of 100 trials. Third Row: Reconstruction using the

reference learned on CelebA dataset and resized from 200× 200 to 512× 512. (PSNR shown on top

of images).

9.3.1 Configurations of Reference (u)

The reference signal u, which we are trying to learn, has a number of hyper-

parameters that inherently affect the performance of the phase retrieval process. We

considered several constraints on u, including the support, size, range, position, and sparsity.

We tested reference signals with both complex and real values and found that u

has comparable results in the two domains. Since it is easy to physically create amplitude

or phase-only reference signals, we constrain u to be in the real domain; thus, u ∈ Rm×n
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and m, n represent height and width, respectively. The height and width of u determine the

overlapping area between the target signal and the reference. We found that u with larger

size tends to have better performance, especially when the value of u is constrained to a

small range. The intensity values of u play a major role in its performance. If we constrain

the value of u to be within a certain range: u[i, j] ∈ [umin, umax], for all i, j, we observed

that bigger range of u yields better performance. This is because when u is unconstrained

then we can construct a u with a large norm. Consider the noiseless setting with quadratic

measurements |F (x+u)|2 = |Fx|2+ |Fu|2+2Re(Fx⊙Fu), the last term is the real value of

the element-wise product of target and reference Fourier transforms. We can remove |Fu|2

because it is known. If u is large compared to x, then we can also ignore the quadratic

term |Fx|2 and recover x in a single iteration if all entries of Fu are nonzero. To avoid this

situation and make the problem stable in the presence of noise, we restricted the values in

the reference u to be in [0,1] range.

9.3.2 Setup of Training Samples and Sample Size

We observed that we can learn the reference signal from a small number of training

images. In Table 9.1, we report test results for different reference signals learned on first N

images from MNIST training dataset for N = 32, 128, 512. We kept the signal and reference

strength (i.e., the range of the signal) equal for this experiment. We observe that increasing

the training size improves test performance. However, we can get reasonable reconstruction

performance on large test datasets (10k+ images) with reference learned using only 32

images.
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Table 9.1: PSNR for different training size

Train/Test MNIST EMNIST F. MNIST SVHN CIFAR10

Training size=32 66.54 58.72 57.81 57.51 41.60
Training size=128 76.25 64.16 55.86 59.50 44.34
Training size=512 79.14 62.34 52.01 59.78 48.90

9.3.3 Generalization of Reference on Different Classes

We are interested in evaluating the generalization of our learned reference. (i.e.,

how the reference performs when trained on one dataset and tested on another). In the

comparison study, we took the reference u trained on each dataset and then tested them

on the remaining 4 datasets. The value range of the reference is between [0, 1], the number

of steps in the unrolled network is K = 50. We observed that when the datasets share

great similarity (e.g., MNIST and EMNIST are both sparse digits or letters), the reference

signal tends to work well on both datasets. Even when the datasets differ greatly in their

distributions, the reference trained on one dataset provides good results on other datasets

(with only a few dB of PSNR decrease in performance).

We also tested our method on shifted and rotated versions of test images. Results

in Fig. 9.4 demonstrate that even though the reference was trained on upright and centered

images, we can perfectly recover shifted and rotated images.

Our key insight about this generalization phenomenon is that the main challenge

in Fourier phase retrieval methods is initialization and ambiguities that arise because of

symmetries. We are able to solve these issues using a learned reference because of the

following reasons: (1) A reference gives us a good initialization for the phase retrieval
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Figure 9.4: Test results on shifted/flipped/rotated images using the reference learned on upright-

centered (canonical) images. PSNR shown on top of images.

Table 9.2: PSNR of the Same Reference Tested on Different Datasets

Train/Test MNIST EMNIST F. MNIST SVHN CIFAR10

MNIST 66.54 55.12 40.87 41.87 31.72
EMNIST 72.84 58.72 52.18 55.42 48.16
F. MNIST 40.87 55.67 57.81 50.70 42.85
SVHN 41.87 46.76 49.60 57.51 51.54
CIFAR10 31.72 38.93 36.40 40.36 41.60

iterations. (2) The presence of a reference breaks the symmetries that arise in Fourier

amplitude measurements. Moreover, we are not learning to solve the phase retrieval problem

in an end-to-end manner or learn a signal-dependent denoiser to solve the inverse problem

[107, 109]. We are learning reference signals to primarily help a predefined phase retrieval

algorithm to recover the true signal from the phaseless measurements. Thus, the references

learned on one class of images provide good results on other images, see Table 9.2. This

study shows that the reference learned using our network has the ability to generalize to new

datasets, thus making our method suitable for real-life applications where new test cases

keep emerging.
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9.3.4 Noise Response

To test the robustness of our method in the presence of noise, we added Gaussian

and Poisson noise at different levels to the measurements. Poisson noise or shot noise is

the most common in the practical systems. We model the Poisson noise following the same

approach as in [107]. We simulate the measurements as

y(i) = |z(i)|+ η(i) for all i = 1, 2, . . . ,m, (9.12)

where η(i) ∼ N (0, σ2) for Gaussian noise and η(i) ∼ N (0, λ|z(i)|) for Poisson noise with

z = Ax+Bu. We varied σ, λ to generate noise at different signal-to-noise ratios. Poisson

noise affects the larger measurements with higher strength than the smaller measurements.

As the sensors can measure only positive measurements, we kept the measurements positive

by applying ReLU function after noise addition. We can observe the effect of noise in Fig. 9.5.

Even though we did not add noise during training, we get reasonable reconstruction and

performance degrades gracefully with increased noise.

9.3.5 Random Reference versus Learned Reference

To demonstrate the advantage of the learned reference signal, we compared the

performance of learned reference and random reference on some standard images. The

results are shown in Fig. 9.3. The learned reference is trained using 32 images from CelebA

dataset which we resized to 200× 200. The test images used in Fig. 9.3 are 512× 512, so

we resized the learned reference from 200 × 200 to 512 × 512. For random reference, we

selected the entries of the reference uniformly at random from [0, 1]. We selected the best

result out of 100 trials for every test image with random reference. We can observe from

135



4035302520
Measurement Noise Level (SNR in dB)

15

20

25

30

35

40

45

50
Re

co
ns

tru
ct

io
n 

Qu
al

ity
 (P

SN
R 

in
 d

B) MNIST
EMNIST
Fashion MNIST
SVHN
CIFAR10

(a) Gaussian

20 25 30 35 40
Measurement Noise Level (SNR in dB)

15

20

25

30

35

40

45

50

Re
co

ns
tru

ct
io

n 
Qu

al
ity

 (P
SN

R 
in

 d
B) MNIST

EMNIST
Fashion MNIST
SVHN
CIFAR10

(b) Poisson

Figure 9.5: Reconstruction quality of the test images vs noise level of the measurements for different

datasets. We learned the reference using noise-free measurements.

the results that our learned reference significantly outperforms the random reference even

though the test image distribution is distinct from the training data. The number of steps

of the unrolled network is K = 50.

9.3.6 Comparison with Existing Phase Retrieval Methods

We have shown comparison with other approaches in Table 9.3. We selected

Kaczmarz [194] and Amplitude flow [86] for comparison using PhasePack package [104].

We also show Hybrid Input Output (HIO), which is similar to our phase retrieval routine

without any reference. We observe that our approach with learned reference can outperform

all other approaches on all the datasets. All the traditional phase retrieval methods suffer

from the trivial circular shift, rotation, and flip ambiguities, thus produce significantly worse

reconstruction than our method does. Our method uses a reference signal to simplify the

initialization and removes the shift/reflect ambiguities. To mathematically explain this
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Table 9.3: Comparison with Existing Phase Retrieval Methods

Methods MNIST EMNIST F. MNIST SVHN CIFAR10

HIO 9.04 8.42 9.65 19.87 14.70
Amplitude Flow 9.99 9.79 11.90 20.25 15.04
Kaczmarz 11.81 11.47 13.44 19.48 15.01
Flat Reference 18.21 17.24 16.56 20.89 15.81
Random Reference 36.87 28.41 27.27 36.45 25.57
Learned Reference (Ours) 66.54 58.72 57.81 57.51 41.60

fact, a shifted or flipped version of x would not give us the same Fourier measurements as

|F (x+ u)| if u is chosen appropriately as we do with the learning procedure. As we showed

in Fig. 9.5, our method can perfectly recover the shifted and flipped versions of the images

using the reference that was trained with upright and centered images.

9.3.7 Effects of Number of Layers (K)

We tested our unrolled network with different numbers of layers (i.e., K) at training

and test time. The results are summarized in Fig. 9.6. We first used the same values of K for

training and testing. We observed that as K increases, the reconstruction quality (measured

in PSNR) improves. Then we fixed K = 1 or K = 10 at training, but used different values

of K at testing. We observed that if we increase K at the test time, PSNR improves up to a

certain level and then it plateaus. The PSNR achieved with reference trained with K = 10

is better than what the referenced trained with K = 1 provided. These results provide us a

trade-off between the reconstruction speed and quality. As we increase K, the reconstruction

quality improves but the reconstruction requires more steps (computations and time).

Finally, we learned a reference using K = 1 and tested it on different images with
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(c) Training K=50

Figure 9.6: Reconstruction PSNR vs the number of blocks (K) in the unrolled network at training

and testing. (a) K is same for training and testing (shaded region shows ±0.25 times std of PSNR).

(b) K = 1 and (c) K = 10, but tested using different K.

K = 1. To our surprise, our method was able to produce reasonable quality reconstruction

with this extreme setting. We present some single-step reconstructions of each data set in

Fig. 9.7.

9.3.8 Localizing the Reference

We also evaluated the effect of localizing the reference to a small region. For

example, the reference is constrained to be within a small block in the corner or the center

of the target signal. We restricted u to be an 8× 8 block and placed it in different positions.

We found that corner positions provide better results as shown in Fig. 9.8. As we bring

the reference support closer to the center, the quality of reconstruction deteriorates. This

observation is related to the method in [99, 101, 103], where if the known reference signal is

separated from the target signal, then the phase retrieval problem can be solved as a linear

inverse problem.
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(c) (d)14.09 15.30 15.31 17.48 16.07 14.02 19.11 11.73 10.91 13.07 14.62 15.65

(e) (f)
17.66 14.32 14.25 15.90 15.68 17.37 13.85 12.93 14.67 12.63 14.48 18.38

Figure 9.7: Single step reconstruction with reference in range [0, 1]. Each of the 6 sets (a)-(f) has

the the ground truth in the first row. Second row is the reconstruction (PSNR values on top).

Note that signal recovery from Fourier phase retrieval is equivalent to signal recovery

from its autocorrelation. We can write the autocorrelation of target plus reference signals as

(x+u) ⋆ (x+u) = x⋆x+u⋆u+x⋆u+u⋆x. The first term is a quadratic function of x, the

second term is known, and the last two terms are linear functions of x. If the supports for x

and u are sufficiently separated, then we can separate the last two linear terms from the first

two quadratic terms and recover x by solving a linear problem. However, if x and u have a

significant overlap, then we need to solve a nonlinear inverse problem as we do in this work.
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Figure 9.8: Performance of our method if the reference is an 8×8 block placed at different positions.

Fixing the minimum value at 0, we increased the maximum value of the reference we learn. We

observe that the small reference placed in the corners performs better than the ones placed in the

center.
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Chapter 10

Unrolling Network to Learn Coded

Illumination Patterns

10.1 Introduction

The problem of signal recovery from nonlinear measurements arises in various

imaging and signal processing tasks [70, 71, 74, 73, 81]. Conventional methods for solving

such inverse problems use an iterative method to recover the signal from given measurements.

In this chapter, we present a framework to optimize over the measurement parameters to

improve the quality of signals recovered by the given iterative method. In particular, we

learn illumination patterns to recover the signal from coded diffraction patterns (CDP) using

a fixed-cost alternating minimization method.

Coded diffraction imaging is a specific instance of Fourier phase retrieval problems.

Phase retrieval refers to a broad class of nonlinear inverse problems where we seek to

Part of this work has been accepted to IEEE International Conference on Image Processing 2021 [195].
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recover a complex- (or real-) valued signal from its phase-less (or sign-less) measurements

[196, 79, 72, 197, 70, 198]. In practice, these problems often arise in coherent optical imaging

where an image sensor records the intensity of the Fourier measurements of the object of

interest. In coded diffraction imaging, the signal of interest gets modulated by a sequence

of known illumination patterns/masks before observing the Fourier intensity at the sensor

[79, 197, 70]. Applications include X-ray crystallography [199, 74, 189], astronomy [200, 201],

microscopy [202, 105, 73, 203], speech processing and acoustics [204, 205, 206], and quantum

mechanics [207, 208].

We can model the sensor measurements for coded diffraction imaging as follows.

Let us denote the signal of interest as x ∈ Rn or Cn that is modulated by T illumination

patterns D = {d1, . . . , dT }, where dt ∈ Rn or Cn. The amplitude of sensor measurements

for tth illumination pattern can be written as

yt = |F(dt ⊙ x)|, (10.1)

where F denotes the Fourier transform operator and ⊙ denotes an element-wise product. We

note that real sensor measurements are proportional to the intensity of the incoming signal

(i.e., square of the Fourier transform). In practice, however, solving the inverse problem

with (non-square) amplitude measurements provides better results [209, 107]; therefore, we

use the amplitude measurements throughout the chapter.

To recover the signal x from the the observed measurements, we can solve the

following optimization problem:

min
x

T∑
t=1

∥yt − |F(dt ⊙ x)|∥22. (10.2)
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Figure 10.1: Pipeline of our proposed framework at inference time. Our framework mainly contains

two components: ( 1) a learnable sensing system that updates the illumination patterns during

training time, but at inference time the learned illumination patterns are fixed; ( 2) a fixed unrolled

network that runs phase retrieval process to recover the original signal x form measurements Y . The

number of layers in the network is fixed to K. Steps at every iteration are fixed and depicted as

an unrolled network (details can be found in Algorithm 10). We illustrate the steps of kth layer of

the unrolling network. Phase retrieval algorithm uses the measurements Y = {yt} and illumination

patterns D = {dt} to provide an estimate xK after K iterations. During training time, our goal is to

learn the illumination patterns D to minimize the error between the estimated xK and the ground

truth. More details can be found in section 10.2.

In recent years, a number of iterative algorithms have been proposed for solving the problem

in (10.2), which includes lifting-based convex methods, alternating minimization-based

nonconvex methods, and greedy methods [79, 80, 92, 78, 93].

Our goal is to learn a set of illumination patterns to optimize the recovery of an

alternating minimization (AltMin) algorithm for solving the problem in (10.2). The AltMin

method can be viewed as an unrolled gradient descent network, as shown in Fig. 10.1,
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where we fix the steps at every iteration and the total number of iterations for AltMin.

One forward pass through the unrolled network is equivalent to K iterations of the AltMin

algorithm. We can increase or decrease the number of iterations for better accuracy or

faster run-time. To keep the computational complexity of the recovery algorithm low, we

keep the total number of iterations small (e.g., K = 50). At the training stage, we optimize

over the illumination patterns to minimize the error between the AltMin outputs after K

iterations and the ground truth training images. At the test time, we solve the problem in

(10.2) using K AltMin iterations with the learned illumination patterns (equivalent to one

forward pass). We evaluated our method on different image datasets and compared against

existing methods for coded diffraction imaging. We demonstrate that our proposed method

of designing illumination patterns for a fixed-cost algorithm outperforms existing methods

both in terms of accuracy and speed.

The key contributions of this work [195] are as follows.

• We learned illumination patterns for coded diffraction imaging using unrolled network

formulation of a classical AltMin method.

• We showed that with our designed patterns and unrolled AltMin method outperform

computationally complex algorithms and provide superior image reconstruction.

• Our algorithm requires only a small number of training images to learn the illumination

patterns. It is crucial in applications because finding training samples is difficult in

practice.

• The patterns learned on a given dataset generalize to different datasets and provide

robust reconstruction for shifted and flipped versions of the target samples.
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• Our learned illumination patterns can also help other algorithms achieve better perfor-

mance even though they are not used for training.

10.2 Proposed Method

We use N training images (x1, . . . , xN ) to learn T illumination patterns that provide

best reconstruction using a predefined (iterative) phase retrieval algorithm. Furthermore, to

ensure that the illumination patterns are physically realizable, we constrain their values to be

in the range [0, 1]. We use a sigmoid function over unconstrained parameters Θ = {θ1, . . . , θT }

to define the illumination patterns; that is, dt = sigmoid(θt) for all t = 1, . . . , T .

Our proposed method for learning illumination patterns can be divided into two

parts: The first (inner) part involves solving the phase retrieval problem with given coded

diffraction patterns using AltMin as an unrolled network (see block diagram in Fig. 10.1);

Second part is updating the illumination patterns based on backpropagating the image

reconstruction loss. These two parts provide optimized image reconstruction and illumination

patterns. Pseudocodes for both parts are listed in Algorithms 9,10.

Phase retrieval as alternating minimization (AltMin). Given measurements

Y = {y1, . . . , yT } and illumination patterns D = {d1, . . . , dT }, we seek to solve the CDP

phase retrieval problem by minimizing the loss function defined in (10.2) as

Lx =
1

2

T∑
t=1

∥yt − |F(dt ⊙ x)|∥22. (10.3)

Even though the loss function in (10.3) is nonconvex and nonsmooth with respect to x,

we can minimize it using the well-known alternating minimization (AltMin) with gradient
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Algorithm 9 Learning illumination patterns

Input: Training set X with N images X = {x1, . . . , xN}.

Initialize: Initialize the optimization variables for T patterns as Θ = {θ1, . . . , θT } from

a uniform distribution.

for epoch = 1, 2, ...,M do ▷ M epochs

Generate illumination patterns dt = sigmoid(θt)

for all t

for n = 1, 2, ..., N do ▷ N samples

Yn = {y1,n, . . . , yT,n | yt,n = |F(dt ⊙ xn)|}

xKn (Θ)← solveCDP(Yn,D)

end for

LΘ =
∑N

n=1 ∥xn − xKn (Θ)∥22

Θ← Θ− β∇ΘLΘ ▷ Update Θ with stepsize β

end for

Output: Learned illumination patterns

D = {d1, . . . , dT | dt = sigmoid(θt)}.

descent [92, 85]. We define a new variable for the estimated phase of linear measurements

as pt = phase[F(dt ⊙ x)] and reformulate the loss function in (10.3) into

Lx,p =
1

2

T∑
t=1

∥pt ⊙ yt −F(dt ⊙ x)∥22. (10.4)

The gradient with respect to x can be computed as

∇xLx,p =

T∑
t=1

|dt|2 ⊙ x− d∗t ⊙F∗(pt ⊙ yt), (10.5)
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Algorithm 10 solveCDP(Y,D) via alternating minimization using single-step gradient

descent

Input: Measurements Y = {y1, . . . , yt} and illumination patterns D = {d1, . . . , dT }.

Initialization: Zero initialization of estimate x0.

for k = 1, 2, ...,K do ▷ K iterations of AltMin

pk−1
t ← phase(F(dt ⊙ xk−1) for all t.

∇xLx,p =
2
T

∑T
t=1[|dt|2 ⊙ xk−1 − d∗t ⊙F∗(pk−1

t ⊙ yt)]

xk ← xk−1 − α∇xLx,p

Project xk onto feasible range.

end for

Output: Estimated signal xK .

where F∗ denotes the inverse Fourier transform and d∗t is the conjugate of pattern dt. We

can update the estimate at every iteration as

xk = xk−1 − αk−1∇xLx,p, (10.6)

where αk−1 denotes the step size. Another way is to directly solve for xk such that∇xLx,p = 0.

The closed-form solution is

xk = (

T∑
t=1

|dt|2)−1 ⊙ [

T∑
t=1

d∗t ⊙F∗(pk−1
t ⊙ yt)]. (10.7)

We compared these two strategies and found that single-step gradient descent tends to work

well in practice and the closed-form solution does not show advantage over the single-step

gradient descent. In our implementation, we used the former strategy (Algorithm 10) and

fixed a step size α for all iterations. The unrolled network has K layers that implement K

iterations of the gradient descent, and the final estimate is denoted as xK .
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Choice of initialization is important, and our method can handle different types

of initialization. Zero initialization, where every pixel of the initial guess of x0 is 0, is the

simplest and cost-free method. Many recent phase retrieval algorithms [84, 86, 85, 210]

use spectral initialization, which tries to find a good initial estimate. However, it re-

quires computing the principal eigenvector of the following positive semidefinite matrix,∑T
t=1 diag(d

∗
t )F∗diag(|yt|2)Fdiag(dt). In our experiments, we observed that spectral initial-

ization does not provide a significant improvement in terms of image reconstruction, and

that our algorithm can perform very well using the overhead-free zero initialization.

Learning illumination patterns. To learn a set of illumination patterns that

provide the best reconstruction with the predefined iterative method (or the unrolled

network), we seek to minimize the difference between the original training images and their

estimates. In this regard, we minimize the following quadratic loss function with respect to

Θ:

LΘ =
1

2

N∑
n=1

∥xn − xKn (Θ)∥22, (10.8)

where xKn (Θ) denotes the solveCDP estimate of nth training image for the given values of

Θ. Note that for given real values of Θ = {θ1, . . . , θT }, we can define illumination patterns

as dt = σ(θt), where σ(·) is the sigmoid function. We can define sensor measurements for

xn as yt,n = |F(dt ⊙ xn)| = p∗t,n ⊙ F(dt ⊙ xn) for t = 1, . . . , T and n = 1, . . . , N , where

pt,n = phase[F(dt ⊙ xn)] is the phase of the original complex-valued signal.

We can use the recursive expression of the signal estimate in (10.6) and the gradient

in (10.5) to represent the estimate of xn at iteration/layer k with the given values of Θ as

xkn(Θ) = (1− α

T∑
t=1

|dt|2)xk−1
n (Θ) + α

T∑
t=1

d∗t ⊙F∗(pk−1
t,n ⊙ yt,n), (10.9)
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where pkt,n = phase[F(dt ⊙ xkn(Θ))]. We can compute the gradient of the loss function in

(10.8) with respect to any θt in a recursive manner as follows.

∇θtLΘ =
N∑

n=1

Jθt(x
K
n (Θ))[xKn (Θ)− xn], (10.10)

where Jθt(x
K
n (Θ)) denotes the Jacobian matrix of the signal estimate with respect to θτ . We

can now write the product of the Jacobian matrix with a vector u as

Jθτ (x
K
n (Θ))[u] = Jθτ (x

K−1
n (Θ))[(1− α

T∑
t=1

|dt|2)⊙ u]

− 2α|dτ |2 ⊙ (1− dτ )⊙ xK−1∗
n (Θ)⊙ u (10.11)

+ αdτ ⊙ (1− dτ )⊙F∗(pKτ,n ⊙ yτ,n)⊙ u

+ αdτ ⊙ (1− dτ )⊙ xn ⊙F∗(pτ,n ⊙ pK∗
τ,n ⊙F(dτ ⊙ u)),

where Jθτ (x
0
n) = 0 for all n, τ . Here we assume initial estimate x0n = 0 and αk = α for

k = 1, . . . ,K. We also assume that the phase of the measurements or the signal estimates

do not change with small changes in Θ. The overall gradient of the reconstruction loss with

respect to the parameters Θ can be computed in a recursive manner (back-propagation)

using element-wise products and forward/inverse Fourier transform operations at every

iteration/layer.

We can use gradient descent to find the optimal Θ using equation (10.10). We can

update the estimate at every iteration of gradient descent as

Θm = Θm−1 − β∇ΘLΘ, (10.12)

where β denotes the learning rate for the gradient descent.

In practice, we can also compute the gradient using auto-differentiation. In our

experiments, we used Adam optimizer in PyTorch [161, 211] to minimize the loss function
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Table 10.1: PSNR (mean ± std) for random and learned illumination patterns tested on different

datasets.

Dataset
2 Illumination Patterns 3 Illumination Patterns 4 Illumination Patterns 8 Illumination Patterns
Random Learned Random Learned Random Learned Random Learned

MNIST 14 ± 6 28 ± 9 20 ± 11 75 ± 19 32 ± 14 102 ± 10 61 ± 19 113 ± 11
F. MNIST 17 ± 4 26 ± 6 20 ± 6 49 ± 15 33 ± 9 94 ± 13 67 ± 14 111 ± 12
CIFAR10 15 ± 3 26 ± 4 20 ± 3 34 ± 10 30 ± 8 86 ± 18 64 ± 15 108 ± 18
SVHN 17 ± 3 28 ± 6 24 ± 4 45 ± 15 35 ± 7 93 ± 21 73 ± 15 118 ± 21
CelebA 13 ± 2 19 ± 3 14 ± 4 28 ± 2 23 ± 5 81 ± 4 43 ± 8 98 ± 15

in (10.8). A summary of the algorithm for learning the illumination patterns is also listed in

Algorithm 9.

10.3 Experiments

Datasets. We used MNIST digits, Fashion MNIST (F. MNIST), CIFAR10, SVHN,

and CelebA datasets for training and testing in our experiments. We used 128 images from

each of the datasets for training and another 1000 images for testing. To make the tiny-image

datasets uniform, we reshaped all of them to 32× 32 size with grayscale values. Images in

CelebA dataset have 218× 178 pixels, we first converted all the images to grayscale, cropped

178× 178 region in the center, and resized to 200× 200. We report the performance of our

method on images used in [107] in Fig. 10.6.

Measurements. We used the amplitude of the 2D Fourier transform of the images

modulated with T illumination patterns as the measurements. Unless otherwise mentioned,

we used noiseless measurements. We report results for measurements with Gaussian and

Poisson noise in Fig. 10.7.
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Computing platform. We performed all the experiments using a computer

equipped with Intel Core i7-8700 CPU and NVIDIA TITAN Xp GPU. We learned the illu-

mination patterns using a PyTorch implementation, but we also implemented our algorithm

in Matlab to provide a fair runtime comparison with existing phase retrieval methods.

10.3.1 Setup and hyper-parameter search

The hyper-parameters include the number of iterations (K), step size α, and the

number of training samples N . We set the default value of K = 50, but we will show

later that K can be adjusted as a trade-off between better reconstruction quality and

shorter run time. We tested all methods for T = {2, 3, 4, 8} to evaluate cases where signal

recovery is hard, moderate, and easy. Through grid search, we found that it provides the

best results over all datasets when α = 4/T . We also studied the effect of the number of

training images and found that illumination patterns learned on 32 randomly selected images

provide good recovery over the entire dataset. The test accuracy improves slightly as we

increase the number of training samples. To be safe, we used 128 training images in all our

experiments. Unless otherwise mentioned, the images are constrained to be in [0, 1] range

for our experiments.

10.3.2 Comparison between random and learned illumination patterns

To demonstrate the advantages of our learned illumination patterns, we compare

the performance of learned and random illumination patterns on five different datasets. We

learn a set of T = {2, 3, 4, 8} illumination patterns on 128 training images from a dataset
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Figure 10.2: Selected ground truth (GT) images, corresponding reconstructed images using random

and learned illumination patterns. PSNR is shown on top of every reconstruction. Below each

dataset, we show the histograms of the PSNRs of all images with random patterns (shown in blue)

and learned patterns (shown in orange). The dashed vertical line indicates the mean of all PSNRs.

We used T = 4 illumination patterns. Random illumination patterns are selected best out of 30 trials.

The learned illumination patterns are trained on 128 training images.

and test them on 1000 test images from the same dataset. For random patterns, we draw

T independent patterns from Uniform(0,1) distribution and test their performance on the

same 1000 samples that we used for the learned case. We repeat this process 30 times and

choose the best result to compare with the results for the learned illumination patterns.

The average peak signal-to-noise ratio (PSNR) over all 1000 test image reconstructions

is presented in Table 10.1, which shows that the learned illumination patterns perform

significantly better than the random patterns for all values of T . In addition to that, we

can observe a transition in the performance for T = 3, where random patterns provide poor

quality reconstructions and learned patterns provide reasonably high quality reconstructions.

Furthermore, the learned patterns provide very high quality reconstructions for T ≥ 4.
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To highlight this effect, we show a small set of reconstructed images and histograms

of PSNRs of all the reconstructed images from learned and random illumination patterns

in Fig. 10.2 for T = 4 patterns. The result suggests that the learned illumination patterns

demonstrate consistently better performance compared to random illumination patterns.

We demonstrate the corresponding learned illumination patterns in Fig. 10.3.

Figure 10.3: Learned illumination patterns corresponding to the reported results for MNIST, F.

MNIST, CIFAR10 and CelebA in Table 10.2.
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Figure 10.4: Comparison of the reconstruction quality with random and learned illumination

patterns for different values of K = 1, . . . , 200. We plot the average PSNR in bright color and the

PSNR of randomly selected 100 samples in light shadows. Learned represents the reconstruction

PSNR with learned illumination patterns (shown in red), and Random represents PSNR for random

illumination patterns (shown in blue). The number of illumination patterns is T = 4. Random

illumination patterns are selected best out of 30 trials. The learned illumination patterns are trained

on 128 training images and number of iterations K = 50 during training.
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10.3.3 Effect of number of iterations/layers (K)

Figure 10.4 shows the performance of the learned and random illumination patterns

as we increase K to 200 at test time using the patterns learned for K = 50. We observed

that with the learned patterns the image reconstruction process converges faster and is more

stable (smaller variance) compared to the case with random patterns. The red curve in

Fig. 10.4 has a steeper slope and narrower shades. Besides the default setting for K = 50, we

also learn the illumination patterns for different values of K. Figure 10.5 shows that we can

recover images in a small number of iterations if we use learned illumination patterns. We

also observe that we can perform better if we use more iterations in testing than in training.

We have chosen K = 50 for most of the experiments as a trade-off between computational

cost and reconstruction performance.
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Figure 10.5: Reconstruction quality vs number of iterations (layers) at test time (i.e., K is different

for training and testing with T = 4). We show error bar of ±0.25σ for each dataset. In (a) and (b),

we fixed K (K=10, 20) and tested using different K. In (c), we trained and tested using the same

number of layers.
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Table 10.2: Reconstruction PSNR (mean ± std) of different algorithms using random patterns and

our learned patterns. The number of patterns is 4 in each case. Here we round the PSNR values to

integers to fit the width of the page. We let all the algorithms to run until convergence.

*For Deep Model [3] experiments, patterns are normalized to [−1, 1] range. **For Deep Model, the

image size for CelebA generator is 64×64.

MNIST F. MNIST CIFAR10 SVHN CelebA
Random Learned Random Learned Random Learned Random Learned Random Learned

HIO [196] 16 ± 9 37 ± 19 32 ± 14 61 ± 24 49 ± 20 99 ± 25 60 ± 22 114 ± 27 38 ± 5 102 ± 5
GS [75] 16 ± 9 37 ± 19 33 ± 15 61 ± 24 48 ± 20 99 ± 25 60 ± 22 114 ± 27 38 ± 4 102 ± 5

WirtFlow [84] 22 ± 16 48 ± 25 33 ± 14 51 ± 19 41 ± 10 57 ± 10 41 ± 10 58 ± 10 20 ± 2 39 ± 3
AmpFlow [86] 42 ± 32 74 ± 48 64 ± 38 109 ± 43 86 ± 37 138 ± 25 97 ± 33 144 ± 21 42 ± 8 138 ± 11
PhaseMax [210] 14 ± 4 24 ± 8 21 ± 4 45 ± 20 26 ± 4 97 ± 41 32 ± 5 115 ± 33 32 ± 2 148 ± 2

Ours - K=20 17 ± 6 49 ± 8 20 ± 6 49 ± 8 21 ± 6 49 ± 9 26 ± 5 55 ± 11 16 ± 4 46 ± 3
Ours - K=50 32 ± 14 102 ± 10 33 ± 9 94 ± 13 30 ± 8 86 ± 18 35 ± 7 93 ± 21 23 ± 5 81 ± 4
Ours - K=100 51 ± 19 186 ± 15 49 ± 11 162 ± 22 40 ± 10 139 ± 30 45 ± 10 149 ± 35 33 ± 4 132 ± 7

Deep Model [3]* 31 ± 2 32 ± 3 22 ± 4 22 ± 4 28 ± 3 25 ± 3 26 ± 3 28 ± 4 22 ± 3** 23 ± 2**

Table 10.3: Average runtime (sec) per image of different algorithms corresponding to the performance

reported in Table 10.2. The reported runtime corresponds to the time required for convergence of

each algorithm.

**For Deep Model, the image size for CelebA is 64×64.

Max iterations
Image size

32× 32 200× 200

HIO [196] 100 0.473 7.353
GS [75] 100 0.461 7.269
WirtFlow [84] 2000 0.459 10.90
AmpFlow [86] 2000 0.080 2.377
PhaseMax [210] 2000 0.563 10.84
Deep Model [3] 2000 8.422 10.55**
Ours - K=20 20 0.008 0.061
Ours - K=50 50 0.011 0.124
Ours - K=100 100 0.017 0.238

10.3.4 Comparision with existing methods

We compare our method with various existing methods using different datasets.

These existing methods fall into 4 categories:
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• Hybrid input output (HIO) [196] and Gerchberg-Saxton (GS) [75] (alternating mini-

mization methods)

• Wirtinger Flow [84] and Amplitude Flow [212] (non-convex, gradient descent-based

methods)

• PhaseMax [210] (a convex method)

• Deep S3PR [3] (deep model-based method).

We compare the performance of our method with these methods in terms of reconstruction

quality and computation time.

For algorithms in [196, 75, 84, 212, 210], we used PhasePack [104] package. In our

comparison, we used 4 illumination patterns and restricted all the illumination patterns

in the range of [0, 1]. For all the PhasePack algorithms, we used the default spectral

initialization. We observed that different algorithms have different computational complexity

in each iteration. Thus, a comparison in terms of the number of maximum iterations in

all algorithms is not fair. To overcome this issue, we set the error tolerance (tol = 10−6)

and customize the maximum number iterations in each algorithm to have comparable

computations or performance. Specifically, we set the maximum iterations to be 100 for HIO

and GS, and 2000 for Wirtinger Flow, Amplitude Flow, and PhaseMax. For our proposed

method, we want to keep the number of iterations low (20, 50, 100). To make our runtime

comparable with PhasePack algorithms, we implemented our original Python code in Matlab.

For deep generative models, we used a modified version of the publicly available

code for [3]. The code only provided pretrained DCGAN models for MNIST and F. MNIST;
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therefore, we trained our DCGAN models on the other datasets. This method is noticeably

time-consuming because it optimizes over the latent vector for the deep model and uses 2000

iterations for each image where each iteration requires a forward and backward pass through

the deep model. The patterns drawn from Uniform(0,1) range did not provide us good

reconstruction with Deep Model; therefore, we tested this method using random patterns

drawn uniformly from [−1, 1] range and learned patterns that we manually scaled to [−1, 1].

The reconstruction results for the Deep Model also directly depend on the quality of the

trained generative models. In our experiments, we were not able to generate images with

PSNR higher than 30dB using the generative models.

We tested all the methods using Random illumination patterns and the Learned

illumination patterns using K = 50 in our method. For the case of Random illumination, we

selected the best PSNR from 5 independent trials and report the average computation time

for each experiment. In all the cases, we tuned the parameters that provide best results.

The reconstruction PSNR (in dB) and run time (in seconds) per image is reported

in Table 10.2 and Table 10.3, respectively. We observe that our proposed method with

learned patterns performs significantly better than all other algorithms in terms of both

reconstruction quality and runtime. We also observed that if we increase the number of

iterations for other methods, their reconstruction quality improves beyond the numbers

reported in Table 10.2, but this happens at the expense of much longer computation time.

An interesting attribute of our learned patterns is that they can be used with

different algorithms. We observe in Table 10.2 that our learned patterns provide better

results compared to Random patterns with all the phase retrieval algorithms, even though
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the patterns were not optimized for those algorithms.

10.3.5 Generalization of learned patterns on different datasets

To explore the generalizability of our learned illumination patterns, we use patterns

learned on one dataset to recover images from another. The results are shown in Table. 10.4.

As we can see in the table, the diagonal numbers are generally the best, and off-diagonal

numbers are generally better than the ones with random illumination patterns.

We have also tested the learned illumination patterns on several classical images.

Some results are shown in Fig. 10.6. We used illumination patterns learned on 128 celebA

images, but we can see that the learned illumination patterns perform better than the

randomly chosen illumination patterns for classical images which further supports the

generalizability of our learned illumination patterns.

Table 10.4: Reconstruction PSNR (mean ± std) of illumination patterns learned and tested on

different datasets for K = 50. Every column corresponds to patterns learned on a fixed dataset and

tested on all. Random column reports the performance of random illumination patterns.

4 Illumination Patterns 8 Illumination Patterns
Test \ Train

MNIST F. MNIST CIFAR10 SVHN Random MNIST F. MNIST CIFAR10 SVHN Random

MNIST 102 ± 10 66 ± 16 34 ± 15 48 ± 15 32 ± 14 113 ± 11 84 ± 13 56 ± 20 74 ± 19 61 ± 19
F. MNIST 84 ± 24 94 ± 13 50 ± 20 64 ± 19 33 ± 9 94 ± 23 111 ± 12 89 ± 20 108 ± 21 67 ± 14
CIFAR10 79 ± 27 87 ± 13 86 ± 18 96 ± 17 30 ± 8 84 ± 18 88 ± 17 108 ± 18 113 ± 17 64 ± 15
SVHN 56 ± 28 78 ± 16 72 ± 21 93 ± 21 35 ± 7 76 ± 19 95 ± 12 91 ± 24 118 ± 21 73 ± 15
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Figure 10.6: First Row: Ground truth images from image processing standard test datasets.

Second Row: Reconstruction using random illumination patterns with uniform random distribution

[0, 1] (we selected T = 4 patterns that provided best results on celebA test images in 30 trials).

PSNR numbers are shown on the top of reconstructed images. Third Row: Reconstruction using the

patterns trained on celebA dataset. Each image has 200× 200 pixels and the number of illumination

patterns is T = 4.
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Figure 10.7: Reconstruction quality of the test images vs noise level of the measurements for different

datasets. Here we show shaded error bar of ±0.25σ for each dataset. We learn the illumination

patterns (T = 4) on 128 noiseless training images of corresponding datasets.
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Table 10.5: Reconstruction PSNR (mean ± std) of different algorithms using random patterns (best

out of 5 trials) and our learned patterns at different Poisson noise levels for MNIST and CIFAR10

dataset. The number of patterns is 4 in each case. We let all the algorithms to run until convergence.

Here we round the PSNR values to integers to fit the width of the page.

MNIST

Noise SNR 0 5 10 20 30 40
Random Learned Random Learned Random Learned Random Learned Random Learned Random Learned

HIO [196] 23±13 25±15 17±10 19±12 22±12 18±10 18±11 23±16 22±11 10±3 20±11 11±4
GS [75] 16±9 25±15 19±11 18±12 22±13 18±10 20±11 22±16 21±11 10±3 17±8 11±4

WirtFlow [84] 20±16 25±15 23±19 23±18 27±20 25±16 29±20 28±22 30±19 14±9 31±19 24±16
PhaseMax [210] 16±5 18±6 13±3 16±6 15±5 16±5 17±5 17±6 17±5 11±2 16±4 11±2
Ours - K=50 28±16 24±3 21±13 28±5 28±12 31±5 16±11 48±13 22±13 65±21 27±13 61±17

CIFAR10

Noise SNR 0 5 10 20 30 40
Random Learned Random Learned Random Learned Random Learned Random Learned Random Learned

HIO [196] 28±26 18±16 28±28 20±18 27±25 31±31 28±25 41±42 28±26 47±43 29±27 51±44
GS [75] 27±27 17±15 26±25 19±18 32±30 33±32 27±26 45±42 27±26 47±43 29±26 51±44

WirtFlow [84] 23±20 16±14 23±19 18±16 23±18 23±22 23±20 31±28 23±19 30±28 24±20 33±30
PhaseMax [210] 17±12 23±22 16±10 23±22 16±11 29±32 16±11 50±55 17±11 48±52 18±12 58±60
Ours - K=50 29±6 26±9 28±7 30±12 29±7 38±10 28±5 51±10 30±8 68±12 31±7 71±9

10.3.6 Noise response

To investigate the robustness of our method to noise, we train our illumination

patterns on noiseless measurements obtained from the training datasets. We then added

Gaussian and Poisson noise at different levels to the measurements from the test datasets.

Poisson noise or shot noise is the most common in the imaging systems, which we add

following the approach in [107, 213]. Let us denote the ith element of measurement vector

corresponding to tth illumination pattern, yt as

yt(i) = |zt(i)|+ ηt(i), for i = 1, 2, . . . ,m, (10.13)

where ηt(i) ∼ N (0, λ|zt(i)|) and zt = F(dt ⊙ x). We varied λ to generate noise at different

signal-to-noise ratio (SNR) levels. Poisson noise affects larger values in measurements

with higher strength than the smaller values. Since the sensors can measure only positive

measurements, we kept the measurements positive by applying ReLU function after noise
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addition. We expect the reconstruction to be affected by noise as we did not use any denoiser.

We observe the effect of noise in Figure 10.7. Even though noise affects the reconstructions,

we can get reasonable reconstruction up to a certain level of noise. The relationship between

noise level and reconstruction performance also indicates that our phase retrieval system is

quite stable.

We ran another set of experiments where we learned different set of illumination

patterns at different noise level by introducing measurement noise during training. In

Table 10.5, we report results for MNIST and CIFAR10 dataset at different level of Poisson

noise introduced during training and testing. We show the performance of some comparing

approaches with our learned patterns and random patterns. For random patterns, we

reported the results for the best out of 5 runs. We can observe that even under the presence

of high noise (0-20dB), the learned illumination patterns using our approach performs

reasonably well. We observe performance boost with our learned patterns for 5dB or higher

SNR.
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Figure 10.8: Test results on images shifted to bottom right by 5 pixels. From left to right: MNIST,

F. MNIST, and CIFAR10.
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Figure 10.9: Test results on images rotated by 90◦. From left to right: MNIST, F. MNIST, and

CIFAR10.

10.3.7 Mismatch in training and test images

In our final experiment, we tested illumination patterns trained on upright images

to recover shifted and rotated images. Our results in Fig. 10.8 and Fig. 10.9 show that the

learned patterns reliably recover images regardless of the position or orientation. This is not

surprising because we do not learn to represent images or solve the phase retrieval problem

using the training data; instead, we only learn the illumination patterns using a predefined

AltMin-based recovery algorithm. In contrast, data-driven methods that learn to solve the

inverse problem may suffer if the distribution of test images differ significantly from the

training images.
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Chapter 11

Conclusion

The work presented in this thesis explores different structures in deep networks

and formulates efficient algorithms to utilize these structures for solving continual learning

and different linear and nonlinear inverse problems. The models used in these algorithms

are static and deterministic. The main focus of this work is to achieve good performance

with reduced computational complexity while applying deep networks for solving different

problems.

11.1 Continual Learning with Low-Rank Increment

We proposed a new incremental task learning method in which we update the

network weights using low rank increments as we learn new tasks. Network layers are

represented as a linear combination of low-rank factors. To update the network for a new

task, we freeze the factors learned for previous tasks, add a new low-rank (or rank-1) factor,

and combine that with the previous factors using a learned combination. The proposed
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method offered considerable improvement in performance compared to the state-of-the-art

methods for ITL in image classification tasks. In addition, the proposed low-rank ITL

circumvents the use of memory buffer or large memory overhead while achieving zero

forgetting. The need for task identity knowledge is a general limitation of our and other

ITL methods. Such methods can be useful for incremental multitask learning where task

identity is available during inference but training data is only available in a short window.

11.2 Inverse Problems with Deep Networks

11.2.1 Solving Linear Inverse Problems with Untrained Generative Prior

We used untrained generative network as a prior to solve ill posed linear inverse

problems. Usually in the untrained generative priors, the latent codes are kept fixed at

random initialization where the network parameters are optimized to provide solution.

In our experiments, we observe that joint optimization of network weights and latent

codes performs remarkably well for compressive measurements. Even though the number of

measurements are extremely small compared to the number of parameters in the network, the

solution almost always converges to a good sequence. Introducing low-rank constraint in the

optimization, we get additional degree of compression with comparable performance. We show

comparison with classical and generative prior based techniques in terms of reconstruction

performance and computational complexity. We also demonstrate one application of joint

optimization in coded flutter shutter problem where its tractable memory requirement

and lower computational cost makes it more suitable than other generative prior based

approaches.
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We extend this setup with tensor factorization replacing low-rank matrix factoriza-

tion in the latent space. We formulated a tensor ring factorized autoencoder to reconstruct

structured datasets from their corrupted versions utilizing the structural similarity between

the images in the dataset. We demonstrate that utilizing the structural information in the

latent space can significantly improve performance of generative prior based approaches.

Finally, we present a consensus equilibrium framework to incorporate untrained

generative prior with other denoiser based priors for solving image deblurring problem. We

show that we can achieve robust performance under the presence of high noise and blurring

using consensus equilibrium formulation.

11.2.2 Solving Phase Retrieval with Trained Generative Prior

We developed a projected gradient descent based approach to use trained generative

models as a prior to solve compressive phase retrieval problems. We show comparisons with

other generative prior based approaches and demonstrate that we can reconstruct images

with very low number of measurements. We then show that this approach can be benefited

more if we know some side information about the target signal. We show qualitative results

on Fourier phase retrieval problem which suggests that generative prior based approaches

can perform significantly better with side information.

11.2.3 Learning Sensing Parameters Using Unrolling Networks

We presented an unrolling network based framework for learning a reference signal

for holographic imaging and illumination patterns for coded diffraction imaging. Both of

these imaging problems are variations of Fourier phase retrieval problem. The reference signal
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and the illumination patterns can be considered as the sensing parameters for corresponding

imaging problems. The sensing parameters are learned via backpropagation using a small

number of training images by formulating an iterative phase retrieval algorithm as a fixed

unrolled network. Once learned, the sensing parameters significantly improve the efficiency

of the signal reconstruction in the phase retrieval process. The number of iterations in

our algorithm provides a clear trade-off between reconstruction accuracy and run time.

The learned parameters generalizes to a broad class of datasets with different distribution

compared to the training samples. We demonstrated the robustness and efficiency of our

method through extensive experiments.

11.3 Future Directions

11.3.1 Continual Learning with Low-Rank Networks

Class Incremental Learning: We discussed about incremental task learning (ITL) setup

in our work. We can extend it to incremental class learning (ICL) setup where we do not have

access to task identity of a data during inference. It is a harder and more practical continual

learning scenario. We can extend our formulation for ICL setup by applying an approach for

task identification during inference and using the task specific factors accordingly. Different

approaches have been proposed for task identification in the literature [33, 41].

Low-rank Tensor Factorization based Network: We used low-rank matrix factor-

ization to factorize both fully connected layers and convolutional layers. Although matrix

factorization is intuitive for 2-d weights of fully connected layers, for 4-d weights of convolu-

166



tional layers, it is more intuitive to use tensor factorization instead. Tensor factorization can

potentially provide more compression and more expressive power than matrix factorization

for convolutional networks.

11.3.2 Inverse Problems with Structured Networks

Extended Applications: We discussed different applications for our proposed approaches

including phase retrieval, deblurring, denoising, inpainting etc. We can extend the proposed

formulations for other applications as well. For example, we showed the application of

unrolled networks in learning coded illumination patterns in Chapter 10. It can be extended

to Fourier ptychography which is another related Fourier phase retrieval problem. We can also

potentially introduce denoisers in between the layers of unrolling network to increase noise

robustness. In Chapter 5, we used tensor factorized network to recover corrupted images with

Gaussian noise or missing pixels. This formulation can be extended to hyperspectral imaging

or image super resolution setup which are practically more realistic setups. In Chapter 6,

we discussed consensus equilibrium for non-blind deblurring which can be extended to blind

deblurring scenario.

Novel Image Generation: We demonstrated image recovery from corrupted images in

Chapters 4, 5 and 6. In one extreme case, we can have some images entirely missing from the

training dataset. Using the structure in the dataset and generative prior we can potentially

try to recover the missing images given the available images. The tensor factorization based

formulation discussed in Chapter 5 can be helpful in this respect. If we can learn a network

which can disentangle different visual attributes successfully with different factors, we can
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potentially generate novel images using the learnt factors with the given images. This

research direction has different potential applications including dataset augmentation, image

editing etc.
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