
UC Santa Barbara
UC Santa Barbara Electronic Theses and Dissertations

Title
Slip in the presence of surfactants: application to superhydrophobic drag reduction

Permalink
https://escholarship.org/uc/item/8v7770k5

Author
TEMPRANO COLETO, FERNANDO

Publication Date
2021
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/8v7770k5
https://escholarship.org
http://www.cdlib.org/


University of California
Santa Barbara

Slip in the presence of surfactants:
application to superhydrophobic drag reduction

A dissertation submitted in partial satisfaction

of the requirements for the degree

Doctor of Philosophy

in

Mechanical Engineering

by

Fernando Temprano-Coleto

Committee in charge:

Professor Paolo Luzzatto-Fegiz, co-Chair
Professor Frédéric G. Gibou, co-Chair
Professor Igor Mezić
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Abstract

Slip in the presence of surfactants:

application to superhydrophobic drag reduction

by

Fernando Temprano-Coleto

Surfactants —molecules with a tendency to adsorb to interfaces between fluids— have been

known to critically affect the behavior of multiphase flows for decades. They slow the rise of

air bubbles in water, increase the thickness of liquid coating films, and trigger the motion of

the so-called “tears” in a glass of wine, to name a few examples. In recent years, it has been

shown that these substances also play a central role in the performance of superhydrophobic

surfaces (SHS), textures designed to reduce friction by retaining a layer of air while immersed

in water. Indeed, the presence of even small traces of surfactants, unavoidable not only in

the environment but also in nominally clean conditions, inevitably leads to adverse Marangoni

forces that substantially inhibit drag reduction. Quantifying and predicting these effects would

have far-reaching technological implications in energy efficiency, yet it is extremely challenging

due to the underlying mathematical complexity and the difficulty in the detection and control

of surfactants in experiments.

The first part of this dissertation introduces two numerical methods: one is designed for

the surfactant transport problem in deforming geometries, while the other solves the incom-

pressible Navier-Stokes equations for the fluid flow in parallel multi-processor environments.

The computational framework is based on a level-set representation of moving interfaces and

the utilization of adaptive Cartesian grids, providing a unique tool to efficiently tackle the full

problem in relatively general scenarios. We then describe the first theoretical model for lami-

nar flows over superhydrophobic surfaces inclusive of surfactant, based on simplifying physical

assumptions that apply in the specific case of two-dimensional SHS gratings. In practice, how-

vii



ever, flows over realistic SHS textures have key three-dimensional features. To overcome this

limitation, a new model for three-dimensional gratings is presented, allowing for the first time

to compare theoretical predictions with experimental measurements, which we perform using

confocal microscopy in microfluidic devices. Additionally, this thesis presents (i) a striking

experimental demonstration of maze-solving by surfactants in the context of free-surface flows,

and (ii) a concise theoretical study on the sunlight inactivation of the SARS-CoV-2 virus, with

potential applications in UV disinfection technology.
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Chapter 1

Introduction

Surfactants, molecules with a tendency to adsorb to interfaces between fluids, are well-

known to have drastic effects in multiphase flows [1, 2] through the capillary and Marangoni

effects. Bubble motion [3], drop breakup and coalescence [4, 5], capillary waves [6] or dip

coating [7] are just a few examples of fluid-mechanical problems where these substances can

dramatically affect the slip between different fluids, deeply altering the flow dynamics.

In order to study these and many other instances of flows with surfactants, one must

consider a complex problem with four coupled partial differential equations defined on irregular,

deforming geometries. Such a problem can rarely be addressed in its general form by approaches

other than numerical methods. It is thus unsurprising that many different computational tools

for flows with surfactants have emerged in the last three decades [4, 8, 9, 10, 11, 12, 13], each

with its advantages and disadvantages. However, a method with (i) the ability to address the

full problem including the surfactant solubility, (ii) a sharp representation —i.e. without any

numerical smearing— of the moving interface, (iii) the flexibility to adapt to large deformations

and changes in topology, (iv) adaptive grid refinement and (v) parallel computing capabilities

is yet to be developed. Such a computational approach would constitute a unique resource

in the investigation of these flows, allowing for a fine tuning of the problem parameters that

is often impossible to achieve in experimental settings in which the surfactant is an unknown

1



Introduction Chapter 1

contaminant present only in small amounts.

Within the general problem of fluid flows with surfactant, we take special interest in their

effect on flows over superhydrophobic surfaces (SHS). These materials are textures aimed at

achieving drag reduction by means of retaining a layer of air when immersed in water, by virtue

of the slip between these two fluids. Despite initial observations that agreed with surfactant-free

theory [14, 15], many subsequent experimental studies reported a reduced or even nonexistent

slip [16, 17, 18]. Very recently, it has been shown [19, 20] that even trace amounts of surfactants

can render these coatings unusable, triggering adverse Marangoni forces at the air-water inter-

face that are responsible for this reduction of fluid slip. Although a quantitative understanding

of this phenomenon would be invaluable to develop effective SHSs with real impact on energy

efficiency, the development of theories is still in its infancy due to the novelty of these findings.

Similarly, there are no direct comparisons between theory and experiments that specifically

account for the effects of surfactants, and thus efforts in this direction would be particularly

useful for the definitive adoption of this technology.

This PhD thesis compiles a series of results produced to date to address these challenges,

combining computational, experimental and theoretical work. Each chapter is self-contained

and corresponds to a journal article that has either been published or is currently under review.

Chapters 2 and 3 are reprints from [21]1 and [22] 2, and detail two computational tools

developed in-house. The first one solves the surfactant transport equations, while the second

is focused on the incompressible Navier-Stokes equations for the flow field. The numerical

framework is based on Finite-Difference and Finite-Volume schemes on adaptive Quad/Oc-tree

cartesian grids, combined with an implicit interface representation via the level-set method.

Additionally, the Navier-Stokes solver incorporates parallel multi-processor capabilities based

on the p4est library, essential to tackle large problems and to explore the turbulent regime

in future work. These numerical methods provide access to accurate solutions of the problem

in relatively general situations, a key requirement to inform the development of theory and

1DOI: 10.1016/j.jcp.2017.07.003
2DOI: 10.1016/j.jcp.2020.110084

2
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Introduction Chapter 1

to systematically investigate the fine-tuning of the problem parameters, which are typically

impossible to accurately infer in experimental settings.

Chapter 4 reproduces the results in [23]3, describing the experimental observation of Marangoni

maze-solving in open-channel flows and postulating a physical mechanism for such behavior.

The visual appeal and striking dynamics of this maze-solving flow4 earned the Gallery of Fluid

Motion Award in the 70th Annual Meeting of the American Physical Society Division of Fluid

Dynamics. It was also featured in prime-time national television in Spain5, with an audience

estimated in 2.4 million viewers.

Chapter 5, a reprint from [24]6, describes a theory for laminar flows with surfactant over

an array of infinite SHS gratings transverse to the flow. We deliberately choose this two-

dimensional scenario because it is the simplest case in which the SHS geometry displays stag-

nation points, which are necessary to produce surfactant accumulation and the subsequent

Marangoni forces. We combine a scaling theory for the surfactant transport with a modified

solution of the Stokes equations in this geometry, obtaining a semi-analytical model that agrees

with simulations of the full problem over a wide range of the large parameter space. This is

the first model for the apparent slip produced by SHS in the presence of surfactants.

Chapter 6, which is in the process of being submitted for publication as this thesis is written,

is a study of laminar flows over realistic three-dimensional SHS gratings. Making use of the

theory of matched asymptotic expansions, we present a novel theory that takes into account the

leading order three-dimensional effect that slender longitudinal SHS gratings have on laminar

fluid flows. Combining this flow solution with scaling theory similar to the one in [24], we

obtain a model that can, for the first time, be compared to experimental results in realistic

conditions. We also perform experiments based on confocal microscopy in microfluidic devices,

using micro-particle image velocimetry to obtain flow measurements and confirm the trends

predicted by the theory. The results confirm that this model is a powerful predictive tool with

3DOI: 10.1103/PhysRevFluids.3.100507
4See bit.ly/flowmaze
5See bit.ly/flowmazeonTV
6DOI: 10.1017/jfm.2019.857

3
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immediate application in the design of effective superhydrophobic coatings.

Chapters 7 and 8 are outside of the realms of surfactants or fluid mechanics, yet they are

timely works of applied mathematics as well. They are reprints of [25]7 and [26]8, respectively,

and contain theoretical studies on the inactivation of the SARS-CoV-2 virus by ultraviolet

(UV) light. Chapter 7 presents evidence that suggests that the UVB segment of the spectrum

(with wavelengths from 280 to 315 nm) may not be enough to explain the rates observed in

the sunlight inactivation of the virus, which is responsible for the current COVID-19 global

pandemic. Instead, the less energetic UVA light (315 to 400 nm), traditionally neglected due to

its inability to directly damage enveloped viruses, could justify this disagreement through an

indirect mechanism of damage involving intermediate chemical species present in the medium.

Chapter 8 presents a simple mathematical model that takes into account these effects, bridging

the gap between the observed and predicted inactivation rates. These results have the potential

to lead to novel and inexpensive technologies of viral disinfection.

1.1 Permissions and Attributions

1. The reprint of [21] and [22] in Chapters 2 and 3 is considered by Elsevier as “Personal

Use” by a co-author9, and therefore permitted.

2. The reprint of [23] and [26] in Chapters 4 and 8 is allowed as well, since these two articles

are published under a Creative Commons Attribution 4.0 international License10.

3. The reprint of [24] in Chapter 5 is also permitted without a license11 by Cambridge

University Press.

4. The reprint of [25] in Chapter 7 has been authorized for this dissertation through a

license12 granted by Oxford University Press.

7DOI: 10.1093/infdis/jiab070
8DOI: 10.1101/2020.09.07.286666
9See https://www.elsevier.com/about/policies/copyright/personal-use.

10See https://creativecommons.org/licenses/by/4.0/
11See “Rights & Permissions” in https://doi.org/10.1017/jfm.2019.857
12License number: 5022511113429

4
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Chapter 2

A numerical method for the

transport of soluble surfactant

2.1 Abstract

We present an approach to simulate the diffusion, advection and adsorption-desorption of a

material quantity defined on an interface in two and three spatial dimensions. We use a level-

set approach to capture the interface motion and a Quad-/Oc-tree data structure to efficiently

solve the equations describing the underlying physics. Coupling with a Navier-Stokes solver

enables the study of the effect of soluble surfactants that locally modify the parameters of

surface tension on different types of flows. The method is tested on several benchmarks and

applied to three typical examples of flows in the presence of surfactant: a bubble in a shear

flow, the well-known phenomenon of tears of wine, and the Landau-Levich coating problem.

2.2 Introduction

Many problems in fluid dynamics exhibit a different behavior in the presence of surfactants

at the interface between two phases or at a free surface. Surfactants are amphiphilic molecules,

i.e. they possess both hydrophilic and hydrophobic groups, giving them properties that can

5



A numerical method for the transport of soluble surfactant Chapter 2

affect the flow through two different mechanisms that have the same origin. First, surfactants at

an interface lower its surface tension, thus altering the pressure jump at the interface. Second,

when the surfactant concentration is not constant along the interface, it generates the so-called

Marangoni forces, which are tangential stresses that can critically perturb the flow near the

interface.

The computational modeling of the diffusion, the advection, the adsorption and the desorp-

tion processes of a material quantity on a moving interface, as well as its possible effects on a

fluid flow, is a challenging task. Several computational studies have been undertaken since the

early 1990s, involving more or less sophisticated numerical methods and more or less compre-

hensive physical models depending, for example, on whether or not the surfactant is considered

soluble, which implies the presence of adsorption-desorption coupling between the bulk and the

interface; whether the effect of surfactants on the surface tension are modeled by a linear or a

nonlinear equation of state; or whether the full Navier-Stokes equations or the Stokes equations

are considered.

In 1989, Stone and Leal [4] developed a boundary integral method for studying the effects

of insoluble surfactant on drop deformation and breakup. One year later, He, Dagan and

Maldarelli [27] investigated, using uniform retardation perturbation schemes, the retarding

effect of the Marangoni forces due to soluble surfactant on the motion of a fluid sphere in

creeping translation inside a tube. In 1992, Borhan and Mao [8] developed a boundary element

method to study the effects of surfactant on drop deformation. The same year, Milliken, Stone

and Leal [28] developed a boundary integral method for studying the evolution of viscous

drops under the hypothesis of Stokes flow with arbitrary viscosity ratios in the presence of

surfactant and using a nonlinear equation of state for the interfacial tension. In 1994, Leveque

and Li [29] designed an immersed interface method for elliptic equations with discontinuous

coefficients and singular source terms, which could be applied to the study of the effects of

Marangoni forces on fluid flows. In 1998, Eggleton and Stebe [30] investigated the effects

of a soluble surfactant on the deformation of a droplet using a boundary integral method for

6



A numerical method for the transport of soluble surfactant Chapter 2

Stokes flows. In 2003, Drumright-Clarke and Renardy [31] used the full Navier-Stokes equations

to study the effects of insoluble surfactant on the motion and breakup of viscous drops in a

shear flow, using a volume-of-fluid method. In 2004, James and Lowengrub [32] developed a

finite-elements solver using a surfactant-conserving volume-of-fluid interface-capturing method

to investigate the effects of insoluble surfactant on various interfacial flows. In 2006, Xu,

Li, Lowengrub and Zhao [11] developed a level-set method on uniform grids for solving the

surfactant equation coupled to an external Stokes flow solver, and applied it to investigate the

effects of insoluble surfactant on single drops, on drop-drop interactions and on the interactions

of many drops. It was the first time the level-set method was used to simulate fluid interfaces

with surfactant. In 2007, Muradoglu and Tryggvason [12] developed a front tracking method to

investigate the axisymmetric motion and deformation of a viscous drop with soluble surfactant

moving in a circular tube. This approach introduced an adsorption layer in order to model the

adsorption/desorption terms. In 2009, Teigen et al. [33] presented a diffuse-interface approach

for modeling the advection, the diffusion and the adsorption-desorption of material quantities

on a deformable interface, using finite-difference schemes on a block-structured adaptive grid.

In this paper, we present a level-set method on adaptive Quad/Oc-tree grids to study the

effects of both soluble and insoluble surfactant on free surface flows in two and three spatial

dimensions. We use the full Navier-Stokes equations and a nonlinear equation of state for the

surface tension. After describing the governing equations in section 2.3 we will describe the

numerical approach in section 2.4. Section 2.5 is dedicated to the verification in both in two and

three spatial dimensions, mainly using variants of the test examples proposed in [12]. In Section

2.6, we present three examples of application of our method: the deformation of a bubble in a

shear flow in the presence of soluble surfactant, the well-known phenomenon of tears of wine,

and the effect of the presence of surfactant on the flow near the meniscus in the Landau-Levich

coating problem. Section 2.7 gathers a few concluding remarks on the topic of the simulation

of surfactant-driven flows using our method.

7
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2.3 Governing equations

The governing equations are those describing the evolution of the surfactant concentration,

both at the interface and in the bulk as well as their coupling. In addition, the surfactant

concentration and the fluid’s velocity field are coupled through the surfactant’s advection and

the surface tension effects.

2.3.1 Evolution of a material quantity defined on an interface

A scalar quantity Γ, here the surface surfactant concentration, diffusing along an interface Σ

and being advected by an external velocity field u is described by the following time-dependent

equation [34]:

Γt +∇s · (Γu) = Ds∆sΓ, (2.1)

where Ds is the diffusion constant of Γ along Σ. Using the definition of the surface divergence

∇s · v = ∇ · v − n · [(∇ v) · n], where n is the outward normal to Σ, and that of the surface

Laplacian ∆sf = ∆f − ∂2f
∂n2 − κ∂f∂n , where κ = ∇ · n = ∇s · n is the mean curvature of the

interface, Equation (2.1) yields:

Γt + u · ∇sΓ + Γ∇ · u− Γn · [(∇u) · n] = Ds

Ç
∆Γ− ∂2Γ

∂n2
− κ∂Γ

∂n

å
. (2.2)

Splitting the velocity into its normal un and its tangential us components and using the

fact that n · ∇sf = 0 for any scalar quantity f , Equation (2.1) can be further written as:

Γt + us · ∇sΓ + Γ∇ · us − Γn · [(∇us) · n] + Γκun = Ds

Ç
∆Γ− ∂2Γ

∂n2
− κ∂Γ

∂n

å
.

Such relations and their variants, along with their rigorous demonstration, can also be found

in [35] and [36].
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2.3.2 Coupling with a quantity defined in the bulk

When considering the problem of how the surfactant concentration evolves in time on an

interface immersed in a fluid bulk, it often occurs that the surfactants, despite its tendency to

accumulate preferentially on the interface, can also dissolve in the bulk Ω−. The surfactant

concentration at the interface Γ(x, t) is then coupled with a surfactant concentration in the

bulk, c(x, t), with a diffusion constant D. The exchange of material between the interface and

the bulk is usually modeled by an adsorption-desorption source/sink term S that depends on

the kinetics considered (see [37]). For the case of Langmuir kinetics:

S (c,Γ) = kac (Γ∞ − Γ)− kbΓ, (2.3)

where ka and kb are namely the adsorption and desorption coefficients, and Γ∞ represents

the saturation level of surfactant on the interface. The system of governing equations for the

evolution of the surfactant concentration in the entire domain can thereafter be written as:





Γt + u · ∇sΓ + Γ∇ · u− Γn · [(∇u) · n] = Ds
(
∆Γ− ∂2Γ/∂n2 − κ∂Γ/∂n

)
+ S ∀x ∈ Σ,

ct + u · ∇c = D∆c ∀x ∈ Ω,

D ∇c · n = −S ∀x ∈ Σ.

(2.4)

2.3.3 Coupling with the Navier-Stokes equations

The evolution of the concentration of surfactant governed by (2.4) and the fluid velocity,

described by the Navier-Stokes equations, have reciprocal influences: On the one hand, the

incompressible Navier-Stokes equations give the fluid’s velocity u and pressure p, under which

the interface is stretched and distorted, and under which the quantities c and Γ are advected. On

the other hand the presence of surfactant influences the fluid velocity by modifying the surface

9
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tension along the interface, and therefore the boundary conditions for the Navier-Stokes solver.

A common model for describing the effect on the surface tension γ by the interface concen-

tration Γ is the Szyszkowski equation:

γ(Γ) = γ0 + n R T Γ∞ ln

Å
1− Γ

Γ∞

ã
, (2.5)

where R is the ideal gas constant, T is the absolute temperature, γ0 is the surface tension of a

clean interface, and n is a constant that depends on the type of surfactant and on the presence

of excess electrolytes.

It is important to note that both the equation of state and the adsorption-desorption term

must be congruent. For instance, the equation of state (2.5) and the kinetic term (2.3) are both

derived from Langmuir isotherm, and are therefore congruent. Other choices for this pair are

also possible (see [37] for a detailed review of different equations of state and kinetics). For

instance, in the case of Frumkin kinetics:





γ(Γ) = γ0 + n R T Γ∞

ñ
ln

Å
1− Γ

Γ∞

ã
+
A

2

Å
Γ

Γ∞

ã2
ô
,

S (c,Γ) = kac (Γ∞ − Γ)− kbΓ exp (−A (Γ/Γ∞)) ,

(2.6)

where A is an interaction parameter that depends on the surfactant considered. Other alter-

natives (like, for example, the ‘generalized Frumkin’ pair reported in [38] for some nonionic

polyoxyethylene surfactants and alcohols) can be found in specialized literature. While in our

implementation it is possible to consider any pair of kinetic term and equation of state, in

what follows we will assume Langmuir kinetics
Ä
Equations (2.3) and (2.5)

ä
, unless otherwise

indicated.

The presence of a varying surface tension implies the following boundary condition on the

10
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jump of the stress tensor σ = −p11 + µ
Ä
∇u + (∇u)T

ä
across the interface :î

σ
ó
· n = γκn−∇sγ.

The last term in the above boundary condition, whose consequences are only made visible

when the surface tension is non constant, is at the origin of the Marangoni force [11]. The

complete system of equations describing a surfactant-driven incompressible flow, with a soluble

surfactant in the bulk, as well as the coupling between the interface and the bulk, is given by

the following system of partial differential equations:





ρ (ut + u · ∇u) = ∇ · σ + f ∀x ∈ Ω−,

∇ · u = 0 ∀x ∈ Ω−,

Γt + u · ∇sΓ + Γ∇ · u− Γn · [(∇u) · n] = Ds
(
∆Γ− ∂2Γ/∂n2 − κ∂Γ/∂n

)
+ S ∀x ∈ Σ,

ct + u · ∇c = D∆c ∀x ∈ Ω−,

(2.7)
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completed by the following interface conditions on Σ:





S = kac (Γ∞ − Γ)− kbΓ,

γ = γ0 + n R T Γ∞ ln

Ü
1−

Γ

Γ∞

ê
,

D ∇c · n = −S,î
σ
ó
· n = γκn−∇sγ.

(2.8)

2.4 Numerical Method

2.4.1 General framework: the level-set approach on Quad-/Oc-trees

Overview

The level-set method is a general computational method to capture efficiently an interface.

It is based on the use of a level-set function φ that divides the computational domain Ω into

(at most) three parts : Ω+ = {x ∈ Ω | φ(x) > 0}, Ω− = {x ∈ Ω | φ(x) < 0} and the interface

Σ = {x ∈ Ω | φ(x) = 0}. As a convention, the domain of interest for our computation will be

Ω−. The main great advantage of this method is that it naturally captures the changes in the

topology of the interface that can occur in many physical situations, such as the pinching of a

droplet. The main level-set equation, which evolves the interface according to a velocity field

u, is:

φt + u · ∇φ = 0. (2.9)

Although the algorithms we propose could be employed on a uniform Cartesian mesh, we

employ here a Quadtree data structure in two spatial dimensions and an Octree data structure
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in three spatial dimensions for increased efficiency. The construction of the Quad-/Oc-tree is

recursive: starting from the root cell, which represents the whole computational domain, chil-

dren are added to the different cells: four of them in the case of a Quadtree data structure

(eight for an Octree data structure), corresponding to the splitting of the cell in four (eight for

Octrees) new smaller cells. The level of a cell is defined as the depth of the leaf characteriz-

ing the corresponding cell in the tree. Graded grids limit the difference of level between two

adjacent cells in the grid to one, whereas in non-graded grids, this difference can be arbitrary.

The advantage of using non-graded grids is that they are more straightforward to build, and

for a same maximum level (corresponding to the depth of the tree), the number of necessary

nodes is smaller. An illustration of the principle of the application of Quadtrees to the storage

of non-graded adaptive grids in two dimensions is given in Figure 2.1.

Level=0

Level=1

Level=2

Level=3

Level=4

Figure 2.1: An example of the partition of a square into a non-graded adaptive grid (left) and
the Quadtree used for its storage.

Refinement criteria

Being mainly interested in refining the grid close to where the interface lies, we apply the

following simple refinement criteria proposed in [39, 40]: Split any cell C if

min
v∈vertices(C)

|φ(v)| ≤ Lip (φ)× diag-size(C),

13
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where diag-size(C) is the length of the diagonal of the current cell C, Lip (φ) is the Lipschitz

constant of φ and v refers to a vertex (i.e. a node) of the current cell.

Reinitialization of the level-set function

Any Lipschitz continuous function can be chosen for the level-set function φ; however, the

numerical results are known to be more robust, to induce less mass loss and to provide better

geometrical information when computing geometrical quantities when φ is taken as the so-called

signed distance function. An arbitrary level-set function φ0 can be reinitialized into a signed

distance function that describes the same interface Σ by iterating a few steps in fictitious time

τ (using a TVD RK-2 scheme) the following reinitialization equation [41]:

φτ + sgn (φ0) (|∇φ| − 1) = 0. (2.10)

Here τ is a fictitious time. The outward normal n to the interface Σ and the mean curvature

κ are defined as:

n =
∇φ
|∇φ| and κ = ∇ · n.

In this work, we use the algorithms described in [40] to solve Equations (2.9), (2.10), and

to compute the normal and curvature.

Computation of spatial derivatives

In order to compute such spatial derivatives using standard finite-difference formulas, we

are bound to introduce ghost nodes where the mesh is locally non uniform (the so called T-

junctions; see Figure 2.2). We use the framework of [40]. Considering a node-sampled function

f : vi −→ R, its value at the ghost node v4 in two dimensions is defined by the following

third-order interpolation (denoting by fi the value of f(vi) and by si the distance between grid

14
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Figure 2.2: General configuration of a T-junction centered on the node v0 in two (left) and
three (right) spatial dimensions

nodes as given in Figure 2.2):

fG4 =
f5s6 + f6s5

s5 + s6
− s5s6

s2 + s3

Å
f2 − f0

s2
+
f3 − f0

s3

ã
,

whereas in three spatial dimensions, the definition of the, at most two, ghost nodes are:

fG4 =
f7s8 + f8s7

s7 + s8
− s7s8

s3 + s6

Å
f3 − f0

s3
+
f6 − f0

s6

ã
,

and

fG5 =
s11s12f11 + s11s9f12 + s10s12f9 + s10s9f10

(s10 + s11)(s9 + s12)

− s10s11

s3 + s6

Å
f3 − f0

s3
+
f6 − f0

s6

ã
− s9s12

s1 + s4

Ç
f1 − f0

s1
+
fG4 − f0

s4

å
.

From these ghost nodes definitions, second order accurate discretizations of the standard

differential operators can be derived following [40].
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Extrapolation Procedures

The algorithms described in the next sections depend on the ability to extrapolate a scalar

quantity f from Ω− to Ω+, which is performed by iterating a few steps in fictitious time τ

(using a TVD RK-2 scheme) of the following equation:

∂f

∂τ
+H(φ) n · ∇f = 0, (2.11)

where H is the Heaviside function defined for every node v as follows:

H(φ(x)) =





1 if φ(x) ≥ 0,

0 otherwise.

Likewise, extrapolating a scalar quantity f from the interface Σ to the entire domain in the

normal direction is performed by solving in fictitious time τ the following equation:

∂f

∂τ
+ δ(φ) n · ∇f = 0, (2.12)

where δ is the indicator function of the interface, defined by:

δ(φ(x)) =





0 if φ(x) = 0,

1 otherwise.

We refer the interested reader to [42] for the discretization formulas of H and δ, as well as

how to discretize Equations (2.11)-(2.12).

2.4.2 Evolution of the surfactant concentration

In this section, we present how we solve the time-dependent evolution of the interfacial

concentration of a soluble material quantity, including the advection, the surface diffusion and

the adsorption-desorption on the interface. Coupling this solver with a Navier-Stokes solver [43]

enables to complete the resolution of the full flow problem described in the previous section.
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Solving the equation for the concentration in the bulk

The equation for the surfactant concentration in the bulk, assuming that u is divergence

free, is given by
Ä
see (2.4)

ä
:

∂c

∂t
+ u · ∇c = D∆c in Ω−, with D ∇c · n = −S(c,Γ) on Σ. (2.13)

The advective part of this equation is solved by a non-conservative semi-Lagrangian method

discretized using a backward differentiation formula, while the diffusive part is solved implicitly:

α
cn+1 − cnd

∆tn
+ β

cnd − cn−1
d

∆tn−1
= D∆cn+1,

where:

α =
2∆tn + ∆tn−1

∆tn + ∆tn−1
,

β = −
∆tn

∆tn + ∆tn−1
,

and where cnd and cn−1
d are the values of c at time tn and tn−1, respectively, taken at the

departure points xnd and xn−1
d , i.e. following the characteristics back from the current node’s

location xn+1 under the velocity field u during ∆tn and ∆tn + ∆tn−1. Specifically, these points

are constructed as

x∗ = xn+1 − ∆tn
2

un(xn+1),

u∗ =
2∆tn−1 + ∆tn

2∆tn−1
un(x∗)− ∆tn

2∆tn−1
un−1(x∗),

xn
d = xn+1 −∆tnu

∗,
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and

x∗ = xn+1 −∆tnu
n(xn+1),

xn−1
d = xn+1 − (∆tn + ∆tn−1) un(x∗).

Since xnd , xn−1
d , x∗ are not in general located on a grid point, we use quadratic interpolation

procedures to interpolate the velocity fields at these points [40].

Note that for the case of a constant timestep ∆tn = ∆tn−1 = ∆t, the above discretization

reduces to:

1

∆t

Å
3

2
cn+1 − 2cnd +

1

2
cn−1
d

ã
= D∆cn+1.

The equation for solving cn+1 implicitly is therefore:

α

∆tn
cn+1 −D∆cn+1 =

Ü
α

∆tn
−

β

∆tn−1

ê
cnd +

β

∆tn−1
cn−1
d , (2.14)

supplemented with the boundary condition:

D ∇cn+1 · n = −S(cn,Γn) ∀x ∈ Σ. (2.15)

Far away from the interface Σ, Equation (2.14) is discretized using the finite differences

framework presented in section 2.4.1. Close to the interface, where the non-homogeneous Neu-

mann boundary condition (2.15) needs to be enforced, a finite volume approach is employed

as in [44, 45, 46]. In two spatial dimensions, considering a cell Ci,j in Ω− centered at the node

(i, j) and cut by the interface Σ, and using the divergence theorem on the Laplace operator of

Equation (2.14), we have:

α

∆tn

∫

Ci,j∩Ω−
cn+1 dx−D

∫

∂Ci,j∩Ω−
∇cn+1 · n dl =

∫

Ci,j∩Ω−
fi,j dx−

∫

Ci,j∩Σ
S(cn,Γn) dl, (2.16)
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where fi,j =

ñÇ
α

∆tn
− β

∆tn−1

å
cnd +

β

∆tn−1
cn−1
d

ô
i,j

and where we have used the boundary

condition (2.15). We approximate the integrals using the methods detailed in [47]. These ap-

proximations yield the filling of the row of the linear system corresponding to the node (i, j).

The linear system is symmetric positive definite.

Solving the equation for the interface concentration

Assuming that the velocity field is divergence free, the interface concentration satisfies the

following equation:

∂Γ

∂t
+ u · ∇Γ− Γn · [(∇ u) · n] = Ds

Ç
∆Γ− ∂2Γ

∂n2
− κ∂Γ

∂n

å
+ S(c,Γ), (2.17)

which is discretized in time using a modified non-conservative semi-Lagrangian combined with a

semi-implicit backward-differentiation-formula scheme [48], treating diffusion implicitly as well:

α
Γn+1 − Γnd

∆tn
+ β

Γnd − Γn−1
d

∆tn−1
= Ds∆Γn+1+

η

Ç
Γnd

{
n · [(∇ u) · n]

}n
d

+ S(cnd ,Γ
n
d ) +And

å
+

ζ

Ç
Γn−1
d

{
n · [(∇ u) · n]

}n−1

d
+ S(cn−1

d ,Γn−1
d ) +An−1

d

å
,

(2.18)

where A = Ds

Ç
−∂

2Γ

∂n2
− κ∂Γ

∂n

å
is the specific interfacial term of the surface Laplace operator,

and where all the quantities evaluated explicitly in the right-hand side are computed at the
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departure points (subindex d). Also:

η =
∆tn + ∆tn−1

∆tn−1
,

ζ = −
∆tn

∆tn−1
.

Note that for the case of a constant timestep ∆tn = ∆tn−1 = ∆t, (2.18) reduces to the

implicit-explicit extrapolated Gear scheme [49]:

1

∆t

Å
3

2
Γn+1 − 2Γnd +

1

2
Γn−1
d

ã
= Ds∆Γn+1+

2

Ç
Γnd

{
n · [(∇ u) · n]

}n
d

+ S(cnd ,Γ
n
d ) +And

å
−Ç

Γn−1
d

{
n · [(∇ u) · n]

}n−1

d
+ S(cn−1

d ,Γn−1
d ) +An−1

d

å
.

Following the idea of [31], all the quantities of interest are constantly extrapolated to a tube

surrounding the interface Σ (see Figure 2.3, left). The new surfactant concentration Γn+1 is

then obtained by solving the above equation in this tube with homogeneous Neumann boundary

conditions. Constant extrapolation is performed following the procedures presented in [50]. A

level-set function χ describing a tube of width 2δ around the interface can easily be obtained

from the level-set function φ describing the domain, once it has been reinitialized as described

in section 2.4.1, by taking simply: χ(x) = |φ(x)| − δ. One of the advantages of this method is

that the same grid is used to solve the concentration in the bulk and the concentration on the

interface (see Figure 2.3, right).

Note that the specific interfacial terms of the surface Laplace operator

Ç
−∂

2Γ

∂n2
− κ∂Γ

∂n

å
are

here taken into account in an explicit way. However, by extending Γ from the interface to the

whole domain before solving the equation, we have ensured that Γ is almost constant in the

normal direction and therefore those terms are very small (here, we take them to be zero).
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Figure 2.3: Left: visualization of the geometry of the tube used to solve the equation
governing the evolution of the concentration Γ of surfactant on the interface (2.18), in the
case of a bubble in a shear flow. The tube is colored according to interface concentration
(with increasing concentration from blue to red). Right: grid used to perform this simulation.

2.4.3 Coupling with a Navier-Stokes solver

A Navier-Stokes solver, described below, is used at each time step, alternating with the

resolution of the governing equations for the interface concentration and the bulk concentration

of surfactant. The velocity field given by the Navier-Stokes equations is used to advect c and

Γ, whereas the value of Γ obtained using the procedure described in the section 2.4.2 is used

to compute the value of the surface tension γ and its gradient ∇γ, which intervene at the next

iteration in the boundary conditions for the Navier-Stokes solver.

The projection method

The Navier-Stokes equations





ρ (ut + u · ∇ u) = ∇p+ µ∆u + f

∇ · u = 0

are solved using a projection method [51]. We first solve for an auxiliary velocity u∗ using again

a semi-Lagrangian/backward-differentiation-formula discretization of the momentum equation
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from which the pressure term has been removed:

ρ

Ü
α

u∗ − und

∆tn
+ β

und − un−1
d

∆tn−1

ê
= µ∆u∗ + f .

Here the velocity components are stored at the nodes on the corners of the cells, as in [52],

from which the semi-Lagrangian updates are computed. To treat the viscosity implicitly, a

linear system for u∗ is built using the finite differences techniques described in section 2.4.1 and

solved using a BiCGSTAB solver and the multigrid method presented in [53] as a preconditioner.

The velocity components (u, v) are then interpolated to the cells faces as in the standard MAC

grid arrangement. The projection is then performed on that grid, i.e. we write un+1 = u∗−∇Φ

and solve the following linear system for the Hodge variable Φ:

∇ · ∇Φ = ∇ · u∗. (2.19)

Following the standard MAC grid projection method, the Hodge variable is stored at the

center of the grid cells. The gradient operator appearing in the above equation is approximated

using the second order discretizations in [54]. To ensure the stability of the projection step, the

divergence operator D is constructed following [43], in particular it is related to the discrete

gradient G through

LFG = −(LCD)T ,

where LF and LC are two diagonal matrices. We refer the interested reader to [43] for more

details about the stability. The velocity components are then interpolated back to the nodes

with least-squares interpolations in order to proceed to the advection of the different quantities

of interest [43].

Also, even though our algorithm does not require the pressure to be computed, we note

that it is given by p = α
ρ

∆tn
Φ− µ∆Φ = α

ρ

∆tn
Φ− µ∇ · u∗.
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Boundary conditions

Free surface boundary conditions are implemented in order to enforce the exact boundary

conditions in velocity and pressure that are imposed by the presence of surfactant:î
σ
ó
· n = γκn−∇sγ , (2.20)

where the surface tension γ is computed as a function of the interface concentration Γ. Even

though the coupling with the Navier-Stokes solver admits any regime, in our computational ex-

amples we will limit ourselves to Stokes flows for simplicity of the boundary conditions. Indeed,

in this case the treatment is considerably more straightforward, since there is a decoupling

between the pressure and the velocity (we refer the interested reader to the original derivation

in [55]). The jump boundary conditions read as follows [11]:





[p] = −γκ,

[∇p · n] = ∆s γ,

[u] = 0,

[µ∇u · n] = ∇sγ.

(2.21)

Furthermore, in our computational examples we will assume that one of the phases is

dynamically negligible (i.e. the shear stress in that phase is much smaller than the shear

stress in the other phase, and its pressure is constant and taken as zero). This allows for the

utilization of a monophase Navier-Stokes solver, and the above four boundary conditions reduce

to two (imposing the four of them with only one phase would be overconstraining the problem).

Additionally, the jump boundary conditions reduce to Dirichlet (for the pressure) and Neumann
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(for the velocity) boundary conditions:





p = γκ,

µ∇u · n = −∇sγ.

(2.22)

The boundary conditions for the velocities are enforced on u∗ during the first step of the

projection algorithm (2.4.3), taking into account the fact that u∗ is different from un+1 by

adding the gradient of the Hodge variable obtained at the previous iteration to the conditions

enforced (assuming that ∇Φn+1 is not far from ∇Φn, which proves to be a good approximation).

The boundary condition for the pressure is enforced during the second step of the projection

method, i.e. when solving for the Hodge variable (2.19) using the expression p = α
ρ

∆tn
Φ−µ∇·

u∗.

Time step restriction

As suggested by Brackbill et al. in [56], the simulation of free surface flows is stable if it

is able to resolve the capillary waves along the interface. Denoting by c the velocity of those

capillary waves, this induces a restriction of:

c
∆t

∆x
<

1

2
, (2.23)

where here ∆x refers to the smallest grid size. However, the velocities ck of those capillary

waves are given as a function of the wave number k by:

ck =

 
γk

ρ
. (2.24)

The maximum time step allowed can be estimated in Equation (2.23) using the maximum

wave velocity. Equation (2.24) shows that this maximum velocity is reached for maximum wave
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numbers, i.e. for minimum wave lengths. The minimum wave length that can be resolved is

2∆x, which corresponds to a maximum wave number kmax = π
∆x . Therefore, by substituting c

by cmax =
»
γπ/ρ∆x in Equation (2.23), one obtains the following time-step constraint:

∆t <

√
ρ(∆x)3

2πγ
or ∆t = O

(
∆x

3
2

)
.

Contact angle

θ
lgγ

slγsgγ

Solid

Liquid

Gas

Figure 2.4: Solid-liquid-gas triple point and contact angle.

A contact angle is implemented in the Navier-Stokes solver in order to model the dynamics

of the wetting of a surface. The model chosen involves another velocity boundary condition: at

the triple point (the point where the wall, the bulk fluid and the external fluid, assumed to be

at rest, meet), a velocity is imposed, equal to [57]:

u =
1

β
(cos(θc)− cos(θ))t,

where β is the friction coefficient between the solid surface and the fluid (usually taken between

2 and 10), θ the angle formed by the fluid surface with the substrate, θc the contact angle (of

about 45◦ for an interface between water and glass) and t is the tangent vector to the substrate.
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2.5 Verification of the method

2.5.1 Verification in two spatial dimensions

Three types of tests are designed in order to validate separately the diffusive part of the

governing equation for the interfacial concentration, the advective part of this same equation,

and the diffusive part of the governing equation for the bulk concentration as well as the coupling

terms between the bulk and the interface. Those tests are for the most part inspired by those

of Muradoglu and Tryggvason in [12], some slightly modified in order to fully validate every

term of the governing equations.

Verification of the surfactant diffusion

Figure 2.5: Representation of the geometry chosen for the interfacial diffusion test. From
left to right: (a) the computational tube at initial time, colored by interfacial concentration;
(b) the mesh used for the computation with minimum level/maximum level 0/8; and (c) the
computational tube at final time, with the same coloration.

In order to validate the time-dependent evolution equation for Γ:

∂Γ

∂t
= Ds∆sΓ,

Muradoglu and Tryggvason [12] considered the diffusion of a surfactant around a circular bub-

ble of radius one, on which an initial surfactant distribution has been imposed. The initial

concentration is written in cylindrical coordinates as: Γ(θ, t = 0) = 1
2 (1 + sin(θ)). Writing the

surface Laplace operator on a circle of radius r in cylindrical coordinates, ∆s = 1
r2

∂2

∂θ2 , one can
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solve analytically the surface diffusion equation for Γ as:

Γ(θ, t) =
1

2

Ä
1 + e−Dst/r

2
sin(θ)

ä
.

Figure 2.5 depicts the initial and final distribution for Γ as well as a typical adaptive grid.

The results of the simulation with a mesh refinement of min/max-level equal to 0/8 are given

in Figure 2.6.
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Figure 2.6: Representation of the interfacial concentration as a function of the angle θ for
θ ∈

[
π
2 ; 3π

2

]
at different times. The blue dotted line represents the numerical results for a

min/max-level of 0/8, whereas the black line represents the theoretical solution. A zoom of
these curves is given in the right part of this figure. The time from the more stretched curves
to the flatter ones are .25, .5, .75, 1 and 1.25.

We can also focus on the convergence of the algorithm, by starting with a simulation with

a min/max-level of 0/6 and doing this simulation again after having split every cell (to obtain

a min/max-level of 1/7). Afted having iterated this process up to a min/max-level of 3/9, we

can compare the results, which are presented in Figure 2.7. We also computed the L∞ error as

a function of time for every min/max-level chosen. The result is represented in Figure 2.8. We

observe that the L∞ error increases fast during the first time steps, which is normal since the

first time steps of our second-order-in-time discretization need to be initialized, and thus the
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min/max-level L∞ error order

0/6 1.32× 10−2

1/7 6.97× 10−3 .921

2/8 3.60× 10−3 .953

3/9 1.83× 10−3 .976

Table 2.1: Order of accuracy for example 2.5.1.

first time steps are only of order one in time. We also observe that the error tends to decrease

after some time, which can be explained by the fact that for every resolution chosen, the

method converges asymptotically to a uniform distribution of surfactant around the bubble,

with Γ(θ, t = +∞) = 1
2 . Table 2.1 indicates that the method is first-order accurate in the

L∞-norm.
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Figure 2.7: Representation of the interfacial concentration as a function of the angle θ for
θ ∈

[
π
2 ;π

]
at the same time for different min/max-level chosen for the simulation. A detail of

these curves is given in the right part of this figure.
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Figure 2.8: L∞ error for example 2.5.1 as a function of time for different min/max-level.

Verification of the surfactant advection

The test proposed by Muradoglu and Tryggvason in [12] consists of a spherical bubble with

initial radius 1 that is laden with a uniform distribution of surfactant. This bubble is expanding

under a radial unit velocity flow. Note that this velocity field is not divergence free, but has a

divergence equal to: ∇ · u = 1
r in cylindrical coordinates; the advection equation that needs to

be solved is therefore:

∂Γ

∂t
+ u · ∇Γ + Γ∇ · u− Γ n · [(∇ u) · n] = 0 . (2.25)

However, since we have chosen u confounded with the outward normal n (u = x
|x| = n),

the relation ||n|| = ||u|| = 1 implies that (∇ u) ·n = (∇ n) ·n = 0. Therefore, the last term on

the left member of Equation (2.25) is always equal to zero. This test therefore does not fully

test the interface advection and we modify it with a more complex geometry while keeping the

radial velocity field u = x
|x| . Specifically, we consider a star-like shape, with an equation in

cylindrical coordinates given by:

r(θ) = 0.75 (1− 0.2 sin(7θ)) .
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Figure 2.9 represents the geometry chosen for those advection tests. In particular, it is

obvious that the radial velocity field is now not confounded anymore with the normal so the

term −Γn · [(∇ u) · n] in Equation (2.25) now has a value that depends on the location on the

star-shaped bubble. Finally, taking the initial surfactant concentration to be Γ(θ, t = 0) = 1
2 and

invoking the conservation principle of the interfacial surfactant, we get the following analytical

description of the time-dependent evolution of the surfactant concentration on the star:

Γ(θ, t) =
1

2

»
r2(θ) + (r′)2 (θ)»

(t+ r(θ))2 + (r′)2 (θ)
.

Figure 2.9: Representation of the geometry chosen for the interfacial advection test: (a) the
star at initial time, colored according to the interfacial concentration; (b) the concentration
distribution at final time, with the same color map; and (c) the mesh used for the computation
with a min/max-level of 0/9.

The interfacial concentration as a function of the angle θ is given in Figure 2.10. The nu-

merical results are in agreement with the analytical solution. As we could have expected the

error is greater in the hollows between two branches of the star (which corresponds to where

the concentration reaches its maximum), because it is where the interface is less resolved.

A more challenging test that we consider is the advection of a circular bubble in a vortex. In

a computational domain with dimensions [0, 1]× [0, 1], we place a circular bubble of radius 0.15

and centered at (0.5, 0.75). The bubble is initially laden with a uniform surfactant concentration
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Figure 2.10: Representation of the interfacial concentration as a function of the angle θ for
θ ∈

[
π
2 ; 8π

7

]
at different times for a min/max-level of 0/9. The blue dotted lines correspond

to the numerical results whereas the black lines represent the analytical solution. A detail of
these curves is given on the right part of this figure. Times from top curve to bottom curve
are .025, .125, .25, .375 and .5.

Γ(x, y, t = 0) = 1
2 , and is advected by the following divergence-free velocity field u = (u, v):

u(x, y) = sin2(πx) sin(2πy), (2.26a)

v(x, y) =− sin2(πy) sin(2πx), (2.26b)

3 for t ∈ [0, 1
2 ]. At t = 1

2 the velocity field is reverted so that at t = 1 the system should return

to its initial configuration.

Figure 2.11 represents the global configuration for this test, at initial time and final time.

It gives an idea of how challenging this test is, since the surface of the bubble is very stretched

during this advection, and it develops a very sharp extremity that tends to be under-resolved

for low grid resolutions. This test is therefore an indication of the typical accuracy that one

may expect in the case where an interface undergoes large deformations, especially when fine

features develop (here the thin tail of the interface). It also illustrates the advantage of an
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adaptive grid.

Figure 2.11: Representation of the geometry chosen for the vortex advection test. From left to
right: (a) the grid (with min/max-level 0/9) at initial time; (b) the same grid at time t = 0.5;
and (c) the interface at time t = 0.5, colored by interfacial concentration.

In Figure 2.12 we have represented the repartition of the concentration as a function of θ

around the circle for different spatial resolutions ranging from 0/8 to 4/12 after having per-

formed an advection with the velocity field u given by Equations 2.26 during a time 0.5 and

having advected it back to its initial position with the velocity field −u during the same time

interval 0.5.

We can also observe the time-evolution of the surfactant loss on the bubble by integrating

the surface concentration around the interface, and observing how this amount evolves with

time. The integration along the interface is performed using the integration method described

in [47]. The results are given in Figure 2.13.

Figure 2.13 indicates that the sudden change of the velocity field from u to to – u at time 0.5

has no significant influence on the evolution of the total amount of surfactant. The surfactant

loss at final time is about 6% for the lowest spatial resolution, which is a good result since the

interface tends to be under-resolved around time 0.5 when the bubble is most distorted.
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Figure 2.12: Representation of the interfacial concentration as a function of the angle θ for
θ ∈ [0;π] at the final time (t = 1) for different min/max-level chosen for the simulation. The
red dotted line corresponds to a min/max-level of 0/8, the green one to 1/9, the blue one
to 2/10, the cyan one to 3/11 and the magenta one to 4/12. The black line represents the
theoretical solution.
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Figure 2.13: Representation of the total amount of surfactant as a function of time for different
min/max-level chosen for the simulation. The red dotted line corresponds to a min/max-level
of 0/8, the green one to 1/9, the blue one to 2/10, the cyan one to 3/11 and the magenta one
to 4/12. The black line represents the theoretical solution.

33



A numerical method for the transport of soluble surfactant Chapter 2

Verification of the bulk concentration diffusion and of the coupling between the

bulk and the interface

The first test is that proposed in [12]: a circular bubble of radius 1, initially clean, is placed in

an infinite bulk charged with an initial constant concentration c∞ of surfactant. The surfactant

concentration c in the bulk diffuses with a diffusion constant D but is not advected, i.e. we take

u = 0 in Equation (2.13). A simplified coupling term S is chosen as S = kac. In this setting,

[12] give an analytical solution, with the restriction that it is valid for short times only. Indeed,

in an infinite domain and with a source term of the form given above, the concentration on

the bubble will tend to +∞, whereas for a finite computational domain the conservation of the

total amount of surfactant (having implemented homogeneous Neumann boundary conditions

for c at the boundary of the domain) prevents the concentration of surfactant in the bulk

from diverging. In addition, it appears that even in an infinite domain this analytical solution

remains an approximation, valid for short times only [58]. For these two reasons (the facts that

we work with a finite domain, and that the analytical solution to which we compare our results

is only an approximation, valid for short times only), we will restrict our investigations of the

results of this test to short times after the beginning of the diffusion and coupling between the

bulk and the interface.

Figure 2.14 provides the results for the time-dependent evolution of the total amount of

surfactant on the interface, with min/max-level ranging from 6/8 to 10/12. We can observe

that the numerical results obtained are consistent for short times with the analytical solution

proposed in [12]. However, the time scale observed is so small compared to the characteristic

time scale of diffusion that the analytical solution reduces to a line, which means that we only

observe the dominant order of the source term, which is: S = kac∞ +O(t).

For our second test, we consider a clean infinite wall that is placed in front of a semi-

infinite bulk domain with initial concentration c∞ that diffuses with a diffusion coefficient D.

A simplified coupling term S = kac ensures the surfactant transfer between the bulk and the

interface. The analytical solution for the time-dependent evolution of the concentration c as a
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Figure 2.14: Representation of the total amount of surfactant on the bubble as a function of
time for short times. The magenta line corresponds to a min/max-level of 6/8, the cyan one
to 7/9, the red one to 8/10, the yellow one to 9/11 and the green one to 10/12. The black
line represents the analytical solution proposed by [12]. A detail of these curves is given in
the right part of this figure.

function of the time t and of the distance x to the interface is given by:

c(x, t) = c∞

ñ
erf

Ç
x

2
√
Dt

å
+ ekax+k2

aDterfc

Ç
x

2
√
Dt

+ ka
√
Dt

åô
, (2.27)

where

erf(x) =
2√
π

∫ x

0
e−t

2
dt ,

and

erfc(x) = 1− erf(x) =
2√
π

∫ +∞

x
e−t

2
dt .

The results presented in Figure 2.15 give the surfactant concentration c as a function of the

distance to the wall for different times, and with different min/max-level ranging from 6/8 to

8/10. Figure 2.15 shows that even for long times, the diffusion of the bulk concentration c as
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well as the surfactant transfer between the bulk and the interface occur as predicted by the

analytical solution. As expected, though, the accuracy of the results tends to be deteriorate

for long times. This can be attributed to the fact that the analytical solution was computed

for an infinite domain, whereas the simulations were only performed on a finite computational

domain. This explanation is consistent with the observation that the concentration in the bulk

for long times tends to be lower than predicted by the analytical solution in infinite domain.

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

0.75

0.8

0.85

0.9

0.95

1
Bulk concentration

x (distance to the wall)

6/8
7/9

8/10
Theoretical solution

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1
Bulk concentration

6/87/9
8/10

Theoretical 
solution

x (distance 
to the wall)

Figure 2.15: Bulk concentration c as a function of the distance x to the interface. The blue
dotted line corresponds to a min/max-level of 6/8, the green one to 7/9 and the magenta one
to 8/10. The black line represents the analytical solution. A detail of these curves is given in
the right part of this figure. The time elapsed, from top to bottom curves, is .04, .12, .2, .28
and .36.

2.5.2 Verification in three spatial dimensions

Verification of the surfactant diffusion

We consider the diffusion of surfactant around a spherical bubble of radius 1, on which an

initial distribution of the surfactant has been imposed. The initial concentration chosen, in

spherical coordinates, is Γ(θ, t = 0) = 1
2 (1 + sin(θ)). The surface Laplace operator on a sphere
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of radius r can be written in spherical coordinates, yielding ∆s = 1
r2 sin(θ)

∂
∂θ

Ä
sin(θ) ∂∂θ

ä
. The

solution of the time-dependent evolution equation for Γ,

∂Γ

∂t
= Ds∆sΓ,

is therefore

Γ(θ, t) =
1

2

Å
1 + e−

2tDs
r2 sin(θ)

ã
.

Figure 2.16 proposes different visualizations for the geometry of this problem. The results

of the simulations with a mesh refinement of min/max-level of 0/7 are given in Figure 2.17.

Figure 2.18 provides the results of the simulation under mesh refinement.

Verification of the surfactant advection

For the verification of the interface advection, we use the same idea as in the two-dimensional

case, performing the expansion of a shape laden with surfactant under a radial velocity field.

For the same reasons as in section 2.5.1, the shape should not be a sphere if the test is to be

relevant. We thus consider a star-like shape given by the equation, in spherical coordinates,

r(θ, φ) = 0.75 + 0.2 (1− 0.6 cos(6φ)) (1− cos(6θ)) .

Taking the initial surfactant concentration to be Γ(θ, t = 0) = 1
2 , the conservation of

the interfacial surfactant leads to the following analytical description of the time-dependent

evolution of the surfactant concentration on the star:

Γ(θ, φ, t) =
1

2

√
r2(θ, φ) +

Ä
∂r
∂θ

ä2
(θ, φ)

…
r2(θ, φ) +

Ä
∂r
∂φ

ä2
(θ, φ)

√
(t+ r(θ, φ))2 +

Ä
∂r
∂θ

ä2
(θ, φ)

…
(t+ r(θ, φ))2 +

Ä
∂r
∂φ

ä2
(θ, φ)

.

Figure 2.19 represents the geometry, while Figure 2.20 depicts the solution at different times.
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(a) (b)

(c) (d)

Figure 2.16: Setup for example 2.5.2: (a) the mesh used for this computation with a
min/max-level of 0/6; (b) a visualization of the tube and the solution at initial time with
a min/max-level of 0/7 (c) solid visualization of the computational tube and the solution at
final time with min-level/max/level 0/7, colored by the interface concentration; (d) another
visualization of the tube, with the same min/max-level.

Similarly to the two-dimensional case, we can study the interfacial concentration as a function

of the angle θ at different times. We do that in two different ways: by clipping the star by a

plane that crosses the apexes of the star, or by clipping it by a plane that passes through the

hollow regions (see Figure 2.21). The numerical results for a clipping plane that passes through

the hollow regions of the star are given in Figure 2.22 whereas the results for a clipping plane

crossing the apexes of the star are given in Figure 2.23. The numerical results obtained are in

good agreement with the analytical solution, and are convergent. As we could have expected,

the errors are greater when clipping the interface by a plane that passes through the hollows

between two branches of the star since the interface is less resolved in those regions. For the

38



A numerical method for the transport of soluble surfactant Chapter 2

0 0.5 1 1.5 2 2.5 3

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Surfactant concentration

Numerical results 
with level 0/7 

Theoretical solution

π
2 +

π
2

π
2 +

π
2 +

π
2 +

π
2 +

π
2 +

θ 0.2 0.4 0.6 0.8 1 1.2 1.4

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

Surfactant concentration

Numerical results 
with level 0/7 

Theoretical solution

π
2 +

π
2

π
2 +

π
2 +

π
2 +

π
2 +

π
2 +

π
2 + θ

Figure 2.17: Representation of the interfacial concentration as a function of the angle θ for
θ ∈

[
π
2 ; 3π

2

]
at different times. The blue dotted line with square markers represents the

numerical results for a min/max-level of 0/7, whereas the black line represents the theoretical
solution. A detail of these curves is given in the right part of this figure. The times from the
top to bottom curves are .04, .16, .28, .4, .52, .64, .76, .88 and 1.

same reason, the results are less accurate for angles θ close to 0 or π.

2.6 Computational examples

In this section, we consider a few physically relevant problems that can be studied with our

computational method.

2.6.1 Bubble in a shear flow

The problem of the deformation of bubbles or drops in a shear flow or a uniaxial extensional

flow and in the presence of surfactant, has already been widely studied in the literature (see e.g.
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Figure 2.18: Representation of the interfacial concentration as a function of the angle θ for
θ ∈

[
π
2 ;π

]
at two different times (from top to bottom, .02 and .14) for various min/max-level.

The red dotted lines correspond to a min/max-level of 0/5, the green lines correspond to a
min/max-level of to 1/6 and the blue lines correspond to a min/max-level of to 2/7. The black
lines represent the theoretical solution. A detail of these curves is given in the right part of
this figure.

Figure 2.19: Representation of the geometry chosen for the interfacial advection test in 3D.
From left to right: the star at initial time and the same star with the mesh used for the
computation with a min/max-level of 0/7.

[4] and the references therein). The results of all those studies tend to prove that the presence

of surfactant promotes the cleavage of drops and bubbles, which can be expected since the
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Figure 2.20: Visualization of the motion and surface concentration evolution on a star advected
under a radial velocity field. The time elapsed is, from top left to bottom right: .125, .25, .375
and .5.

Figure 2.21: Representation of two different ways to clip the star with a plane containing the
z axis: by a plane that crosses the apexes of the star (left) or by a plane that passes through
the hollow regions (right). Both figures show the star at t = 0.5, with Γ represented in the
tube in which the interface transport is solved.
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Figure 2.22: Representation of the interfacial concentration as a function of the angle θ for
θ ∈ [0;π] at different times (from top to bottom .1, .2, .3 and .4), clipping the star by a
plane that passes through the hollow regions between the apexes. The color of the lines with
square markers indicates the resolution of the simulation. The black lines represent the exact
solution. A detail of these curves is given in the right part of this figure.

presence of surfactant lowers the surface tension. Moreover, when the coupling term between

the interfacial concentration and the bulk concentration is small, or when the surfactant is

supposed to be insoluble, the flow tends to advect the surfactant towards the ends of the drop,

where it accumulates, causing the drop to develop pointed ends as the surface tension becomes

very small at its extremities. As expected, these effects become less visible as the surface Péclet

number Pes = LU
Ds

increases. The surface Péclet number, which measures the ratio between

the advective effects and the diffusive effects of the interfacial surfactant, considers length and

velocity scales L and U , respectively.

In this section, we focus on the case when the surfactant is soluble and when the interfacial

and the bulk concentrations are not initially balanced, with the interfacial concentration being

significantly lower than the bulk’s. Figure 2.24 shows the time evolution of a bubble placed

in such conditions. For this simulation, we modeled the effect of the surfactant on the surface

42



A numerical method for the transport of soluble surfactant Chapter 2

Figure 2.23: Representation of the interfacial concentration as a function of the angle θ for
θ ∈ [0;π] at different times (from top to bottom .1, .2, .3 and .4), clipping the star by a
plane that passes through the apexes of the star. The color of the lines with square markers
indicates the resolution of the simulation. The black lines represent the exact solution. A
detail of these curves is given in the right part of this figure.

tension through Frumkin kinetics (see Equations (2.6)), using the parameters of the 1-nonanol

(C9H19OH) given by Lin et al. :





n = 1 ,

A = 3.410 ,

Γ∞ = 5.915 · 10−6 (mol/m2),

kb/ka = 0.3137 (mol/m3),

Ds = 6.3 · 10−10 (m2/s) ,

T = 295.85 (K),

and noting that the surface tension for a clean interface is in this case the value for a water-air

interface γ0 = 0.072 (N/m).
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Figure 2.24: Drop breakup and evolution of the normalized concentrations in the bulk and on
the interface for a bubble with a low initial concentration of surfactant placed in a contami-
nated bulk and under a shear flow. The time elapsed, from top left to bottom right, is 0, .25,
.5 and .75.

Figure 2.24 reveals that the motion of the advected fluid around the bubble tends to en-

hance the adsorption of surfactant on the bubble’s interface near the location of breakup, thus

creating propitious conditions for the future breakup of the bubble. Moreover, as the surfactant

accumulates near the future breakup point, driven by the flow, its presence not only weakens

the surface tension around it, but also creates a gradient of surface tension from the regions

of high surfactant concentration to the regions of low surfactant concentration thus generating

Marangoni forces that drive the flow close to the interface from the equatorial plane of the

bubble to its edges, which is another mechanism that can be held responsible for the breakup

of the bubble.
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After the breakup occurs, we can observe that the ends of the two daughter bubbles near

the breakup point present a sharp pointed shape. This can be attributed to the fact that

the high surfactant concentration near those two edges has weakened the surface tension thus

allowing such shapes to exist. This is perfectly consistent with all the observations reported in

the literature inventoried above, such sharp-ended shapes having already been reported in the

case of bubbles in shear flows or extensional flows in the presence of surfactant.

2.6.2 Tears of wine

Figure 2.25: Illustration of the phenomenon of tears of wine along the wall of a glass containing
ordinary table wine.

We consider the phenomenon of tears of wine (see Figure 2.25), which is an emblematic

manifestation of the Marangoni forces. The reason for the formation of the so called tears

of wine is that the evaporation of ethanol at the air-fluid interface of the thin layer of wine

deposited on the wall of a glass causes a huge decrease of the alcohol concentration in the film;

whereas on the surface of the rest of the wine inside the glass, evaporation is compensated by

diffusion inside the glass, and the concentration of ethanol near the interface remains almost

constant. As the ethanol surface tension is much lower than the one of water, this creates

a gradient of surface tension in the fluid film from the bottom to the top of the glass. This

gradient of surface tension causes the emergence of Marangoni forces directed upwards. As the

width of the film layer is very small, the fluid is not sheared very much by the gravity (this
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is why it tends to be static), and the Marangoni forces are strong enough to counterbalance

those gravitational forces. This causes the fluid to climb along the wall of the glass, hence the

formation of droplets that fall under their own weight once they have reached a critical size,

evoking the shape of tears. This phenomenon has been reported for centuries but was first

correctly explained by physicist James Thomson, the elder brother of Lord Kelvin, in 18551.

As ethanol is not a surfactant, it is of no use to define an interfacial concentration since the

only variable of interest in order to compute the surface tension is the bulk concentration near

the interface. However, the evaporation rate of alcohol can be modeled by a desorption term on

the interface. We can use our computational framework to simulate the evaporation of ethanol.

The value of kb is set to zero, since we neglect the contribution of the vapors of alcohol to the

concentration of ethanol in the wine; and the source term is taken equal to S(c) = kac, the

value of the evaporation rate ka being given by O’Hare et al. (fitting the data reported in [59]

reveals that ka = 5.919 · 10−4 (m/s)). Of course, since the interfacial surfactant concentration

has no physical meaning (despite the fact that it allows one to keep track of the evaporated

ethanol and check that the total amount of ethanol remains constant in time, even though it

decreases in the bulk), the surface diffusion coefficient is set to zero. The surface tension of the

fluid is taken to be equal to a function of the molar fraction of ethanol, following the law that

has been identified by Ghahremani et al. [60], namely:

γ (xm) =
î
11.53 (log (xm))3 + 26.54 (log (xm))2 − 10.08 log (xm) + 22.48

ó
· 10−3 (N/m),

where xm is the molar fraction of bulk ethanol at the interface. Note also that the molar fraction

1Contrary to common beliefs, the number, width and thickness of the tears (or legs) and how slow they fall
does not predict the quality of wine. Rather they are indicative of the degree of alcohol and quantity of glycerol
(that increases the viscosity and thus makes the tears slower to fall).
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can be obtained from c as follows:

xm (c) =
c

c+
ρw

MWw

Ü
1−

MWe · c
ρe

ê ,

where:





ρw = 1000 (kg/m3),

ρe = 789 (kg/m3),

MWw = 0.018 (kg/mol),

MWe = 0.046 (kg/mol)

are the densities and molecular weights of water and ethanol, respectively.

Figure 2.26 depicts the motion of the wine in a thin layer deposited on the wall of a glass

and connected to the rest of the wine in the glass. We can clearly see that as the mechanisms

of evaporation and ethanol diffusion in water lower the ethanol concentration specifically in the

thin layer, the gradient of surface tension thus created causes the wine to climb the side of the

glass. The contact angle combined with the effects of gravity prevent the drop from climbing

higher than a certain height. The wine thus accumulates at the upper extremity of the film,

forming a droplet that eventually falls back under its own weight. Even though it seems difficult

to define precise numerical parameters that could be measured in order to confirm the relevance

of this simulation, the general behavior of the flow, the shape of the droplet that forms, and the

mechanism responsible for its formation tend to show that this simulation is in good qualitative

agreement with the phenomenon of tears of wine.
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Figure 2.26: Visualization of the motion and evolution of the normalized bulk concentration
of ethanol in a thin layer of wine deposited on the wall of a glass and connected to a reservoir
(the content of the glass itself). Time elapses from top left to bottom right.

(a) (b)

Figure 2.27: Visualization of the streamlines occurring during dip coating without surfactant.
(a) Numerical simulations with Ca = 5 × 10−2. (b) Flow visualization established by Mayer
and Krechetnikov in [7] at Ca = 1.8× 10−3. Both visualizations clearly reveal the presence of
an interfacial stagnation point. The values of velocity displayed are normalized.
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2.6.3 Coating

Dip coating, which consists in the deposition of a liquid on a solid substrate by simply

withdrawing the substrate from a bath, is the simplest form of coating. Despite its numerous

and important industrial applications, some of the phenomena involved are not fully understood.

One of these phenomena is the film thickening due to the presence of surfactant. Landau and

Levich were the first to determine the theoretical thickness h∞ of the film deposited by the

withdrawal of a flat wall of a fluid bath (with no surfactant). Under the hypothesis of low

Reynolds number, this thickness is proportional to the capillary length lc and depends on the

capillary number Ca through:

h∞ = 0.945 lc Ca
2
3 , (2.28)

where lc =
»
γ/ρg and Ca = µU/γ.

However in the presence of surfactant, the thickness of the film given by Equation (2.28)

proves too small. Despite numerous reports of this phenomenon of film thickening, it is only

rather recently that the first experimental study of the flow field close to the coated substrate

has been undertaken by Mayer and Krechetnikov in [7]. Their study features outstanding

visualizations of the flow near the interface. This experimental work did not completely settle

the controversy about the reasons of this film thickening, but it revealed that the flow field thus

identified allows Marangoni stresses to be the mechanism responsible for the film thickening.

Few numerical studies of this phenomenon have been undertaken. In [61] Krechetnikov

and Homsy have conducted a study of the effects of surfactant on the film thickness in the

Landau-Levich problem as well as the Bretherton problem, with a numerical algorithm based

on a boundary-integral formulation. However, their simulations led to a film thinning instead

of the thickening observed experimentally. More recently, in [62], Campana, Ubal, Giavedoni

and Saita have solved the full hydrodynamic problem using the finite elements method on a

domain tessellated into quadrangular elements and have found values of film thickening in good

agreement with the experiments reported by Krechetnikov and Homsy.
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It appears that two different phenomena could account for the film thickening observed

experimentally in the Landau-Levich problem in the presence of surfactant. Equation (2.28)

combined with the expression given above for lc and Ca shows that the thickness of the film

is proportional to γ−
1
6 . By weakening the surface tension, the presence of surfactant have

therefore the immediate effect of thickening the film. But another effect that must be taken

into account is the Marangoni effect. As the surface of the fluid is stretched by the withdrawal

of the wall at constant velocity, the surfactant concentration on the film becomes smaller.

Therefore the surface tension gets bigger on the film portion of the interface than on the rest

of the horizontal interface. In turn, this generates Marangoni forces that tend to advect the

fluid near the interface from the reservoir to the film, creating very characteristic flow patterns,

depending on the parameters of the problem. The experimental study undertaken in [7] reveals

these patterns.

We have used our computational framework to simulate dip coating (using the same pa-

rameters for the surfactant as in Section 2.6.1) and we find that similar patterns occur. We

also studied the qualitative evolution as a function of the parameters of the problem. In partic-

ular, while solving the Landau-Levich problem without any surfactant leads to a flow with an

interfacial stagnation point (see Figure 2.27), the presence of surfactant leads to more complex

flow patterns, with the notable presence of an interior stagnation point. Figure 2.28 presents

the flow topologies for the Landau-Levich problem in the presence of surfactant for increasing

capillary numbers, and compares them with the experimental visualization of [7]. We note that

we do not consider the same Ca as in [7], as such computations would take about half a year

on our workstation and we leave this exercise for when we develop a parallel approach. Nev-

ertheless, we can observe that the fluid near the interface is advected upwards by Marangoni

forces, and that both the fluid advected by the wall and the fluid advected by Marangoni forces

near the interface are flowing back to the reservoir inside the meniscus; a phenomenon named

in [7] the Separating Streamline (SSL). Our numerical results are consistent with the experi-

mental visualizations of [7]. In particular we can observe in both numerical and experimental
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visualizations that as the capillary number increases, the SSL clearly approaches the shape of

the interface and the upper recirculation region gets thinner and thinner, which could perhaps

indicate a decrease of the significance of surface tension gradients for high capillary numbers.

2.7 Conclusion

We have introduced a numerical method for solving the governing equations of surfactant-

driven flows in the case of both soluble and insoluble surfactant. Numerical examples in two

and three spatial dimensions indicate that this approach can faithfully simulate the surface and

bulk diffusion processes for the surfactant concentration. We then coupled these equations to

a Navier-Stokes solver and showed that the method can enable the study of the effects of both

soluble and insoluble surfactant on free surface flows. This methodology may be used to study

the numerous interesting scientific questions, motivated by important industrial applications,

that still have to be explored.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.28: Effect of increasing the capillary number on the shape of the streamlines in the
context of dip coating. The first column presents the results of our simulations for different
capillary numbers: (a) Ca = 2.5 × 10−2, (c) Ca = 5 × 10−2 and (e) Ca = 10−1. The
second column presents the visualizations obtained by Mayer and Krechetnikov in [7]: (b)
Ca = 5.9 × 10−4, (d) Ca = 1.2 × 10−3 and (f) Ca = 1.8 × 10−3. The values of interface
concentration and velocity displayed are normalized.
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Chapter 3

A parallel numerical method for

incompressible fluid flows

3.1 Abstract

We introduce an approach for solving the incompressible Navier-Stokes equations on a forest

of Octree grids in a parallel environment. The methodology uses the p4est library of Burstedde

et al., SIAM J. Sci. Comput., 33(3) (2011) [63] for the construction and the handling of forests

of Octree meshes on massively parallel distributed machines and the framework of Mirzadeh et

al., J. Comput. Phys., 322 (2016) [64] for the discretizations on Octree data structures. We

introduce relevant additional parallel algorithms and provide performance analyses for individ-

ual building bricks and for the full solver. We demonstrate strong scaling for the solver up to

32,768 cores for a problem involving O (6.1 · 108
)

computational cells. We illustrate the dy-

namic adaptive capabilities of our approach by simulating flows past a stationary sphere, flows

due to an oscillatory sphere in a closed box and transport of a passive scalar. Without sacri-

ficing accuracy nor spatial resolution in regions of interest, our approach successfully reduces

the number of computational cells to (at most) a few percents of uniform grids with equivalent

resolution. We also perform a numerical simulation of the turbulent flow in a superhydrophobic
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channel with unparalleled wall grid resolution in the streamwise and spanwise directions.

3.2 Introduction

In the last decade, the democratization of the access to supercomputers has prompted

the development of massively parallel simulation techniques. The previously existing serial

codes are progressively being adapted to exploit the hundreds of thousands of cores available

through the main computing clusters. We propose a parallel implementation of the solver for

the incompressible Navier-Stokes equations introduced in [65], based on the parallel level-set

framework presented in [64]. Additional novel algorithms, necessary to solving the Navier-

Stokes equations in a forest of Quad-/Oc-trees, are presented.

Numerical simulations at the continuum scale are generally divided into two categories

characterized by their meshing techniques. On the one hand, the finite elements community

relies on body-fitted unstructured meshes to represent irregular domains. Given a high quality

mesh, the resulting solvers are fast and very accurate. This approach has been successfully

applied to the simulation of incompressible viscous flows [66, 67, 68]. However, the mesh

generation is very costly and impractical when tracking moving interfaces and fluid features

requiring high spatial resolution. On the other hand, methods based on structured Cartesian

grids render the mesh geometry mainly trivial, but lead to a higher complexity for the implicit

representation of irregular interfaces. We focus here on the latter class of methods.

A common approach to represent an irregular interface in a implicit framework is to use

Peskin’s immersed boundary method [69, 70, 71] or its level-set counterpart [72]. However,

these methods introduce a smoothing of the interface through a delta formulation and therefore

restrict the accuracy of the solution with O(1) errors near fluid-fluid interfaces1. We therefore

opt for the sharp interface representation provided by the level-set function [73]. We use the

finite-volume/cut-cell approach of Ng et al. [74] to impose the boundary condition at the solid-

1Although we do not consider fluid-fluid interfaces, the present work is intended as a stepping stone toward
that case.
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fluid interface for its demonstrated convergence in the L∞-norm.

Fluid flows are by nature multiscale, thus limiting the scope of uniform Cartesian grids.

A range of strategies have been proposed to leverage the spatial locality of the fluid informa-

tion such as stretched grids [75, 76], nested grids [77, 78, 79, 80, 81], chimera grids [82, 83] or

unstructured meshes [84, 85, 86, 87, 88]. Another approach is to use a Quadtree [89] (in two spa-

tial dimensions) or Octree [90] (in three spatial dimensions) data structure to store the mesh

information [91, 92]. Popinet applied this idea combined with a non-compact finite volume

discretization on the Marker-And-Cell (MAC) configuration [93] to the simulation of incom-

pressible fluid flows [94]. Losasso et al. also proposed a compact finite volume solver on Octree

for inviscid free surface flows [95], while Min et al. presented a node-based second-order accurate

viscous solver [96]. The present work is based on the approach presented in Guittet et al. [65],

which solves the viscous Navier-Stokes equations implicitly on the MAC configuration using a

Voronoi partition and where the advection part of the momentum equation is discretized along

the characteristic curves with a Backward Differentiation Formula (BDF), semi-Lagrangian

scheme [97, 98]. The projection step is solved with the second-order discretization of Losasso

et al. [99] for the Poisson equation.

The extension of [65] to parallel architectures relies on the existence of an efficient paral-

lel Quad-/Oc-tree structure. Possible ways to implement parallel tree structures include the

replication of the entire grid on each process. This approach, however, is not feasible when the

grid size exceeds the memory of a single compute node, which must be considered a common

scenario nowadays. Using graph partitioners such as parMETIS [100] on a tree structure would

discard the mathematical relations between neighbor and child elements that are implicit in

the tree, and thus result in additional overhead. Another option, which we find preferable, is

to exploit the tree’s logical structure using space-filling curves [101]. This approach has been

shown to lead to load balanced configurations with good information locality for a selection of

space-filling curves including the Morton (or Z-ordering) curve and the Hilbert curve [102].

Space-filling curves have been used in several ways, for example augmented by hashing
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[103], tailored to PDE solvers [104], or focusing on optimized traversals [105]. Octor [106] and

Dendro [107] are two examples of parallel Octree libraries making use of this strategy that

have been scaled to 62,000 [108] and 32,000 [109] cores, operating on parent-child pointers

and a linearized octant storage, respectively. Extending the linearized storage strategy to a

forest of interconnected Octrees [110, 111], the p4est library [63] provides a publicly available

implementation of the parallel algorithms required to handle the parallel mesh, including an

efficient 2:1 balancing algorithm [112]. p4est has been shown to scale up to over 458,000 cores

[113], with applications using it successfully on 1.57M cores [114] and 3.14M cores [115].

The algorithms pertaining to the second-order accurate level-set method on Quad-/Oc-tree

presented in Min and Gibou [116] have been extended in Mirzadeh et al. [64] parallel architecture

by leveraging the p4est library. Starting from this existing basis for the level-set function

procedures, we present the implementation of the algorithms pertaining to the simulation of

incompressible fluid flows detailed in [65]. The Voronoi tessellation that we construct over

the adaptive tree mesh requires (at least) two layers of ghost cells, whose efficient parallel

construction we describe in detail. We report on the scalability of the algorithms presented

before illustrating the full capabilities of the resulting solver.

3.3 The computational method

In this section, we present mathematical and computational components pertaining to our

numerical method for solving the incompressible Navier-Stokes equations on a forest of Octree

grids. The first five subsections are mainly dedicated to the mathematical description of the

discretization procedures (the interested reader may find more details in [65]). The implemen-

tation of these building bricks in a distributed computing framework reveals two grid-related

requirements: access to second-degree (or third-degree) cell neighbors and unambiguous in-

dexing of grid faces. The last two subsections present the computational strategies developed

to address challenges related to these requirements. Throughout this section, schematics and

illustrations are presented in two dimensions for the sake of clarity. Their extension to three

56



A parallel numerical method for incompressible fluid flows Chapter 3

dimensions follows the exact same principles without any loss of generality.

3.3.1 Representation of the spatial information

The level-set method

A central desired feature of the proposed solver is to be able to handle complex, possibly

moving interfaces in a sharp fashion2. The level-set framework, first introduced by [73] and

extended to Quad-/Oc-trees in [116] is a highly suited tool for such a goal. The level-set

representation of an arbitrary contour Γ, separating a domain Ω into two subdomains Ω− and

Ω+, is achieved by defining a function φ, called the level-set function, such that Γ = {x ∈

Rn|φ(x) = 0}, Ω− = {x ∈ Rn|φ(x) < 0} and Ω+ = {x ∈ Rn|φ(x) > 0}.

Among all the possible candidates that satisfy these criteria, a signed distance function (i.e.,

|∇φ| = 1) is the most convenient one. In order to transform any function ϕ (x) into a signed

distance function φ (x) that shares the same zero contour, one can solve the reinitialization

problem

∂φ

∂τ
+ sign(ϕ) (|∇φ| − 1) = 0, φ (x)|τ=0 = ϕ (x)

until a steady state in the fictitious time τ is found. The finite difference discretization and its

corresponding parallel implementation employed to solve this equation are presented respec-

tively in [116] and [64].

Forests of Quad-/Oc-trees and the p4est library

When dealing with physical problems that exhibit a wide range of length scales, uniform

Cartesian meshes become impractical since capturing the smallest length scales requires a very

high resolution. This is the case for high Reynolds number flows, for which the boundary layers

and any wake vortices have a length scale significantly smaller than that of the far-field flow.

This observation naturally leads to the use of adaptive Cartesian grids, including Octrees grids.

2We consider irregular solid objects in this work; multiphase interfaces are left for future work [117].
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The p4est library [63] is a collection of parallel algorithms that handles a linearized tree data

structure and its manipulation methods, which were shown to collectively scale up to 458,752

cores [113], as noted in the previous section. In p4est the domain is first divided by a coarse

grid, which we will refer to as the “macromesh”, common to all the processes. For our purpose

we will consider solely uniform Cartesian macromeshes in a brick layout, although a general

macromesh is not limited to such a configuration in p4est. This layout can be constructed at

no cost using predefined and self-contained functions. A collection of trees rooted in each cell

of the macromesh is then constructed and partitioned, and their associated (expanded) ghost

layers are generated. The refinement and coarsening criteria necessary for the construction of

the trees are provided to p4est by defining callback functions. We propose to use four criteria

based on the physical characteristics at hand. Different combinations of these criteria are used

depending on the specific problem considered.

The first criterion, presented in [116] and [64], captures the location of the interface: coarse

cells are allowed locally, provided they are (at least) K cell diagonal(s) away from the interface,

where K ≥ 1 is defined by the user. Specifically, a cell C is marked for refinement if

min
v∈V (C)

|φ(v)| ≤ K Lip(φ)diag(C), (3.1)

where V (C) is the set of all the vertices of cell C, Lip(φ) is the Lipschitz constant of the level-set

function φ, and diag(C) is the length of the diagonal of cell C. Similarly, a cell is marked for

coarsening if

min
v∈V (C)

|φ(v)| > 2K Lip(φ)diag(C).

The second criterion, introduced for Quad-/Oc-trees in [94] and used in [96] and [65], is based

on the vorticity of the fluid. High vorticity corresponds to small length scales and therefore

necessitates a high mesh resolution. We mark a cell C for refinement if

hmax

maxv∈V (C)‖∇ × u(v)‖2
maxΩ‖u‖2

≥ γ, (3.2)
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where hmax is the largest edge length of cell C and γ is a parameter controlling the level of

refinement. Analogously, a cell C is marked for coarsening if

2hmax

maxv∈V (C)‖∇ × u(v)‖2
maxΩ‖u‖2

< γ.

Another criterion enforces a band of b grid cells of highest desired resolution around the

irregular interface. We mark for refinement every cell such that

min
v∈V (C)

dist (v,Γ) < b max (∆xfinest,∆yfinest,∆zfinest) ,

where ∆xfinest, ∆yfinest and ∆zfinest are the cell sizes along cartesian directions for the finest

cells to be found in the domain.

Finally, the solver was augmented with the optional capability of advecting a passive scalar

for visualization purposes (this is illustrated in section 3.5.4). For enhanced graphical results,

we propose to refine the mesh where the density of the marker exceeds a threshold. Given

a density β ∈ [0, 1] for the advected passive scalar, a cell C is marked for refinement (resp.

coarsening) if

max
v∈V (C)

β(v) ≥ χ, (resp. max
v∈V (C)

β(v) < χ), (3.3)

where χ is a parameter controlling the level of refinement.

The Marker-And-Cell layout

The standard data layout used to simulate incompressible viscous flows on uniform grids

is the Marker-And-Cell (MAC)[93] layout. The analogous layout for Quadtrees is presented in

figure 3.1 and leads to complications in the discretizations compared to uniform grids. However,

second order accuracy is achievable for the elliptic and advection-diffusion problems that appear

in our discretization of the Navier-Stokes equations. Two possible corresponding discretizations

are presented for the data located at the center of the cells (the leaves of the trees) and at their
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Figure 3.1: Representation of the Marker-And-Cell (MAC) data layout on a Quadtree struc-
ture with the location of the x-velocity ( ), the y-velocity ( ), the Hodge variable ( ) and the
level-set values ( ).

faces in sections 3.3.4 and 3.3.3 respectively.

3.3.2 The projection method

Consider the incompressible Navier-Stokes equations for a fluid with velocity u, pressure p,

density ρ and dynamic viscosity µ, with a force per unit mass f

ρ

Ç
∂+u

∂t+
u · ∇u

å
= −∇p+ ρf + µ∇2u, (3.4)

∇ · u = 0. (3.5)

The standard approach to solve this system is the projection method introduced by Chorin

[118]. We refer the reader to [119] for a review of the variations of the projection method. The

system is decomposed into two distinct steps, identified as the viscosity step and the projection

60



A parallel numerical method for incompressible fluid flows Chapter 3

step. The first step consists in solving the momentum equation (3.4) without the pressure term,

ρ

Ç
∂+u

∂t+
u · ∇u

å
= ρf + µ∇2u, (3.6)

to find an intermediate velocity field u∗. Since this field does not satisfy the incompressibility

condition (3.5), it is then projected on the divergence-free subspace to obtain un+1, the solution

at time tn+1, via

un+1 = u∗ −∇Φ (3.7)

where Φ is referred to as the Hodge variable and satisfies

∇2Φ = ∇ · u∗. (3.8)

The two following sections describe the discretization applied to solve steps (3.6) and (3.8)

respectively.

3.3.3 Implicit discretization of the viscosity step

The viscosity step (3.6) contains two distinct terms besides the possible bulk force: the

advection term on the left-hand side and the viscous term on the right-hand side. In order to

prevent stringent time step restrictions due to the latter, we opt for a second order backward

differentiation method to advance (3.6) in time. This integration scheme can address stiff

problems without theoretical stability-related constraints on the time step.

Discretization of the advection term with a semi-Lagrangian approach

We discretize the advection part of the viscosity step using a semi-Lagrangian approach

[120, 97]. This method relies on the fact that the solution u (x, t) of the advection equation

∂+u

∂t+
u · ∇u = 0 (3.9)
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is constant along the characteristics of the equation, i.e., along material trajectories (x(s), t(s))

such that
dt

ds
= 1 and

dx

ds
= u (x, t). Using this parameterization, equation (3.9) is equivalent

to

du

ds
= 0,

which we integrate with respect to s using a second-order BDF [98].

Given the location x∗ where the solution u∗ is sought at time tn+1, the local material

trajectory passing through x∗ at time tn+1 is traced back in time to find the points xnd and

xn−1
d through which it passed at times tn and tn−1 respectively. The values und = u (xnd , tn) and

un−1
d = u

Ä
xn−1
d , tn−1

ä
are then calculated using quadratic interpolation and the application of

the second order BDF (note that ∆s = ∆t) leads to

∂+u

∂t+
u · ∇u ≈ α

∆tn
u∗ +

Ç
β

∆tn−1
− α

∆tn

å
und −

β

∆tn−1
un−1
d ,

where

∆tn = tn+1−tn, ∆tn−1 = tn−tn−1, α =
2∆tn + ∆tn−1

∆tn + ∆tn−1
and β = − ∆tn

∆tn + ∆tn−1
.

We refer the reader to [65] for further details.

Discretization of face-centered Laplace operators

Since we consider constant-viscosity incompressible flows of Newtonian fluids, the velocity

components are effectively decoupled in the viscous terms. This allows us to solve for the

individual components of u∗ separately when advancing (3.6). In that context, we require

appropriate discretizations for the Laplace operators associated with degrees of freedom sampled

at faces of similar orientations, i.e., at faces where similar velocity components are sampled. We

obtain these discretized operators by applying a finite volume approach to Voronoi tessellations.

We present a summary of the approach and refer the reader to [65] for further details.

Given a set of points in space, called seeds, we define the Voronoi cell of a seed as the region
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of space that is closer to that seed than to any other seed. The union of all the Voronoi cells

forms a tessellation of the domain, i.e., a non-overlapping gap-free tiling of the domain. By

placing these seeds at the centers of faces of the computational mesh sharing the same cartesian

orientation, one obtains a new computational grid for the corresponding velocity component

that is sampled at those faces. Two-dimensional examples of Voronoi tessellation are presented

in figure 3.2 for Quadtree grids.

Considering a diffusion equation for the unknown u with constant diffusion coefficient µ

µ∇2u = r,

it is discretized on the Voronoi tessellation with a finite volume approach where the control

volume for each degree of freedom i is its Voronoi cell Ci. This leads to

∫

Ci
µ∇2u =

∫

∂Ci
µ ∇u · n ≈

∑

j∈ngbd(i)

µ sij
uj − ui
dij

,

where ngbd(i) is the set of neighbors for the degree of freedom i, n is the vector normal to ∂Ci
(pointing outwards), dij is the length between degrees of freedom i and j, and sij is the area —

or the length, in 2D— of the face between them, as illustrated in figure 3.2. This discretization

provides a second-order accurate solution [121].

General discretization for the viscosity step

Combining the discretizations presented in the two previous sections, we obtain the general

discretization formula. Considering the x-component of the velocity field u, for the ith face

with normal ex and associated Voronoi cell Ci, we have

Vol(Ci)ρ
α

∆tn
u∗i+µ

∑

j∈ngbd(i)

sij
u∗i − u∗j
dij

= Vol(Ci)ρ
ñÇ

α

∆tn
− β

∆tn−1

å
uni,d +

β

∆tn−1
un−1
i,d + ex · fi

ô
,
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Figure 3.2: Top left: nomenclature for the discretization of the Laplace operator on a Voronoi
diagram (illustrated for a vertical face). The degree of freedom circled in green can potentially
belong to a second-degree neighbor cell, i.e., a cell that is not adjacent to the current cell but
adjacent to one of the current cell’s immediate neighbor. Top right: example of a Quadtree
mesh (top) and its Voronoi tessellation for the vertical faces (bottom). Bottom: illustration
of a two-dimensional Voronoi cell for a horizontal face which may require knowledge of a face
associated with a third-degree neighbor cell, in case of stretched computational grids (aspect
ratio much different from 1). The face circled in pink is indexed by a third-degree neighbor
quadrant of the top quadrant indexing the center seed.

where Vol(Ci) is the volume of Ci. The very same approach is then used for the y- and z-

components of the velocity, i.e., v and w.

This produces a symmetric positive definite linear system that we solve using the BiCon-

jugate Gradient stabilized iterative solver and the successive over-relaxation preconditioner
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provided by the PETSc library [122, 123, 124].

A note on the boundary conditions The boundary conditions to consider when solving

the viscosity step are to be imposed on u∗. As a consequence, the type of boundary condition

that is desired for u is used for u∗ as well, but the enforced boundary value is corrected in

order to take into account the correction from the projection step (3.7), given the current best

estimate of ∇Φ.

3.3.4 A stable projection

The projection step consists in solving the Poisson equation (3.8) with the data located at

the center of the leaves of the tree. Stability and accuracy constraints result in the discretization

presented in [99]. The method relies on a finite volume approach with a leaf being the control

volume for the degree of freedom located at its center. Using the notations defined in figure

3.3, we now explain the discretization of the flux of the Hodge variable Φ on the right face of

C2. For the sake of clarity, we assume that all other neighbor cells of C2 in Cartesian directions

are of the same size as C2; if not, the reasoning presented here below needs to be applied for all

variables sampled on faces shared between cells of different sizes.

The first step is to define the weighted average distance ∆ between Φ0 and its neighboring

small leaves on the left side,

∆ =
∑

i∈N

si
s0
δi,

where N is the set of leaves whose right neighbor leaf is C0. We then define the partial derivative

of Φ with respect to x on the right face of C2 as

∂=Φ

∂x=

∑

i∈N

si
s0

Φ0 − Φi

∆
.

This discretization collapses to the standard central finite difference discretization in case of

(locally) uniform grids. The other components of ∇Φ are defined analogously and stored at the
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Figure 3.3: Nomenclature for the discretization of the flux of the Hodge variable at cell faces
and the discretization of the divergence of the velocity field.

corresponding faces. We then define the divergence of u at the center of the leaf containing Φ2

as

∇ · u =
1

∆x

(∑

i∈N

si
s0
u+
i − u−2

)
+

1

∆y

Ä
v+

2 − v−2
ä
.

Both the divergence and the gradient operators involve all small leaves having C0 as a

right neighbor. The cell-centered Laplace operator in eq. (3.8) is obtained by chaining the

above divergence and gradient operator, i.e., ∇2Φ = ∇ · (∇Φ). This produces a second-order

accurate discretization for cell-centered Poisson equations. The correspondence between the two

operators defined here above ensures that the gradient is the negative adjoint of the divergence

in a well-defined face-weighted norm, ensuring the stability of the projection step [65]. The

linear system resulting from this approach is symmetric positive definite, and it is solved using

a (possibly preconditioned) conjugate gradient method.

3.3.5 Typical flowchart of the solver

As detailed in subsection 3.3.3, boundary conditions to be enforced on the intermediate

velocity field u∗ require the knowledge of ∇Φ. Yet, Φ itself is defined as the solution of an

elliptic problem that requires ∇ · u∗ (see (3.8)).

In order to best enforce the desired boundary conditions on u, the solver addresses this
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circular dependency between u∗ and ∇Φ through a fixed-point iteration. The solver determines

a sequence u∗,k and Φk, with k ≥ 1: the intermediate velocity field u∗,k is the solution of the

viscosity step (3.6) with boundary condition values defined using the known field Φk−1 (see

subsection 3.3.3 - note that Φ0 is defined as the scalar field Φ obtained at the end of the

previous time step, or as 0 for the very first time step). The scalar field Φk is determined in

turn as the solution of the projection equation (3.8) using ∇·u∗,k as the right-hand side. Figure

3.4 illustrates this iterative procedure.

This process is repeated for increasing k until convergence is reached or until a user-defined

maximum number of iterations kmax is reached. Note that the standard, approximate projection

method corresponds to kmax = 1 (the computational cost and the relevance of additional inner-

loop iterations are estimated and discussed for some relevant applications within section 3.5).

Two different convergence criteria may be used: the user may choose to enforce

• either
∥∥∥Φk − Φk−1

∥∥∥
∞
< εΦ, where εΦ is a user-defined threshold (most relevant if the

pressure is a primary variable of interest and is well-defined everywhere);

• or

∥∥∥∥∥
∂Φk

∂ζ
− ∂Φk−1

∂ζ

∥∥∥∥∥
∞
< ε∇Φ, where ε∇Φ is a user-defined threshold and ζ is any (or all)

of x, y, z (most relevant to ensure strict wall and/or interface no-slip boundary boundary

conditions).

The structure and internal logic of the solver is designed so as to minimize the cost of such

extra iterations when 1 < k ≤ kmax: relevant computation-intensive data pertaining to the

construction of the discretized linear systems is kept in memory (to avoid re-computing), as

well as discretization matrices, possible preconditioners, etc.

3.3.6 Expansion of the ghost layer

Several building bricks of the solver require second-degree (or even third-degree) neighbor

cells to ensure robust behavior and properly defined operators. For instance, the construction
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read user’s input(s)
initialize all solver parameters.

Set t0, ∆t0 = t1 − t0 and n ← 0

is tn equal to
tend?

is n > 0? get ∆tn = tn+1 − tn

update grid.

solve for u?,k

(BC ∼ ∇Φk−1)
see subsection 3.3.3

k ← 1

k ← k + 1

solve for Φk

(∇2Φk = ∇ · u?,k)
see subsection 3.3.4

converged or
k = kmax

Inner loop

project un+1 = u∗ − ∇Φ
interpolate un+1 at nodes

Update tn ← tn + ∆tn
and n ← n + 1

free memory
and return

noyes yes

no

no

yes

Figure 3.4: Typical flow chart for the presented incompressible Navier-Stokes solver.
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Ci
×(x, y)

Figure 3.5: The stencil used to interpolate the velocity at (x, y) in cell Ci does not only require
the data in ngbd(Ci) (red), but also in ngbd2(Ci) (blue), a set of cells including second-degree
(indirect) neighbors.

of Voronoi cells based on face-collocated seeds requires to connect neighboring face-sampled

degrees of freedom. As illustrated in figure 3.2, such neighboring seeds may lie on a face that

is shared between a (large) first-degree neighbor cell and a (small) second-degree neighbor

cell. In such a case, only the (small) second-degree neighbor cell indexes the queried face.

Therefore, second-degree neighbors need to be accessible from every locally owned face degree

of freedom. Besides, when using stretched grids, more remote neighbors may be involved in

the construction of a local Voronoi cell (see figure 3.2). Similarly, the cell-centered operators

defined in section 3.3.4 require second-degree neighbors in case of non-graded grids. As depicted

in figure 3.5, the ability to access second-degree neighbor cells is also desirable regarding the

accuracy and the inter-processor smoothness of the moving least-square interpolation procedure

used to define the node-sampled velocity fields based on the face-sampled components [65]. The

ability to construct deep ghost layers is a recent extension to the p4est interface, which we

briefly describe here.

The algorithm used by p4est to construct a single layer of ghosts ([63, Algorithm 19]) is

able to maximize the overlap of computation and communication because each process can

determine for itself which other processes are adjacent to it. This is because the “shape” of

each process’s subdomain (determined by the interval of the space-filling curve assigned to it)

is known to every other process. As a consequence, the communication pattern is symmetric

and no sender-receiver handshake is required.
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Figure 3.6: Two meshes with the same partition shapes, but with different two-deep ghost
layers. For each mesh we show the first and second layers of the ghost layer of process p (red).
In the first mesh, the second layer includes cells from process q (blue), but in the second it
does not.

As a first extension, when creating the send buffers we remember their entries, since they

identify the subset of local cells that are ghosts to one or more remote processes. We store these

pre-image cells or “mirrors” in ascending order with respect to the space filling curve, and create

one separate index list per remote processor into this array. This data is accommodated inside

the ghost layer data structure and proves useful for many purposes, the most common being

the local processor needing to iterate through the pre-image to define and fill send buffers with

application-dependent numerical data.

The communication pattern of a deeper ghost layer, on the other hand, depends not just on

the shapes of the subdomains, but the leaves within them, as illustrated in figure 3.6. Rather

than complicating the existing ghost layer construction algorithm to accommodate deep ghost

layers, a function that adds an additional layer to an existing ghost layer has been added to

p4est. This function is called p4est ghost expand() and adds to both the ghosts and the

pre-images. Thus, as a second extension to the data structure, we also identify those local

leaves that are on the inward-facing front of each preimage, in other words the most recently

added mirrors. This is illustrated in figure 3.7.

When process p expands its portion of process q, it loops over the leaves in the front of

the pre-image for process q and adds any neighbors that are not already in the ghost layer.

Sometimes this will include a leaf from a third process r: process p will also send such leaves
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p

q

r

Figure 3.7: We show the preimages of process q’s and process r’s ghost layers in the leaves
of process p. The solid red area represent the cells at the “front” of the preimage for q
(preimage front[q] in algorithm 1), while the solid and dashed together form the whole
preimage (preimage[q]).

to process q, because it may be that r is not yet represented in q’s ghost layer, and so commu-

nication between q and r is not yet expected. The basic structure of this algorithm is outlined

in algorithm 1.

3.3.7 Indexing the faces

Although the p4est library provides a global numbering for the faces of the leaves, its

numbering differs from our needs because it does not number the small faces on a coarse-fine

interface, where we have degrees of freedom in our MAC scheme. Therefore, we implement a

procedure to distribute the faces of the leaves across the processes and to generate a unique

global index for each face. Since some faces are shared between two processes, we chose to

attribute a shared face to the process with the smaller index. With this rule, each face belongs

to a unique process and after broadcasting the local number of faces a global index can be

generated for all the local faces. The second step is to update the remote index of the faces

located in the ghost layer so that their global index can be constructed easily by simply adding

the offset of the process each face belongs to. We do so in two steps, represented in figure 3.8.

First, the indices of the ghost faces of the local leaves are synchronized, then the indices of the

faces of the ghost layer of leaves are updated. This has some similarities to the two-pass node

numbering from [125], here extended to two layers of ghosts. Algorithm 2 details the steps
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1: for q ∈ ghost neighbors do . processes that contribute to ghost layer
2: initialize empty sets send forward[q], send back[q], and new front[q]
3: end for
4: for q ∈ ghost neighbors do
5: for l ∈ preimage front[q] do
6: for each neighbor n of l in local leaves do . n found by search
7: if n 6∈ preimage[q] then
8: add n to send forward[q], preimage[q], and new front[q]
9: end if

10: end for
11: for each neighbor n of l in ghost layer do . n found by search
12: if n belongs to process r 6= q then
13: add n to send forward[q] and (n, q) to send back[r]
14: end if
15: end for
16: end for
17: replace preimage front[q] with new front[q]
18: end for
19: for q ∈ ghost neighbors do
20: send send forward[q] and send back[q] and receive recv forward[q] and recv back[q]
21: add all of recv forward[q] to ghost layer

22: for (l, r) ∈ recv back[q] do
23: if r 6∈ ghost neighbors or l 6∈ preimage[r] then
24: add l to preimage[r] and preimage front[r] . new lists if

r 6∈ ghost neighbors

25: end if
26: end for
27: end for
28: recompute ghost neighbors from leaves in ghost layer

Algorithm 1: Process p’s algorithm for expanding other processes’ ghost layers, and receiving
expansions to its own ghost layer. Note that finding a neighbor of a leaf l entails a fixed
number of binary searches through the local leaves, which are sorted by the space-filling
curve induced total ordering.
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Figure 3.8: Illustration of the ghost layer of x-faces of depth 2 and of the global indexing
procedure for process 2. The numbers in the leaves correspond to the indices of the processes
owning them. After the first step, the remote index for the circled face is known to process 2,
and after the second step the remote indices for the faces in a square are known to process 2.
Note that a single step would not be sufficient for process 2 to gain knowledge of the remote
index of the two faces belonging to process 0.

of our implementation and makes use of the Notify collective algorithm described in [112] to

reverse the asymmetric communication pattern.

3.4 Scalability

In this section, we present an analysis of the scaling performance of our implementation. We

define the parallel efficiency as e = s (P0/P )σ where s = t0/tp is the speed-up, σ is the optimal

parallel scaling coefficient (σ = 1 for linear scaling), P0 is the smallest considered number of

processes with its associated runtime t0 and P is the number of processes with its associated

runtime tp. All the results were obtained on the “Knights Landing” Intel Xeon Phi 7250 (KNL)

compute nodes of the Stampede2 supercomputer at the Texas Advanced Computing Center

(TACC), at The University of Texas at Austin, and on the Comet supercomputer at the San

Diego Supercomputer Center, at the University of California at San Diego. Those resources

are available through the Extreme Science and Engineering Discovery Environment (XSEDE)
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1: for l ∈ (local|ghost) leaves do
2: for f ∈ remote faces(l) do
3: add proc(f) to receivers

4: add f to buffer[proc(f)]

5: end for
6: end for
7: Notify(receivers,senders) . reverse communication pattern
8: for p ∈ receivers do . send requests
9: MPI Isend(buffer[p]) . send request to process p

10: end for
11: for p ∈ senders do . process remote requests
12: MPI Recv(req) . receive request from process p
13: assemble answer with local indices requested
14: MPI Isend(ans) . send answer to process p
15: end for
16: for p ∈ receivers do . process answers
17: MPI Recv(p) . receive answer from process p
18: update faces information
19: end for

Algorithm 2: Communication algorithm to generate a global indexing of the faces. The
Notify collective algorithm is used to reverse the communication pattern, described in more
detail in [112].

[126]. The strong scaling performance was analyzed up to 32,768 cores on Stampede2.

3.4.1 Expansion of the ghost layer

We present both weak and strong scaling results for the algorithm used to expand the

ghost layer of cells for each process in figure 3.9. The associated efficiency is presented in table

3.1. The strong scaling consists in choosing a problem and solving it with increasing number

of processes. Ideally, for an algorithm with a workload increasing linearly with the problem

size (i.e., with parallel scaling coefficient σ = 1), doubling the amount of resources spent on

solving a problem should half the runtime. However, in the case of the ghost layer expansion,

the amount of work depends on the size of the ghost layers, as explained in [113]. For a well

behaved partition, we expect O(N
(d−1)
d ) of the leaves to be in the ghost layer, where d is the

number of spatial dimensions. We therefore consider a parallel scaling coefficient σ = 2/3 to

be optimal for a three dimensional problem, i.e., O((N/P )2/3) is the ideal scaling, with P the

74



A parallel numerical method for incompressible fluid flows Chapter 3

number of processes and N the problem size. The results presented in figure 3.9 were obtained

on Stampede2 for a mesh of level 9/13, corresponding to 588,548,472 leaves, and on Comet for

a mesh of level 10/13, corresponding to 1,595,058,088 leaves. The computed parallel efficiency

between the smallest and the largest run is 66% for Stampede2 and 59% for Comet.

The idea behind the weak scaling is to keep the problem size constant for each process

while increasing the number of processes. The right graph of figure 3.9 presents the results

obtained on Stampede2 for two problems of sizes 30,248 leaves per process and 473,768 leaves

per process, and for a number of processes ranging from 27 to 4,096. The runtime increases by

16% between the smallest and the largest run for the small problem and by 6% for the large

problem.
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Figure 3.9: Scaling results for the expansion of the layer of ghost cells (see section 3.4.1).
The strong scaling results are presented in the left figure together with the optimal reference
scaling for a parallel scaling coefficient σ = 2/3 (dashed lines) while the weak scaling results
are shown on the right figure. The increases in runtime observed for the weak scaling are of
16% for the small problem and 6% for the large problem.

3.4.2 Indexing the faces

The scaling procedure presented in the previous section is repeated for Algorithm 2 and

the results are presented in figure 3.10. Even though the workload for this procedure increases

slightly as the number of processes increases and the number of leaves in the ghost layers
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Stampede2

Number of processes P 128 256 512 1024 2048 4096

Efficiency e 100% 79% 70% 69% 66% 66%

Comet

Number of processes P 96 192 384 672 1152 1728

Efficiency e 100% 82% 81% 71% 67% 59%

Table 3.1: Efficiency of the procedure for expanding the ghost layer of leaves.

increases, we compare our results to an ideal linear scaling σ = 1. The corresponding efficiency

is computed in table 3.2. The parallel efficiency e computed between the smallest and the

largest run from the strong scaling results is 44% for Stampede2 and 70% for Comet. The weak

scaling results show an increase in runtime of 71% for the small problem and of 14% for the

large problem.
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Figure 3.10: Scaling results for the indexing of the faces with Algorithm 2. The strong scaling
results are presented in the left figure together with the reference ideal linear scaling (dash
lines) while the weak scaling results are shown on the right figure. The strong scaling problem
shown for Comet is three times larger than the one for Stampede2. The increases in runtime
observed for the weak scaling are of 71% for the small problem and 14% for the large problem.
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Stampede2

Number of processes P 128 256 512 1024 2048 4096

Efficiency e 100% 94% 87% 76% 63% 44%

Comet

Number of processes P 96 192 384 672 1152 1728

Efficiency e 100% 96% 88% 82% 77% 70%

Table 3.2: Efficiency of Algorithm 2 producing a global index for the faces.

3.4.3 Scalability of the full solver

We now analyze the scaling performance of the full incompressible Navier-Stokes solver,

breaking its execution time down into its four main fundamental components: the viscosity

step (see subsection 3.3.3), the projection step (see subsection 3.3.4), the moving least-square

interpolation of the velocity components from cell faces to the grid nodes and the re-meshing

step (denoted as grid update). We intend to show satisfactory strong scaling on large numbers

of processors, so this scaling analysis was conducted on Stampede2 only since we do not have

access to the same resources on other supercomputers.

For this purpose, the solver is restarted from a physically relevant and computationally

challenging simulation state, defined as the inception of vortex shedding for the flow past a

sphere at Re = 500, as illustrated in figure 3.11. A macromesh of size 8 × 4 × 4 is used with

two different refinement criteria. In the first case, the Octrees are refined with a minimum level

6 and a maximum level 11 with a vorticity threshold γ = 0.02 (see (3.2)), leading to a total

of about 270 · 106 grid computational cells. In the second case, the Octrees are refined with

a minimum level 7 and a maximum level 11 with a vorticity threshold γ = 0.015, leading to

a total of about 610 · 106 grid cells. The grids for the initial states of the two scenarios are

illustrated in figure 3.12. The three successive linear systems of the viscosity steps are solved

using a BiConjugate Gradient Stabilized solver, while a Conjugate Gradient solver is used for

the (symmetric positive definite) projection step.

In the first case, the wall-clock execution time is measured and averaged over 10 full time
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steps, while only 5 time steps are considered for the second larger case (to limit the cost of

these runs). A minimum of 64 (resp. 90) KNL nodes were required for the problem to fit in

memory in the first (resp. second) case. Therefore, the first two data points in the left (resp.

right) graph from figure 3.13 used less than 68 cores per node (maximum available). In either

case, the solver performs two subiterations of the inner loop per time step (see figure 3.4): for

each time step,
∥∥∥Φk − Φk−1

∥∥∥
∞

drops by 4 orders of magnitude between k = 1 and k = 2.

The results are presented in figure 3.13 and table 3.3. As expected, the projection step

is the most challenging part, thus determining the strong scalability limits of the solver: no

significant speed-up is observed when the number of cells per process falls under 10, 0003. In

comparison, the scaling behavior of the grid update procedure is not impeded yet around that

limit, which shows the extremely good performance of all p4est’s grid management operations

that are in play: grid refinement and/or grid coarsening, grid partitioning, ghost layer creation

and ghost layer expansion.

Given that the global solver makes use of various separate routines having different (the-

oretical) ideal scaling coefficients σ, it is expected that the strong scaling performance of the

solver is less than ideal. In fact, some of the operations at play cannot even be attributed such

a theoretical scaling coefficients: when considering a very large number of processes, several of

them will be associated with regions of the computational domain that are (very) far away from

the interface and will end up stalling during the geometric extrapolation tasks of primary face-

and cell-sampled fields, for instance. Though these extrapolations represent a small portion of

the overall workload when using a small number of processes, they do contribute to less than

ideal scaling on large numbers of processes in such an application. Therefore, regarding several

aspects, this analysis may be considered a “worst case” scenario, which aims to produce insight-

ful information when it comes to estimating a lower bound for the (effective) scaling coefficient

σ to consider when estimating the computational cost of future large-scale simulations and/or

when assessing the limits of accessible simulations for the solver. As illustrated in figure 3.13,

3This is consistent with PETSc scaling performance reported in their documentation.
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Figure 3.11: Physically relevant initial state considered for the scaling analysis on large num-
ber of cores. This figure illustrates the inception of vortex shedding for the flow past a
sphere at Re = 500 (the full description of the computational set-up can be found in sec-
tion 3.5.2). The vertical slice has equation z = −0.5 and it is colored by vorticity. The static
sphere is colored in red and the translucent white surface represents the isocontour of vorticity
‖∇ × u‖ = 0.6u0/r.

the solver’s scaling behavior seems to follow an asymptotic law of σ ' 0.78, in such a symp-

tomatic case; Table 3.3 also indicates an efficiency above 80% (in the relevant range of P ) when

considering σ ' 0.85 (almost all calculated efficiencies are 100% or higher when considering σ

= 0.78).

Stampede2 (270 · 106 grid cells)
# of processes P 1,024 2,048 4,096 5,800 8,192 11,590 16,384 23,170 32,768
e (σ = 1) 100% 92.1% 77.9% 75.4% 65.9% 60.9% 56.9% 50.3% 39.6%
e (σ = 0.85) 100% 102.2% 95.8% 97.7% 90.0% 87.7% 86.2% 80.36% 66.6%

Stampede2 (610 · 106 grid cells)
# of processes P 2,048 4,096 5,900 8,192 11,590 16,384 23,170 32,768
e (σ = 1) 100% 82.7 % 82.7 % 77 % 69.2 % 64.1 % 59.4 % 54.2 %
e (σ = 0.85) 100% 91.8 % 96.6 % 94.8 % 89.8 % 87.6 % 85.5 % 82.2 %

Table 3.3: Efficiencies e of the full solver proposed for the incompressible Navier-Stokes equa-
tions on Stampede2, when considering an ideal linear scaling (i.e., σ = 1) or a scaling coefficient
of 85%.

79



A parallel numerical method for incompressible fluid flows Chapter 3

Figure 3.12: Grid illustrations for the scaling analyses from section 3.4.3. A grid slice in
the computational domain is illustrated and its edges are colored by vorticity intensity. The
Octrees are refined with a minimum level 7 and a maximum level 11 with a vorticity threshold
γ = 0.015 (total of about 610 · 106 grid cells).
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Figure 3.13: Scaling results on large number of cores on Stampede2 for the two grids consid-
ered. Left: scaling results for Octrees refined with a minimum level 6 and a maximum level 11
with a vorticity threshold γ = 0.02 (total of about 270 · 106 grid cells). Right: scaling results
for Octrees refined with a minimum level 7 and a maximum level 11 with a vorticity threshold
γ = 0.015 (total of about 610 · 106 grid cells).
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3.5 Numerical validation and illustrations

In this section, we present a series of numerical examples to validate the implementation as

well as to demonstrate the potential of the approach.

3.5.1 Validation with an analytical solution

The first application aims at validating the implementation by monitoring the convergence

of the solver using the analytical solution presented in [74]. Consider the irregular domain

Ω = {(x, y, z)| − cos(x) cos(y) cos(z) ≥ 0.4 and π
2 ≤ x, y, z ≤ 3π

2 } and the exact solution

u(x, y, z) = cos(x) sin(y) sin(z) cos(t),

v(x, y, z) = sin(x) cos(y) sin(z) cos(t),

w(x, y, z) = −2 sin(x) sin(y) cos(z) cos(t),

p(x, y, z) = 0.

The exact velocity is prescribed at the domain’s boundary and homogeneous Neumann bound-

ary conditions are enforced on the Hodge variable. The corresponding forcing term is applied to

the viscosity step. We take a final time of π
3 and monitor the error on the velocity field and on

the Hodge variable as the mesh resolution increases. The computational grid is not dynamically

adapted for this accuracy analysis, so the grid-parameter γ (see (3.2)) is irrelevant in this case.

The first computational grid is built to satisfy the distance-based criterion from section 3.3.1

using φ (x, y, z) = cos (x) cos (y) cos (z) + .4, K = 1.2 and b = 5. The successive resolutions are

then obtained by splitting every cell from the previous resolution. The results are presented in

table 3.4 and indicate first-order accuracy for the velocity field and second order accuracy for

the Hodge variable in the L∞ norm.
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u, v w Hodge variable

level (min/max) L∞ error order L∞ error order L∞ error order

4/6 4.65 · 10−3 - 3.50 · 10−3 - 8.96 · 10−4 -
5/7 3.27 · 10−3 0.50 2.11 · 10−3 0.73 2.85 · 10−4 1.65
6/8 1.67 · 10−3 0.97 1.16 · 10−3 0.86 8.07 · 10−5 1.82
7/9 8.42 · 10−4 0.99 5.52 · 10−4 1.07 2.27 · 10−5 1.83

Table 3.4: Convergence of the solver for the analytical solution presented in section 3.5.1.
First-order accuracy is observed for the velocity field and second order accuracy for the Hodge
variable.

3.5.2 Vortex shedding of a flow past a sphere

In order to further assess the performance of the solver, we also address the flow past a

sphere. Related properties like drag and lift forces as well as vortex shedding frequency (if

applicable) are calculated and compared to available data for this canonical problem.

We consider a static sphere of radius r = 1, located at (8, 0, 0) in the domain Ω = [0, 32]×

[−8, 8] × [−8, 8]. An inflow velocity u0 = u0ex is imposed on the x = 0 face of the domain

as well as on the the side walls, homogeneous Neumann boundary conditions are imposed

on the velocity field at the outlet x = 32 and no-slip conditions are imposed on the sphere.

The pressure is set to zero at the outlet and is subject to homogeneous Neumann boundary

conditions on the other walls as well as on the sphere. We set u0 = 1, the density of the fluid

to ρ = 1 and vary the viscosity µ to match the desired Reynolds number Re =
2 ρu0r

µ
, set by

the user. Eight Reynolds numbers ranging from 50 to 500 are considered.

The Octree mesh is refined around the sphere and according to the vorticity criterion (3.2)

of section 3.3.1: we use φ (x) = r −
»

(x− 8)2 + y2 + z2, K = 1.2, b = 16, with a vorticity-

based threshold of γ = 0.01. All the results were obtained with a macromesh 8×4×4 and with

trees of levels 4/7, leading to approximately 6 million leaves and corresponding to an equivalent

uniform grid resolution of 268,435,456 cells. The time step ∆t is set such that
maxΩ‖u‖∆t

∆xmin
≤ 1

at all times. Figure 3.14 shows a snapshot of the unsteady flow for Re = 300 at t = 221 r/u0.

The nondimensional force F applied onto the static sphere is monitored over time. The

force is evaluated by geometric integration [127] of the stress vector (including viscous and
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pressure contributions) on the surface of the sphere Γ, i.e.,

F =
1

1
2ρu

2
0πr

2

∫

Γ

Ä
−pI + 2µD

ä
· ndΓ, (3.10)

where I is the identity tensor, D is the symmetric strain-rate tensor and n is the outward normal

to the sphere. Figure 3.16 shows the evolution of the streamwise force component. Figure 3.15

shows the evolution of the pressure and azimuthal vorticity on the sphere surface, at steady

state for Re = 100. Figure 3.17 illustrates the transverse force components with respect to time

for Re ≥ 250. Time-averaged drag and lift coefficients CD and CL are then calculated as

CD =
1

(tend − tstart)

∫ tend

tstart

F · ex dt, CL =
1

(tend − tstart)

∫ tend

tstart

Ä
(F · ey)2 + (F · ez)2

ä1/2
dt,

(3.11)

where tstart is chosen to disregard the initial transient due to the chosen (uniform) initial

condition and tend is the final simulation time.

For Re ≥ 275± 5, the flow is unsteady and vortices shed from the static sphere [128, 129].

Similarly to [129], we evaluate the vortex shedding frequency f and the corresponding Strouhal

number St = 2rf
u0

by calculating an averaged period between successive peak values in the

transverse force components4. A main vortex shedding frequency cannot be reliably defined

using this methodology for Re = 500: as it can be seen from figure 3.17, the time variations

in the transverse force components do not reveal a well-defined periodic pattern for Re = 500.

In fact, a Fourier decomposition of (pseudoperiodic portions of) the signals actually reveals a

broad frequency spectrum with significant contributions up to St ' 0.17 in that case.

Our results are summarized and presented in tables 3.5 and 3.6 along with available data

from various publications from the literature.

4Note that the analysis from [128] is different in that it is based on time variations of the pressure in the
wake.
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Re = 50 Re = 100 Re = 150 Re = 215 Re = 250
CD CD CD CD CD CL

Kim et al. [130] - 1.09 - - 0.70 0.059
Johnson et al. [131] 1.57 1.08 0.90 - 0.70 0.062
Constantinescu et al. [132] - - - - 0.70 0.062
Choi et al. [133] - 1.09 - - 0.70 0.052
Bagchi et al. [129] 1.57 1.09 - - 0.70 -
Marella et al. [134] 1.56 1.06 0.85 0.70 - -
Guittet et al. [65] - 1.11 - - - -
Present 1.61 1.11 0.91 0.76 0.72 0.062

Table 3.5: Drag coefficient (and lift coefficient, if relevant) for the steady flow past a sphere.
The time averages were obtained with tstart = 50 r/u0 and tend = 200 r/u0 for Re ≤ 215 and
with tstart = 275 r/u0 and tend = 400 r/u0 for Re = 250 (see (3.11)).

Re = 300 Re = 350 Re = 500
CD CL St CD St CD

Kim et al. [135] 0.657 0.067 0.134 - - -
Johnson et al. [131] 0.656 0.069 0.137 - - -
Constantinescu et al. [132] 0.655 0.065 0.136 - - -
Choi et al. [133] 0.658 0.068 0.134 - - -
Marella et al. [134] 0.621 - 0.133 - - -
Bagchi et al. [129] - - - 0.62 0.135 0.555
Mittal et al. [128] 0.64 - 0.135 0.625 0.142 -
Guittet et al. [65] 0.659 - 0.137 0.627 0.141 -
Present 0.673 0.068 0.134 0.633 0.132±0.002 0.558

Table 3.6: Drag coefficients for the unsteady flow past a sphere. If relevant, the lift coeffi-
cient and the Strouhal number are presented as well. The time averages were obtained with
tstart = 200 r/u0 and tend = 400 r/u0 (see (3.11)).

For all the simulations from this section, we have used the inner-loop convergence crite-

rion
∥∥∥∇Φk −∇Φk−1

∥∥∥ < 10−4 u0 (see section 3.3.5) in order to ensure a proper and accurate

enforcement of the no-slip boundary condition on the surface of the sphere and to investigate

the relevance of such a procedure in this specific case. Figure 3.18 shows relevant informa-

tion pertaining to that analysis. As illustrated in that figure, the solver converges most of the

time in two iterations and the correction brought by the second iteration is 3 to 4 orders of

magnitude smaller than for the approximate projection step, in this case. Although the added

computational cost is limited (around 30%), the accuracy of the results would most likely not

have suffered from using an approximate projection in this context.
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Figure 3.14: Visualization of the unsteady flow past a sphere for Re = 300. The trees are
level 4/7 rooted in a 8 × 4 × 4 macromesh, leading to approximately 6 million leaves. The
snapshot is taken at time t = 221 r/u0. The colors correspond to the process ranks and the
surface is an isocontour of the Q-criterion [136] for Q = 0.006. This simulation was run on
the Stampede2 supercomputer with 1024 processes.

Figure 3.15: Evolution of relevant surface quantities on the surface of the static sphere for
Re = 100, as a function of the inclination angle θ measured from the front point (−r, 0, 0).

Left: non-dimensional local pressure cp = p/

Å
1

2
ρu20

ã
as a function of the inclination angle.

Right: non-dimensional azimuthal vorticity ω̂φ =
−2r

u0
eφ · (∇× u), where eφ = er×eθ, using

spherical coordinates centered at the sphere’s center along with the defintion of θ given here
above. These results are in good agreement with [135].
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Figure 3.16: Drag coefficient on a sphere for axisymmetric steady flows (left) and for non-ax-
isymmetric or unsteady flows (right), corresponding to Reynolds numbers ranging from 50 to
500.
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Figure 3.17: Nondimensional transverse force components for non-axisymmetric and/or un-
steady flows.

3.5.3 Oscillating sphere in a viscous fluid

The solver presented in this article is able to handle moving geometries. We illustrate

this capacity by computing the drag force developed by the flow of a viscous fluid due to the

oscillatory motion of a rigid sphere in a closed box.

We consider a sphere of radius r = 0.1 in a domain Ω = [−1, 1]3. The kinematics of the

center of the sphere c (t) is dictated by

c (t) = −X0 cos (2πf0t) ex, (3.12)

and we use the (time-varying) levelset function φ (x, t) = r−‖x− c (t)‖ with the corresponding
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Figure 3.18: Illustration of the computational cost and convergence rate associated with the
fixed point iteration from section 3.3.5, when ensuring a stringent user-defined control on u
at all time steps, for the simulation of the flow past a sphere with Re = 500. Left: ratio(s) of
the computational costs per time step for the main tasks at play, normalized to the raw com-
putational cost of an approximate projection method (which would correspond to kmax = 1).
Right: measures of interest considered by the inner loop criterion (only a few time steps
required 3 inner iterations hence the partial blue curve).

grid-construction parameters K = 1.2, b = 4 and γ = 0.1. The motion of the sphere is set to

be purely translational (no rotation) so that its kinematics is fully described by (3.12). The

dynamics of the surrounding fluid is dictated by no-slip boundary conditions enforced onto the

surface of the oscillatory sphere, i.e.,

u (x, t) = 2πf0X0 sin (2πf0t) ex, ∀x ∈ Ω : ‖x− c (t)‖ = r. (3.13)

No-slip boundary conditions are also enforced on the (static) borders of the computational

domain.

This setup naturally defines a characteristic velocity scale u0 = 2πf0X0, a characteristic

frequency f0 and a characteristic length scale r leading to two nondimensional numbers

r

X0
and Re =

ρ 2πf0X0 2r

µ
. (3.14)

We set the first nondimensional number to 4 by assigning X0 = r/4. The density is set to 1

and the dynamic viscosity µ is determined to match the desired Reynolds number set by the
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user based on (3.14).

For this example, we choose the fixed time step ∆t =
1

200f0
and the simulations are run

for three full oscillation cycles for 7 different Reynolds numbers ranging from 10 to 300. The

iterative procedure explained in section 3.3.5 is necessary in this case of moving boundary in

order to correctly enforce the desired no-slip condition (3.13). Since we are interested in the

overall forces applied onto the sphere as a result of its motion, the inner iterative technique is

carried on until
∥∥∥Φk − Φk−1

∥∥∥
∞
< εΦ = 2 ε (πf0X0)2 ∆t where ε = 0.1 for all time steps. This

corresponds to limiting the difference in pressure between successive iterates to 10% at most

of the maximum dynamic pressure resulting from the motion of the sphere. The fixed point

method seems more relevant in this context compared to what was observed in section 3.5.2:

the number of iterations required to ensure this convergence condition grows with Re: for every

time step, the solver performs 3 to 4 inner iterations to enforce the desired boundary conditions

correctly , as illustrated in figure 3.21 for Re = 300. A mesh of resolution 5/10 rooted in a

single macromesh cell is used, resulting in about 500,000 leaves. A uniform grid with similar

finest resolution would have 230 ' 109 computational cells. Every simulation completed in

about 8 hours using 40 MPI tasks on a local workstation running a Dual Intel Xeon Gold 6148

processor with 64 GB of RAM.

As for the flow past a sphere, the nondimensional force applied onto the oscillating sphere

is monitored over time, according to equation (3.10). The results are presented in figure 3.19.

As expected, we observe that the amplitude of the drag coefficient increases as the Reynolds

number decreases. Furthermore, we observe a lag in the response as the Reynolds number

decreases. Indeed, as the viscous forces become more important, the information takes longer

to propagate in the fluid. In contrast, the forces in a system dominated by inertia come mainly

from the pressure term and the incompressibility condition enforces instantaneous propagation

of the information. Figure 3.20 shows some visual representations of the computational grid

for Re = 50 at t = 2.4/f0.
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Figure 3.19: Evolution of the x−component of the nondimensional force applied onto the
periodically oscillating sphere in a closed box for a range of Reynolds numbers. The magnitude
of the force increases and the peaks appear at later times as the Reynolds number decreases
and the viscous forces become dominant.

Figure 3.20: Left: illustration of one fourth of the computational domain colored with the

pressure (nondimensionalized by
1

2
ρπr2f20 ), along with the solid sphere (Re = 50, t = 2.4/f0).

Right: zoom-in on the sphere, illustration of the local adaptivity of the computational grid
and representation of some streamlines near the moving interface.

3.5.4 Transport of a scalar quantity in a flow

In this section, we provide two examples to qualitatively illustrate the ability of the solver

to track scalar fields advected by the flow and to capture the resulting complex structures using

high spatial resolution in the required regions. The (non-dimensional) node-sampled scalar
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Figure 3.21: Illustration of the computational cost and convergence rate associated with the
fixed point iteration from section 3.3.5, when ensuring point-wise convergence on the Hodge
variable within bounds corresponding to a pressure threshold of 10% of the maximum dynamic
pressure resulting from the kinematics of the oscillating sphere, as considered in section 3.5.3,
for Re = 300. Left: ratio(s) of the computational costs per time step for the main tasks at
play, normalized to the raw computational cost of an approximate projection method (which
would correspond to kmax = 1). Right: measures of interest considered by the inner loop
criterion.

concentration β (x, t) ∈ [0, 1] is determined by solving the governing equation

∂+β

∂t+
u · ∇β = 0 (3.15)

using a semi-Lagrangian approach, as described in 3.3.3. Since this numerical example is

intended to only illustrate an additional refinement capability of our adaptive-grid strategy,

the diffusion terms were discarded in the above equation in order to make the simulation

cheaper. In fact, numerical diffusion comes into play through the approximation errors of the

semi-Lagrangian approach and the successive interpolation steps, so that β (x, t) is numerically

smoothened over time.

In this section, the refinement criterion (3.3) is activated using a refinement threshold set

to χ = 0.05 in the mesh construction, along with criteria (3.1) and (3.2). We illustrate this

capability with the flow past a sphere. The simulation setup is the same as in section 3.5.2 and

the solver’s parameters were set to match a Reynolds number of Re = 5, 000 using an 8× 4× 4

macromesh with trees of level 2/8, leading to around 34 · 106 leaves for a fully developed flow.
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Figure 3.22 presents a visualization after 48
r

u0
where r and u0 are defined as in section 3.5.2,

which corresponds to 857 time steps. The entire simulation took 20 hours on 1,024 cores of the

Stampede2 supercomputer.

Figure 3.22: Visualization of a passively advected smoke marker in a flow past a sphere for a
Reynolds number Re = 5, 000.

As a second illustration, we consider a buoyancy-driven flow. In a cubic box of side length

L, we consider the motion of a fluid of dynamic viscosity µ due to buoyancy with gravity

acceleration g = −gez. A relative scalar concentration β ∈ [0, 1] is passively advected by the

flow according to (3.15) and the local fluid density depends linearly on β as ρ0 + β∆ρ with

∆ρ

ρ0
� 1. Using Boussinesq approximation, the momentum equation reads

ρ0

Ç
∂+u

∂t+
u · ∇u

å
= −∇p−∆ρgβez + µ∇2u. (3.16)

The simulation is initialized with a flow at rest, β = 1 in a ball of radius r = 0.1L centered

at (L/2, L/2, 3L/4) and β = 0 outside that ball. Using L as a characteristic length scale and

gr2∆ρ

µ
as a characteristic velocity scale, (3.16) takes the non-dimensional form

∂+u

∂t+
u · ∇u = −∇p− L2

r2Ar
βez +

1

Ar
∇2u (3.17)

where the Archimedes number is defined as Ar =
ρ0gr

2∆ρL

µ2
. In figure 3.23, we show three

snapshots of a simulation obtained with Ar = 2.4525 · 106, using a 2 × 2 × 2 macromesh with
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trees of resolution 4/8, leading to about 20 million leaves. Here again, this simulation intends

to show the capabilities of our parallel adaptive refinement approach, accurate results would

require much finer and much more computationally intensive runs. The simulation took 20

hours on 256 cores of the Stampede2 supercomputer for 603 time steps.

Figure 3.23: Visualization of a drop of high density smoke falling under gravity at the ini-
tial state (left), after nondimensional times of 367.88 (center) and 760.28 (right), where the

nondimensional time is defined as
gr2∆ρt

µL
.

3.5.5 Turbulent superhydrophobic channel

As detailed and illustrated above, the solver is designed to allow dynamic grid adaptation

over time. This feature is especially relevant and appealing when the complex flow dynamics

to be captured are bounded to a (small) evolving portion of the computational domain, as it

dramatically reduces the global number of computational cells compared to a regular uniform

grid. Indeed, in such cases, the computational overhead associated with dynamically adapting

the computational grid, with setting new operators and new linear solvers is small compared

to the prohibitive computational cost of using a uniform grid of equivalent finest resolution

throughout the domain.

However, while local mesh refinement remains valuable, dynamic re-meshing may not be

most desirable in applications requiring (almost) static, dense regions of fine grid cells, as extra
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operations associated with dynamic grid adaptation would significantly increase the overall

computational cost, without any significant reduction of the overall number of computational

cells to consider. We have alleviated this issue by allowing the solver to store all possible data

structures5 (linear solvers, possible preconditioners, interpolation operators, etc.) in memory

and use them as long as they are valid, i.e., as long as the grid is not modified.

Statistically steady physical problems align perfectly with the above solver features, since

they require fixed regions of specified spatial resolution by nature, and the results need to be

accumulated over a (very) large number of time steps to ensure their statistical convergence. In

order to illustrate the capability of the solver to address such problems, we consider the fully

developed turbulent flow in a superhydrophobic channel as previously simulated in [137, 138].

We use a computational domain of dimensions 6δ×2δ×3δ, where δ is half of the channel height,

with periodic boundary conditions along the streamwise and spanwise directions, as illustrated

in figure 3.24. The coordinates are chosen such that x points downstream, y is normal to the

walls and z is in the spanwise direction. The flow is driven in the positive streamwise direction

by a spatially uniform and constant force per unit mass f = fxex. By analogy with canonical

channel flows, we define the friction velocity uτ =
√
fxδ.

We consider gratings oriented parallel to the flow on both walls y = ±δ. The superhy-

drophobic nature of these surfaces enables them to entrap pockets of air, such that parts of he

walls are replaced by a liquid-air interface, which is assumed to be shear-free. We assume the

liquid-air interface to be and remain flat at all times (deflections of the interface are neglected).

We therefore model the air-liquid interface regions using no-penetration, free-slip boundary

conditions6

v|y=±δ = 0,
∂u

∂y

∣∣∣∣
y=±δ

= 0 and
∂w

∂y

∣∣∣∣
y=±δ

= 0, (3.18)

5For the linear solvers associated with the viscosity step, only diagonal terms are affected by a new value
of ∆t (see subsection 3.3.3). Therefore, only diagonal terms are updated when the computational grid is not
modified.

6Note that
∂v

∂x

∣∣∣∣
y=±δ

=
∂v

∂z

∣∣∣∣
y=±δ

= 0 since v|y=±δ = 0 on the entire wall surfaces.
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Figure 3.24: Schematic of the superhydrophobic surface and corresponding notations consid-
ered in section 3.5.5: we denote the pitch by L and the gas fraction by ξ. The variable z̃ is
used to average over corresponding spanwise locations.

while the rest of wall surfaces use no-slip boundary conditions,

u|y=±δ = 0.

Eight longitudinal grates giving a gas fraction of 50% are used, i.e., the pitch length L

is set to 3δ/8 and the gas fraction ξ is set to 0.5 (see figure 3.24). The fluid properties and

other control parameters are set such that the canonical friction Reynolds number Reτ =
ρuτδ

µ

is equal to 143. The computational domain is meshed with one single Octree of minimum

level 7 and maximum level 9. This choice of macromesh results in computational cells with

an aspect ratio so different from 1 that third-degree neighbor cells are required for the reliable

construction of face-seeded Voronoi cells (see figure 3.2 for a two-dimensional illustration).

Therefore, this simulation setup makes an extensive use of the capability to fetch third-degree

ghost neighbor cells, which is enabled by the algorithms from section 3.3.6. The capability of

the solver to address such problems even with stretched computational cells is discussed in 3.7

using a known analytical solution in the laminar case.

In order to ensure sufficient grid resolution for regions close to the no-slip parts of the walls,
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we define the level-set function7

φ (x) = −dist (x,no-slip region of the wall)

to be used with the refinement criterion (3.1) setting K = 10. This choice of K and maximum

refinement level ensures that the walls are entirely covered by the finest computational cells over

a thickness of 0.1δ. Except for the thickness of four grid cells layering the walls, the local grid

resolution is equivalent to, or finer than, the resolution from [137, 138] everywhere. In [137, 138],

a stretched grid was used with constant mesh size in the streamwise and spanwise directions

while the cell thickness was distributed using a hyperbolic tangent profile in the wall-normal

direction. The main difference between such a stretched grid and our Octree approach lies in

the fact that the aspect ratio of our computational cells is constant. As cells get thinner when

approaching the wall regions, they also get shorter and narrower: the spatial resolution close to

the walls for the Octree grid is four times finer than for the stretched grid in the spanwise and

streamwise directions, hence producing more accurate results in those directions than stretched

grids do. This however significantly increases the total number of computational cells to be

used in our approach, since we need more than 21.8 · 106 cells, as opposed to about 2.1 · 106 in

the case of a stretched grid. Dynamic grid adaptation based on local vorticity is less useful in

this example, since the background grid already captures enough details (γ is thus irrelevant

in this case), which enables us to reduce time execution. The conjugate gradient method is

used for solving the projection step along with an algebraic multigrid preconditioner (from the

HYPRE distribution).

A thorough analysis of the analytical solution known in the laminar cases shows that the

viscous stress is singular at the edges of the walls transitioning between free-slip and no-

slip boundary conditions (see 3.7 and references therein for more details). Early numerical

tests revealed that setting the inner loop convergence criterion (see section 3.3.5) to ensure
∥∥∥Φk − Φk−1

∥∥∥
∞

< εΦ would fail because the (floating-value) Hodge variable Φ would grow

7Note that φ is negative everywhere so no interface is defined within the domain.
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unbounded in the cells layering these transition edges. However, the velocity field must be

bounded everywhere, and therefore, so must be ‖∇Φ‖∞. As a matter of fact, setting the in-

ner loop convergence criterion (see section 3.3.5) to ensure maxΩ

∥∥∥∇Φk −∇Φk−1
∥∥∥
∞
< 10−6Ub,

wherein Ub is the mean, bulk velocity in the streamwise direction through the channel, resulted

in fully controlled simulations. For most time steps, the solver required three inner iterations to

converge (the value of the convergence measure for the first iterate, i.e., maxΩ

∥∥∇Φ1 −∇Φ0
∥∥
∞,

was observed to be of the order of 10−4Ub).

The simulation is initialized to the known laminar solution and executes until flow insta-

bilities amplify and a fully-developed turbulent state is eventually reached. The bulk Reynolds

number

Reb =
ρUbδ

µ
, where Ub =

1

6δ2

∫ δ

−δ

∫ 1.5δ

−1.5δ
u · ex dz dy

and the nondimensional viscous forces from the no-slip regions of the walls

Fwall, visc. =
1

ρfx 36δ3

∑

ky={−1,1}

3∑

kz=−4

∫ 3δ

−3δ

∫ (kz+1)L

(kz+ξ)L
−ky

î
µ
Ä
∇u + (∇u)T

ä
· ey
ó∣∣∣
y=kyδ

dz dx

are monitored over time. Their evolution is illustrated in figure 3.25.
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Figure 3.25: Macroscopic variables monitored over the course of the simulation of a turbulent
flow through a superhydrophobic channel. Left: evolution of Reb = ρUbδ/µ; right: evolution
of the nondimensional viscous forces from the no-slip regions of the walls. In these graphs,

the nondimensional time t̂ is defined as t̂ =
uτ t

δ
.
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From the evolution of the monitored macroscopic quantities of interest illustrated in figure

3.25, we consider the time window from t̂start =
uτ t

δ
= 80 until the end of the simulation,

t̂end = 133.1, which we use for time-averaging results associated with the fully-developed regime

(which corresponds to about 300,000 time steps). An illustrative snapshot of the simulation in

this time window is presented in figure 3.27.

We obtain an average bulk Reynolds number of 2541; we also consider the time-and-slice-

averaged velocity profile, i.e.,≠
u

uτ

∑
x,z,t

=
1

18δ2
Ä
t̂end − t̂start

ä ∫ t̂end

t̂start

∫ 3δ

−3δ

∫ 1.5δ

−1.5δ

u

uτ
dz dx dt̂

as a function of y/δ, as well as the time-and-line-averaged velocity profile, i.e.,≠
u

uτ

∑
x,t

=
1

6δ
Ä
t̂end − t̂start

ä ∫ t̂end

t̂start

∫ 3δ

−3δ

u

uτ
dx dt̂,

which is built by also averaging corresponding locations over the air-interface and over the ridges

in the spanwise direction. Formally, this results in a function of y/δ and of the grate-normalized

spanwise coordinate z̃ defined as

z̃ =





∣∣∣∣(z (mod L))− Lξ

2

∣∣∣∣ if z (mod L) ≤ Lξ,
L

2
−
∣∣∣∣∣(z (mod L))− L (1 + ξ)

2

∣∣∣∣∣ otherwise,
(3.19)

(see illustration in figure 3.24). These time-averaged velocity profiles are illustrated in figure

3.26.

As illustrated in figure 3.26, the mean fluid velocity at the air interface can reach up to 50%

of the maximum mean velocity (found at the center of the channel). This figure also illustrates

how sharp the change is: 74% of the variation from the no-slip ridge to the maximum air

interface velocity (found above the center line of the interface) occurs over a distance of 3δ/128

in the spanwise direction, which corresponds to 4 computational cells in our setup (versus 1 cell
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Figure 3.26: Top: time-and-slice-averaged velocity profile. Bottom left: time-and-line-aver-
aged velocity profiles. Notice the sharpness of the transition between no-slip and free-slip
line-averaged profiles. A significant portion of the transition (74%) takes place over a distance

of
3δ

128
in the spanwise direction. While this distance corresponds to the width of one single

computational cell in the stretched grid approach of [138], our octree grid uses 4 narrower com-
putational cells over that region. Bottom right: illustration of how the time-and-line-averaged
profiles become z̃-independent far enough from the walls; in this case, time-and-line-averaged
velocity profiles are essentially all equivalent (within 1% of the mean velocity to be found in
the center of the channel) farther than 0.14δ from the walls.

in [138]).

When averaging velocity profiles across entire planar sections of the channel, the existence

of such free-slip regions results in a nonzero slip velocity Us at the wall. This slip velocity is a

quantity of primary relevance in the context of Navier’s slip model, along with the slip length

b which relates the slip velocity to the mean wall shear via Us = ±b ∂

∂y
〈u〉x,z,t

∣∣∣∣
y=∓δ

. The slip
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parameters Us and b were evaluated by least-square fitting the linear profiles
Us

uτ

Å
1 +

δ ± y
b

ã
(+ and − correspond to bottom and top walls, respectively) to our results for

≠
u

uτ

∑
x,z,t

over

the 5 finest grid cells layering the walls, which corresponds to a thickness of about 2.8δτ ,

where δτ =
µ

ρuτ
is the viscous lengthscale. The two sets of fitting parameters yield b =

(0.0302± 0.0002) δ = (4.320± 0.025) δτ and Us = (4.255± 0.040)uτ .

Figure 3.27: Visualization of a snapshot for the simulation of the turbulent superhydrophobic

channel flow. The half of the domain corresponding to z < 0 is colored by
‖u‖
uτ

; the quarter of

the domain corresponding to z > 0 and x > 0 is colored by
p

ρu2τ
. A slice of the computational

grid, streamlines and isocontours of λ2 = −0.3

Å
Ub

δ

ã2
(using the λ2-criterion from [139]) are

also shown.

Our setup value of Reτ was chosen for comparison purposes with one of the simulations

from [138, 137], which reports a (mean) value of Reτ = 143 using a simulation setup enforcing

a (constant) mass flow corresponding to Reb = 2, 800 for the same channel geometry. Under

these conditions, [138, 137] reports b = 0.0366 δ = 5.17 δτ and Us = 5.26uτ . Therefore, when

compared to those results, our simulation leads to a reduced flow rate for a comparable driving

force (about 10% less) and to a smaller slip velocity as well as a smaller slip length. Besides the

difference in simulation setup (constant driving force as opposed to constant mass flow rate),

such deviations may also originate from numerical and/or modeling differences to be found
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between the two approaches. To assess this, we also compare our results to the simulations of

[140], who used a lattice-Boltzmann method. We select their simulation whose value of L/δτ is

closest to ours, since [138] established that L/δτ is the single most important parameter that

determines slip length (at fixed gas fraction). We therefore compare our simulation, which has

L/δτ = 53.6, to the L/δτ = 56.2 case of [140], who found b/δτ = 4.23. This value is appreciably

smaller than the result of 5.17 of [138], but matches closely our b/δτ = 4.32.

In terms of modeling, [138, 137] opted for a simplified wall-treatment for the spanwise ve-

locity component w, by setting w|y=±δ = 0 instead of the stress-free condition (3.18) above the

free-slip wall regions. Enforcing w|y=±δ = 0 above the air pockets does not rely on physical

grounds, and may result in simplified near-wall flow structures that artificially promote stream-

wise velocity. Indeed, this simplified condition results in
∂w

∂z
= 0, which in turn simplifies

the incompressibility condition, at the walls, into
∂u

∂x
+
∂v

∂y
= 0. At the wall-located air inter-

faces, this latter equation stands as an artificial constraint, within z-orthogonal planes, enabling

transfer of kinetic energy only between wall-normal and streamwise velocity components. This

constraint could lead, in turn, to an overestimation of the slip velocity and/or of the total mass

flow across the channel, which could help explain the difference between the results of [138] and

those of subsequent simulations.

In terms of numerical methods, we emphasize that the use of a semi-Lagrangian scheme

for the advection terms comes with a significant amount of numerical dissipation, which may

in turn lead to overestimated viscous dissipation. While this cannot be excluded, we also want

to point out that our simulation setup makes use of a spatial resolution that is 4 times finer

than the resolution from [138], in both the streamwise and spanwise directions. Firstly, such

a fine resolution in the streamwise direction is expected to alleviate the numerical dissipation

associated with our advection scheme. Secondly, such a resolution in the spanwise direction

may actually stand as a requirement in order to capture the sharp variation in velocity profiles

between free-slip and no-slip wall regions. Indeed, figure 3.26 illustrates that
∂

∂z
〈u〉x,t

∣∣∣∣
y=±δ

is

the largest near the boundaries transitioning from free-slip to no-slip regions; therefore, using
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a coarse spanwise resolution in that area may lead to an underestimation of the overall viscous

dissipation.

In order to quantify the relative importance of this term, we estimate its contribution to the

viscous dissipation taking place in near-wall layers and compare it to the contribution of the

mean, slice-averaged streamwise shear term (i.e., as if we were dealing with a regular channel).

Assuming that
∂

∂z
〈u〉x,t

∣∣∣∣
y=±δ

is not negligible within bands of 3δ/128 around solid ridges only

(in our case, we have 16 such bands on either wall), our comparative estimate is

6δ
16× 3δ

128
µ

Ç
∂

∂z
〈u〉x,t

∣∣∣∣
y=−δ

å2

6δ 3δ µ

Ç
∂

∂y
〈u〉x,z,t

∣∣∣∣
y=−δ

å2 ≈ 16

128

Ç
7.4uτ

3δ/128

å2Å
Us
b

ã2 = 62.8%,

where we estimated
∂

∂z
〈u〉x,t

∣∣∣∣
y=−δ

=
7.4uτ

3δ/128
based on the results illustrated in figure 3.26 to

produce a fair measure in comparison with the grid resolution from [138], although
∂

∂z
〈u〉x,t

∣∣∣∣
y=−δ

becomes almost twice as large as we approach the edge in our computational setting. Although

wall viscous shear dissipation may be smaller than the overall (bulk) turbulent dissipation, we

expect it to be non-negligible nonetheless, in particular when considering a relatively low fric-

tion Reynolds number as it is the case here8; in this context, the above comparative estimation

indicates that spanwise wall shear, though not evenly distributed on the walls, is not a negligible

factor to the overall viscous dissipation.

8In fact, if we consider an equivalent canonical channel with a mean, streamwise wall shear of Us/b that we

assume constant over layers of at least 3
µ

ρuτ
, the viscous dissipation in these layers amounts for

2× 3
µ

ρuτ
× 6δ × 3δ × µ

(
Us
b

)2

' 105 ρu3
τδ

2

which represents about 1/6 of the energy injection rate 36δ3ρfxUb in our simulation setup.
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3.6 Conclusion

We have described a Navier-Stokes solver for simulating incompressible flows in irregular

domains on a forest of Octrees in a distributed computing framework. The parallel implementa-

tion of the solver requires the ability to access second- (or third-)degree cell neighbors, which led

to the need for an expanded ghost layer of cells. We have introduced an algorithm to address

that computational challenge on distributed forest of octree grids. We also have introduced

parallel algorithms for the unambiguous definition and synchronization of global faces indices

as required in a standard MAC arrangement. The performance of these individual algorithms

has been assessed in terms of strong and weak scaling analyses. The strong scaling behavior of

the entire solver has been verified up to more than 32,000 cores using a problem on a grid of

6.1 · 108 grid cells. The performance of the solver has been assessed on several large-scale three-

dimensional problems: accurate results for the flow past sphere at various Reynolds numbers

have been shown, several illustrations of the capabilities of our adaptive refinement approach

have been provided and a simulation of the turbulent flow through a superhydrophobic channel

has been performed with unparalleled spanwise (and streamwise) spatial resolution over regions

of interest. When flow structures have a limited lifetime and/or are bounded to relatively small

regions in the computational domain, our adaptive grid refinement approach was shown to suc-

cessfully simulate the problems of interest using only a few percent of the number of grid cells

that a uniform grid of equivalent finest resolution would require. The encapsulation of such

a feature in a distributed computing framework allows for very-large scale simulations to be

considered tractable from a computational standpoint and, therefore, to address increasingly

complex multiscale and/or multiphysics problems.
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3.7 Appendix:Validation test in laminar cases superhydropho-

bic channel flows

Given the numerical difficulties typically associated with this kind of mixed boundary-value

problems [141], we assess the performance of the solver for the simpler laminar steady case,

in which the flow is unidirectional and exact solutions exist (see [142, 143]). In this context,

we consider longitudinal gratings, i.e., aligned with the flow direction, on both the upper and

lower walls. The analytical solution can be expressed as the following series

uexact(y, z̃) =
µRe2

τ

ρδ

{
1

2

ñ
1−
Å
y

δ

ã2ô
+ c0 +

∞∑

n=1

cn
cosh(2πny/L)

cosh(2πnδ/L)
cos

Å
2πnz̃

L

ã}
ex,

where Reτ =
ρδ
√
fxδ

µ
is the canonical friction Reynolds number, L is the pitch (that is the

distance between consecutive gratings), and z̃ ∈ [0, L/2] is the normalized spanwise coordinate

that parametrizes each periodic unit as defined in (3.19) (see figure 3.24 for a detailed illustration

of all parameters).

Due to the mixed boundary conditions, the coefficients cn must be determined numerically

by enforcing the dual cosine series conditions [143]

gno slip (z̃; c0, c1, . . .) = c0 +
∞∑

n=1

cn cos

Å
2πnz̃

L

ã
= 0, ∀z̃ ∈

ï
ξL

2
,
L

2

ò
gfree slip (z̃; c0, c1, . . .) =

∞∑

n=1

cnn tanh

Å
2πnδ

L

ã
cos

Å
2πnz̃

L

ã
− L

2πδ
= 0, ∀z̃ ∈

ï
0,

ξL

2

ï
.

where 0 < ξ < 1 is the gas fraction. We truncate the above series up to N terms and solve the

(dense) N ×N linear system derived from the resulting algebraic conditions

∫ ξL

2
0

gfree slip (z̃; c0, c1, . . . , cN−1) cos

Å
2πkz̃

L

ã
dz̃

+

∫ L

2
ξL

2

gno slip (z̃; c0, c1, . . . , cN−1) cos

Å
2πkz̃

L

ã
dz̃ = 0, ∀k ∈ {0, 1, . . . , N − 1} .
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Even in this simplified laminar case, the velocity gradient components
∂u

∂y
and

∂u

∂z
display

singularities at the edges between the no-slip and free-slip wall regions that may compromise

the point-wise convergence of the numerical solution. We thus explore the performance of the

solver, setting simulations of increasing spatial resolution for Reτ = 10, using 2 grates with

pitch L = δ and gas fraction ξ = 0.875. We use N = 2500 terms in the above series, which

ensures that all the coefficients in the exact solution are computed to machine precision for this

particular setup.

In order to assess the validity of the face-seeded Voronoi diagrams associated with stretched

computational cells, we also investigate how the accuracy is affected by the aspect ratio of the

computational cells by replicating the same simulation runs in two macromeshes of different

aspect ratios. This is especially relevant to anticipate the validity of our results in the turbulent

simulations, since in those cases the cells must be stretched in the streamwise direction to result

in a feasible computational cost. The solver is then executed until a steady state is reached,

and the resulting numerical errors for the streamwise velocity component are measured. We

present them in Table 3.7.

u/uτ
Domain dimensions: δ × 2δ × 2δ Domain dimensions: 6δ × 2δ × 2δ
Macromesh: 1× 2× 2 root trees Macromesh: 1× 1× 1 root tree

Cubic cells (∆x/∆y = ∆x/∆z = 1) Stretched cells (∆x/∆y = ∆x/∆z = 3)

levels L1 error order L∞ error order L1 error order L∞ error order

4/6 9.63 · 10−2 - 3.09 · 10−1 - 2.02 · 10−1 - 4.67 · 10−1 -
5/7 2.67 · 10−2 1.85 1.69 · 10−1 0.87 9.75 · 10−2 1.05 2.99 · 10−1 0.64
6/8 6.20 · 10−3 2.11 1.39 · 10−1 0.29 3.84 · 10−2 1.34 1.67 · 10−1 0.84

Table 3.7: Convergence of the solver for the case of laminar flow over a superhydrophobic
surface, with Reτ = 10. The pitch is L = δ and the gas fraction is ξ = 0.875.

As expected from Section 3.5.1, the accuracy is close to, or even exceeds, first order in the

L1 norm9 for all cases. Moreover, the errors are comparable for similar ∆y and ∆z between

cubic cells and stretched cells: we set ∆y = ∆z in both cases, but we use twice as many root

9Here, the L1 error is already normalized with the domain volume for a straightforward comparison with the
L∞ error. Specifically, we define the L1 error as the discrete equivalent of

∫
Ω
|unum. − uexact| dΩ / vol(Ω).
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trees along y and z in the case of cubic cells, which effectively doubles the wall-normal and

spanwise resolutions compared to stretched cells.

On the other hand, the L∞ error does not display a clean first-order convergence. Indeed, a

closer analysis of the spatial distribution of the error reveals that, unsurprisingly, its maximum

is located at the transitions between no-slip and free-slip regions at the walls, and that the

convergence in these areas is slower than in the rest of the domain. This drop in the convergence

rate is expected in mixed boundary-value problems [141], although we still observe that in all

cases the maximum error is monotonically decreasing with refinement.
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Chapter 4

A striking experiment: Maze-solving

behavior of Marangoni flows

4.1 Abstract

We present here the experimental observation of maze-solving by surfactants. After intro-

ducing soap at the entrance of a maze formed by open channels filled with liquid, the resulting

Marangoni flow reaches the outlet with minimal incursions in dead-end branches. This behavior

is unexpected, since normally the flow would progress into every channel with a lower surfac-

tant concentration. We postulate that the higher resistance to spreading in dead-end channels

stems from the presence of endogenous surfactants at the fluid surface. This visually striking

phenomenon exemplifies the crucial role of geometry in Marangoni flows.

4.2 Introduction

The ancient Greek myth of Theseus and the Minotaur is perhaps the most famous exam-

ple of the fascination that maze-solving has historically triggered in humankind. Maze-solving

strategies also have important practical applications, including path finding in robotics [144],

urban transportation [145], and cognitive neuroscience [146]. Since the digital computation of
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the shortest path across a maze is efficient for simple cases only [147, 148], numerous more

unconventional, analog methods have been suggested in the last few decades. For instance,

amoeboid organisms are able to solve mazes when a suitable gradient of nutrients is present

[149], and chemical waves have been reported to find optimal pathways in complex labyrinths

[150]. Other examples among these analog maze-solving techniques rely on fluid-mechanical

effects, such as exploiting a pressure gradient between the inlet and outlet of a complex mi-

crofluidic network in order to drive a dyed fluid between the two [151].

We demonstrate here that the Marangoni effect produced by a surfactant is a fast and

highly efficient mechanism of maze solving. We present the experimental observation of a

small amount of dilute soap, which successfully solves a maze filled with milk with minimal

penetration into side branches. While maze solving using thermal [152], pH-induced [153, 154],

and surfactant-generated [155] Marangoni flows have previously been reported, in those cases

the motion is established in the maze by introducing an alteration at the outlet, with the tracer

particles being drawn from the inlet by the resulting flow, such that a tracer anywhere in the

maze is also transported towards the exit. However, in the present work the decrease in surface

tension originates at the inlet, and the tracer follows the correct path to the outlet without any

pre-existing gradient of surface tension ahead of its path.

4.3 Results and discussion

The experiment consists of a square plate of acrylic (127 × 127 mm) with a series of

open channels of approximately 3 mm of depth and forming a small maze. First, the maze

is filled with milk 1, and a drop of red dye is added at the inlet reservoir, acting as a passive

tracer. Subsequently, a brush previously immersed in a soap solution (0.2% volume, ‘Seventh

Generation’ brand) is briefly introduced in the milk at the inlet, for a time not exceeding one

second (Figs. 4.1(a) and 4.2(a)). Immediately after the brush is introduced, a Marangoni flow

1The choice of milk is for visualization purposes due to the high contrast with the red dye. The same
maze-solving effect is observed if water is used as the base fluid.
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away from it is triggered, due to the locally lower surface tension of the milk-air interface in

the area with soap, which overlaps with the dye.

1 cm

a) t = 0 s b) t = 2 s d) t = 11 sc) t = 7 sBrush
with
soap

Figure 4.1: Snapshots of a 0.2% solution of soap solving a small maze filled with milk, from
time t= 0 s until t= 11 s, when the red dye reaches the exit. The width of the channels is 4
mm.

The dyed milk, entrained by the soap, barely penetrates into side channels with dead

ends, opting for the right path towards the outlet at every bifurcation until it solves the maze

(Figs. 4.1(b-d) and 4.2(b-f)). This fact may appear surprising since, as mentioned above, the

front of red dye does not advance following a gradient of surface tension originated from the

outlet. However, it could potentially be explained by the presence of endogenous surfactants,

trace amounts of other surface-active substances that are naturally unavoidable in the fluid.

These small quantities of surfactant are usually insufficient to produce a noticeable decrease of

surface tension in the initial fluid, but can have a marked effect on the dynamics, described

as follows. As the front of dye spreads across the maze, it compresses the interface ahead,

thus increasing the concentration of endogenous surfactant and creating a Marangoni force

opposing the motion, eventually stopping the flow. This effect has been reported to occur in

the spreading of surfactants in a thin film of liquid [156], and could explain the maze-solving

effect here. Indeed, when reaching a bifurcation the dye would naturally choose the path of

least resistance, which is the one with the largest surface area ahead, since it would minimize

the downstream concentration of endogenous surfactants. According to this hypothesis, the

relatively large surface area of the outlet reservoir of the maze offers the lowest resistance at
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every bifurcation, thus enabling the soap to solve the maze correctly.

1 cm

a) t = 0 s b) t = 2 s c) t = 6 s

d) t = 24 s e) t = 42 s f) t = 65 s

Brush
with
soap

Figure 4.2: Snapshots of a 0.2% solution of soap solving a larger and more complex maze,
also filled with milk. The red dye used as tracer reaches the exit at time t= 60 s. The width
of the channels is 3 mm.

This result is a striking example of the dramatic consequences of surface-active impurities

in fluid flows. Their role in slowing down the rising motion of bubbles in a liquid [157] has been

known for decades [1]. Very recently, it has been shown experimentally that trace amounts of

surfactants can also critically hinder the drag reduction ability of superhydrophobic surfaces

[19]. Taking these effects into account can therefore be essential in the study and prediction of

flows involving fluid interfaces.
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Chapter 5

Theory for laminar flows with

surfactant over two-dimensional

superhydrophobic gratings

5.1 Abstract

Superhydrophobic surfaces (SHSs) have the potential to reduce drag at solid boundaries.

However, multiple independent studies have recently shown that small amounts of surfactant,

naturally present in the environment, can induce Marangoni forces that increase drag, at least

in the laminar regime. To obtain accurate drag predictions, one must solve the mass, momen-

tum, bulk surfactant and interfacial surfactant conservation equations. This requires expensive

simulations, thus preventing surfactant from being widely considered in SHS studies. To ad-

dress this issue, we propose a theory for steady, pressure-driven, laminar, two-dimensional flow

in a periodic SHS channel with soluble surfactant. We linearise the coupling between flow and

surfactant, under the assumption of small concentration, finding a scaling prediction for the

local slip length. To obtain the drag reduction and interfacial shear, we find a series solution

for the velocity field by assuming Stokes flow in the bulk and uniform interfacial shear. We
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find how the slip and drag depend on the nine dimensionless groups that together characterize

the surfactant transport near SHSs, the gas fraction and the normalized interface length. Our

model agrees with numerical simulations spanning orders of magnitude in each dimensionless

group. The simulations also provide the constants in the scaling theory. Our model signifi-

cantly improves predictions relative to a surfactant-free one, which can otherwise overestimate

slip and underestimate drag by several orders of magnitude. Our slip length model can provide

the boundary condition in other simulations, thereby accounting for surfactant effects without

having to solve the full problem.

5.2 Introduction

Superhydrophobic surfaces (SHSs) consist of hydrophobic coatings equipped with micro- or

nano-scale textures, such that a layer of air (known as a “plastron”; see e.g. [158]) is retained

when the surface is submerged in water (see e.g. the reviews of [159, 160, 161, 162, 163]).

The air layer is held in place by the texture, with the upper edges of the micro- or nano-

structures making contact with the water. Since air is approximately 50 times less viscous

than water, the plastron has often been approximated as a shear-free surface in analytical

models [164, 165, 166, 167, 168, 169, 170, 171, 172], leading to the expectation that SHSs

could achieve very large drag reduction. Potential applications include high-Reynolds-number,

turbulent flows e.g. [173, 174, 175, 176, 177, 178], as well as low-Reynolds-number, internal

flows, which are the focus of the present paper (e.g. [166, 14, 15, 168, 16, 17, 18, 179, 20]).

At low Reynolds numbers, the use of SHSs has been proposed to reduce what are otherwise

very large pressure differences across microchannels, as is the case in microfluidic devices or

in micro-cooling applications [180, 181, 182], as well as to minimize Taylor dispersion in the

chemical or biological analysis of species [167].

However, laminar-flow experimental results have been mixed. While early works reported

large drag reduction (e.g. [14, 183, 184]), several more recent studies found no benefits, even

though a plastron was clearly retained on the surface [16, 17, 185]. [162] reviewed possible
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sources of experimental errors that might have affected some of the early measurements.

A key step towards solving this puzzle has come with the realization that surfactants could

induce Marangoni stresses that impair drag reduction. More specifically, [16] experimentally

examined flow over an SHS consisting of gratings perpendicular to the flow, for which they

found no measurable slip at the surface. [17] also found negligible slip for an SHS consisting

of gratings aligned with the flow, in contradiction with traditional theoretical and numerical

results. [17] hypothesized that surfactant effects could be to blame. Following this hypothesis,

surfactants naturally present in water would adsorb onto the air–water interface, as sketched

in figure 5.1(a). They would then be advected by the flow and accumulate at downstream

stagnation points, where the interface terminates in a three-phase contact line. The resulting

surfactant gradient would therefore produce a Marangoni stress opposing the fluid motion,

thereby decreasing slip and increasing drag (figure 5.1b). Since traditional models of SHSs are

surfactant-free, they cannot account for this additional surfactant-induced Marangoni drag.

Motivated by this hypothesis, [18] performed detailed measurements of the interface slip on

an SHS comprising posts. They reported slip velocities far smaller than predicted by surfactant-

free simulations. The slip pattern also exhibited strong anisotropy, consistently with what may

be expected from surfactant-induced Marangoni stresses in their geometry. Deliberately adding

surfactant resulted in a further small decrease in slip, although the magnitude of this change was

within experimental uncertainty. [179] performed unsteady microchannel experiments over SHS

consisting of gratings aligned with the flow. By introducing unsteady forcing, they uncovered

complex interfacial responses that could only be explained by surfactant effects. They found

that, if the driving pressure difference across the microchannel is suddenly removed, the plastron

starts flowing backwards relative to the initial flow due to a surfactant-induced Marangoni force.

The reverse flow decays as the inverse power of time, consistently with a similarity solution that

assumes advection-dominated surfactant transport at the interface.

Since numerous works [16, 17, 18, 179, 20] observed drastically reduced slip even in nomi-

nally clean conditions, [179] performed steady simulations inclusive of surfactants, where they
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Figure 5.1: Schematic illustrating the impact of surfactants above a superhydrophobic surface
(SHS) made of longitudinal rectangular grating. (a) Surfactants present in water adsorb at
the air–water interface of the gratings. (b) In the presence of an external flow, surfactants
distribute in gradients between stagnation points, yielding a Marangoni stress opposing the
flow.

could precisely control surfactant concentrations. They found that surfactant effects can impair

drag reduction even at extremely low surfactant concentrations, well below values naturally oc-

curring in the laboratory or the environment. They also found that increasing the streamwise

distance between stagnation points on the SHS helped to reduce the surfactant gradient and

to increase slip. This explained the large slip achieved in the previous experiments of [183],

who used a circular rheometer with annular gratings. Annular gratings are effectively infinitely

long, without any stagnation point for surfactants to accumulate, thus avoiding Marangoni

stresses. To illustrate this sensitivity of surfactant-induced Marangoni stresses with respect to

the interface geometry, [186] devised an experiment whereby a complex maze is solved by a

small amount of surfactant, which is introduced at the maze entrance.

More recently, [20] performed detailed experiments on an SHS consisting of a rectangular

cavity with small streamwise length. They found that the rectangular gas–liquid interface

exhibits recirculation, with reverse flow developing either along the middle or the sides of the

plastron, depending on whether the gas–liquid interface is deformed towards the liquid phase

(convex) or towards the gas phase (concave), respectively. They performed simulations where a

uniform stress was applied to the interface (to approximate a Marangoni stress), showing that

the experimentally-observed recirculation pattern could be induced by surfactants.
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While the importance of surfactants is an emerging topic in the context of superhydrophobic

surfaces, it should be noted that the importance of surfactant effects has been well-established

in many other interfacial flows, often after protracted scientific debates that sought explanations

for surprising phenomena. Well-known examples can be found for small bubbles rising in water,

where the increased drag due to surfactant adsorption has been studied extensively (see e.g.

[187, 188, 189, 190] and references therein), as well as in dip-coating problems, where accounting

for Marangoni stresses is important to predict the coating thickness [191]. In the ocean, the

impact of naturally-occurring surfactants is well-established, as they have important effects on

wave breaking and gas fluxes [192]. Furthermore, steady motions in the bulk (such as internal

waves or Langmuir circulations) can cause accumulation of surfactants at the surface. The

resulting change in the amplitude of capillary waves affects light scattering, as revealed by

satellite photographs [193]. In laboratory models of oceanic flows, surfactant accumulation

can be disproportionately important, driving stresses that qualitatively change the interior

flow [194]. Traces of surfactant have also been shown to modify drastically the behavior of the

air–water interface of small bubbles probed with atomic force microscopy (see [195, 196]). While

a free-slip boundary condition would have been expected, force measurements demonstrated a

cross-over between free-slip and no slip depending on the approaching speed of the cantilever

or its probing frequency. These modified hydrodynamic boundary conditions are well-modelled

by theories that include traces of surfactant, at levels undetectable through traditional surface

tension measurements [195, 196]. These findings further support the notion that surfactant

traces can qualitatively alter the hydrodynamics.

Predicting surfactant effects is also important since surface-active molecules are inevitably

present in both natural end engineered applications. Indeed, biological or environmental sam-

ples have been found to contain large amounts of surface-active compounds, including water

from seas, rivers, estuaries and fog [193, 197, 198]. For engineered systems, recently [199] used

experiments involving insoluble liquid drops in water to demonstrate that uncrosslinked chains

of polydimethylsiloxane (PDMS) can act as a surfactant. Since PDMS is one of the most com-
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mon materials for microchannel fabrication, their results imply that surfactants are commonly

present in microfluidic systems.

While this mounting evidence shows the importance of surfactant effects to superhydropho-

bic surfaces (at least in the laminar regime), there are presently no theoretical models that can

predict slip as a function of surfactant properties and flow geometry.

In this paper, we build a scaling theory that describes slip length, and the associated

Marangoni shear stress, in surfactant-laden laminar flows over SHS. As noted earlier, these

surfactant effects are induced by accumulation of surfactant at stagnation points on the plastron,

which are unavoidable in real applications (except in annular gratings in a rotating flow). As a

fundamental model of such a flow, we consider a two-dimensional SHS consisting of transverse

grooves, such as those considered by [16], [17] and [172]. This case also serves as an upper

bound for the slip and drag reduction that will be obtained in a three-dimensional flow over

finite rectangular gratings. Furthermore, the model developed here constitutes a stepping stone

towards a more complex theory for three-dimensional flow over SHSs with surfactant.

The problem definition and governing equations are described in § 5.3. In § 5.4, we present

the key assumptions which allow us to develop a low-order scaling model for the local slip

length at the plastron, as a function of the relevant dimensionless numbers. In § 5.5, a model

for the interior flow in a microchannel with a superhydrophobic side is developed, and coupled

to the slip-length model to obtain the effective slip length and drag reduction for the overall

channel flow. The overall theory is tested against numerical simulations of the full governing

equations. The computational setup is described in § 5.6, and results are reported in § 5.7. Each

parameter is varied over several orders of magnitude, confirming each aspect of the theory.

The performance, key assumptions and potential uses of the theory are discussed in § 5.8,

with conclusions presented in § 5.9. To ease adoption and testing of our model, MATLAB

codes that automate the theoretical calculations are included as online supplementary material

(https://doi.org/10.1017/jfm.2019.857).
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Figure 5.2: (a) Schematic of the geometry of the problem studied. (b) Schematic illustrating
the bulk concentration profile near the interface.
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5.3 Problem description and governing equations

We study a steady, laminar, two-dimensional liquid flow with a small concentration of sur-

factant in a channel with a periodic array of flat gas–liquid interfaces on one side, as illustrated

in figure 5.2(a). This geometry is typical of microchannel experiments, where the smooth side

of the channel is made transparent to ensure optical access (see e.g. [15, 17, 18, 179, 20]). We

use hats to denote dimensional quantities throughout the paper, whilst dimensionless quantities

are without hats. The dimensional velocity field is û(x̂, ŷ) = (û(x̂, ŷ), v̂(x̂, ŷ)). The surfactant

bulk and interfacial concentration fields are ĉ(x̂, ŷ) and Γ̂(x̂), respectively. Owing to the pe-

riodicity of the geometry, we can restrict our study to a single periodic cell of total length L̂

and height 2ĥ, as shown in figure 5.2(a). This cell has a centred gas–liquid interface (hereafter

designated as “the interface”) of length ĝ at ŷ = −ĥ, with solid surfaces on either side of the

interface. The solid surfaces have overall combined length l̂ = L̂− ĝ. Opposite to the interface

is a solid surface, located at ŷ = ĥ. The flow is driven in the positive x̂ direction by a constant

streamwise mean pressure drop, per unit length, Ĝ = −∆p̂/L̂ > 0.

We deliberately choose to study the transverse flow over SHS gratings of arbitrary but

finite length ĝ, instead of the longitudinal flow over infinitely long gratings as has been done in

many previous theoretical and numerical studies [164, 165, 166, 169, 170, 173, 180, 172, 178].

Indeed, as mentioned in § 1, the establishment of adverse surfactant-induced Marangoni stresses

requires stagnation points, as is necessarily found at the end of real SHS gratings, except in

the special case of annular gratings [183]. One of the aim of our model is to predict the effect

of ĝ on the effective slip length, following the observations made by [179] that increasing ĝ

reduces surfactant-induced Marangoni stresses. As also noted earlier, the two-dimensional flow

studied here will yield an upper bound for the slip and drag reduction that can be expected in

a three-dimensional flow over finite rectangular gratings.

The governing steady conservation equations for mass, momentum, bulk surfactant, and

interfacial surfactant can be found in dimensional form in [179]. We non-dimensionalize them

using the channel half-height ĥ as the length scale, the mean pressure drop per unit length Ĝ
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as the scale for pressure gradients, the corresponding velocity Û = Ĝĥ2/µ̂ as the velocity scale

(with µ̂ the dynamic viscosity), the background bulk surfactant concentration ĉ0 as the bulk

concentration scale, and the maximum packing concentration of the surfactant at the interface

Γ̂m [200] as the interfacial concentration scale, such that

x =
x̂

ĥ
, y =

ŷ

ĥ
, u =

û

Û
, ∇p =

∇̂p̂
Ĝ
, c =

ĉ

ĉ0
, Γ =

Γ̂

Γ̂m
. (5.1)

The governing equations are, in dimensionless form,

∇ · u = 0, (5.2)

Re∇ · (uu) = −∇p+∇2u, (5.3)

∇ · (uc) =
1

Pe
∇2c, (5.4)

d

dx
(uIΓ) =

1

PeI

d2Γ

dx2
+ S(cI ,Γ) on the interface, (5.5)

where bold symbols are used for vectors, uI(x) designates the velocity at the interface, and

p(x, y) is the bulk pressure. The subscript I designates the limit of the bulk quantity con-

sidered, as it approaches the interface. In general, this limit is equal to the value taken

by the quantity at the interface, except where mentioned explicitly. For instance, we have

uI(x) = limy→−1+ u(x, y) = u(x, y = −1) for |x| < g/2. The Reynolds number Re, and bulk

and interfacial Péclet numbers Pe, PeI are defined below after (5.17), together with all other

dimensionless groups in the problem. A summary is also provided in table 5.1.

We assume that the source–sink term modelling the flux of surfactants between the bulk

and the interface follows kinetics consistent with the Frumkin isotherm, which has been found

to model accurately single-component surfactant systems [201, 200],

S(cI ,Γ) = Bi
Ä
kcI(1− Γ)− eAΓΓ

ä
. (5.6)

with cI(x) = limy→−1+ c(x, y) for |x| < g/2. Here A is the Frumkin interaction parameter,
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which takes negative values A < 0 for surfactants with attractive intermolecular interactions

and positive values A > 0 in the case of repulsive interactions. This sign convention for

A coincides with the one adopted by [200], but the opposite convention can also be found

elsewhere in the literature (e.g. in [201]). In (5.6), we note that the bulk concentration near

the interface cI is different from the interfacial concentration Γ. This follows the subsurface

layer model, where adsorption and desorption kinetics occur between a bulk subsurface layer

and the interface [201]. We note that S > 0 corresponds to an adsorption flux and S < 0 to a

desorption flux, see figure 5.2(b). By definition, u and c are periodic (with period L), while the

pressure p has a normalized mean drop per unit of length of −1, which is enforced by imposing

a net pressure drop of value L across each periodic unit of length L, so that

u(x, y) = u (x+ L, y), (5.7)

c(x, y) = c (x+ L, y), (5.8)

and p(x, y) = p (x+ L, y) + L. (5.9)

The boundary conditions include

u = 0 on all solid surfaces (no slip), (5.10)

v = 0 on the interface (no penetration), (5.11)

∂c

∂y
= 0 on all solid surfaces (no flux), (5.12)

dΓ

dx
= 0 at (x = ±g

2
, y = −1) (no flux). (5.13)

Additionally, the continuity of the surfactant fluxes between the bulk and the interface is given

by

χk

Pe

∂c

∂y

∣∣∣∣
I

= S(cI ,Γ) on the interface. (5.14)

The last piece of the model is the balance of forces between the viscous drag from the bulk flow

and the surfactant Marangoni force at the interface. The decrease in surface tension σ induced
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by the surfactant is given by an equation of state consistent with the Frumkin isotherm [200],

that is

σ = 1 +Ma Ca


ln (1− Γ)−

AΓ2

2


 , (5.15)

and the Marangoni shear stress at the interface is given by the gradient of surface tension,

yielding the last boundary condition

∂u

∂y

∣∣∣∣∣∣∣∣
I

= −
1

Ca

dσ

dx
, (5.16)

that is
∂u

∂y

∣∣∣∣
I

= Ma

Å
1

1− Γ
+AΓ

ã
dΓ

dx
on the interface. (5.17)

The chosen characteristic scales imply the following definitions for the dimensionless groups.

The Reynolds number is Re = ρ̂ĥÛ/µ̂, with ρ̂ the liquid density. The bulk and interface Péclet

numbers are Pe = ĥÛ/D̂ and PeI = ĥÛ/D̂I , where D̂ and D̂I are the bulk and interface

surfactant diffusivities, respectively. The Biot number is Bi = κ̂dĥ/Û . The effective bulk

concentration is k = κ̂aĉ0/κ̂d, where κ̂a and κ̂d are the adsorption and desorption coefficients,

respectively. Note that, consistently with the canonical definition of Frumkin kinetics, the ad-

sorption and desorption coefficients κ̂a and κ̂d have different units, so that k is non-dimensional.

The surfactant adsorption–desorption kinetics are parameterized by χ = κ̂dĥ/(κ̂aΓ̂m). We note

that χk = ĉ0ĥ/Γ̂m in (5.14) is effectively the non-dimensional ratio between the characteristic

bulk and interfacial concentration scales. The Marangoni number is Ma = nσR̂T̂ Γ̂m/(µ̂Û),

where nσ is a parameter associated with the Frumkin isotherm [201], R̂ is the universal gas

constant, and T̂ is the absolute temperature. Temperature-driven Marangoni effects are not

considered in this study and we assume that temperature is uniform in the domain. Note also

that the capillary number Ca = µ̂Û/σ̂0 (where σ̂0 is the surface tension of a clean interface)

has no effect in our model, since it does not appear in the final form of the Marangoni bound-

ary condition (5.17) and we do not consider any other physical mechanism, such as interface

curvature, in which it could play a role (§ 5.8.5 provides a discussion of this assumption).
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The governing equations (5.2–5.5) with the periodicity and boundary conditions (5.7–5.14

and 5.17) define a complex nonlinear coupled problem where the unknowns are the two-

dimensional velocity field u, the pressure p, the bulk concentration c and the interfacial concen-

tration Γ. This transport problem depends on nine non-dimensional numbers, which collectively

depend on a combination of flow, liquid and surfactant properties, as well as geometry, namely

Re, Pe, PeI , Bi, k, χ, Ma, g = ĝ/ĥ and φ = g/L = ĝ/L̂. Here g is the normalized interface

length, whereas φ is the gas fraction. According to (5.17), a surfactant-induced Marangoni

shear can develop at the interface when a gradient of interfacial surfactant concentration forms.

The main goal of this study is to determine a low-order model for the interfacial Marangoni

shear rate ∂u/∂y|I ≥ 0 and the interfacial velocity uI ≥ 0 as a function of the nine non-

dimensional numbers above, considering realistic parameter regimes. Such model could be

used, for instance, to parameterise a slip-length condition in direct numerical simulations of

flow over SHS, without having to solve the full complex coupled problem above.

5.4 Scaling theory for slip length with surfactant traces

5.4.1 Introducing the Marangoni concentration k∗ ≡ kMa for small concen-

trations

The key assumption we propose is that the normalised interfacial surfactant concentration

Γ is sufficiently small, such that (5.6) and (5.17) can be linearised. The same assumption was

made by [202] for the study of air bubbles rising in contaminated water. Hence, we obtain

kinetics congruent with the Henry isotherm [201], namely

S(cI ,Γ) ≈ Bi (kcI − Γ) , (5.18)

∂u

∂y

∣∣∣∣
I

≈Ma
dΓ

dx
on the interface. (5.19)

In many realistic situations where surfactants are not artificially added, we indeed expect to

have low effective bulk concentrations, i.e. k � 1, which generally lead to small interfacial
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concentrations Γ. The interfacial concentration is usually away from saturation, i.e. Γ � 1,

because the maximum packing concentration Γ̂m used in surfactant models is in fact based on

geometrical arguments [203] or on achieving good fit of experimental data based on a specific

kinetic model [201]. Hence, Γ̂m is usually not attained even when the bulk concentration is at

the critical micellar concentration. We also have A . 1 for common surfactants (see [200]). We

discuss further the relevance of our assumption Γ� 1 in the context of applications in § 5.8.

We take advantage of the linearisation of (5.6) and (5.17) to propose a parameter reduction

in our problem, by introducing the following rescaled effective Marangoni concentration and

surface concentration

k∗ ≡Mak, Γ∗ ≡MaΓ. (5.20a,b)

Substituting k = k∗/Ma and Γ = Γ∗/Ma into (5.5), (5.14) and (5.13), with the Henry kinetics

(5.18) and (5.19), we obtain a set of equations where k and Ma have been combined to form k∗,

thereby reducing by one the number of dimensionless groups. This can be verified by examining

the updated version of the complete set of equations (5.2)-(5.13), which becomes

∇ · u = 0, (5.21)

Re∇ · (uu) = −∇p+∇2u, (5.22)

∇ · (uc) =
1

Pe
∇2c, (5.23)

d

dx
(uIΓ

∗) =
1

PeI

d2Γ∗

dx2
+Bi(k∗cI − Γ∗) on the interface, (5.24)
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with boundary conditions

u = 0 on all solid surfaces, (5.25)

v = 0 on the interface, (5.26)

∂c

∂y
= 0 on all solid surfaces, (5.27)

dΓ∗

dx
= 0 at (x = ±g

2
, y = −1), (5.28)

χk∗

Pe

∂c

∂y

∣∣∣∣
I

= Bi(k∗cI − Γ∗) on the interface, (5.29)

∂u

∂y

∣∣∣∣
I

=
dΓ∗

dx
on the interface, (5.30)

such that the three quantities k, Γ and Ma have been replaced by the dimensionless number

k∗ and the variable Γ∗.

5.4.2 Scaling theory for surfactant dynamics

To make further progress in modelling the shear rate ∂u/∂y|I and velocity uI , we perform a

scale analysis on the equations in our problem, starting with rearranging (5.29), which expresses

continuity of surfactant fluxes between the bulk and the interface

∂c

∂y

∣∣∣∣
I

=
BiPe

χk∗
(k∗cI − Γ∗) . (5.31)

For steady flows, adsorption and desorption fluxes between the bulk and the interface are in

balance overall, implying

∫ g/2

−g/2

∂c

∂y

∣∣∣∣
I

dx =
BiPe

χk∗

∫ g/2

−g/2
(k∗cI − Γ∗) dx = 0, (5.32)

such that, by the mean value theorem, there is a point on the interface where ∂c/∂y|I = 0

and k∗cI = Γ∗. With a flow in the positive x-direction, interfacial surfactant Γ∗ is advected

downstream, such that the beginning of the interface has a lower surfactant concentration,

124



Theory for laminar flows with surfactant over two-dimensional superhydrophobic gratings Chapter 5

implying that Γ∗ < k∗cI , and that an adsorption flux exists from the bulk onto the beginning

of the interface, such that ∂c/∂y|I > 0 there, as illustrated in figure 5.2(b). By the same

argument, near the end of the interface, a higher surfactant concentration Γ∗ > k∗cI leads to

desorption from the interface into the bulk, implying ∂c/∂y|I < 0. Therefore, somewhere along

the interface, we must have ∂c/∂y|I = 0. We designate by x0 this location where the kinetics

flux S = 0, as depicted in figure 5.2(b).

In addition, at the beginning of the interface, cI is less than the bulk concentration, i.e. cI <

1 with our nondimensionalization, whereas towards the end of the interface, where surfactants

accumulate, cI > 1. This means that, at a specific location along the interface, the concentration

near the interface is equal to the background bulk concentration, that is cI = 1. Taking cI ∼ 1

along the interface, we then find that (5.31) implies that the interfacial concentration scales as

Γ∗ ∼ k∗.

Next, assuming that the variations of cI and Γ scale in the same way for the adsorption

region, −g/2 < x < x0, and the desorption region, x0 < x < g/2, we have

Γ∗ ∼ k∗ ∓∆Γ∗, cI ∼ 1∓∆cI , (5.33)

for the adsorption (−) and desorption (+) regions, respectively (see figure 5.2b). The quantities

∆Γ∗ and ∆cI are the characteristic variations of Γ∗ and cI , respectively. We must have ∆Γ∗ >

k∗∆cI > 0 to satisfy the direction of the kinetics flux, as described above.

From the relation between Marangoni stress and surfactant gradient (5.19), we also have

∆Γ∗ ∼ gγMa, (5.34)

where

γMa =
1

g

∫ g/2

−g/2

∂u

∂y

∣∣∣∣
I

dx (5.35)

is the average shear rate induced by Marangoni stresses along the interface, such that γMa = 0

corresponds to free-slip at the interface and γMa = 1 corresponds to a no-slip interface. Then,
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a scale analysis of (5.31) gives

∂c

∂y

∣∣∣∣
I

∼ ∆cI
δ
∼ BiPe

χk∗
(gγMa − k∗∆cI) , (5.36)

where δ is the typical thickness of the diffusive layer of bulk surfactant. To estimate δ, we can

use the bulk advection–diffusion equation (5.4). At high Péclet numbers, Pe� 1, the diffusive

layer of surfactant forms a thin boundary layer. As explained in detail in appendix 5.11, there

are two main asymptotic regimes depending on whether there is slip or not at the interface.

For large slip and small interfacial shear rate, γMa � 1, we can show that the boundary layer

thickness scales as (see appendix 5.11)

δ

g
= δ0,1

Ä
1 + δ1,1g

2Pe
ä−1/2

for g . 1, (5.37)

δ

g
= δ0,2 (1 + δ1,2gPe)

−1/2 for g & 1, (5.38)

where δ0,1, δ1,1, δ0,2, δ1,2 are empirical parameters which need to be determined. We note that

the scaling δ ∼ Pe−1/2 at large Péclet numbers corresponds to having a uniform velocity in the

diffusive boundary layer, consistently with the case γMa � 1.

For negligible slip at the interface and γMa ∼ 1, we obtain

δ

g
= δ0,3

Ä
1 + δ1,3g

2Pe
ä−1/3

, (5.39)

for any g > 0, and with δ0,3 and δ1,3 two empirical parameters which need to be determined.

This corresponds to the Lévêque regime [204, 205], giving a power law δ ∼ Pe−1/3 at large

Péclet numbers owing to a linear shear rate profile in the diffusive boundary layer. The scalings

(5.37)–(5.39) assume that: (i) the variation of the bulk concentration along the interface is

sufficiently smooth; (ii) the boundary layer is not confined vertically, i.e. δ . 1; and (iii) the

diffusive boundary layers between consecutive interfaces are independent. As we will discuss in

§ 5.7, our scaling prediction remains accurate even for confined diffusive boundary layers δ ∼ 1.
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With δ assumed known in terms of g and Pe, we rearrange (5.36) to solve for ∆cI

∆cI ∼ γMa

BiPe
χk∗ g δ

1 + BiPe
χ δ

, (5.40)

such that, dividing by δ, we obtain a scaling that relates the kinetics flux to the shear

∂c

∂y

∣∣∣∣
I

∼ ∆cI
δ
∼ γMa

BiPe
χk∗ g

1 + BiPe
χ δ

. (5.41)

5.4.3 Scaling for the interfacial velocity and for the slip length

We now seek a scaling expression for uI . We integrate the interfacial advection–diffusion

equation (5.24) from the upstream stagnation point x = −g/2 to x0. We find

(uIΓ
∗)|x0

=
1

PeI

dΓ∗

dx

∣∣∣∣
x0

+
k∗χ
Pe

∫ x0

−g/2

∂c

∂y

∣∣∣∣
I

dx, (5.42)

where we used the no-slip boundary condition (5.25) at x = −g/2 for the left hand side, the no

flux boundary condition (5.28) at x = −g/2 for the first term on the right hand side, as well as

the continuity of flux condition (5.29) for the last term. To write the right-hand side in terms

of γMa, note that Γ∗|x0
∼ k∗ and dΓ∗/dx|x0

∼ γMa. For the last term, we use (5.41) to scale

the integral
∫ x0

−g/2

∂c

∂y

∣∣∣∣
I

dx ∼ g∆cI
δ
∼ γMa

BiPe
χk∗ g

2

1 + BiPe
χ δ

. (5.43)

Substituting into (5.42) we obtain a scaling relation between interfacial velocity and shear.

Introducing empirical prefactors (to be determined) ahead of each term, we write

uI |x0
=

2

a1

1

k∗

(
1

PeI
+ a2

g2Bi

1 + BiPe
χ δ

)
γMa, (5.44)

where a1, a2 are empirical parameters; the choice of writing 2/a1 for the overall prefactor leads

to a more convenient expression for the results later in § 5.7.1.

As also noted in the previous section, scaling expressions for the boundary layer thickness
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δ are given by (5.37), (5.38) or (5.39), which depend on g, φ and γMa. Therefore, our scaling

is a nonlinear function of the Marangoni shear rate. However, in the comparison of our model

with numerical simulations (see § 5.7), we find that the nonlinear dependence of γMa with δ

is actually weak. Consequently, we adopt only (5.39) in our model. This proves to be a good

approximation and allows us to regard δ as independent from γMa.

Furthermore, we note that a first-order linear expansion of the concentrations c and Γ near

x0 predicts a2 = 1/8 since x0 = 0 (that is, x0 is at the mid-gap location) due to the balance of

desorption and adsorption fluxes along the interface.

A characteristic scale for the slip length near x0, which corresponds to the mid-gap of the

interface under our assumptions, is therefore simply

λx0 =
uI |x0

γMa
=

2

a1

1

k∗

(
1

PeI
+ a2

g2Bi

1 + BiPe
χ δ

)
. (5.45)

This scaling prediction shows that the local slip length λx0 depends strongly on the Marangoni

concentration k∗ = kMa and the normalised gap length g. It is intuitive that increasing the

gap length tends to increase the slip length, since it would reduce the concentration gradient

at the interface and thus the opposing Marangoni stress. In contrast, increasing the effective

bulk surfactant concentration k or the Marangoni number tends to reduce the slip length, as

expected. We also find increasing the bulk or interfacial Péclet numbers, Pe or PeI , reduces

λx0 . Increasing the Biot or χ numbers has a positive effect on the slip length.

However, we note that (5.45) is only a local measure of the characteristic slip length near

the middle of the interface, where S(x0) = 0. In order to have an effective or global slip length

over the entire SHS which takes into account all interfaces and solid ridges, we also need to

model the channel flow over the SHS. In the next section, we analyse the remaining governing

equations for the flow, i.e. the continuity and Navier–Stokes equations (5.21) and (5.22), to

study how the flow is affected by a SHS with a surfactant-induced Marangoni stress over the

interfaces.
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5.5 Complete model for effective slip in channel flows with one-

sided periodic transverse ridges

5.5.1 Stokes flow model for SHS channels with surfactant contamination

According to equation (5.19), interfacial surfactant concentration gradients can generate

a Marangoni shear rate at the interface ∂u/∂y|I ≈ dΓ∗/dx ≥ 0. In this section, we derive

an expression for how interfacial stresses with arbitrary profile can affect the flow over a peri-

odic SHS. The geometry follows the same schematic presented in figure 5.2. Such a periodic

SHS arrangement was studied in detail by [166] and [170] for a shear-free interface, i.e. with

∂u/∂y|I = 0 along the interface, at low Reynolds number. Here we generalize their approach

to also study the case where ∂u/∂y|I ≥ 0. We also assume Re� 1, such that (5.22) simplifies

to the Stokes flow equation

∇p = ∇2u. (5.46)

Taking the curl of (5.46) and using the continuity equation (5.21), we find that the pressure

field p and the vorticity field, ω = ∇× u are both solutions of Laplace’s equation. Using the

superposition principle to solve Laplace’s equation for the vorticity, we decompose it as the sum

of the two-dimensional Poiseuille flow component, which is a pressure driven flow in a channel

with full solid walls on both sides (denoted by a subscript p), and a deviating component

(denoted by a subscript d), such that

ω = ωp + ωd, (5.47)

where ωp = y. As the flow is incompressible, we can also use the streamfunction Ψ, defined

such that u = ∇ ×Ψ, and which is the solution of the biharmonic equation ∇4Ψ = 0. Note

that Ψ = (0, 0,Ψ) for two-dimensional flows. The solution for the deviating component of

the vorticity is obtained using separation of variables considering the periodicity of the flow

with wavelength L. Integrating twice, we then obtain the deviation streamfunction [166, 170].
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Noting that the mean pressure gradient imposed by the deviating field is zero, neglecting the

constant of integration, and using the no-flow boundary condition v = 0 in (5.25) and (5.26),

the deviating component of the streamfunction is

Ψd =B
y2

2
+ Ey +

∞∑

n=1

{
en
î

cosh(kny)− coth(kn)y sinh(kny)
ó

+ dn
î

sinh(kny)− tanh(kn)y cosh(kny)
ó}

cos(knx), (5.48)

where kn = 2πn/L, and B, E, en and dn are unknowns to be determined using the other

boundary conditions. The streamfunction for the Poiseuille component is

Ψp =
1

6
(3y − y3). (5.49)

Up to this point, (5.48) and (5.49) are general solutions for any arrangement and geometry

of SHS in a two-dimensional Stokes flow channel: i.e. they are not limited to one-sided SHS,

symmetric patterns, or a particular shear rate profile at the interface.

With our geometry, using the no-slip boundary condition on the solid wall side at y = 1 for

all x, we find B = −E and

gn =
en
dn

= −sinh(kn)− kn cosh(kn) + kn tanh(kn) sinh(kn)

cosh(kn)− kn sinh(kn) + kn coth(kn) cosh(kn)
. (5.50)

Hence, the deviating streamfunction simplifies to

Ψd =

Ç
−y

2

2
+ y

å
E +

∞∑

n=1

dn
{
gn
î
cosh(kny)− coth(kn)y sinh(kny)

ó
+ sinh(kny)− tanh(kn)y cosh(kny)

}
cos(knx). (5.51)

To determine the unknowns E and dn for n ≥ 1, we can use the no-slip boundary condition
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on the SHS side. At y = −1 for g/2 < |x| < L/2, we have the condition

0 = 2E +
∞∑

n=1

dnαn cos(knx), (5.52)

where

αn = 2kn
î

cosh(kn)− tanh(kn) sinh(kn)
ó
− 2 sinh(kn). (5.53)

We then apply the last boundary condition on the interface, where we assume that there is an

arbitrary shear rate profile ∂u/∂y|I (x) ≥ 0. Hence, we obtain the general condition

0 =
∂u

∂y

∣∣∣∣
I

− 1 + E +
∞∑

n=1

dnβn cos(knx) (5.54)

for |x| < g/2, y = −1, and with

βn = 2kn
î
gn coth(kn) cosh(kn)− tanh(kn) sinh(kn)

ó
. (5.55)

To make further progress and obtain a relationship between the interfacial shear rate and the

interfacial velocity, we now assume that the interfacial shear rate is uniform along the interface:

∂u/∂y|I = γMa, where 0 ≤ γMa ≤ 1 corresponds to the interface-averaged surfactant-induced

Marangoni shear rate, as introduced previously in (5.34). This assumption is consistent with

having a uniform concentration gradient, following the linearised coupling condition (5.19).

In the context of air bubbles rising in surfactant-contaminated water, this assumption is also

consistent with the ‘uniformly retarded’ regime described for instance by [190]. In the context of

SHS, a similar assumption was made by [206] to model viscous effects from a gas phase trapped

inside the cavities of the SHS. This allowed them to decouple the flow above the interface

from the flow in the cavity of the SHS. We discuss further the relevance of this assumption in

applications in § 5.8. Hence, (5.54) becomes

0 = γMa − 1 + E +
∞∑

n=1

dnβn cos(knx). (5.56)
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If γMa = 0 in the equation above, the interface is stress free and the surfactant concentration

gradient at the interface vanishes. The surface is completely immobilized if γMa = 1, and the

flow follows a channel Poiseuille flow.

Following [166], we can compute an approximation of the solution by truncating the series

in equations (5.52) and (5.56) at n = N − 1, multiplying (5.52) and (5.56) by cos(2πmr) for

m ∈ [0, N − 1] (with r = x/L) and integrating them for r ∈ (φ/2, 1/2) and r ∈ (0, φ/2),

respectively, where φ is the gas fraction. Summing together the results for each m in one single

equation, we finally obtain a linear system of N equations for the N unknown coefficients E

and dn for n ∈ [1, N − 1], which we can solve numerically. The linear system in matrix form is,

for m ∈ [0, N − 1] and n ∈ [0, N − 1],

Am,nUn = Bm, (5.57)

with U0 = E and Un = dn. The square matrix Am,n has coefficients

A0,0 =1− φ

2
, (5.58)

A0,n =(βn − αn)
sin(πnφ)

2πn
, n > 0 (5.59)

Am,0 =− sin(πmφ)

2πm
, m > 0 (5.60)

An,n =
αn
4

+ (βn − αn)

Ç
φ

4
+

sin(2πnφ)

8πn

å
, n > 0 (5.61)

Am,n =(βn − αn)
1

4π

Ç
sin(π(m+ n)φ)

m+ n
+

sin(π(m− n)φ)

m− n

å
, m 6= n > 0 (5.62)

and the vector Bm has coefficients

B0 =(1− γMa)
φ

2
, (5.63)

Bm =(1− γMa)
sin(πmφ)

2πm
, m > 0. (5.64)

Care must be taken at large n, where the system is not well conditioned, as pointed out by
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[170]. We provide, as supplementary material (see https://doi.org/10.1017/jfm.2019.857),

MATLAB routines solving the linear system (5.57).

5.5.2 Interfacial slip velocity

Once all the coefficients E and dn are computed, the non-dimensional slip velocity at the

interface uI can be determined to machine precision, depending on the size N of the matrix A,

such that

uI = 2E +
∞∑

n=1

dnαn cos(knx). (5.65)

Through its coefficients E and dn, (5.65) is a function of the uniform Marangoni interfacial

shear rate γMa and of the two non-dimensional geometrical parameters g and φ. Hence, we

have

uI = G(γMa, g, φ, x). (5.66)

The function G is only known implicitly through the solution of the linear system (5.57). In

practice, it would be useful to obtain an explicit analytical solution, or at least a scaling ex-

pression for G which can give an approximate solution to the coupled surfactant–flow transport

problem in combination with (5.44). In the linear system (5.57), we can factorize all the coef-

ficients of Bm by (1 − γMa). This means that E and dn are proportional to (1 − γMa) for all

n ≥ 1. Thus, the velocity at the interface is such that

uI = 2(1− γMa)F(g, φ, x), (5.67)

where, again, F is an implicit function. Now, F is decoupled from the surfactant transport

problem since it does not depend on γMa. It can thus be computed to arbitrary numerical

precision for each couple of geometrical non-dimensional parameters (g, φ) and for all x by

solving the linear system (5.57) in the surfactant-free case, i.e. setting γMa = 0 in (5.63) and

(5.64).
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Figure 5.3: Variation of the normalised mid-gap interfacial velocity,
uIc/(2(1 − γMa)) = F(g, φ, x = 0) = F0(g, φ) (see (5.67) and text), as a function of:
(a) the non-dimensional interfacial length g, for different non-dimensional gas fraction from
φ = 0.01 to 0.99 (shown with different colors, see legend); (b) the gas fraction φ, for various
interfacial lengths g (shown with different colors, see legend). The implicit function F0(g, φ)
has been computed by solving the linear system (5.57) with N = 500, except in the more
demanding cases of 0.01 < φ ≤ 0.1 (N = 2,500), 0.99 ≤ φ ≤ 1 (N = 2,500) and 0 ≤ φ ≤ 0.01
(N = 15,000). In (a) the black dotted line is plotted using (5.69) for φ � 1 and g . 1, the
black dot-dashed line is plotted using (5.120) for g . 1 and φ = 0.99, and the black dashed
line is plotted using (5.70) for φ � 1 and g & 1. The black solid line corresponds to the
maximum asymptotic value for φ→ 1: uI,c → uu(y = −1) = 2(1− γMa) (see (5.72)). In (b),
the black dashed line has been plotted using the asymptotic trend (5.73) for g � 1 (see also
appendix 5.12).

134



Theory for laminar flows with surfactant over two-dimensional superhydrophobic gratings Chapter 5

Based on this observation, F(g, φ, x) = uI(x)/(2(1 − γMa)) is a normalised interfacial ve-

locity. In figure 5.3(a), we plot on a log–log scale this normalised interfacial velocity at the

middle of the gap, x = 0:

uIc
2(1− γMa)

= F(g, φ, x = 0) = F0(g, φ), (5.68)

as a function of g and for different φ (shown with different colors, see legend). For φ� 1 and

g . 1, the normalised interfacial velocity follows a linear asymptotic trend

uIc
2(1− γMa)

' g

8
, (5.69)

plotted with a black dotted line in figure 5.3(a). We can see that for φ = 0.99 the interfacial

velocity still follows a linear scaling, although with a higher slope than in the asymptotic limit

(5.69), as shown by the black dot-dashed line in figure 5.3(a), which was computed using (5.120).

At large gap length, g � 1, and for low gas fraction, φ � 1, the interfacial velocity collapses

on the asymptotic plateau

uIc
2(1− γMa)

→ 1

4
, (5.70)

plotted with a black dashed line in figure 5.3(a). More details about the behaviour of the

interfacial velocity uIc with φ and g and the two asymptotic limits (5.69) and (5.70) can be

found in appendix 5.12. The transition observed at g ∼ 1 from a linear trend towards a plateau

is due to the importance of the opposite wall at y = 1 through viscous effects.

We note that the behaviour of uI,c/(2(1 − γMa)) is similar across all g and for any φ.

This function goes from a linear behaviour for g . 1 to a plateau for g & 1, and with simple

asymptotics in the case φ� 1. Most of the data in figure 5.3(a) follows these limiting regimes,

suggesting that asymptotic results are sufficiently accurate in many applications.

This common behavior of the interfacial velocity might also suggest that the velocity field

follows a closed analytical form. However, we have not been able to demonstrate this theo-

retically from the biharmonic equation. As far as we are aware, the case of Stokes flow in a

135



Theory for laminar flows with surfactant over two-dimensional superhydrophobic gratings Chapter 5

transverse channel with mixed boundary conditions changing twice (on one or both channel

sides), which is reminiscent of the longitudinal-channel work of [164], has not been shown to

have a closed analytical form in the literature. It would be valuable to re-examine the present

problem with conformal mapping tools similar to those used by [172, 207].

Figure 5.3(b) plots curves of uI,c/(2(1−γMa)) versus gas fraction φ, with g as a parameter.

As the gas fraction φ increases towards 1, the normalised interfacial velocity increases rapidly

at any fixed g. In the limit φ→ 1 we have

uIc
2(1− γMa)

→ 1, (5.71)

which can be predicted from the velocity field with uniform boundary conditions at the top and

bottom sides, that is u(y = 1) = 0 and duu/dy(y = −1) = γMa, respectively. The solution to

the Stokes problem (5.46) with these uniform boundary conditions is independent of x:

uu =
1

2

Ä
1− y2

ä
+ (1− γMa)(1− y), (5.72)

and can be used to yield the limit of uIc → uu(y = −1) for φ → 1. At g . 1, it is also clear

from figure 5.3(b) that uIc/(2(1 − γMa)) → 1 only for gas fraction very close to 1, i.e. in the

limit φ → 1, as already observed in figure 5.3(a). This result confirms the range of validity

of the first scaling (5.37) for the diffusive boundary layer thickness δ. Then, we can show (see

appendix 5.12) that in the limit of large gap length, g � 1, the normalised interfacial velocity

follows the asymptotic hyperbolic trend

uIc
2(1− γMa)

' 1

4− 3φ
, (5.73)

plotted with a black dashed line in figure 5.3(b). The asymptotic result (5.73) is valid for any

φ. This result is consistent with (5.70) and (5.71).

136



Theory for laminar flows with surfactant over two-dimensional superhydrophobic gratings Chapter 5

5.5.3 Predictions of the interfacial shear rate, effective slip length and drag

reduction

We now have two independent expressions relating the interfacial velocity uI and the

Marangoni shear γMa. The scaling (5.44) was found based on near-interface surfactant dy-

namics, whereas (5.67) was derived from a Stokes flow solution. Eliminating the interface

velocity, we deduce a scaling expression for the average Marangoni shear rate,

γMa = a1k
∗F0(g, φ)

(
1

PeI
+ a2

g2Bi

1 + BiPe
χ δ

+ a1k
∗F0(g, φ)

)−1

, (5.74)

where a1 and a2 are the empirical parameters that were introduced in § 5.4.2. This pre-

dictive scaling depends only on the properties of the flow, fluid and surfactant through the

non-dimensional numbers k∗ = kMa, PeI , Bi, Pe and χ, and on the two geometrical parame-

ters g and φ. As noted earlier, it assumes a sufficiently small concentration of surfactant and a

small Reynolds number in the flow, and the diffusive boundary layer thickness δ depends only

weakly on γMa following (5.37), (5.38) or (5.39). The parameters a1, a2, as well as δ0,i and δ1,i

(with i = 1, 2 or 3 for the scaling predictions (5.37), (5.38) or (5.39), respectively) for δ, are

determined empirically by fitting to our numerical simulations in § 5.7.

We can also compute a global effective slip length λe as defined by [166], which corresponds

to the value λe such that an equivalent channel flow under the same pressure gradient, but

with a uniform Navier slip boundary condition u(y = −1) = λe ∂u/∂y|y=−1 replaces the mixed

conditions of the SHS at the bottom boundary. We can show that the contribution of the

effective slip length λe is such that the total volume flux in the channel is the sum of the

background Poiseuille volume flux, Qp = 2/3, and the volume flux of the deviating flow,

Q = Qp +Qd =
2

3
+

2λe
λe + 2

, (5.75)

where the maximum value for the deviating flux is Qd → 2, as λe → ∞. The effective slip
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length as a function of the deviating flux is

λe =
2Qd

2−Qd
. (5.76)

From equation (5.51), the deviating streamfunction is

Qd = Ψd(y = 1)−Ψd(y = −1) =
E

2
−
Å
−3E

2

ã
= 2E, (5.77)

and substituting into (5.76) yields

λe =
2E

1− E . (5.78)

Following from the linearity of the governing equations, and of the boundary conditions, E also

scales linearly with (1− γMa). Accordingly, we can find the explicit dependence of λe with the

Marangoni shear rate γMa,

λe =
2(1− γMa)E0

1− (1− γMa)E0
, (5.79)

where E0 is the first coefficient of the vector Un (see (5.57)) in the surfactant-free case, i.e.

E0 = E for γMa = 0, and γMa is expressed by (5.74). As expected, 0 ≤ λe < ∞, since

0 ≤ γMa ≤ 1 and 0 ≤ E0 ≤ 1.

The corresponding drag reduction due to the presence of the SHS in our pressure-driven

channel flows, inclusive of surfactant, can be computed as

DR = 1− Cf
Cf,p

= 1−

〈τ̂s〉
ρ̂(Q̂/2)2

〈τ̂s〉p
ρ̂(Q̂p/2)2

(5.80)

where Cf = 〈τ̂s〉 /(ρ̂(Q̂/2)2) is the laminar friction coefficient for a pressure-driven flow through

a SHS channel with surfactants and Cf,p = 〈τ̂s〉p /(ρ̂(Q̂p/2)2) is the laminar friction coefficient

for the equivalent Poiseuille channel flow driven with the same pressure gradient and for the

same channel height. The quantities 〈τs〉 and 〈τs〉p are the surface stresses averaged along both
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top and bottom surfaces for an SHS channel flow and a Poiseuille channel flow with the same

geometry, respectively. Since, by construction, the pressure gradient is the same for the flow in

the SHS channel and the Poiseuille channel flow, we have 〈τ̂s〉 = 〈τ̂s〉p. Then, using (5.75) and

(5.76) into (5.80) we find

DR = 1−
Å

1 +
3Qd

2

ã−2

= 1−
Å

1 +
3λe
λe + 2

ã−2

. (5.81)

The maximum possible drag reduction is DR → 15/16 as λe → ∞. We can compute λe in

(5.81) using (5.79) and (5.74). We also provide, as supplementary materials, MATLAB routines

computing λe, DR and γMa for any specified flow-related, surfactant or geometrical parameters

(see https://doi.org/10.1017/jfm.2019.857).

5.6 Surfactant-laden numerical simulations

To test the validity of our theoretical model and its predictions for the surfactant-induced

Marangoni shear γMa in (5.74) and for the effective slip length λe in (5.79), we performed 137

surfactant-laden numerical simulations of the full governing equations (5.2)–(5.13).

We varied the nine dimensionless numbers independently over several orders of magnitude

to comprehensively explore the parameter space. As introduced in § 5.3, these dimensionless

groups are the Reynolds number Re = ρ̂ĥÛ/µ̂, the bulk and interface Péclet numbers Pe =

ĥÛ/D̂ and PeI = ĥÛ/D̂I , the Biot number Bi = κ̂dĥ/Û , the non-dimensional bulk concentra-

tion k = κ̂aĉ0/κ̂d, the surfactant adsorption–desorption kinetics number χ = κ̂dĥ/(κ̂aΓ̂m), the

Marangoni number Ma = nσR̂T̂ Γ̂m/(µ̂Û), the gas fraction φ = ĝ/L̂ and the non-dimensional

interfacial length g = ĝ/ĥ. The Frumkin interaction parameter, used in equation (5.6), is kept

constant at A = −1 for all our simulations. Since this parameter has a weak influence on

the surfactant-induced Marangoni shear rate, we chose a value for A corresponding to mod-

erate attractive interactions between the adsorbed surfactant molecules. This value is close

to the measured value for the common surfactant sodium dodecyl sulfate in de-ionised water:
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A = −2.4 [201, 200]. The aim is also to obtain values for the empirical parameters a1, a2 in

(5.74) and δ0,i and δ1,i (with i = 1, 2 or 3) in the uniform shear regime.

The model described by the dimensional form of equations (5.2) to (5.13) was implemented

in COMSOL Multiphysics 5.2R© in two-dimensional finite-element numerical simulations. The

SHS channel geometry shown in figure 5.2(a) was used for the simulation domain, where the

range of values for the gap length ĝ, the ridge length l̂, the channel half-height ĥ and the

streamwise mean pressure drop per unit length Ĝ are presented in Supplementary Table S1

(https://doi.org/10.1017/jfm.2019.857).

When designing the mesh of the domain, we were particularly careful to ensure we could

capture strong possible variations of some variables near the stagnation points at the beginning

and end of the interface (x = ±g/2), and in the vicinity of the interface. For each simulation,

the maximum size of the mesh elements at the stagnation points, on the interface, and in

the bulk, is detailed in Supplementary Table S1 (https://doi.org/10.1017/jfm.2019.857).

Across all the simulations, the maximum density of elements close to the two stagnation points

of the interface is 200 per micron, while the lowest density of elements at the middle of the

interface is 20 per micron.

To implement the model in COMSOL, we combine the Laminar Flow module with a Dilute

Species Transport module for the transport equations in the bulk (5.2–5.4). The equation for the

transport of surfactant on the interface (5.5) is implemented through a General Form Boundary

PDE, with a source term corresponding to the Frumkin kinetics flux S (5.6). This flux also

serves to implement the condition for the continuity of the diffusive flux and the kinetics flux

(5.14) at the interface for the Dilute Species Transport module. The non-uniform distribution

of surfactants at the interface yield Marangoni forces, which modify the Laminar Flow module,

as stated in (5.17), through a weak contribution at the interface coupled to a free-slip boundary

condition, resulting in the required partial slip at the interface.

The flow is forced by a mean pressure drop per unit length, which is implemented through

a Periodic Flow Condition between inlet and outlet following (5.9), also enforcing velocity
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field periodicity between inlet and outlet. A gauge for the pressure is imposed through a

pressure point constraint at a corner of the domain. The initial guess for the velocity, for the

stationary solver, is set to the reference Poiseuille profile up = (1−y2)/2 in the entire chamber,

corresponding to the stream-function (5.49). Periodic boundary conditions between inlet and

outlet following (5.8) are also imposed in the Dilute Species Transport module for the bulk

surfactant concentration c.

To ensure the accuracy and stability of the numerical simulations, we discretize the fluid

flow with quadratic elements for the velocity field and linear elements for the pressure field

(Taylor-Hood elements), as well as quadratic elements for the concentration fields in the bulk

and on the interface. We use the MUMPS solver of COMSOL to solve for the steady state of

the system, with a relative tolerance of 10−5. All our 137 COMSOL numerical simulations were

fully converged, satisfying this strict relative tolerance.

The surfactant properties correspond to the well-characterized surfactant sodium dodecyl

sulfate (SDS), which are well described by Frumkin kinetics [200]. The physical parameters

were chosen in order to explore a large range of the key non-dimensional numbers. Variations

by four to six orders of magnitude were explored, as summarized in table 5.1 in this section, as

well as in figure 5.8 in appendix 5.10. In five simulations, we explored the limit of high Reynolds

number with Re ≥ 1, 000, for which the flow should physically be at or above the transition to

a turbulent regime. However, we imposed the flow to remain laminar in these simulations, since

we are not interested in the effect of inertial instabilities or turbulence in this study. We will

return to this point in § 5.7, when discussing results at large Reynolds numbers under laminar

conditions. All other relevant physical and kinetics parameters of the 137 performed simulations

are presented in Supplementary Table S1 at https://doi.org/10.1017/jfm.2019.857.
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Parameter Symbol Minimum Maximum

Gas fraction φ = ĝ/L̂ 1 · 10−3 9.5 · 10−1

Length of the air–water interface g = ĝ/ĥ 1 · 10−3 1 · 102

Reynolds number Re = ρ̂ĥÛ/µ̂ 4 · 10−4 1 · 105

Bulk concentration k = κ̂aĉ0/κ̂d 1 · 10−7 1 · 102

Bulk Péclet number Pe = ĥÛ/D̂ 5 · 10−6 2.5 · 107

Bulk Péclet number (with ĝ) Peg = ĝÛ/D̂ 1 · 10−6 1 · 106

Interface Péclet number PeI = ĥÛ/D̂I 4 2 · 108

Interface Péclet number (with ĝ) F0PeI,g = F0ĝÛ/D̂I 3.1 · 10−4 2.5 · 105

Biot number Bi = κ̂dĥ/Û 1.2 · 10−4 5 · 102

Biot number (with ĝ) Big = κ̂dĝ/Û 1.2 · 10−5 2.5

Kinetics number χ = κ̂dĥ/(κ̂aΓ̂m) 5 · 10−3 5 · 103

Kinetics number (with ĝ) χg = κ̂dĝ/(κ̂aΓ̂m) 2 · 10−3 2 · 102

Marangoni number Ma = nσR̂T̂ Γ̂m/(µ̂Û) 3 1.2 · 1012

Marangoni concentration k∗ = kMa 3 · 10−7 1.2 · 1014

Ratio of kinetics flux to
advective flux at the interface KI,g = Big(1 + k)/F0 9.9 · 10−4 3.2 · 103

Ratio of diffusive flux to

advective flux at the interface DI,g = χg(1 + k)/(F0Peg)
1
2 4 · 10−5 4.4 · 103

Table 5.1: Range of values for all the non-dimensional parameters varied in the 137 finite
element numerical simulations. Hatted quantities are dimensional. See also Supplementary
Table S1 (https://doi.org/10.1017/jfm.2019.857) for the value of each parameter in each
numerical simulation.
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5.7 Results and model performance

5.7.1 Effective slip length

In figure 5.4, we compare our scaling predictions for the effective slip length λtheory
e with

the numerical results λdata
e . We compute λtheory

e using (5.79), where γMa follows (5.74) and the

coefficients E0 are computed by solving the linear problem (5.57) in the surfactant-free case

for each couple of geometrical parameters (g, φ). The empirical parameters a1, a2 in (5.74)

and δ0,i, δ1,i, with i = 1, 2 or 3 for δ (see equations (5.37)–(5.39)) can be determined using

a least-squares fitting approach and the Trust Region Reflective algorithm, as implemented in

the package optimize.least_squares of Scipy [208].

First, we determine δ1,3 in δ by fitting a measure of the characteristic diffusive boundary

layer thickness in our numerical simulations, calculated using (5.41), with the scaling model

given in (5.39). We have only used the Lévêque scaling (5.39) for δ in (5.74). In our numerical

simulations, the diffusive boundary layer mostly follows the Lévêque regime, which assumes a

background linear shear flow, since the slip velocity uI is small. Moreover, as also noted earlier,

the scaling model (5.74) for γMa depends weakly on δ. Hence, the choice of scaling for δ, which

can vary between (5.37), (5.38) or (5.39) depending on the geometry and the slip, does not

appear to be critical. The fit gives

δ1,3 = 0.0528, (5.82)

from the minimization of the sum of the squares of the relative distance of theory from data, i.e.

(δtheory − δdata)2/(δdata)2. This prior independent determination of δ1,3 reduces the number of

fitting parameters to three in (5.74): a1, a2 and δ0,3. This ensures a more accurate and robust

fit for λtheory
e , less sensitive on the actual fitting technique used.

Then, using δ1,3 = 0.0528 in (5.74), we fit the effective slip length λtheory
e given by (5.79)

to λdata
e computed via the deviating flux Qd using (5.76). Incidentally, computing λdata

e using

(5.76) gives an accurate and robust estimation of the effective slip length in our numerical

simulations, as it relies solely on the integral quantity Qd = Q−Qp (see 5.75). Minimising the
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sum of the squares of the absolute distance between λtheory
e and λdata

e , we obtain

a1 = 2.30, a2 = 0.319 and δ0,3 = 1.68. (5.83)

As we can see in figure 5.4(a,b), the scaling predictions for λtheory
e , using the values for a1,

a2, δ0,3 and δ1,3 stated in the previous paragraph, show an excellent agreement with λdata
e over

a very large range: 10−12 . λe . 1.

The nine data points at non-negligible Reynolds numbers, 1 ≤ Re ≤ 105 (identified with

blue circles in figure 5.4(a,b)), also exhibit good agreement despite violating the low Reynolds

number assumption made in our flow model (see § 5.5.1). As explained previously in § 5.6,

although the full steady nonlinear Navier–Stokes equation (5.3) was used in the simulations,

the flow remained in the laminar regime for all Reynolds numbers tested.

At large non-dimensional background concentrations, 1 ≤ k ≤ 100 (identified with green

triangles in figure 5.4(b)), the scaling predictions underestimate slightly the slip length. This is

due to the fact that the model assumes a low concentration of surfactant. However, the model

still provides a practically useful prediction of the boundary condition at the interface, which

can be effectively considered as no-slip for all our simulations with k ≥ 1. We also find that

the maximum boundary layer thickness is δ = 1.20, which suggests that our scaling prediction

is accurate even if the diffusive boundary layer is vertically confined.

We indicate in figure 5.4 (as well as in figures 5.5 and 5.6) data where the interface prop-

erties are strongly nonuniform, which are labeled by vermilion squares and orange diamonds.

Qualitatively similar interface non-uniformities have been studied extensively in the context

of air bubbles rising in surfactant-contaminated water (e.g. [187, 188, 189, 209]), where they

correspond to the ‘stagnant cap regime’. In this regime, an upstream part of the interface has a

negligible surfactant gradient and can be considered as shear-free (γMa → 0), whilst the rest of

the interface downstream has a large Marangoni shear (γMa → 1), leading to a no-slip condition

over a portion of the bubble known as the ‘stagnant cap’ (hereafter designated as SC). In the
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Figure 5.4: (a) Comparison of the scaling predictions for the effective slip length λtheorye ,
computed using (5.79) and (5.74), with fitting parameters a1 = 2.30, a2 = 0.319, δ0,3 = 1.68
and δ1,3 = 0.0528, with the numerical results from our simulations λdatae , calculated from
(5.76). Results are plotted on a log–log scale, with the grey dashed line showing equality
between predictions and simulations. The predictions for the four data points in the partial
stagnant cap (SC) regime, plotted with vermilion squares, underestimate the data owing to the
strong non-uniformity of the interfacial shear rate profile. Nevertheless, the theory remains
practically useful also for these cases, as it correctly predicts λe � 1. In the inset (b), we
plot an extended range of λdatae . In (c), a linear–log plot shows the relative error between
the data and the scaling predictions, as a function of the average interfacial shear rate. Red
crosses show the error in the effective slip length when surfactants are neglected, such that λe
is calculated using (5.79) with γMa = 0.
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SC regime, advection of surfactant along the interface dominates relative to surfactant trans-

port between the interface and the bulk. This makes possible highly non-uniform interfacial

concentrations. Since transport between the interface and the bulk is mediated by both the

diffusive boundary layer flux and the surfactant kinetics, the SC regime requires that advection

along the interface must be large compared to either diffusive or kinetic fluxes (or both).

We briefly summarize here the bubble-flow analysis of [190], and translate it to SHS flow.

For a bubble, the SC regime is found when the characteristic interfacial Péclet number is large,

and either the adsorption–desorption kinetics flux S is small, or the diffusive flux through

the boundary layer is small compared with the interfacial advective flux. Denoting with a

superscript ‘bubble’ the results of [190], they showed that this implies Pebubble
I � 1, and

KI = Bibubble(1 + k) � 1 or DI = χbubble(1 + k)/(Pebubble)1/2 � 1. For a bubble, the

characteristic length and velocity scales are the bubble radius and interfacial velocity in the

surfactant-free case. In order to translate these canonical bubble results to SHSs, note that

the bubble radius is analogous to the grating length ĝ. For the SHS, the characteristic velocity

scale for these non-dimensional numbers is the mid-gap interfacial velocity in the surfactant-

free case, namely ûIc(γMa = 0), which differs from the bulk characteristic velocity, such that

ûIc(γMa = 0) = 2F0Û , according to (5.67). This contrasts slightly with contaminated air

bubbles in water, where the characteristic interfacial velocity in the surfactant-free case scales

as the far-field bulk velocity, owing to the absence of rigid no-slip walls. As shown in figure 5.3

and explained in detail in appendix 5.12, we have F0 ∼ 1 for g & 1 (as for bubbles) and F0 ∼ g

for g . 1.

Therefore, using our dimensionless group definitions of § 5.3, and using a ‘g’ subscript

to characterize dimensionless groups where we use the lengthscale ĝ, rather than ĥ, we have

Pebubble
I 7→ F0gPeI = F0PeI,g and KI = Bibubble(1 + k) 7→ KI,g = Big(1 + k)/F0, as well as

DI = χbubble(1 + k)/(Pebubble)1/2 7→ DI,g = χg(1 + k)/(F0Peg)
1/2. The ranges spanned by the

quantities F0PeI,g, KI,g and DI,g are reported in table 5.1.

The distinction between the partial SC regime, where the SC fills only part of the interface,
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and the full SC regime, where the SC fills all the interface, is revealed by an inspection of the

shear rate profiles along the interface (not shown here). In the partial SC regime, the shear

rate increases abruptly from negligible values to γMa ∼ 1 at a particular location along the

interface. In the partial SC regime, the non-dimensional numbers in our simulations range

approximately: 2.5 · 103 ≤ F0PeI,g ≤ 2.5 · 105, 9.9 · 10−4 ≤ KI,g ≤ 0.4 and 0.04 ≤ DI,g ≤ 0.4

(see also figure 5.8, appendix 5.10, for the variations of these numbers across all our numerical

simulations and for the different regimes, as well as Supplementary Table S1 for the value of

each parameter for each simulation). In the full SC regime, the non-dimensional numbers range

approximately: 52 ≤ F0PeI,g ≤ 2.5 · 104, 2 · 10−2 ≤ KI,g ≤ 50 and 4.0 · 10−5 ≤ DI,g ≤ 1.3.

The interfacial Péclet number is mostly higher in the partial SC regime than in the full SC

regime, which is intuitively expected. We can see in figure 5.4(a) that the four data points

in the partial SC regime (plotted with vermilion squares) are the only data points where the

scaling predictions significantly underestimates the effective slip length with λtheory
e ≤ 5.2 · 10−5,

whereas λdata
e ≥ 3.5 · 10−4. This discrepancy is due to the strong non-uniformity of the shear

rate profile in the SC regime, not taken into account by our scaling model which is based on

the assumption that the shear rate is approximately uniform along the interface (see (5.34)).

The predictions λtheory
e in the full SC regime, plotted with orange diamonds, are in reasonable

agreement with the data λdata
e . We can see that λtheory

e underestimates slightly the data,

although by less than one order of magnitude for all our results in the full SC regime, with

0.25 ≤ λtheory
e /λdata

e ≤ 2.4.

The data plotted with black pluses in figure 5.4, i.e. not in the SC regime, are in a state

analogous to the ‘uniformly retarded regime’ described by [190] in their study of air bubbles

rising in contaminated water, where they make the case that this regime exists for KI,g ∼ 1

and DI,g ∼ 1. However, in our simulations we find that the interfacial shear rate is in the

‘uniform’ regime, and thus satisfies our modelling assumption, over a range of KI,g and DI,g
that spans several orders of magnitude, implying that the vast majority of the simulations

satisfy our modelling assumptions. More specifically, we find that simulations in the ‘uniformly
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retarded regime’ have parameters that satisfy approximately 2.8 · 10−3 ≤ DI,g ≤ 4.4 · 103 and

1.9 · 10−2 ≤ KI,g ≤ 3.2 · 103. This is most likely due to the fact that some of our simulations

are in an intermediate or transition regime between the SC regime and the uniformly retarded

regime, and for which λe still follows our scaling prediction, though perhaps with slightly more

scatter, as shown by some of the black pluses in figure 5.4.

In figure 5.4(c), we show the relative error between the scaling predictions λtheory
e and the

numerical results λdata
e for the effective slip length. The error remains relatively small across all

values of the average interfacial shear rate γMa. It is less than approximately 33% for γMa ≤ 0.7,

except for the four simulations in the partial SC regime plotted with vermilion squares. The

relative error is less than 1.7 for 0.7 ≤ γMa ≤ 1.

For comparison, we also show with red crosses in figure 5.4(c) the prediction from a

surfactant-free model, which is obtained using (5.79) with γMa = 0. Our model provides

consistently better predictions than the one that neglects surfactant effect. In particular, the

error made by neglecting surfactant effects becomes very large when the interfacial shear rate

increases towards the Poiseuille value γp = 1. At low shear rate, γMa ≤ 0.3 we can see that the

two models have comparable (small) relative errors.

Overall, we find that our scaling model for λe provides excellent quantitative predictions

across a large range of non-dimensional numbers, beyond the strict range of validity based on

our modelling assumptions. Although our model predictions can underestimate the slip length

in some cases (at large concentrations, and in the stagnant cap regime), our model remains

practically useful as both theory and simulation yield negligible slip in those instances.

5.7.2 Drag reduction

We compare the drag reduction predicted by our theory (DRtheory) with the numerical

results from our simulations (DRdata), as shown in figure 5.5. The value of DRtheory is obtained

from (5.81), where the corresponding values of λtheory
e are shown earlier in figure 5.4. Similarly,

DRdata, is calculated using λdata
e , whose values are also shown in figure 5.4. Using a log–log
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Figure 5.5: Comparison of the scaling predictions for the drag reduction DRtheory, computed
using (5.81), with the numerical results from our simulations DRdata. We also show with
red crosses the drag reduction DRtheory estimated using a model neglecting surfactant effect.
Note that we plot in this graph only data for DR ≥ 10−4, to show more clearly our results
in a range useful to applications. Equality between data and theory falls on the grey dashed
line.
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scale, we only plot data for DR ≥ 10−4, which correspond to the more meaningful range for

practical applications. The predictions from our scaling model are in very good agreement with

the numerical results. Data at even lower drag reductions (not shown here) still exhibit a very

good agreement with our theoretical prediction.

In figure 5.5, we also plot, using red crosses, the drag reduction computed using a surfactant-

free model. This is obtained by substituting the values for the surfactant-free λtheory
e (plotted

with red crosses in figure 5.4c) into (5.81). As may be expected, the surfactant-free theory

almost always incorrectly predicts a larger drag reduction, with values often more than an order

of magnitude larger that the actual ones. This clearly shows that the drag reduction potential

of SHSs can be significantly overestimated in conditions where surfactants are important. This

is consistent with the findings of [179], who showed that, for SHSs with rectangular longitudinal

gratings, surfactant effects become important at very low concentrations, similar to background

levels found in the environment. As may be expected, the few surfactant-free predictions in

figure 5.5 that show better agreement with the numerical simulations correspond to lower

values of γMa, when the surfactant-free predictions converge towards our model predictions

(see figure 5.4c).

5.7.3 Interfacial shear rate

We compare in figure 5.6 the numerical results for the average interfacial shear rate γdata
Ma

with the theoretical predictions, γtheory
Ma computed using (5.74) using the four empirical pa-

rameters optimized for λe in § 5.7.1: a1 = 2.30 and a2 = 0.319 for γMa, and δ0,3 = 1.68

and δ1,3 = 0.0528 for δ based on (5.39). The numerical results for γdata
Ma have been com-

puted by taking the spatial average of the interfacial shear rate in the interior of the interface

−g/2 ≤ x ≤ g/2.

In figure 5.6(a), we show (1− γMa) in a log–log plot to focus on the no-slip limit γMa → 1.

Over the limited range shown on this graph, we find good agreement between our scaling

predictions and the data for all our numerical simulations where the interfacial shear rate is
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Figure 5.6: Comparison of the scaling predictions for the average interfacial shear rate γtheoryMa ,
computed using (5.74), with the numerical results from our simulations γdataMa , calculated by
averaging the shear rate along the interface. The scaling prediction use empirical parameters:
a1 = 2.30 and a2 = 0.319 for γMa, and δ0,3 = 1.68 and δ1,3 = 0.0528 for δ (see (5.39)),
computed from the fit of λe (see § 5.7.1). In (a), we plot using a log–log scale (1 − γMa) to

reveal the behaviour at large shear rate, when γdataMa → γp = 1. The predictions γtheoryMa for
the four data points in the partial stagnant cap (SC) regime, plotted with vermilion squares,
overestimate the data owing to the strong non-uniformity of the interfacial shear rate profile.
In (b), we plot (1− γMa) over a larger range revealing the error related to the singularity at
the stagnation points. In (c), we plot γMa to show more clearly the behaviour at intermediate
shear rate, 0.7 ≤ γMa ≤ 1. In all plots, equality between data and theory would fall on the
grey dashed line.
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found approximately uniform along the interface (see the uniform regime, plotted with black

plusses). Similar to λe shown in figure 5.4, we can see that the four data points in the partial

SC regime (vermilion squares) with (1 − γdata
Ma ) ≥ 0.4 are the only ones where the predictions

underestimate the data. As discussed earlier, this is due to the strong non-uniformity of the

shear rate profile in the SC regime, in contradiction with the uniform assumption made in

our model (see (5.34)). Nevertheless, the theory remains practically useful, as both model and

simulation yield shear that is essentially indistinguishable from that of a no-slip boundary.

In figure 5.6(b) (which is the inset of figure 5.6a), we plot (1− γdata
Ma ) over the full range of

values tested. As the average shear rate tends to the maximum Poiseuille value, γdata
Ma → γp = 1

or equivalently (1− γdata
Ma )→ 0, (1− γtheory

Ma ) underestimates the data. The difference becomes

significant for (1− γtheory
Ma ) . 10−3. This is due to the singularity at the two stagnation points

and the difficulty associated with resolving it numerically. The shear rate exhibits extreme

variations very close to the stagnation points, whilst the shear rate remains flat in the interior

of the interface with values very close to the Poiseuille shear rate. We note however that the

effect of the singularity appears only in the limit γdata
Ma → γp = 1, at values practically equivalent

to a no-slip boundary condition at the interface.

This can also be seen in figure 5.6(c), where we plot γMa directly, for γMa ≥ 0.7. The scaling

predictions consistently predict a no-slip boundary condition γtheory
Ma → 1, as γdata

Ma → 1. This

shows that the actual error between γtheory
Ma and γdata

Ma is actually very small in this limit, where

we find the simulations at large Reynolds numbers Re ≥ 1 (blue circles), large non-dimensional

concentrations k ≥ 1 (green triangles) and in the full SC regime (orange diamonds). Predictions

at intermediate values (shown by plusses in figure 5.6c), for 0.7 ≤ γtheory
Ma ≤ 1, show a good

agreement with γdata
Ma although with a slight overestimation.

Therefore, our scaling model also provides reasonable predictions across the whole range of

interfacial shear rate values, even though the model has been fitted for λe and not for γMa. An

agreement is found from intermediate to large values, provided the interface is not in a partial SC

regime. Our scaling model remains accurate across a broad range of non-dimensional numbers
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(see table 5.1 and figure 5.8, appendix 5.10) and in the full SC regime.

5.8 Discussion

5.8.1 Verifying the validity of our main assumptions

The first key assumption in our scaling model is that the non-dimensional interfacial sur-

factant concentration Γ is sufficiently small so that the adsorption–desorption kinetics flux S in

(5.6) and the coupling condition (5.17) between the viscous stress and the surfactant-induced

Marangoni stress can be linearised (see § 5.4.1). To test the validity of the assumption Γ� 1,

at least a posteriori, we can note that it implies Γ ∼ k � 1, which results from applying (5.18)

at S = 0 along the interface. As mentioned before, we expect that k should remain low in

many applications where surfactants are not artificially added. [179] estimated typical ranges

of k, depending on whether one considers ‘weak’ or ‘strong’ surfactant. [179] calculated that,

for ‘weak’ types of surfactants, the non-dimensional concentration range is 10−9 . k . 10−2,

which supports our hypothesis. Note that the upper bound of this range is given at the critical

micellar concentration for the bulk concentration ĉ0, implying that the worst-case scenario cor-

responds to water that is saturated with surfactant. Only for ‘strong’ types of surfactant they

indicated that the k � 1 assumption could potentially be invalid, since 10−6 . k . 103. Strong

surfactants are likely to be found only in applications where they have been artificially added.

Nevertheless, the model presented here performed well even at large k, as seen for example in

figure 5.4.

The second key assumption made in our scaling model is that the surfactant-induced

Marangoni shear rate along the interface is approximately uniform. This is related to hav-

ing a uniform concentration gradient, following the linearised coupling condition (5.19). From

the broad range of parameters tested, see table 5.1 and figure 5.8, appendix 5.10, we find that

this assumption is invalid only in the partial stagnant cap (SC) regime, where the concentration

gradient presents an abrupt increase at some point along the interface, separating the no-shear
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and no-slip regions. As we saw in figure 5.4, in the partial SC regime (see vermilion squares)

our model underestimates the slip length. However, it is noteworthy that our scaling model

provides reasonably accurate predictions for the full SC regime, where the no-slip region spans

the whole interface. Furthermore, our scaling model remains practically useful in both the

partial and full SC regimes, since it correctly predicts an essentially negligible effective slip

length.

If wishing to strictly determine whether our model applies, we must therefore distinguish

the parameter ranges between the full and partial SC regimes. As explained in § 5.7.1, the

SC regime exists when the Péclet number at the interface, F0PeI,g, is large and either DI,g or

KI,g are small. From our simulations, we cannot find any clear distinction between the partial

and full SC regimes based only on DI,g or KI,g. However, we noted already that the partial

SC regime was generally found at larger Péclet numbers, for F0PeI,g & 103, whilst the full SC

regime was found for 1� F0PeI,g . 104. This is physically intuitive as increasing the external

flow velocity would eventually overcome the Marangoni stress at the interface. This would lead

to a compression of the finite amount of surfactant adsorbed onto the interface towards the

downstream end, thereby freeing the upstream part of the interface from any shear.

Since F0PeI,g ∝ F0Û , KI,g ∝ 1/(F0Û) and DI,g ∝ 1/(F0Û)1/2, we expect to find the partial

SC regime in applications where the characteristic velocity near the interface F0Û is large. We

emphasize again that the characteristic velocity in these dimensionless numbers is the local

characteristic velocity near the interface, F0Û , where the bulk velocity Û is modulated by the

geometrical function 0 ≤ F0 ≤ 1, which scales as F0 ∼ g for g . 1, otherwise F0 ∼ 1. Hence,

our model is valid for applications at sufficiently low Û or if g is sufficiently small such that

the SHS is away from the partial SC regime. Microfluidic applications, such as lab-on-a-chip

systems or micro-cooling, where Û is small would be typical applications for our model. For

instance, we can consider a typical micro-fluidic channel with ĥ = 50 microns, a flow of water

with characteristic speed ranging 0.1 to 10 mm/s, and SHS gratings of length ĝ = 1 mm with gas

fraction φ ≈ 0.95. If surfactants similar to sodium dodecyl sulfate are present at a concentration
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of approximately 10−3 mM (equivalent to traces naturally present in the water), then we obtain:

800 ≤ F0PeI,g ≤ 8 · 104, 12 ≤ KI,g ≤ 120, 0.7 ≤ DI,g ≤ 7, and k = 10−3. This shows that for

this geometry with this range of flow speeds, the SHS would be in the uniform regime, far from

the stagnant cap regime, such that our model would predict accurate estimates of the impact

of surfactant on the slip length, drag reduction and average Marangoni shear rate.

5.8.2 Comparison to experimental studies of surfactant effects

Another application of our model is to analyze experimental studies reporting degradation of

the performance of SHSs where surfactant contamination could be the cause. For example, two

recent studies by [179] and [20] identified surfactant as the cause for the reduced or negligible

slip measured near SHSs in laminar channel flows. As we discuss in detail in appendix 5.13,

the main difficulty in applying our model to predict the reduction in slip in their experiments is

the absence of information regarding the surfactant properties and concentration. This is due

to the fact that the surfactants were not introduced artificially, but were present as unwanted

and unknown contaminants in their experiments.

Nevertheless, we can use our model to analyze a posteriori the impact of surfactant in the

studies of [179] and [20]. Assuming different possible surfactant types, we find that our theoret-

ical model can predict physically sensible concentrations ĉ0, which would lead to the reduced

slip measured in their experiments. As detailed in appendix 5.13, our model predicts that for

instance a ‘strong’ surfactant (see [179]) would only require minute traces, far below typical

environmental concentrations, to reduce the slip velocity uI as measured by [179] and [20]. A

weak surfactant, e.g. SDS, would require large ĉ0 close to the critical micellar concentration,

whilst an intermediate surfactant (see appendix 5.13) would require small ĉ0 at or below typical

environmental conditions. Hence, our model predictions are consistent with the experimental

results of [179] and [20] attributing their reduced performance to surfactant contaminant traces.

Our model can also provide a rational a posteriori explanation for other experimental and field

measurements that have reported poor SHS drag reduction performance, in contradiction with
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surfactant-free theoretical or numerical predictions. Therefore, our model could help design fu-

ture SHSs to mitigate or avoid surfactant effect a priori, for instance by identifying the optimal

geometry and flow conditions for a given surfactant contaminant.

5.8.3 Analytical limits for slip and drag

It can be instructive and useful to examine practically relevant limits where our results

simplify. We discuss effects of key dimensionless groups, and derive expressions in the limits of

insoluble surfactant, and of very long gratings. In the latter case, it is possible to immediately

predict the drag reduction without the need for solving the full Stokes flow problem. In any

other case, we recommend using the MATLAB codes provided as supplementary materials.

To model insoluble surfactant, consider the interfacial advection–diffusion equation (5.24),

setting the kinetics term on the right-hand side to zero. Integrating from the upstream stagna-

tion point x = −g/2 to x0, and dividing through by Γ∗|x0
, we obtain

uI |x0,ins =
γMa

Γ∗|x0
PeI

. (5.84)

Dividing by γMa we find the plastron slip length, in the insoluble limit

λx0 |ins =
1

Γ∗|x0
PeI

' 1

Mains
, (5.85)

Where we assume that Γ|x0
' Γs, where Γs is the (uniform) interfacial concentration found in

static conditions, and Mains is a Marangoni number for insoluble surfactant, namely

Mains = Γ∗sPeI = ΓsMaPeI =
Γ̂s

Γ̂m

nσR̂T̂ Γ̂m

µ̂Û

Û ĥ

D̂I

=
Γ̂snσR̂T̂ ĥ

µ̂D̂I

. (5.86)

Therefore, in the insoluble case, the plastron slip length is simply inversely proportional to

Mains, such that Mains →∞ yields zero slip (λx0 → 0), whereas Mains → 0 allows the plastron

to be free-slip (λx0 →∞), analogously to the soluble case.
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In general, computing the effective slip length (or equivalently the drag) requires going

thorugh the Stokes flow calculation described in § 5.5. However, in the g � 1 limit, it is also

possible to evaluate analytically the effective slip length λe, and therefore the drag reduction.

We start from (5.79), which expresses λe as a function of γMa and E0. Note that, based on

(5.105),

E0|g�1 =
E(0)

∣∣∣
g�1

(1− γMa)
' φ

(4− 3φ)
, (5.87)

yielding λe in terms of (γMa, φ)

λe|g�1 '
2φ(1− γMa)

(4− 3φ)− φ(1− γMa)
. (5.88)

To calculate γMa in the insoluble limit, use (5.84) to eliminate uI in (5.67), and obtain

γMa|ins '
MainsF0

1 +MainsF0
. (5.89)

For F0 = uIc/[2(1 − γMa)], use the large-g approximation (5.73), that is F0 ' 1/(4 − 3φ).

Substituting into (5.89) and then into (5.90), the effective slip length for insoluble surfactant

over a long grating is found explicitly as

λe|ins,g�1 '
2φ

Mains + 4(1− φ)
. (5.90)

For long gratings, analytical expressions for λx0 and λe are also possible in the case of soluble

surfactant. If g � 1, we expect the diffusive boundary layer to be limited by the channel height,

and therefore δ will approach a constant. From our simulations, we find δ ' 1.20 in this limit.

For the plastron slip length, if g is sufficiently large, we expect the second term in (5.45) to be

dominant, yielding

λx0 |g�1 '
2a2

a1 k∗
g2Biχ

χ+ 1.20BiPe
. (5.91)
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To find λe, we calculate γMa using (5.74), where we again set δ ' 1.20 and F0 ' 1/(4−3φ).

Without further approximation we obtain

γMa|g�1 '
a1k
∗PeI(χ+BiPe)

(χ+BiPe) [(4− 3φ) + a1k∗PeI ] + 1.20 a2(4− 3φ)g2BiχPeI
. (5.92)

Recalling that a1 = 2.30 and a2 = 0.319, equations (5.92) and (5.88) together provide explicitly

the effective slip length as a function of surfactant properties and geometry, without the need

to solve the full Stokes flow problem. The drag reduction is then found from (5.81), as before.

5.8.4 Tentative deductions for turbulent regimes

Applications of our model in turbulent regimes might be possible if a sufficiently thick

viscous sublayer exists. If the surfactant transport occurs within the viscous sublayer, where

the flow is laminar, the viscous sublayer height would be the appropriate length scale instead

of ĥ, and the flow velocity at the edge of the viscous sublayer would be the relevant velocity

scale Û . In that case, the local characteristic velocity F0Û at the interface may be sufficiently

small to avoid the partial SC regime. While the resulting predictions based on our model would

be at best qualitative, it is of great practical interest to explore this tentative application to

turbulent flows. Here we restrict ourselves to examining the plastron slip length λ̂x0 , defined in

(5.45) and which does not depend on whether the flow is internal (e.g. channel flow) or external

(e.g. a boundary layer).

In a turbulent boundary layer, with dimensional wall shear stress τ̂w, the canonical scales

are the shear velocity ûν =
»
τ̂w/ρ̂ and the viscous length scale δ̂ν = ν̂/ûν [210]. The height of

the viscous sublayer is of order 10 δ̂ν . At this distance from a smooth wall, the flow velocity is

of order 10 ûν [210]. We replace ĥ and Û in our analysis with these turbulent scales and set a

representative wall shear stress τ̂w = 50 N/m2.

In practical applications, detection of a specific surfactant type is challenging. However,
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dimensional surface tension σ̂ has been measured for both clean ‘synthetic’ seawater (labelled

‘σ̂0’ below), as well as for seawater samples collected through cruises ([211] and references

therein). For the purpose of estimating the order of magnitude of k in this example, we use the

Langmuir isotherm. While this is less accurate than the Frumkin isotherm, it does not require

k � 1, yet it provides a relation between surfactant and surface tension that can be analytically

inverted. In a liquid at equilibrium [201]

σ̂0 − σ̂ = nσR̂T̂ Γ̂m ln (1 + k). (5.93)

[212] find that seawater that is away from major surfactant sources (such as seasonal blooms

of phytoplankton, oil seeps or wastewater treatment facilities) has σ̂0− σ̂ ∼ 10−4 N/m (see also

[213]). Setting nσ ≈ 2, R̂ = 8.314 kg m2/(s2 K mol), T̂ ≈ 300 K, Γ̂m ≈ 3.9 × 10−6 mol/m2 and

rearranging (5.93) for k, we obtain, for low-surfactant oceanic conditions

k = exp

Ç
σ̂0 − σ̂
nσR̂T̂ Γ̂m

å
− 1 ≈ 0.005. (5.94)

Incidentally, this example yields k � 1, consistently with our set of assumptions. Note that

substantially higher k values can occur in oceans and lakes. In order to set up a well-defined

calculation, we consider SDS with concentrations ĉ0 = (0.01, 0.1, 1) mM, corresponding to k =

1.79 × (10−3, 10−2, 10−1), which bracket the value of k found in (5.94). We change the length

of the grating ĝ from 1 µm to 2.5 cm, the latter being the grating length in [174]. We use (5.45)

to calculate λ̂x0 , as shown in figure 5.7.

To interpret figure 5.7, we note that one needs the effective slip length to be comparable to

the thickness of the viscous sublayer in order to achieve meaningful drag reduction in turbulent

flow [160]. For this substantial effective slip to be possible, one needs the plastron to have an

even larger slip length, since of course the solid walls will have no-slip. (For context, recall that,

in canonical surfactant-free theories and simulations, the plastron is assumed to have infinite

slip length.) Since the viscous sublayer thickness is 10 δ̂ν , we propose that a plastron slip length
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Figure 5.7: Order-of magnitude scaling for the slip length over the plastron of turbulent
superhydrophobic gratings, such as those considered by [174], as a function of the grating
length ĝ. A prescribed shear stress of 50 N/m2 is used in the calculation. (a) shows the

mid-plastron slip length normalized by the viscous lengthscale δ̂ν , whereas (b) shows the
corresponding dimensional results.

of around 100 δ̂ν is a tentative relevant threshold for useful drag reduction. This value is marked

by a dashed line in figure 5.7.

Note that, at small grating lengths ĝ, the first term in the right-hand side of (5.45) domi-

nates. This is independent of ĝ. At larger ĝ, the second term in (5.45) dominates, eventually

following a scaling of ĝ5/3, as shown in figure 5.7(b). The slip length also increases with the

inverse of ĉ0. These results suggest that useful drag reduction may be possible provided the

surfactant concentration is not too strong and the plastron is sufficiently long in the streamwise

direction. Our conclusions are consistent with the experimental results of [174], who found

strong drag reduction for gratings in laboratory experiments, indicating that traces of surfac-

tant were not sufficient to negate drag reduction. However, our theory also indicates that a large

drag increase may occur for a ship equipped with SHS, when it navigates through surfactant-

rich waters, which are common in the coastal ocean, rivers, and lakes. Finally, we emphasize,

once again, that these are tentative deductions, and that our model will require additional work

to provide quantitative drag predictions in turbulent flow.
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5.8.5 Relative importance of effects neglected in the present model

Surface rheology

It is also worth discussing some physical effects not considered in our model. For example,

surface rheology could play a role in the boundary condition (5.17) if viscous surface stresses

at the interface were comparable to viscous stresses in the bulk. The relevant dimensionless

groups accounting for this balance are the Boussinesq numbers Boµ = µ̂s/µ̂ĝ and Boκ = κ̂s/µ̂ĝ,

with µ̂s and κ̂s the surface shear and the surface dilatational viscosities of the surfactant-laden

interface, respectively. The precise measurement of µ̂s and κ̂s is itself a challenging problem

with many open questions [214].

A recent experimental study by [215], who employed a technique of unprecedented precision,

concludes that soluble surfactants can be regarded as surface shear inviscid, with values of µ̂s

below their experimental sensitivity of 10−8 kg s−1. In our problem, we can expect a negligible

effect from surface shear viscous stresses, even at the smallest practical SHS length ĝ. Indeed,

assuming a worst-case scenario with µ̂s = 10−8 kg s−1 in water (µ̂ ≈ 10−3 kg m−1 s−1) we find

Boµ � 1 for ĝ � µ̂s/µ̂ = 10−5 m, which is the case in practical applications.

Surface dilatational viscosities are even more challenging to measure, since dilatational

rheology and Marangoni stresses are necessarily coupled, and therefore hard to distinguish,

at an interface subject to compression or expansion [216, 217]. However, a natural (although

unverified) assumption for soluble surfactant is to assume κ̂s ∼ µ̂s [218], leading to Boκ ∼ Boµ.

Thus, surface dilatational viscous stresses can also be considered negligible for SHS geometries

with practical gap lengths ĝ � 10−5 m. Note also that it is common to find an effective surface

dilatational viscosity in the literature which can be much larger than µ̂s. However, unlike

the true intrinsic viscosity κ̂s, the effective surface dilatational viscosity actually accounts for

dissipation from other non-rheological effects such as adsorption–desorption fluxes, which are

already accounted for explicitly in our study.
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Viscous stresses in the gas phase

In this model, we have neglected viscous stresses from a gas phase inside the grating com-

pared with the other stresses, namely the driving viscous stress from the liquid phase and the

surfactant-induced Marangoni stress at the interface. To assess the validity of this assump-

tion, we compare an order-of-magnitude estimate of the characteristic gas viscous stress with

order-of-magnitude estimates of the other two stresses.

Let us consider the condition of continuity of stress at a surfactant-free interface of a SHS,

where a viscous gas phase fills two-dimensional rectangular gratings of depth Ĥg (see e.g.

[206, 219]). The gas viscous stress at the interface, normalised by the characteristic driving

stress from the liquid phase, is at most of the order of εuIc/Hg, where uIc = ûIc/Û = 2F0(g, φ)

is the maximum shear-free interfacial velocity computed using (5.68) at x = 0 and with γMa = 0,

ε = µ̂g/µ̂ is the dynamic viscosity ratio between the gas and liquid phases, and Hg = Ĥg/ĥ is

the normalised depth of the grating. From all our simulations presented in figures 5.4–5.6, we

estimate that the gas viscous stress is negligible compared with the driving stress from the liquid

phase, εuIc/Hg � 1, for all Ĥg & 10−5 m, except at high viscosity ratio ε & 1. To calculate ε

we have assumed that the gas in the grating is air, µ̂g = 1.81 · 10−5 kgm−1s−1, whilst the liquid

viscosity varies over a broad range such that 1.81 · 10−4 ≤ ε ≤ 1.81 · 105.

Compared with the Marangoni stress measured in our simulations, which can be estimated

as k∗/g when normalised with the driving viscous stress from the liquid phase (see (5.19) and

(5.33)), the gas viscous stress is also negligible in all our simulations, (εuIc/Hg)/(k
∗/g)� 1 for

all Ĥg & 10−5 m and all ε. If we assume Ĥg ∼ 10−6 m, we find that the gas viscous stress is of

the same order of magnitude as the Marangoni stress in a small number of simulations only.

We have also studied the effect of air viscosity in the experiments of [179] and [20], who

measured the velocity profile near the air–water interface of SHSs made of longitudinal rect-

angular gratings in laminar channel flows. We find that the normalised air viscous stress at

the interface is approximately εuIc/Hg ≈ 0.05 in the experiments of [179] and of the order of

0.001 to 0.01 in the experiments of [20]. This ratio falls by at least an order of magnitude when
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using their measured (reduced) slip velocity uI , instead of our theoretical shear-free prediction

(5.68). Since air viscous stresses are typically several orders of magnitude smaller than the

characteristic driving force from the water phase, air viscous effects alone cannot explain the

negligible or reduced slip velocity measured in their experiments. As we have shown above,

the presence of surfactants, as modelled in this study, provides a consistent explanation for the

reduced or negligible slip they measured.

The experimental and numerical study of [18] also provides compelling evidence that vis-

cous effects from a gas phase are generally negligible or second order effects. They report

experimental local and effective slip lengths in microfluidic channel flows over a SHS made of

pillars. Since their geometry differs from the rectangular gratings considered in our model, the

effect of Marangoni stresses due to the presence of surfactant is more difficult to estimate. Any

surfactants in their experiments are transported over a complex two-dimensional interface with

multiple local stagnation points, rather than a one-dimensional interface with two clear stagna-

tion points. Nevertheless, their comparison between experimentally measured slip lengths and

the slip lengths obtained from numerical simulations is revealing. Using their notation, the local

experimental slip lengths, named blocal,exp (see their figure 2b), is approximately 7% to 93%

lower (depending on the location at the interface) than the slip lengths obtained numerically,

which already account for viscous effect from the gas phase (named bcp, see their figure 4b).

Moreover, they find that if viscous effects from the gas phase are neglected in the numerical

simulations, the effective (global) slip length increases only slightly, from beff,th = 4.0 µm to

4.3 µm, compared with beff = 1.7 µm as measured experimentally. They attribute the 58%

reduction in the experimental effective slip length to ‘interface contamination’, i.e. surfactant,

explaining that viscous effects from the gas phase cannot explain the discrepancy with their

numerical simulations.

Based on our own simulations and the studies of [18], [179], and [20], we find that viscous

effects from a gas phase inside SHS gratings can generally be neglected for most practical

applications, as intuitively expected and commonly assumed in the SHS literature. Indeed, in
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many applications or experimental studies on SHS, the liquid and gas phases are often water

and air, respectively, such that ε ≈ 0.02 is very small. Moreover, the grating depth Ĥg can

often be made sufficiently large so as to minimize viscous effects from the gas phase. The

criterion found based on our simulations is Ĥg & 10−5 m, which is technically feasible in many

applications and often necessary in experiments to prevent collapse of the plastron during the

filling of the chamber. We note that in general this criterion depends on the geometry, such

as the ratios Hg and Hg/g, and whether the flow is confined in a channel or unbounded in a

semi-infinite domain. For further detail about viscous effects from the gas phase in surfactant-

free SHS flow, we refer the reader to the theoretical and numerical studies of [206], [220] and

[219]. These studies also show that gas viscous effects are mainly important at large ε or small

Hg, consistently with our findings. In these particular regimes, both viscous effects from the

gas phase and surfactant Marangoni stresses would need to be modelled in order to assess their

respective contribution on the drag reduction of the SHS.

Interface deformation

Another physical mechanism not considered in the present study is the effect of interface

deformation. Many studies have investigated the effect of lateral or longitudinal curvature of

the air–water interface of SHSs (see e.g. [219, 182, 221] and references therein). They have

found positive or negative impact depending on the curvature sign (whether it points towards

the liquid phase or the gas phase), geometry (transverse or longitudinal SHSs), whether the

flow is bounded or unbounded [182], or the Reynolds number [221].

The deformation of the interface could be due to the gravity force, viscous forces or a

pressure difference across the interface. These forces must be compared with the surface tension,

which resists deformations associated with an increase in surface area of the interface, i.e.

flattening the plastron in this specific problem. In general, gravity can be neglected since the

smallest length scale in microfluidic applications is much smaller than the capillary length, which

in this case has a typical value of l̂c =
»
σ̂0/(∆ρ̂ âg) ≈ 2.7 · 10−3 m. For this estimate we have
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chosen the representative values of σ̂0 ≈ 7.2 · 10−2 N m−1 for the surface tension, âg = 9.81 m/s2

for the gravitational acceleration, and ∆ρ̂ ≈ 1000 kg/m3 for the air-water density difference.

Similarly, viscous forces are neglected in most applications due to small capillary numbers near

the interface CaI = uICa = µ̂ûI/σ̂. We typically find CaI . 10−3 for a surfactant-free air–

water interface across our range of parameters. We note the effect of surfactant would on the

one hand tend to reduce σ, thus enhancing interfacial deformation. On the other, as we have

shown in this study, surfactant would reduce uI , thus limiting interfacial deformation. The

reduction of uI can occur at concentrations much smaller than concentrations necessary to

change the surface tension noticeably [201]. Hence, we intuitively expect that viscous forces

would have negligible effect, even when combined with surfactant, in regimes where surfactants

affect uI . The capillary length and the capillary number depend on the properties of the fluids

on either side of the interface. Although air–water systems, as assumed above, are the most

common across real applications, laboratory and field experiments, these characteristic numbers

would need to be examined carefully in more specialised applications (e.g. liquid metals for

micro-cooling [181]).

The effect of pressure difference is one of the most common cause of interfacial deformation

(e.g. [221]). Interfacial curvature typically depends on the ratio of the pressure difference and

the surface tension, ∆p/σ, following the Young–Laplace law. Thus, surfactant could enhance

curvature by reducing σ, thereby affecting the performance of the SHS. Similar to what we

noted for viscous effect, we expect the negative impact of surfactant on uI via Marangoni

effects to be generally more important than via interface deformation. If the pressure difference

is large enough, there can exist some regimes where both interface deformation and Marangoni

stresses are important. The combined effects on SHS performance of negative Marangoni effects

and positive or negative interfacial deformation effects would be an important topic for future

research.

165



Theory for laminar flows with surfactant over two-dimensional superhydrophobic gratings Chapter 5

Three-dimensional effects

Although the geometry used in our model is two-dimensional, we expect the model to give a

reasonable estimate of the impact of surfactants for flows above three-dimensional rectangular

longitudinal SHS gratings, similar to those used by [179] and many other studies. For three-

dimensional gratings with small aspect ratio w/g = 1/15, [20] observed three-dimensional flows

with recirculations along the side boundaries or via the interior, depending on whether the

interface was convex or concave. Overall, they found significant reduction of the slip velocity

at the interface due to surfactant contamination, which shows that these three-dimensional

recirculation flows are secondary effects compared to the mean two-dimensional effects due to

the surfactant-induced Marangoni forces. For cases without this recirculation pattern, we expect

surfactants to be advected along the grating, forming a longitudinal surfactant gradient which

is approximately uniform in the spanwise direction (i.e. across the grating width). Owing to

spanwise viscous friction, we can also note that our model would give a lower bound prediction

on the surfactant-induced Marangoni shear, or conversely, an upper bound for the effective slip

length and maximum drag reduction.

5.9 Conclusions

In this study, we present a reduced-order scaling model to account for the impact of soluble

surfactants in channel flows with superhydrophobic surfaces. The drag reduction potential of

superhydrophobic surfaces can be severely reduced if surfactants adsorbed onto the plastron

induce Marangoni forces opposed to the flow. These Marangoni forces develop when a gradient

of surfactant establishes along the interface.

To simplify the governing equations of this problem, we first linearised the kinetics source

terms for the surfactant flux between the bulk and the interface, as well as the coupling condi-

tion balancing the viscous force and the surfactant-induced Marangoni force. This linearisation

holds for small surfactant concentration Γ � 1, which is a reasonable assumption for most
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applications where surfactants are not artificially added. Then, integrating the transport equa-

tions in the bulk and at the interface, we find a linear relationship between the interfacial

slip velocity at mid-gap and the interface-averaged surfactant-induced Marangoni shear, given

by (5.45). This relationship depends explicitly on the non-dimensional numbers k∗ = kMa,

which combines both the non-dimensional bulk background surfactant concentration k and the

Marangoni number Ma, as well as Pe, PeI , g, Bi and χ.

To obtain a global effective slip length and predict how surfactant transport can affect the

flow rate and the drag reduction potential of the SHS, we solve the continuity and momentum

conservation equations for low Reynolds number flow. Using a technique based on the work of

[166] for surfactant-free SHS flow, we solve Stokes’ equation with mixed boundary conditions

and a prescribed shear profile at the interface. In the case of a uniform interfacial shear γMa, the

interfacial velocity relates linearly to 1− γMa, where the coefficient of proportionality depends

on the geometric non-dimensional parameters of the SHS, namely the grating length g and the

gas fraction φ. We close the problem and eliminate the interface velocity by using our earlier

result, based on the surfactant problem, that also related interface velocity to shear. Hence,

we find that the average Marangoni shear γMa depends on seven non-dimensional parameters:

k∗, Pe, PeI , Bi, χ, g and φ, following (5.74). The dependence on the geometry is implicit

through the function F0(g, φ), which can be solved from the linear problem (5.57) assuming

a surfactant-free Stokes’ flow in the same geometry. We find that the effective slip length is

λe = 2(1−γMa)E0/(1−(1−γMa)E0), see (5.79), where E0 = Qd,0/2 with Qd,0 the added volume

flow rate in an SHS channel flow without any surfactant. The corresponding added flow rate Qd

and drag reduction DR due to the SHS, in the general case of a surfactant-contaminated flow,

can be determined from the effective slip length following (5.76) and (5.81), respectively. These

equations show how the slip length, the added flow rate and the drag reduction are affected by

the surfactant-induced Marangoni shear rate at the interface.

In order to test the regime of validity and the accuracy of our model, we performed 137

finite-element numerical simulations of the full governing equations in steady, pressure-driven,
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laminar channel flows, inclusive of soluble surfactants following (5.2)–(5.13). We varied the

governing non-dimensional groups across a broad range of values to explore the vast parameter

space of this problem (see figure 5.8, appendix 5.10, table 5.1 and the Supplementary Table S1).

The model predictions for λe, DR and γMa follow well the numerical results across almost all

the parameter space explored. The model coefficients are determined through a least-squares

fit for λe, yielding a1 = 2.30, a2 = 0.319, δ0,3 = 1.68 and δ1,3 = 0.0528. The flows that are

least well captured by our model corresponds to the ‘partial stagnant cap regime’, which is also

found in air bubbles rising in surfactant-contaminated water. This regime occurs at very large

F0PeI,g, and low DI,g or low KI,g. The partial SC regime exhibits a sharp increase in the shear

rate at the transition between a shear-free upstream part and a no-slip downstream part of the

interface, which differs from our assumption of a uniform Marangoni shear along the interface.

Nevertheless, at least for the simulations performed here, our model predictions are sufficiently

accurate for practical purposes. It will be important to test the accuracy of our model also in

more complex flows.

Canonical SHS models, which completely neglect surfactant effects, can yield a large error

in the prediction of the slip length and of the drag reduction, as shown in figures 5.4 and

5.5. In particular, the error is very large, by several orders of magnitude, at large Marangoni

stresses. Hence, models neglecting surfactant can significantly overestimate the drag reduction

potential of the SHS. This is particularly important in applications where small background

environmental surfactant traces are sufficient to induce strong Marangoni forces, as previously

found by [179].

Overall, the model we present provides a useful quantitative estimate of the effect of surfac-

tants on the drag reduction potential of SHSs, across a vast part of the parameter space except

in the partial stagnant cap regime. Our scaling predictions can be used directly in numerical

simulations of flow over SHS in realistic conditions where surfactants cannot be neglected. The

effective slip length λe can be used in a Navier-slip boundary condition on the SHS side, with-

out having to solve the full coupled nonlinear surfactant transport problem. This will reduce
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considerably the computational burden associated with realistic simulations of SHS flows. We

also note that our model can be easily adapted for a two-sided SHS channel, via changes in

the boundary conditions in the Stokes’ flow problem (see § 5.5.1). This change in boundary

conditions will modify the geometric function F0.

Future work will investigate how the model can be modified for more complex three-

dimensional flows over SHSs, such as pillars or disordered SHSs. Apart from annular flows

[183, 20] or very long air–water interfaces [179], accumulation of surfactant at stagnation points

in these three-dimensional problems can also lead to surfactant-induced Marangoni stresses.

Predicting the magnitude of these forces and the overall effect on the effective slip length or the

drag reduction is a complex problem. Many applications operate at larger Reynolds numbers,

where the effect of turbulence on the surfactant Marangoni stresses may be important. At

intermediate Reynolds numbers, where the viscous sub-layer forming at the SHS is sufficiently

thick compared with the surfactant diffusive boundary layer thickness, our scaling model may

still be applicable, though the empirical parameters may differ from those found here. At very

large Reynolds numbers, turbulence is likely to enhance the diffusion of surfactant in the bulk

and at the interface, which could change the concentration gradients and result in intermit-

tent localised Marangoni forces at the interface. These problems have a direct impact on the

performance of SHSs in many applications, and constitute important topics for future studies.

5.10 Appendix: Key dimensionless numbers across all numeri-

cal simulations

To help provide a visual overview of the simulations performed, figure 5.8 plots the value

of each dimensionless group on the vertical axis, with the horizontal axis indicating different

simulations. Ranges for each parameters are also reported earlier in table 5.1. Detailed values

are included in table S1 of the Supplementary Materials.
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Figure 5.8: Variation of some of the characteristic non-dimensional numbers used in
our 137 numerical simulations depending on the regime. The non-dimensional number
KI,g = Big(1+k)/F0 the ratio of the adsorption–desorption kinetics flux to the advective flux
at the interface. The parameter DI,g = χg(1 + k)/(F0Peg)

1/2 is the ratio of the transverse
diffusive flux through the diffusive boundary layer to the advective flux at the interface. The
function F0 = F(g, φ, x = 0) is related to the interfacial slip velocity following (5.67).

170



Theory for laminar flows with surfactant over two-dimensional superhydrophobic gratings Chapter 5

5.11 Appendix: Diffusive boundary layer thickness

To determine an estimate of the boundary layer thickness δ for the surfactant concentration,

we builds on the result in § 5.4.2 and perform a scale analysis of the bulk advection–diffusion

equation (5.23), which is expanded below as

u
∂c

∂x
+ v

∂c

∂y
=

1

Pe

Ç
∂2c

∂x2
+
∂2c

∂y2

å
. (5.95)

In the surfactant adsorption (resp. desorption) boundary layer forming above the interface, we

denote the characteristic variation of the bulk concentration as ∆c. In the streamwise direction,

we expect the change ∆c to take place between between x = −g/2 and x = x0 (resp. x0 and

g/2), as sketched in figure 5.2. As explained in § 5.4.2, x0 is defined as the interface location

where the kinetics flux S vanishes. Under the assumption of low interfacial concentration

(see (5.33) and text above), we previously found that the adsorption and desorption diffusive

boundary layers are approximately anti-symmetric and of characteristic streamwise length scale

∼ g, as depicted in figure 5.2(b).

If we focus on the adsorption region of the interface, c at the interface is denoted as cI ,

which varies by a scale ∆cI between x = −g/2 and x = x0, where S = 0 implies cI ∼ 1.

In addition, the characteristic cross-stream variation, across the boundary layer, is from cI to

1, implying that this variation in c also scales as ∆cI . Therefore, in both the x− and y−

directions, ∆c = ∆cI over characteristic distances g and δ, respectively.

We denote the characteristic streamwise and cross-stream velocities in the diffusive bound-

ary layer as Uδ and Vδ, respectively. Hence, a scale analysis of equation (5.95) gives

Uδ
∆cI
g

+ Vδ
∆cI
δ
∼ 1

Pe

Å
∆cI
g2

+
∆cI
δ2

ã
, (5.96)

where we can divide throughout by ∆cI . Thus, δ is a function of the Péclet number Pe, the

interface length g, as well as Uδ and Vδ. These velocity scales are expected to depend on the

geometrical parameters g and φ, as well as on the interfacial velocity uI and the characteristic
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shear rate profile γMa. We now seek an explicit dependence of Uδ and Vδ on these parameters.

We assume that the diffusive boundary layer thickness is not affected by the channel height,

such that δ < 1. We also assume that a diffusive boundary layer above a particular interface is

independent from the other interfaces, and thus independent of the gas fraction φ. We retain

the dependence on the interface length g. We can distinguish two main limits influencing Uδ

and Vδ, depending on the boundary condition at the interface. This can either consist of a

finite slip and negligible shear (uI > 0 and γMa � 1), or of no-slip and finite shear (uI = 0 and

γMa ∼ 1). Hence, in general, Uδ ∼ uI + γMaδ. The two cases are analyzed further below.

• First, for uI > 0 and γMa � 1, according to the analysis in appendix 5.12, we have

Uδ ∼ uI ∼ g for g . 1, and Uδ ∼ uI ∼ 1 for g & 1. We determine the scale for Vδ using

the continuity equation (5.21), which gives Vδ ∼ Uδδ/g. Replacing these velocity scales

into (5.96), we find

δ

g
= δ0,1

Ä
1 + δ1,1g

2Pe
ä−1/2

for g . 1 (5.97)

and

δ

g
= δ0,2 (1 + δ1,2gPe)

−1/2 for g & 1, (5.98)

where δ0,1, δ1,1, δ0,2, δ1,2 are empirical parameters.

• Second, for uI negligible and γMa ∼ 1, Uδ depends only on the ratio of the thickness of

the diffusive boundary layer and the channel height: Uδ ∼ δγMa = δ for δ < 1. This

regime is also known as the Lévêque regime [204, 205]. Note that Vδ ∼ 0 in this case.

Replacing these velocity scales into (5.96), we find the asymptotic behaviour

δ

g
= δ0,3

Ä
1 + δ1,3g

2Pe
ä−1/3

, (5.99)

for any g > 0, and with δ0,3 and δ1,3 two empirical parameters.

As noted before, the results (5.97)–(5.99) are valid provided δ < 1, which is satisfied for

large enough Péclet numbers or small enough gap length. For an intermediate regime with
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partial slip and partial shear, i.e. Uδ ∼ uI +γMaδ, we expect that the boundary layer thickness

has an exponent between −1/2 and −1/3. The transition between the slip dominated regime,

with scaling (5.97) or (5.98), and the shear dominated regime, with scaling (5.99), should be

smooth at low Reynolds numbers.

5.12 Appendix: Asymptotic limits for the slip velocity

The computation of the slip velocity yields distinctive simplified behaviours in the limits

of large and small gap length g, as evidenced in figure 5.3. In this section, we analytically

derive asymptotic limits for the slip velocity profile uI(x), and confirm their agreement with

the numerically computed values at mid-gap from figure 5.3.

We start by considering the so-called dual series comprised of equations (5.52) and (5.56)

2E +
∞∑

n=1

dnαn cos(knx) = 0 for g/2 < |x| ≤ L/2, (5.100a)

E +
∞∑

n=1

dnβn cos(knx) = 1− γMa for |x| < g/2, (5.100b)

with αn and βn defined in equations (5.53) and (5.55), respectively. From this set of expressions,

it is possible to obtain a closed form of the asymptotic behavior of the slip velocity by considering

only the leading order of αn and βn in the relevant limits. This is done in a similar fashion

to [166] and [170], who derived expressions for the effective slip length from the asymptotic

behavior of the first coefficient E. However, the slip velocity depends on the whole set of

coefficients, and in this case it is not enough to derive an expression for the first coefficient only.

Indeed, recall the form of uI(x) from (5.65)

uI(x) = 2E +
∞∑

n=1

dnαn cos(knx). (5.101)

The derivations of uI(x) and its value at mid-gap uIc = uI(x = 0) in the limits of large and

small g are presented in the next two subsections.
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5.12.1 Limit of large gap length

Consider the limit g →∞, with the gas fraction φ fixed. Since L = g/φ, note that this case

necessarily implies L→∞ as well. Note that, due to our choice of the channel height ĥ as the

length scale for the nondimensionalization, this limit corresponds to a “narrow” channel with

the top wall close to the plastron. Consequently, we have

kn =
2πn

L
→ 0,

and in this limit αn and βn can be expanded as

αn = −4k3
n

3
+O(k5

n), (5.102a)

βn = −8k3
n

3
+O(k5

n). (5.102b)

Taking into account that kn ∼ L−1, the expressions (5.100) and (5.102) lead to the following

expansions of the unknown Fourier coefficients

E = E(0) +O(L−1), (5.103a)

dn = d (0)
n L3 +O(L2). (5.103b)

Substituting (5.102) and (5.103) into (5.100) we arrive at the leading-order dual series for E(0)

and d
(0)
n . After introducing the changes of variable d̂

(0)
n = (2πn)3 d

(0)
n and z = 2πx/L, this

dual series yields

3

2
E(0) −

∞∑

n=1

d̂ (0)
n cos(nz) = 0 for φπ < |z| ≤ π, (5.104a)

3

8
E(0) −

∞∑

n=1

d̂ (0)
n cos(nz) =

3

8
(1− γMa) for |z| < φπ, (5.104b)
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and its coefficients can be obtained exactly. Indeed, after integrating (5.104a) from φπ to π

and (5.104b) from 0 to φπ, one can then sum the two expressions and obtain

E(0) =
φ(1− γMa)

(4− 3φ)
. (5.105)

The rest of the coefficients d̂
(0)
n can be retrieved multiplying (5.104) by harmonics of the form

cos(mz) with m ∈ N and m ≥ 1. Then, applying the same procedure of integration and

summation and invoking orthogonality between the functions, we arrive at

d̂ (0)
n = −3(1− γMa)

(4− 3φ)

sin(nπφ)

nπ
. (5.106)

Using the obtained set of coefficients, one can now evaluate the slip velocity. Substituting

(5.102a) and (5.103) in (5.101), we have

uI(z) = 2E(0) − 4

3

∞∑

n=1

d̂ (0)
n cos(nz) +O(L−1).

Applying (5.105) and (5.106), one subsequently obtains

uI(z) =
2(1− γMa)

(4− 3φ)

[
φ+ 2

∞∑

n=1

sin(nπφ)

nπ
cos(nz)

]
+O(L−1). (5.107)

First, note that for φ = 0 the above expression (5.107) yields uI(x) = 0 at leading order, as one

would expect. We then observe that the expression in brackets in (5.107) is the Fourier cosine

series of a square wave with value 1 for |z − 2jπ| < φπ and 0 for φπ < |z − 2jπ| ≤ π, where

j ∈ N. Consequently, by virtue of the uniqueness of a Fourier series one has, after undoing the

change of variables

uI(x) =





2(1− γMa)

(4− 3φ)
+O(L−1) for |x| < g/2,

0 for g/2 < |x| ≤ L/2.
(5.108)
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The fact that the slip velocity tends to a constant value as g → ∞ is expected, due to the

confinement effect of the top wall. Indeed, the disparity of horizontal and vertical length

scales (g � 1) leads to a lubrication regime in which the slip velocity asymptotically tends

to a constant along the plastron. In such a regime, the velocity field can be approximated as

unidirectional in the central “core region” following the thin-gap approximation (see for instance

the examples in [222]). From (5.108), the value of the slip velocity at mid-gap uIc = uI(x = 0)

would then yield at leading order

uIc

2(1− γMa)
'

1

4− 3φ
, (5.109)

where uIc has been normalized with 2(1− γMa) following Section 5.5. Notice that this normal-

ization implicitly assumes 0 ≤ γMa < 1, however in the case γMa = 1 it is straightforward from

(5.108) that uIc = 0 at leading order.

The expression (5.109) is plotted in figure 5.3(b), confirming the trend of the values uIc com-

puted numerically. Moreover, note that within this asymptotic regime g → ∞, the expression

(5.109) leads to the two following limits

uIc
2(1− γMa)

∼ 1 for φ→ 1, (5.110a)

uIc
2(1− γMa)

∼ 1

4
for φ→ 0, (5.110b)

which are corroborated as well by the asymptotic behavior in figure 5.3(a).

5.12.2 Limit of small gap length

Consider now the limit g → 0, with the gas fraction φ fixed. Then, like in the previous

case, g → 0 necessarily implies L → 0 as well. This case corresponds to a “tall” channel with

distant top walls. We have

kn =
2πn

L
→∞,
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and therefore αn and βn can be expanded as

αn = −ekn +O(e−kn), (5.111a)

βn = −2kne
kn +O(e−kn). (5.111b)

Given the functional form of the leading order terms in (5.111), we introduce the change of

variable d̂n = ekn dn and seek the expansions

E = E(0) + E(1)L+O(L2), (5.112a)

d̂n = d̂ (0)
n + d̂ (1)

n L +O(L2). (5.112b)

After re-scaling the spatial variable z = 2πx/L, we insert (5.111) and (5.112) into (5.100) and

group the O(1) terms to arrive at the leading-order dual series for E(0) and d̂
(0)
n

−2E(0) +
∞∑

n=1

d̂ (0)
n cos(nz) = 0 for φπ < |z| ≤ π, (5.113a)

∞∑

n=1

n d̂ (0)
n cos(nz) = 0 for |z| < φπ, (5.113b)

which leads to E(0) = 0 and d̂
(0)
n = 0. The terms of order O(L) can then be grouped into the

following dual series for E(1) and d̂
(1)
n

−2E(1) +
∞∑

n=1

d̂ (1)
n cos(nz) = 0 for φπ < |z| ≤ π, (5.114a)

∞∑

n=1

n d̂ (1)
n cos(nz) = − 1

4π
(1− γMa) for |z| < φπ. (5.114b)

The coefficients in (5.114) can be obtained exactly following the procedure of [223]. However,

in this case it is not necessary to explicitly obtain E(1) and d̂
(1)
n in order to obtain the slip

velocity, since the left-hand side of equation (5.114a) can be determined exactly for |z| < φπ
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(see page 161 of [223])

− 2E(1) +
∞∑

n=1

d̂ (1)
n cos(nz) = cos

Å
z

2

ã ∫ φπ

z

h(t)»
cos(z)− cos(t)

dt for |z| < φπ. (5.115)

Here h(t) can be retrieved from equation (5.4.60) in page 162 of [223], which in our case simplifies

to

h(t) =
2

π

d

dt

∫ t

0

sin (z/2)»
cos(z)− cos(t)

Å∫ z

0

ï
− 1

4π
(1− γMa)

ò
du

ã
dz

= −
√

2

4π
(1− γMa) tan

Å
t

2

ã
, (5.116)

where it is worth noting that the closed form of the integral

∫ t

0

z sin (z/2)»
cos(z)− cos(t)

dz =
√

2π ln(sec (t/2)) (5.117)

has been used in the derivation above, obtained from [169].

The desired slip velocity for 0 ≤ z < φπ can now be retrieved at leading order introducing

the expansions (5.111) and (5.112) into (5.101) and using equation (5.115)

uI(z) = L

(
2E(1) −

∞∑

n=1

d̂ (1)
n cos(nz)

)
+O(L2)

= −L cos

Å
z

2

ã ∫ φπ

z

h(t)»
cos(z)− cos(t)

dt +O(L2). (5.118)

Making use of (5.116), integrating and undoing the change of variable we obtain the velocity

profile

uI(x) =





(1− γMa)
L

2π
arccosh

Ü
cos (πx/L)

cos (πφ/2)

ê
+O(L2) for |x| ≤ g/2,

0 for g/2 ≤ |x| ≤ L/2.

(5.119)
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The above formula (5.119), after setting γMa = 0 and a change in the variables normalization,

is at leading order exactly half of the slip velocity obtained by [169] for a configuration with

longitudinal no-shear infinite gaps in a semi-infinite domain. This result is consistent with the

analysis of [224], who conclude that the slip velocity profile in such a configuration should be

larger than that of the equivalent transverse case by exactly a factor of two.

From (5.119), we can finally obtain the normalized slip velocity at mid-gap at leading order

uIc

2(1− γMa)
' g

4πφ
arccosh

Ü
sec

Ü
πφ

2

êê
, (5.120)

where we have substituted L = g/φ.

From (5.120) we can corroborate the validity of the linear scaling uI ∼ g for g . 1. Indeed,

the asymptote (5.120) is plotted for φ = 0.99 in figure 5.3(a), showing good agreement with

the numerically computed slip velocity.

Consider now the limit φ→ 0 within the regime of small gap length g → 0 investigated in

this subsection. Then (5.120) yields, to leading order in g,

uIc
2(1− γMa)

∼
g

8
for φ→ 0. (5.121)

This is congruent with the linear asymptote for small g followed by the values calculated

numerically, which is also shown in figure 5.3(a).

The coefficient E, which appears in the expressions for the effective slip length (5.79) and

drag reduction (5.81), can also be obtained in this limit from (5.114) following [223]. We make

use of (5.116) to arrive at
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E = E(1)L+O(L2) = −
√

2L

4

∫ πφ

0
h(t)dt+O(L2)

= (1− γMa)
L

4π
ln

Ü
sec

Ü
πφ

2

êê
+O(L2) (5.122)

5.13 Appendix: Application of our model to experimental stud-

ies in the literature showing reduced slip

We study the experimental results of [179] and [20] to analyse with our theoretical model

how surfactant affected their SHS performance. The slip velocities extrapolated from the mea-

surements of [179] on the interface (z = 0) at mid-gap (y = 0) are: uI ≈ 4 · 10−3±4 · 10−3 for 2

mm long lanes (see their figure 3D), which is practically negligible; and uI ≈ 5 · 10−2± 9 · 10−3

for 30 mm long lanes (figure 3E), which is significantly reduced compared with the theoretical

(surfactant-free) prediction. (Note that we have non-dimensionalised these velocities using the

characteristic velocity U , following the convention used in the present study.) Similarly, [20]

report: uI ≈ 8 · 10−2 for 5 mm long lanes (see their figure 3b), which is significantly reduced

compared with the theoretical (surfactant-free) prediction; and uI ≈ 8 · 10−3 for 15 mm long

lanes (figure 5), which is practically negligible.

The main difficulty in applying our theoretical model, for instance to predict the reduced

slip velocities measured experimentally by [179] and [20], is that the surfactant properties

and their concentrations are completely unknown in their experiments. Instead, we use our

model to predict the concentration of surfactant, for three different possible surfactant types,

which could lead to the measured uI reported in [179] and [20]. The three surfactants we

choose are: a ‘strong’ poorly soluble surfactant with properties described in [179], a ‘weak’

highly soluble surfactant, namely Sodium Dodecyl Sulfate (SDS), and an ‘intermediate’ type

with similar weak properties as SDS but rendered almost insoluble in water by reducing its
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desorption coefficient to κ̂d = 1 s−1 (instead of κ̂d = 500 s−1 for SDS in water). Surfactants

have a large number of parameters (κ̂d, κ̂a, D̂, D̂I , Γ̂m, A, nσ), in addition to their bulk

background concentration ĉ0, which are almost all used in our theoretical model (see (5.44) and

(5.74), which we use to compute uI . Thus, by choosing only three different types of surfactants

from the vast parameter space, the analysis in this section is primarily qualitative. The aim is

to show that our theoretical model provides physically meaningful explanations regarding the

impact of surfactant in experimental studies showing reduced SHS performance such as those

of [179] and [20].

Assuming a strong surfactant, our model predicts that a bulk surfactant concentration

ĉ0 ∼ 10−13 mM can reduce uI in the same extent and under the same conditions as reported

by [179] for both short and long lanes; and ĉ0 ∼ 10−15 to 10−14 mM for the experiments

reported by [20]. Assuming the weak SDS surfactant, our model predicts ĉ0 ∼ 1 to 10 mM

(i.e. near the critical micellar concentration) to obtain the results of [179] and ĉ0 ∼ 0.1 to

3 mM for the experimental results of [20]. Assuming an intermediate surfactant, ĉ0 ∼ 10−5 to

10−4 mM would lead to the results of [179], and ĉ0 ∼ 4 · 10−7 to 10−5 mM for the results of [20].

These theoretical predictions show that: (i) a very strong surfactant would require only minute

traces, unavoidable in normal environmental conditions, to strongly affect slip; (ii) whilst at

the other extreme, a weak surfactant such as SDS would require a concentration of the order

of the critical micellar concentration to lead to a no-slip or reduced slip condition. Then, an

intermediate surfactant would require small concentration at or below typical environmental

background concentration to lead to no-slip or reduced slip condition.

Therefore, our theoretical model provides physically sensible predictions with regard to sur-

factant types and concentrations that may have contaminated the experiments of [179] and

[20]. This is consistent with their conclusions. We note that our theoretical model assumes a

two-dimensional channel geometry with one-dimensional interfaces, whereas the experiments are

three-dimensional with two-dimensional (flat) or three-dimensional (curved) interfaces bounded

laterally by no-slip walls. Hence, we expect our model to over-predict the interfacial slip veloc-
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ity (for a given surfactant type and concentration) or over-predict the background surfactant

concentration (for a given surfactant type and interfacial slip velocity). This means that even

lower surfactant concentrations could have affected the experimental results of [179] and [20].
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Chapter 6

Flows with surfactant over realistic,

three-dimensional gratings

6.1 Abstract

Trace amounts of surfactants have been shown to critically prevent the drag reduction

of superhydrophobic surfaces (SHSs), yet predictive models including their effects in realistic

pattern geometries are still lacking. We present a theory accounting for the three-dimensional

nature of laminar fluid flows over contaminated SHS gratings, which for the first time allows

for a direct comparison with experiments in realistic SHS geometries. We find that the trend

in the local slip velocity is in agreement with both numerical simulations and experimental

measurements in microfluidic channels, which we obtain via confocal microscopy and micro-

particle image velocimetry.

6.2 Letter

Superhydrophobic surfaces (SHSs) have the potential to yield enormous technological bene-

fits in fields such as naval transportation or pipeline hydraulics, primarily due to their ability to

reduce fluid drag [160]. Through a combination of hydrophobic chemistry and microscopic sur-
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face patterning, these substrates are able to retain a superficial layer of air, thereby producing

an apparent slip when in contact with a liquid flow [225]. Early theoretical work [164, 165, 166]

modeled the air pockets trapped within these textures as flat boundaries with no shear, predict-

ing large drag reductions in the laminar regime. Initial studies reported measured values of the

drag in good agreement with these results [14, 15, 184, 183]. However, subsequent experiments

found a reduced or even nonexistent slip [16, 17, 18], pointing at the interfacial stresses induced

by surface-active contaminants as one possible cause of this discrepancy.

In recent years, independent experimental studies have unequivocally demonstrated the

pivotal role of surfactants deteriorating the performance of SHSs [179, 20]. Theoretical and

computational work has followed, confirming the extent to which even trace amounts of these

contaminants can influence fluid slip [24, 226, 227]. Indeed, ambient levels of surfactants, often

impossible to avoid or control even in experimental settings, are known to play a central role

altering the behavior of numerous small-scale multiphase flows [2]. The advection of interfacial

surfactant produced by the fluid motion triggers the appearance of concentration gradients,

which in turn generate Marangoni stresses opposing the flow, ultimately tending to effectively

immobilize the interface.

Even though the underlying physical mechanism behind this increase of drag is clear, mod-

elling it in the case of realistic SHSs textures presents serious challenges. The concentration

gradients that induce Marangoni stresses appear in the streamwise direction, when stagnation

points at the downstream ends of the interfaces prevent surfactants from being further advected

by the flow. This is the reason why the initial theoretical studies on the subject [205, 227] to

consider the case of infinite SHS gratings transverse to the flow, since this is the simplest

two-dimensional geometry that presents stagnation points and can thus capture this effect. In

practice, however, gratings tend to be oriented in a longitudinal fashion, since this geometry

yields comparatively higher slip both in the absence [166] and in the presence [179] of surfac-

tants. Since infinite longitudinal gratings have no stagnation points and thus can not lead to

accumulation of surfactants, including these effects into a model requires considering gratings

184



Flows with surfactant over realistic, three-dimensional gratings Chapter 6

of finite length. Such a situation would necessarily involve a three-dimensional velocity field,

which in turn complicates the theoretical analysis and has so far prevented models inclusive of

surfactants from being developed for realistic grating geometries.

In this Letter, we introduce a theory based on matched asymptotic expansions that accounts

for the three-dimensional nature of the field in the case of finite longitudinal gratings. Our

theory is valid for an arbitrary profile of shear stress along the air-water interface of each grating,

and we further particularize it with a model for the Marangoni shear induced by surfactants

based on scaling arguments. The resulting theory is able to predict the slip and drag of SHS

longitudinal gratings in the presence of surfactants, and enables a direct comparison, for the

first time, between theory and experiments in realistic geometries. We perform experiments

without any added surfactants using SHSs in microfluidic channels, which yield a trend in the

slip velocity that agrees with our model and with numerical simulations. In addition, our theory

allows for a coarse estimation of the unknown physicochemical parameters of the surfactant that

is predominantly present inside PDMS microchannels.

Our study considers steady, laminar flow driven by a mean pressure gradient Ĝ across a

thin channel of half-height ĥ. The bottom of the channel is lined with a pattern of slender,

yet finite, parallel rectangular gratings in a longitudinal configuration. Each of these gratings

supports a gas-liquid interface that we assume remains flat and flush with the channel floor

. Due to the periodicity of the array in the streamwise and spanwise directions, we limit to

a unit cell consisting of one grating and its surrounding ridges, as depicted in Figure 6.1a.

The streamwise, wall-normal, and spanwise directions are denoted by the coordinates x̂, ŷ and

ẑ, respectively. Note that throughout the analysis we use hats to designate all dimensional

quantities, while dimensionless ones are expressed without hats.

We start by leveraging the disparity of scales between the length L̂ and the half-height ĥ of

the unit cell (see Figure 6.1a), and define a small parameter ε = ĥ/L̂� 1. Unlike in the typical

Hele-Shaw flow approximation [228], here we do not assume that the spanwise length scale

(the pitch P̂ ) is also much larger than ĥ, since in microfluidic applications with longitudinal
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ŷ ĉ
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Figure 6.1: (a) Unit cell of the SHS, periodic in x̂ and ẑ. The coordinate origin is taken at the
center of the unit cell. (b) Longitudinal cross section at ẑ = 0, showing the typical distribution
of bulk surfactant, with adsorption/desorption regions at the upstream/downstream ends,
respectively. (c) Interface concentration and shear stress at the plastron, for the same ẑ = 0
cross section.

gratings the values of both ĥ and P̂ lie in the order of tens of micrometers, with L̂ typically

ranging in the millimeter or centimeter scale [14, 15, 229, 17]. Consequently, we define the

nondimensional coordinates x = x̂/L̂, y = ŷ/εL̂ and z = ẑ/εL̂. It then follows from the

incompressibility condition ∇̂ · û = 0 that the flow is approximately unidirectional, with the

dominant streamwise velocity component scaling as û ∼ Û while the wall-normal and spanwise

components scale as v̂ ∼ εÛ and ŵ ∼ εÛ , respectively. The velocity scale Û of the flow is

naturally defined from the imposed mean pressure gradient as Û = ĥ2Ĝ/µ̂, with µ̂ the dynamic

viscosity of the fluid. At leading order in ε, the Navier–Stokes equations describing the flow
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simplify (Section 6.3.1) to

∂2u

∂y2
+
∂2u

∂z2
=
∂p

∂x
, (6.1a)

∂p

∂y
=
∂p

∂z
= 0, (6.1b)

where u(x, y, z) = û/Û and p(x) = p̂/(ĜL̂) are the dimensionless streamwise velocity and

pressure. The unidirectional nature of this leading-order flow is only a good approximation

far from the downstream and upstream edges of the plastron, specifically, in regions where

|x ± φx/2| � ε, with φx the streamwise gas fraction as shown in Fig. 6.1a. Therefore, the

asymptotic expansion in ε is singular, as is typically found in the thin-gap approximation [222].

Since we consider slender gratings with ε � 1, the regions of validity represent most of the

domain and useful approximations of both local and integrated flow quantities can be obtained.

Equations (6.1) are complemented with no-slip boundary conditions u = 0 at solid walls

and ridges. Additionally, the surfactant-laden interface imposes a tangential Marangoni shear

stress γ̂Ma on the fluid that is determined by the local gradient of surfactant, which is in turn

coupled to the flow through a transport equation. It can be shown from the full boundary

condition that, under mild assumptions (see Section 6.3.2), this stress is only dependent on x

at leading order in ε, and thus we take the remaining nondimensional boundary condition at the

air–water interface as ∂yu|I = γMa(x), with γMa(x) = γ̂Ma/(µ̂Û/εL̂) and where the subindex

I denotes the particularization of a field to the air-water interface.

Note that, while Eqs. (6.1) also describe the infinite-grating problem, in the case of finite

gratings described here the pressure gradient is not constant throughout the whole domain,

and the specific functional form of p(x) must be determined from two integral constraints (see

Section 6.3.2). First, the volumetric flow rate Q =
∫ φzP/2
−φzP/2

∫ 1
−1 u(x, y, z) dy dz must be constant

through every cross-section of the domain, in order to satisfy mass conservation. Second, the

pressure drop across the whole unit cell must be congruent with the imposed mean pressure

gradient, such that
∫ 1/2
−1/2 p(x) dx = 1. These two conditions lead to a final expression for the
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flow field given by

u(x, y, z) =





[
2P+3Q∞d (1−φx)〈γMa〉

2P+3Q∞
d

(1−φx) − 3Q∞d (〈γMa〉−γMa(x))

2P+3Q∞
d

]
uP (y)

+
[

2P (1−〈γMa〉)
2P+3Q∞

d
(1−φx) + 2P (〈γMa〉−γMa(x))

2P+3Q∞
d

]
u∞d (y, z) if |x| < φx

2
,

[
2P+3Q∞d (1−φx〈γMa〉)

2P+3Q∞
d

(1−φx)

]
uP (y) if

φx
2
< |x| ≤ 1

2
,

(6.2)

where uP (y) = (1 − y2)/2 is the nondimensional plane Poiseuille profile and u∞d (y, z) is the

deviation from uP (y) in the infinite-grating case. In other words, u(y, z) = uP (y) + u∞d (y, z)

in the case of φx = 1 and γMa(x) = 0, with u∞d (y, z) known from previous studies [164, 230].

Also, P denotes the normalized pitch P = P̂ /ĥ (see Fig. 6.1a) and Q∞d the contribution of u∞d

to the flow rate in the infinite-grating problem [i.e. Q∞d =
∫ φzP/2
−φzP/2

∫ 1
−1 u

∞
d (y, z) dy dz], which is

itself dependent on P and φz. The quantity 〈γMa〉 is the average Marangoni shear across the

plastron 〈γMa〉 = 1
φx

∫ φx/2
−φx/2 γMa(x) dx, and can only take values between 0 (in the case of a

clean, free-slip interface) and 1 (for a fully immobilized, no-slip interface). All terms in Eq.(6.2)

are now either prescribed or known from the well-studied infinite-grating problem, and thus we

have arrived to an approximation of the three-dimensional flow as a linear combination of two

known, simpler flow fields. The expression still holds for an arbitrary shear stress profile at the

interface, and not necessarily one induced by surfactants, as long as γMa(x) remains a function

of only x. Eq. (6.2) could also be applied to other configurations in which the infinite-grating

problem is known, like double-sided SHS [230] or more complicated arbitrary patters [231], and

it also remains a valid leading-order flow field for any value of φx, provided ε� 1.

The final step is to find an expression for γMa(x), which has so far been treated as a

prescribed profile, as a function of the underlying surfactant dynamics. With our choice of

nondimensionalization, the (linearized) governing equations describing the transport of soluble
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surfactant (Section 6.3.1) are given by

u
∂c

∂x
+ v

∂c

∂y
+ w

∂c

∂z
=

1

εPe

Ç
ε2 ∂

2c

∂x2
+
∂2c

∂y2
+
∂2c

∂z2

å
, (6.3a)

∂(uΓ)

∂x
+
∂(wΓ)

∂z
=

1

εPeI

Ç
ε2∂

2Γ

∂x2
+
∂2Γ

∂z2

å
+
Bi

ε
(cI − Γ) , (6.3b)

∂c

∂y

∣∣∣∣
I

= Da (cI − Γ) , (6.3c)

∂u

∂y

∣∣∣∣
I

= γMa(x) = εkMa
∂Γ

∂x
. (6.3d)

Equations (6.3a) and (6.3b) describe the advection and diffusion of the bulk surfactant

concentration c and of the interface surfactant concentration Γ, respectively. The adsorption

and desorption kinetics governing the exchange between the two species is modeled through the

flux boundary condition (6.3c), whereas the Marangoni boundary condition (6.3d) relates the

fluid shear stress at the interface with the gradient of surfactant concentration. Note also that

Eqs. (6.3b) to (6.3d) are defined only at the air-water interface.

In addition, Eqs. (6.3) introduce six nondimensional numbers. The bulk and interface

Péclet numbers are defined as Pe = ĥÛ/D̂ and PeI = ĥÛ/D̂I , respectively, where D̂ and

D̂I are the diffusivities of the two species. The Marangoni number Ma = nsR̂T̂ Γ̂m/(µ̂Û)

depends on the maximum packing concentration at the interface Γ̂m, the ideal gas constant R̂,

the temperature T̂ and a parameter ns quantifying the effects of salinity. Moreover, the Biot

Bi = ĥκ̂d/Û and Damköhler Da = ĥκ̂aΓ̂m/D̂
1 numbers parametrize the effect of kinetics, with

κ̂a and κ̂d the adsorption and desorption rate constants. Finally, the normalized concentration

k = Γ̂0/Γ̂m = κ̂aĉ0/κ̂d is a measure of the degree of saturation of the interface, since Γ̂0 = kΓ̂m

is a scale for the typical interface concentration and ĉ0 is the background bulk concentration

present in the liquid. These six dimensionless groups, in addition to four geometrical parameters

that we choose as φx, φz, P and g = ĝ/ĥ = φx/ε, fully describe the problem.

A scaling analysis of Eqs.(6.3), similar to the one performed in [24] for the case of transverse

1Other conventions [24, 222] for the choice of nondimensional groups use the parameter χ = κ̂dĥ/(κ̂aΓ̂m)
instead of the Damköhler number Da. Note that χ = BiPe/Da.
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gratings, leads to a semi-empirical expression for 〈γMa〉 that can then be combined with the flow

field (6.2) to obtain the final theory (see Section 6.3.3). These scaling arguments hinge on the

assumption that the normalized concentration is sufficiently low (i.e. k � 1), which justifies the

choice of linearized equations in (6.3) and is typically the case in situations in which surfactants

are not artificially added. Furthermore, the stress at the interface (and thus the gradient

of surfactant as well) is assumed to remain approximately constant (i.e γMa(x) ≈ 〈γMa〉), a

condition that usually holds in small-scale applications in which the flow is not fast enough to

reach the so-called stagnant-cap regime [24].

To test our theory, we select the centerline slip velocity uIc = u(x, y = −1, z = 0) 2 as a way

to quantify the degree of slip and drag reduction of a given SHS. The main reason for this choice

is that, as opposed to the local slip length λ(x, z) = uI/ ∂yu|I , the experimental measurement of

uIc does not require the estimation of velocity gradients at the interface [18], ensuring a higher

accuracy in the already challenging evaluation of the flow field at the air–water interface. The

final expression that our model provides for uIc is

uIc =




1

PeI
+ a2

Bi g2

(1 + δDa)

1

PeI
+ a1 kMauclean

Ic + a2
Bi g2

(1 + δDa)


u

clean
Ic , (6.4)

where the parameter δ = δ̂/ĥ denotes the diffusive boundary layer thickness of the bulk concen-

tration close to the interface (Fig. 6.1b), which we model as δ(g, Pe) = a3(1 + a4 Pe/g)−1/3

following further scaling analysis of Eq. (6.3a). The quantity uclean
Ic is the centerline slip

velocity of the clean problem, i.e. taking γMa(x) = 〈γMa〉 = 0 in (6.2). This leads to

uclean
Ic = 2Pu∞Ic/[2P + 3Q∞d (1− φx)], with u∞Ic the centerline slip velocity of the infinite-grating

problem which, like Q∞d , is fully determined [164, 232]. It is worth noting that other local and

global quantities like the effective slip length λe can also be readily obtained from our model

2Note that the assumption of a roughly constant shear stress γMa(x) ≈ 〈γMa〉, when introduced in Eq. (6.2),
implies that our model considers uIc to be also constant along x. In the simulations and experiments, however,
it is necessary to choose a specific value of x to evaluate uIc . We take this value to be x = 0, the center of the
grating in the streamwise direction.
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(Section 6.3.2).

The parameters a1, a2, a3 and a4 in (6.4) are empirical coefficients that arise in the scaling

analysis of Eqs. (6.3). In order to estimate them, we performed 155 finite-element simulations

of the full, three-dimensional governing equations, spanning a wide range of dimensionless

groups to ensure a proper coverage of the large parameter space. Fitting (6.4) to the results

for uIc obtained from these simulations yielded a1 ≈ 0.345, a2 ≈ 0.275, a3 ≈ 5.581 and a4 ≈

3.922, which are values of order one as expected from scaling coefficients. Additionally, the

computation of the full governing equations allowed to corroborate the validity of our modeling

assumptions (see Section 6.3.4).

Equipped with a theory, we aimed to compare the values of uIc obtained from (6.4) with

experimental measurements. To this end, we employed micro-particle image velocimetry (µ-

PIV ) in microfluidic channels, using a confocal microscope (Leica SP8 Resonant Scanning)

in a setup similar to the one in [179]. The devices were fabricated with polydimethylsiloxane

(PDMS) using photolithography and soft lithography techniques (details in Section 6.3.5), and

their outline is shown in Fig. 6.2a and 6.2b. The SHS consists of longitudinal gratings of pitch

P̂ = 60 µm and spanwise gas fraction of φz = 2/3. A good approximation of a periodic array

is achieved with a chamber of width Ŵ = 2 mm that results in 33 parallel gratings across the

spanwise direction. The nominal half-height of the channel is ĥ = 60 µm, although due to the

PDMS casting process this value varies slightly between experiments, and thus we incorporate

its deviation into the uncertainty analysis. The depth of the gratings is chosen as d̂ = 25 µm,

enough to ensure a stable plastron for the duration of each experiment. Since previous work

[179, 24] highlighted the grating length as the most relevant geometric parameter that could

be adjusted to maximize slip, we test gratings of ĝ = 15 mm, ĝ = 25 mm, ĝ = 35 mm and

ĝ = 45 mm. The values of φx are such that the length of the solid ridges remains constant with

a value of (1− φx)ĝ/φx = 20 µm.

Motivated by previous observations [179] of strong Marangoni stresses in the absence of any

added surfactant, we used clean de-ionized water without any additives in our experiments. We
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Figure 6.2: Schematics of the (a) top view and (b) cross section of the microfluidic devices used
in the experiments. (c) Cross section of a unit cell, such as the one displayed in Fig.6.1a. The
coordinate ∆ŷ denotes the distance from the air-water interface. (d) Velocity profiles resulting
from µ-PIV at different distances from the interface, bounded by the experimental standard
error (see Section 6.3.5). The dashed line denotes the linearly extrapolated slip velocity. (e)
Confocal microscopy snapshot of the gratings, with µ-PIV particles appearing in green.

washed the µ-PIV beads (ThermoFisher FluoSpheres carboxylate 0.5-µm diameter) in order to

avoid contamination from the surfactant included in their solution [226], and we followed a basic

cleaning protocol (Section 6.3.5) for the syringes (Hamilton Gastight) and tubing (Tygon S3)

used to drive the flow through the device. Our goal was to quantify the effects on SHSs of natural

contaminants present in typical experimental settings, and also to evaluate the performance of

our model in their prediction. This is especially relevant in microfluidics, where PDMS is an

extremely popular substrate despite having a role in the release of surface-active molecules

[233, 199].

The flow was driven using a syringe pump (KD Legato 111) with a net constant flow rate of
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Figure 6.3: Theoretical prediction from our model (6.4) using best estimates of the unknown
surfactant parameters, as well as data points obtained from simulations and experiments from
both this study and previous literature.

Q̂TOT = 1.152 µL min−1, ensuring a fixed cross-sectional mean velocity 〈û〉yz = Q̂TOT/(2ĥŴ )

within the chamber. The value of 〈û〉yz provides a coarse estimate of Û ≈ 3〈û〉yz (Section 6.3.2),

which is exactly valid only if 〈γMa〉 = 1 yet useful to estimate the dimensionless groups of the

problem. Under these conditions, we measured velocity profiles over two consecutive gratings 3

at different distances from the interface, as displayed in Figs. 6.2d and 6.2e for a grating length

of ĝ = 45 mm. A noticeable increase in the fluid velocity can be observed over the gratings,

with the flow over the solid ridges appearing to gradually converge towards the expected no-slip

condition at the wall. From these vertically spaced profiles, the local velocity at the centerline

was extrapolated to the interface using a least-squares linear fit, thereby obtaining ûIc.

The main challenge in comparing these measurements of ûIc to the predictions from our

model is the absence of information regarding the type and amount of surfactant present in the

channels. Despite this uncertainty, it is possible to obtain a coarse estimate using the theory

and previous experimental results (see 6.3.6), finally allowing to compare the slip velocities

obtained from theory and experiments (Figure 6.3). Results from simulations are also plotted,

but are restricted to values of g < 60 due to constraints in our computational capacity. The

results show a good agreement of (6.4), with both the simulations and the experiments showing

3We avoid imaging gratings too close to the channel lateral side walls to prevent effects related to the loss of
periodicity. Specifically, we discard 5 gratings on each side of the channel.
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a trend compatible with the simplified uIc ∼ g2 scaling obtained from the dominant balance

of Equation (6.4). Furthermore, the estimate of surfactant properties that we obtained from

different experimental results [179] appears to be valid for these new results as well, which

highlights that the uncontrolled contamination due to surfactants in these two settings is sim-

ilar. Furthermore, Fig. 6.3 displays theoretical results for a range of values of κ̂a (keeping K̂eq

constant), in order to illustrate the second-order effects due to a finite Da number.

Regarding the possible source of contamination, one of the main candidates is the PDMS

substrate of the microfluidic channels, which is known to leach surface-active uncrosslinked

oligomer chains [233, 199]. However, PDMS is usually regarded as a purely insoluble surfactant

[234, 235]. In this limit case, our theory yields uIc = uclean
Ic /(1 + aMains u

clean
Ic ) (see Section

6.3.3), where a is another scaling coefficient of order one and Mains = nsR̂T̂ Γ̂0ĥ/(µ̂D̂), with

Γ̂0 an independent parameter unrelated to ĉ0 in this insoluble case. It is worth noting that

this expression for uIc does not depend on g, directly contradicting the experimental results in

Fig. 6.3 and highlighting the importance of at least a certain degree of solubility of the contam-

inant to replicate the observed behavior. Incidentally, studies have reported the detection of

PDMS chains in solution after PDMS is set in contact with water [236, 237]. Furthermore, the

levels of concentration reported in [237], in combination with the typical oligomer chain lengths

found in [236], leads to concentrations ĉ0 ∼ O(10−4−10−2) mol m−3, compatible with our crude

estimation. The background concentration ĉ0 is also found to vary with the flow velocity [237],

suggesting that more sophisticated models could be necessary for finer quantitative predictions.

With the results described here, we have provided important insights about the slip and drag

of superhydrophobic surfaces in realistic conditions. The novel theory accounting for laminar

flows over finite streamwise gratings has enabled, for the first time, the direct comparison

between theory and experiments measuring slip over realistic SHS patterns. It has also provided

a powerful tool for the quantification of SHS performance with general sources of shear stress at

the air-water interface. Furthermore, our full model for surfactant-contaminated gratings has

been key to obtain a coarse estimate of the properties of the surfactants naturally present in
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PDMS channels, something crucially important due to the heavy prevalence of this material in

microfluidic applications. The model is in good agreement with simulations and experiments,

and reveals the importance of considering a finite solubility of the contaminant in order to

accurately describe the texture performance.

6.3 Supplementary Material

6.3.1 Full set of governing equations

We consider a steady fluid flow at low Reynolds number, within the unit cell depicted in

Figure 6.1a. The three-dimensional velocity field is denoted by û = û ex + v̂ ey + ŵ ez, where

ex, ey and ez are unit vectors in the streamwise, wall-normal and spanwise directions (see

Fig.6.1a). The scalar fields p̂ and ĉ represent the pressure and the bulk surfactant concentration,

respectively. The governing equations describing the conservation of mass, momentum, and

surfactant in the bulk fluid are, in dimensional form,

∂û

∂x̂
+
∂v̂

∂ŷ
+
∂ŵ

∂ẑ
= 0, (6.5a)

µ̂

Ç
∂2û

∂x̂2
+
∂2û

∂ŷ2
+
∂2û

∂ẑ2

å
=
∂p̂

∂x̂
, (6.5b)

µ̂

Ç
∂2v̂

∂x̂2
+
∂2v̂

∂ŷ2
+
∂2v̂

∂ẑ2

å
=
∂p̂

∂ŷ
, (6.5c)

µ̂

Ç
∂2ŵ

∂x̂2
+
∂2ŵ

∂ŷ2
+
∂2ŵ

∂ẑ2

å
=
∂p̂

∂ẑ
, (6.5d)

û
∂ ĉ

∂x̂
+ v̂

∂ ĉ

∂ŷ
+ ŵ

∂ ĉ

∂ẑ
= D̂

Ç
∂2ĉ

∂x̂2
+
∂2ĉ

∂ŷ2
+
∂2ĉ

∂ẑ2

å
. (6.5e)

At the interface, the interfacial surfactant concentration Γ̂ follows a conservation law. An

adsorption–desorption flux couples Γ̂ to the bulk concentration. Marangoni boundary conditions

link the interfacial shear stress to the concentration gradient. The corresponding equations,
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defined only at the air–water interface, read

∂(ûI Γ̂)

∂x̂
+
∂(ŵI Γ̂)

∂ẑ
= D̂I

(
∂2Γ̂

∂x̂2
+
∂2Γ̂

∂ẑ2

)
+ Ŝ(ĉI , Γ̂), (6.5f)

D̂
∂ĉ

∂ŷ

∣∣∣∣
I

= Ŝ(ĉI , Γ̂), (6.5g)

µ̂
∂û

∂ŷ

∣∣∣∣
I

= N̂ (Γ̂)
∂ Γ̂

∂x̂
, (6.5h)

µ̂
∂ŵ

∂ŷ

∣∣∣∣
I

= N̂ (Γ̂)
∂ Γ̂

∂ẑ
, (6.5i)

where N̂ (Γ̂) is a possibly nonlinear term quantifying the dependence of the surface tension

with Γ̂, and depends on the specific model of equilibrium isotherm chosen [2]. The term

Ŝ(ĉI , Γ̂) represents the adsorption-desorption kinetics, and must be compatible with the choice

of isotherm. Here, we use a model derived from the Frumkin isotherm [201, 200], which leads

to

Ŝ(ĉI , Γ̂) = κ̂aĉI(Γ̂m − Γ̂)− κ̂dΓ̂eAΓ̂/Γ̂m , (6.5j)

N̂ (Γ̂) = nsR̂T̂

(
Γ̂m

Γ̂m − Γ̂
+A

Γ̂

Γ̂m

)
. (6.5k)

The above equations are complemented with the imposition of a mean background level of bulk

concentration

1

2ĥP̂ L̂

∫ P̂ /2

−P̂ /2

∫ ĥ

−ĥ

∫ L̂/2

−L̂/2
ĉdx̂ dŷ dẑ = ĉ0, (6.5l)

as well as with streamwise and spanwise periodicity conditions for variables defined in the bulk

fluid,

û(x̂) = û(x̂ + αL̂ex + βP̂ez) for any integers α, β, (6.5m)

ĉ(x̂) = ĉ(x̂ + αL̂ex + βP̂ez) for any integers α, β, (6.5n)
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which in the case of the pressure also includes a mean pressure drop such that

p̂(x̂) = p̂(x̂ + αL̂ex + βP̂ez) + αĜL̂ for any integers α, β, (6.5o)

and where x̂ = x̂ ex + ŷ ey + ẑ ez is the position vector. The remaining equations are the

boundary conditions

û = 0 on all solid surfaces (no slip and no penetration), (6.5p)

v̂ = 0 on the air–water interface (no penetration), (6.5q)

∂ĉ

∂ŷ
= 0 on all solid surfaces (no flux), (6.5r)

∂ Γ̂

∂x̂
= 0 at x̂ = ±φxL̂ when |ẑ| ≤ φzP̂ (no flux), (6.5s)

∂ Γ̂

∂ẑ
= 0 at ẑ = ±φzP̂ when |x̂| ≤ φxL̂ (no flux). (6.5t)

We normalize Equations (6.5a)-(6.5t) following

x = x̂/L̂, y = ŷ/(εL̂), z = ẑ/(εL̂)

u = û/Û , v = v̂/(εÛ), w = ŵ/(εÛ), p = p̂/(ĜL̂)

c = ĉ/ĉ0, Γ = Γ̂/Γ̂0,

(6.6)

where Û = ĥ2Ĝ/µ̂ and Γ̂0 = κ̂aĉ0Γ̂m/κ̂d are the natural scales for the velocity and the interfacial
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surfactant. Applying this normalization to Equations (6.5a)-(6.5k) results in

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0, (6.7a)Ç

ε2∂
2u

∂x2
+
∂2u

∂y2
+
∂2u

∂z2

å
=
∂p

∂x
, (6.7b)

ε2

Ç
ε2 ∂

2v

∂x2
+
∂2v

∂y2
+
∂2v

∂z2

å
=
∂p

∂y
, (6.7c)

ε2

Ç
ε2∂

2w

∂x2
+
∂2w

∂y2
+
∂2w

∂z2

å
=
∂p

∂z
, (6.7d)

u
∂c

∂x
+ v

∂c

∂y
+ w

∂c

∂z
=

1

εPe

Ç
ε2 ∂

2c

∂x2
+
∂2c

∂y2
+
∂2c

∂z2

å
. (6.7e)

∂(uIΓ)

∂x
+
∂(wIΓ)

∂z
=

1

εPeI

Ç
ε2∂

2Γ

∂x2
+
∂2Γ

∂z2

å
+
Bi

ε
S(cI ,Γ), (6.7f)

∂c

∂y

∣∣∣∣
I

= DaS(cI ,Γ), (6.7g)

∂u

∂y

∣∣∣∣
I

= εkMaN (Γ)
∂Γ

∂x
, (6.7h)

ε2 ∂w

∂y

∣∣∣∣
I

= εkMaN (Γ)
∂Γ

∂z
, (6.7i)

S(cI ,Γ) = cI(1− kΓ)− ΓekAΓ, (6.7j)

N (Γ) =

Å
1

1− kΓ
+ kAΓ

ã
. (6.7k)

The parameters appearing in Equations (6.5a)-(6.7k) are detailed in Tables 6.1 and 6.2, as

well as the values that they take in our experiments. Since, as explained in the main text, the

surfactant type and concentration in the liquid are unknown, only an estimate can be obtained

in some cases (see Section 6.3.6 for details). We choose g = ĝ/ĥ, P = P̂ /ĥ, φx and φz as the

four independent geometric parameters of the problem, noting that ε can then be obtained as

ε = φx/g.
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Quantity Symbol Units
Value (or best estimate)

in experiments

Background bulk concentration ĉ0 mol m−3 3 · 10−4 †
Adsorption rate constant κ̂a m3 mol−1 s−1 8.95 · 101 †
Desorption rate constant κ̂d s−1 7.5 · 10−1 †

Maximum packing concentration Γ̂m mol m−2 3.9 · 10−6 ‡
Bulk surfactant diffusivity D̂ m2 s−1 7 · 10−10 ‡

Interface surfactant diffusivity D̂I m2 s−1 7 · 10−10 ‡
Salinity parameter ns - 2 ‡

Interaction coefficient A - −2.4 ‡
Ideal gas constant R̂ J mol−1 K−1 8.314

Temperature T̂ K 296
Dynamic viscosity µ̂ kg m−1 s−1 8.9 · 10−4

Velocity scale Û m s−1 2.4 · 10−4

Channel half height (see Fig. 6.1a) ĥ m 6 · 10−5 ± 3 · 10−6

Pitch (see Fig. 6.1a) P̂ m 6 · 10−5

Grating width (see Fig. 6.1a) φzP̂ m 4 · 10−5

Grating length (see Fig. 6.1a) ĝ m (1.5, 2.5, 3.5, 4.5) · 10−2

Ridge size in x (see Fig. 6.1a) (1− φx)ĝ/φx m 2 · 10−5

Table 6.1: Parameters appearing in the dimensional equations (6.5a)-(6.6) and in the geometry
of the domain (Fig.6.1a), alongside with their values in the simulations and experiments. The
symbol ‡ indicates that the quantity is estimated as the value for the well-characterized SDS,
since its order of magnitude does not change appreciably for other substances. The symbol †
denotes values that have been coarsely estimated combining our theory and the experimental
results in [179] (see Section 6.3.6 for details).
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Number Definition
Range

in simulations

Best estimate

in experiments

Normalized concentration k = κ̂aĉ0/κ̂d = Γ̂0/Γ̂m 2.7 · 10−5 – 5.4 · 10−2 4 · 10−2

Marangoni number Ma = nsR̂T̂ Γ̂m/(µ̂Û) 3.1 · 103 – 2.3 · 107 9 · 104

Péclet number Pe = ĥÛ/D̂ 1.5 · 10−2 – 1.2 · 105 2 · 101

Interface Péclet number PeI = ĥÛ/D̂I 1.7 · 10−1 – 6 · 102 2 · 101

Biot number Bi = ĥκ̂d/Û 8.6 · 10−3 – 2.5 · 102 2 · 10−1

Damköhler number Da = ĥκ̂aΓ̂m/D̂ 2.5 · 101 – 6.4 · 103 3 · 101

Normalized grating length g = ĝ/ĥ = φx/ε 1.54 – 58.33 2.5 · 102 – 7.5 · 102

Normalized pitch P = P̂ /ĥ 0.92 – 2 1

Streamwise gas fraction φx 0.833 – 0.994 0.9986 – 0.9995

Spanwise gas fraction φz 0.667 – 0.980 2/3

Table 6.2: Characteristic dimensionless numbers governing the full problem.

6.3.2 Derivation of the theory for the flow field

Assumption of a spanwise constant interface shear stress

Note that, although ε� 1 and k � 1 in the conditions considered in our study (see Section

6.3.3), the product εkMa appearing in Eqs. (6.7h) and (6.7i) is typically not small, since the

Marangoni number is expected to be large Ma � 1 (see estimates in Table 6.2) and the term

N (Γ) ≈ 1 as long as k and k|A| remain small. In fact, Equation (6.7h) implies that only

when εkMa & 1 the Marangoni stresses at the interface are non-negligible, as it is observed

experimentally [17, 18, 179, 20]. Since ε � 1, it is possible to assume that εkMa & 1 � ε2,

and in that case it follows from (6.7i) that ∂zΓ ≈ 0 at leading order in ε. As detailed in the

main text, the asymptotic expansion leading to Eqs. (6.7h) and (6.7i) is singular, and thus

the approximation ∂zΓ ≈ 0 is valid only in regions far from the upstream and downstream

stagnation points, i.e. for |x ± φx/2| � ε. Indeed, our finite-element simulations of the full

problem confirm that this approximation remains valid in all the cases that were considered.

The Marangoni shear γMa(x) = ∂yu|I is thus also assumed to be constant in the spanwise

direction and only dependent on x, following Eq. (6.7h).
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Velocity field

At leading order in the small parameter ε, the equations (6.7b)-(6.7d) for the flow field lead

to

∂2u

∂y2
+
∂2u

∂z2
=
∂p

∂x
, (6.8a)

∂p

∂y
=
∂p

∂z
= 0. (6.8b)

It is clear from Eq.(6.8b) that p, and thus also ∂xp, will only depend on x. Since the solution

u only depends on x through the right-hand-side of Eq. (6.8a), we pose a piecewise solution

u(x, y, z) =





u1(x, y, z) if |x| < φx/2,

u2(x, y, z) if φx/2 ≤ |x| ≤ 1/2.

(6.9)

Taking into account the boundary conditions, the function u1 satisfies the mixed boundary-

value problem given by

∂2u1

∂y2
+
∂2u1

∂z2
=
∂p

∂x
(x),

u1 = 0 if y = 1 or if y = −1 and |z| ≥ φzP,
∂u1

∂y
= γMa(x) if y = −1 and |z| < φzP.

(6.10)

We then introduce the Poiseuille profile uP (y) = (1 − y2)/2 and, by virtue of the linearity of

the problem, decompose the solution following u1 = − [∂xp(x)]uP (y) − [γMa(x) + ∂xp(x)]u∞d .

The resulting problem for u∞d is homogeneous, yielding

∂2u∞d
∂y2

+
∂2u∞d
∂z2

= 0,

u∞d = 0 if y = 1 or if y = −1 and |z| ≥ φzP,
∂u∞d
∂y

= −1 if y = −1 and |z| < φzP.

(6.11)
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The problem given by Eqs. (6.11) has been solved in closed form [164, 232], and highlights that

u∞d (y, z) is simply the deviation from the Poiseuille profile in the infinite-grating problem.

The function u2 satisfies

∂2u2

∂y2
+
∂2u2

∂z2
=
∂p

∂x
(x),

u2 = 0 if y = ±1,

(6.12)

with the solution given by u2 = − [∂xp(x)]uP (y). Consequently, the following linear combina-

tion of uP (y) and u∞d (y, z) solves Eqs. (6.8):

u(x, y, z) =





ï
−∂p
∂x

(x)

ò
uP (y)−

ï
γMa(x) +

∂p

∂x
(x)

ò
u∞d (y, z) if |x| < φx/2,ï

−∂p
∂x

(x)

ò
uP (y) if φx/2 ≤ |x| ≤ 1/2.

(6.13)

In order to determine the pressure gradient term in Eq.(6.13), we first pose a piecewise pressure

field

p(x) =





p1(x) if |x| < φx/2,

p2(x) if φx/2 ≤ |x| ≤ 1/2.

(6.14)

Integrating the continuity equation (6.7a) across any cross section of the domain evidences

that the volumetric flow rate Q =
∫ φzP/2
−φzP/2

∫ 1
−1 u(x, y, z) dy dz remains constant in x. Further

integrating the piecewise solution (6.13) and invoking Eq. (6.14), we obtain two expressions for

the flow rates

Q1 =

∫ φzP/2

−φzP/2

∫ 1

−1
u1(x, y, z) dy dz =

ï
−∂p1

∂x
(x)

ò
2P

3
−
ï
γMa(x) +

∂p1

∂x
(x)

ò
Q∞d ,

Q2 =

∫ φzP/2

−φzP/2

∫ 1

−1
u2(x, y, z) dy dz =

ï
−∂p2

∂x

ò
2P

3
,

where 2P/3 and Q∞d (φz, P ) are the flow rates given by uP (y) and u∞d (y, z), respectively. Note

that, since Q2 must be constant in x, the term ∂xp2 is necessarily independent of x as well.
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Equating Q1 = Q2 yields a relationship between the two pressure gradients,

∂p1

∂x
(x) =

ñ
2P

2P + 3Q∞d

ô
∂p2

∂x
−
ñ

3Q∞d
2P + 3Q∞d

ô
γMa(x). (6.16)

The last condition that must be satisfied by the solution is the fixed pressure drop across

the domain given by Eq. (6.5o). The nondimensional version of this equation, taking α = 1 and

β = 0 in (6.5o), leads to p(x) = p(x+ 1) + 1. This equation can be made specific to x = −1/2

and recast into an integral equation for the gradient

∫ 1/2

−1/2

∂p

∂x
(x) dx = −1

which, after applying the decomposition (6.14), leads to

∫ −φx/2

−1/2

∂p2

∂x
dx+

∫ φx/2

−φx/2

∂p1

∂x
(x) dx+

∫ 1/2

φx/2

∂p2

∂x
dx = −1. (6.17)

Substituting (6.16) into (6.17), we arrive at

∂p1

∂x
(x) = −2P + 3Q∞d (1− φx)〈γMa〉

2P + 3Q∞d (1− φx)
+

3Q∞d
2P + 3Q∞d

(〈γMa〉 − γMa(x)),

∂p2

∂x
= −2P + 3Q∞d (1− φx〈γMa〉)

2P + 3Q∞d (1− φx)
,

(6.18)

which can finally be introduced in (6.13) to produce the closed form solution for the flow field

Equation (6.2) in the main text. The term 〈γMa〉 in (6.18) represents the average value of

γMa(x) at the interface, i.e. 〈γMa〉 = 1
φx

∫ φx/2
−φx/2 γMa(x) dx.

Once the leading-order velocity field (6.13) is fully determined from known parameters, the

relevant quantities characterizing the performance of the SHS can be readily obtained. The

local centerline slip velocity uIc = u(x, y = −1, z = 0) is

uIc(x) = 2P

ñ
(1− 〈γMa〉)

2P + 3Q∞d (1− φx)
+

(〈γMa〉 − γMa(x))

2P + 3Q∞d

ô
u∞Ic , (6.19)
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with u∞Ic(φz, P ) = u∞d (y = −1, z = 0). With the additional assumption of a uniform shear

stress γMa(x) = 〈γMa〉, justified in Section 6.3.3, Eq. (6.19) further simplifies to

uIc =

ñ
2Pu∞Ic

2P + 3Q∞d (1− φx)

ô
(1− 〈γMa〉) := uclean

Ic (1− 〈γMa〉) , (6.20)

where we define uclean
Ic (φx, φz, P ) as the centerline slip velocity for the finite-grating clean case

(i.e. γMa(x) = 〈γMa〉 = 0). Equation (6.20) leads directly to Equation (6.4) of the main

text after the introduction of a model for 〈γMa〉. Another common, global measure of SHS

performance is the increase in flow rate with respect to that of a Poiseuille flow. Our theory

predicts

Qd =

∫ φzP/2

−φzP/2

∫ 1

−1
[u(x, y, z)− uP (y)] dy dz =

ñ
2PφxQ

∞
d

2P + 3Q∞d (1− φx)

ô
(1− 〈γMa〉)

:= Qclean
d (1− 〈γMa〉),

(6.21)

where we again introduce Qclean
d (φx, φz, P ) by definition as the increase in flow rate for the

finite-grating, clean problem. Perhaps the most common global quantity sought in theoretical

SHS studies is the effective slip length, i.e. the quantity λe such that a unit cell (Fig. 6.1a), in

which the mixed boundary conditions on y = −1 are substituted by u = λe∂yu, yields the same

increase Qd in flow rate. Such a flow yields a solution uλe(y) = uP (y) + λe(1− y)/(2 + λe) and

thus an increase in flow rate of 2Pλe/(2 + λe) which, when equated to Qd, yields an expression

for the slip length

λe =
Qd

2P −Qd
=

2φxQ
∞
d (1− 〈γMa〉)

2P + [3− φx (4− 〈γMa〉)]Q∞d
. (6.22)

6.3.3 Scaling theory for the surfactant transport

Full problem

The analysis of the surfactant transport equations is similar to that in [24], but we fully

describe it here in order to achieve an exhaustive characterization of the differences between

the two-dimensional and three-dimensional cases. The first key assumption of our model for
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the surfactant transport problem given by Equations (6.7e)-(6.7k) is that the concentration of

surfactant is low enough to ensure a dilute regime in which k � 1. We expect this assumption to

be the case for most situations in which surfactants are not artificially added, for instance, when

unwanted contaminants are naturally present in water [24]. Additionally, since the interaction

parameter A is typically not large in absolute value, with |A| . 20 [201], it is possible to

assume that k|A| � 1 as well. The nonlinear terms [Eqs. (6.7j) and (6.7k)] in the governing

equations can then be linearized, leading to S(cI ,Γ) = cI − Γ + O(k) + O(k|A|) and N (Γ) =

1 +O(k) +O(k|A|). Consequently, at leading order in k and k|A|, Equations (6.7f)-(6.7k) can

be simplified, yielding Equations (6.3) in the main text.

Applying an integral average to Eq. (6.3b) along the spanwise direction, we obtain

∂〈uIΓ〉z
∂x

=
ε

Pe

∂2〈Γ〉z
∂x2

+
Bi

ε
(〈cI〉z − 〈Γ〉z), (6.23)

where the spanwise average across the plastron of an arbitrary integrable function f(z) is defined

as 〈f〉z = 1
φzP

∫ φzP/2
−φzP/2 f(z) dz, and where the terms in (6.3b) associated with derivatives in z

vanish due to the no-slip (w = 0) and no-flux (∂zΓ = 0) boundary conditions at the edges

z = ±φzP/2 of the plastron. If Equation (6.23) is further integrated from x = −φx/2 to

x = φx/2 and equivalent boundary conditions u = 0 and ∂xΓ = 0 are applied at x = ±φx/2,

we have that
∫ φx/2

−φx/2
(〈cI〉z − 〈Γ〉z) dz = 0, (6.24)

and thus by virtue of the mean value theorem an equilibrium condition 〈cI〉z = 〈Γ〉z must

occur at some coordinate along the interface, which we call x0. Downstream from x0, the

flow advection promotes the accumulation of interfacial surfactant, which in turn triggers a

net desorption flux and an increase in bulk surfactant with respect to the background level.

Upstream from x0, the situation is the opposite, with a deficit of Γ and cI with respect to the

equilibrium values and a net adsorption flux. Figures 6.1b and 6.1c depict this physical scenario

with the two distinct regions along the interface.
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The second main assumption is to consider the interfacial concentration Γ as approximately

linear. In this case, Eq. (6.24) implies that the equilibrium point must be approximately at the

center of the interface (i.e. x0 ≈ 0), and thus the bulk concentration at x0 is approximately the

background concentration and we have 〈c〉z(x0) = 〈Γ〉z(x0) ≈ 1. Consequently, this assumption

allows to scale the concentrations at both ends of the interface x = ±φx/2 as

c(x = ±φx/2) ∼ 1±∆c, (6.25a)

Γ(x = ±φx/2) ∼ 1±∆Γ, (6.25b)

with ∆c and ∆Γ the characteristic variation of the concentrations (see Figures 6.1b and 6.1c).

Additionally, note that an approximately linear Γ also implies [Eq. (6.7h)] that the Marangoni

shear at the interface is taken as approximately constant (i.e. γMa(x) ≈ 〈γMa〉). This as-

sumption is expected to hold as long as the flow is not in the so-called stagnant cap regime

[24], characterized by a strongly nonuniform interfacial concentration. Such a regime is reached

when advection at the interface overcomes both diffusion and kinetic effects [222], that is, when

εPeI � 1 and either Bi/ε� 1 or Da� 1 [see Eq. (6.5f)]. Given the typical parameter values

in small-scale flows like the ones considered in this study (see Section 6.3.6 and Table 6.2),

we conclude that for long gratings εPeI . 1, justifying this assumption. At any rate, we per-

form an analysis a posteriori using the results of the numerical simulations (see Section 6.3.4),

confirming the approximately linear profile of Γ in all cases considered.

Using these two key assumptions, it is possible to use scaling arguments on Equations (6.3)

to obtain an expression for 〈γMa〉 as a function of the nondimensional groups of the problem.

We start by scaling the terms in Eq. (6.3d) as ∂yu|I ∼ 〈γMa〉 and ∂xΓ ∼ ∆Γ/φx, leading to

∆Γ ∼ φx〈γMa〉
εkMa

. (6.26)

Next, we evaluate the terms in Eq. (6.7j) at the interface ends x = ±φx/2. We take ∂yc|I ∼

[1− (1±∆cI)]/δ ∼ ∓∆cI/δ and (cI −Γ) ∼ [1±∆cI − (1±∆Γ)] ∼ ±(∆cI −∆Γ), where δ = δ̂/ĥ
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is the characteristic boundary layer thickness of the bulk concentration (Fig. 6.1b). We arrive

at

∆cI ∼
δDa

(1 + δDa)

φx〈γMa〉
εkMa

. (6.27)

Finally, Equation (6.23) is integrated from x = −φx/2 to x = x0, leading to

〈uIΓ〉z(x0) =
ε

Pe

∂〈Γ〉z
∂x

(x0) +
Bi

ε

∫ x0

−φx/2
(〈cI〉z − 〈Γ〉z) dx, (6.28)

whose terms we scale as 〈uIΓ〉z(x0) ∼ uIc, ∂x〈Γ〉z(x0) ∼ ∆Γ/φx, and
∫ x0

−φx/2 (〈cI〉z − 〈Γ〉z) dx ∼

φx(∆cI − ∆Γ). Making use of Equations 6.26 and 6.27 and introducing g = ĝ/ĥ = φx/ε, we

arrive at

uIc ∼
〈γMa〉
kMa

Ç
1

PeI
+

Bi g2

(1 + δDa)

å
,

which, after introducing empirical coefficients for each term, yields

uIc =
〈γMa〉
a1kMa

Ç
1

PeI
+ a2

Bi g2

(1 + δDa)

å
. (6.29)

Making use of the theory for the flow field [Eq. (6.20)], we substitute uIc = (1 − 〈γMa〉)uclean
Ic

into (6.29) and obtain the final expression for 〈γMa〉 as a function of the parameters of the

problem,

〈γMa〉 =
a1 kMauclean

Ic

1

PeI
+ a1 kMauclean

Ic + a2
Bi g2

(1 + δDa)

. (6.30)

Equation (6.30) can now be introduced in (6.20) to obtain the formula for the slip velocity (6.4)

from the main text. Similarly, combining Eq. (6.30) with (6.21) and (6.22), expressions for the

increase in flow rate and effective slip length can be reached.

The only yet undetermined part of the model is an expression for the boundary layer

thickness δ, which we seek through scaling of the conservation law for the bulk surfactant

(6.3a). In situations with εPe � 1, streamwise advection must balance wall-normal diffusion

u∂xc ∼ 1
εPe∂yyc, which is only possible if c varies over a small length scale δ � 1 [222]. We take
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∂xc ∼ ∆cI/φx, ∂yyc ∼ ∆cI/δ
2 and the velocity inside the boundary layer as u ∼ uIc + 〈γMa〉δ.

In the case of an interface close to immobilization, i.e. uIc ∼ 0 and 〈γMa〉 ∼ 1, these scalings

indicate that δ ∼ (Pe/g)−1/3 when εPe� 1. In the opposite case of εPe� 1, Equation (6.3a)

is dominated by diffusion, and thus the characteristic length scale of variation of c in the wall-

normal direction is the whole half height of the domain, implying δ ∼ 1. We choose

δ = a3(1 + a4Pe/g)−1/3 (6.31)

to satisfy these two extremes, with a3 and a4 empirical parameters. It is also possible to obtain

a similar expression with an exponent of −1/2 instead, by assuming that the boundary layer is

essentially shear-free (i.e. uIc ∼ 1 and 〈γMa〉 ∼ 0). In practice, the overall value of quantities

like uIc are only weakly dependent on the specific functional form of δ, so we only consider

the expression (6.31). Additionally, in the case of interest of long gratings ε� 1 in small-scale

flows we typically have Pe/g . 1 (Section 6.3.6) and thus the boundary layer is approximately

independent of Pe or g.

Purely insoluble surfactant

All previous theoretical expressions can also be obtained in the case of a purely insoluble

surfactant, i.e. taking S(cI ,Γ) = 0 in (6.7g) and neglecting Equations (6.7e) and (6.7j) alto-

gether. In this case, Γ̂0 is an independent parameter that can not be linked to ĉ0, since the

latter is undefined. The value of k is now simply k = Γ̂0/Γ̂m, although we assume k � 1 still

holds and leads to N (Γ) ≈ 1. Furthermore, since εPeI . 1 remains valid we can still assume a

regime away from the stagnant cap and thus an approximately linear profile for Γ. The same

steps taken for the scaling of Eqs. (6.3d) and (6.23) can be followed to arrive at

〈γMa〉 =
aMains u

clean
Ic

1 + aMains uclean
Ic

,

uIc =
uclean
Ic

1 + aMains uclean
Ic

,
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with Mains = kMaPeI = nsR̂T̂ Γ̂0ĥ/(µ̂D̂I), and a another empirical parameter.

6.3.4 Finite-element simulations

We solve numerically the full governing equations (6.5a)-(6.5t) of the problem in dimensional

form, performing a total of 155 simulations. The objectives of such a computational study are

to (i) determine the values of the empirical parameters a1, a2, a3 and a4 present in our model

[Section 6.3.3], (ii) confirm the modeling assumptions of an (approximately) spanwise constant

[Section 6.3.2] and streamwise linear profile [Section 6.3.3] for the interfacial concentration Γ,

and (iii) test the performance of the theory against simulations of realistic microchannels in

conditions representative of our experiments [Section 6.3.5].

We implemented the three-dimensional simulations using the finite-element software COM-

SOL Multiphysics 5.5 R©. The simulation domain is one half of the SHS unit cell depicted in

Fig. 6.1a, with ẑ spanning only between ẑ = 0 and ẑ = P̂ /2 due to the spanwise symmetry of

the solution. The volume is meshed with tetrahedral elements, concentrating the finest regions

around the upstream and downstream edges of the interface x̂ = ±φxL̂/2 since it is in those

areas where the most abrupt variations of the solution occur. Across all the simulations, the

minimum element size (understood as the diameter of a sphere circumscribing the smallest

element) is set to 1.5 · 10−9 m.

The solution of the governing equations is achieved with a combination of the Creeping Flow

module for the flow equations [Eqs. (6.5a)-(6.5d)] and the Dilute Species Transport module for

the transport of bulk surfactant [Eq. (6.5e)]. The conservation law for the interfacial surfactant

[Eq. (6.5f)] is implemented through a General Form Boundary PDE, using (6.5j) as source

term. The Marangoni boundary conditions (6.5h) and (6.7i) are enforced through a Weak

Contribution constraint, as is the condition that fixes the mean bulk concentration (6.5l).

The system of nonlinear equations is solved through a Newton-type iterative method using

the PARDISO direct solver for the linear system at each iteration. We set a relative tolerance of

10−5 as a convergence criterion for the solution, which is satisfied by all of our simulations. The
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pressure, bulk concentration and interfacial concentration are discretized using linear elements,

and the velocity field uses either quadratic or linear elements, depending on the computational

demands of each specific simulation.

Although we do not pursue an exhaustive investigation of the parameter space as in [24], we

vary the problem parameters to ensure that each of the distinct terms that are pre-multiplied

by an empirical factor in (6.30) varies its value over a few orders of magnitude. The ranges

of variation of each dimensional quantity in the simulations, as well as of the corresponding

nondimensional numbers, is indicated in Tables 6.1 and 6.2. A small number of simulations were

chosen with the same parameters as those estimated in the experiments, in order to achieve a

direct comparison (see Fig.6.3 in the main text). However, due to constraints in computational

power, the value of the grating length ĝ could not be matched with that of the microfluidic

devices.

The parameters a1, a2, a3 and a4 are obtained through least-squares fitting using the

MATLAB function lsqnonlin. We use the relative error between the centerline slip velocities

computed in the simulations and those predicted by the theory (6.4) to define the error, i.e.

ERR =
∑

(utheory
Ic − usim

Ic )2. Using this approach, we find a1 = 0.345, a2 = 0.275, a3 = 5.581,

and a4 = 3.922. As illustrated in Fig. 6.4, the agreement between simulations and theory, using

this set of empirical coefficients, is excellent over more than four orders of magnitude.

6.3.5 Experimental methods

The experimental setup is centered around the custom-built PDMS (Sylgard 184) microflu-

idic device depicted in Figures 6.2a and 6.2b, which is fabricated from a master mold obtained

by photolithography. The chip is bonded to a 0.1 mm-thick glass coverslip (Bellco Glass 1916-

25075) through untreated adhesion, and a 40X water objective is used to image the interior

of the channels through the coverslip using a confocal microscope (Leica SP8 Resonant Scan-

ning). The device is placed inside a stage top chamber (Okolab H101-K-FRAME) that ensures

a precise temperature control, which we set to T̂ = 296 K throughout all experiments. The
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Figure 6.4: Agreement between the 155 numerical simulations and the corresponding pre-
dictions from our model, with the scaling coefficients a1 = 0.345, a2 = 0.275, a3 = 5.581, and
a4 = 3.922 obtained from least-squares fitting.

fluid is initially contained in a glass syringe (Hamilton Gastight), and driven by a syringe pump

(KD Legato 111) at a constant flow rate through plastic tubing (Tygon S3) into and out of

the microfluidic channel. We use the barrel of a plastic syringe (BD Luer-Lok) as an outlet

reservoir open to the room, in order to establish an ambient pressure level at the end of the

fluid circuit. Furthermore, the overall magnitude of the pressure inside the channel is adjusted

varying the height of the outlet reservoir with an vertical translation stage (Thorlabs VAP10),

in order to ensure that the air-water interface in the observed channels remains flat and thus

plastron curvature effects can be safely neglected. The tolerance in the maximum deflection of

the interface (at the centerline z = 0) with respect to its edges (z = ±φzP ) is estimated to be

of ±1 µm.

Due to the extreme difficulty of removing all traces of surface-active contaminants even in

controlled experimental conditions [179], we do not attempt an exhaustive cleaning protocol

with that aim. Nevertheless, we follow standard cleaning procedures on all syringes and tubing,

ensuring that they are rinsed with DI water with at least twice their volume before they are
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used. In addition, we follow a specific cleaning protocol for the µ-PIV particles (ThermoFisher

FluoSpheres carboxylate 0.5-µm diameter), since they typically contains surfactants to prevent

particle agglomeration [226]. We use a centrifuge (Eppendorf 5418) to separate the beads from

the buffer solution, which is discarded and replenished with clean 18 MΩ DI water, and we

repeat the process three times. These cleaning procedures ensure that the traces of surfactants

responsible for the non-negligible Marangoni stresses that we observe in the experiments are

the result of contamination that would naturally occur in typical small-scale flows through

microfluidic devices, and not as a byproduct of the specific experimental methods used in this

study.

The µ-PIV analysis is performed using the open-source MATLAB toolbox PIVlab. The

acquisition window has an approximate size of 125 µm × 125 µm, which is sufficient to cover

the span of two pitches (see Fig. 6.2e) at the center of the grating in the streamwise direction

(i.e. x = 0). We image the motion of the µ-PIV particles during time intervals of between 20 s

and 60 s at different distances from the interface, with frame rates between 20 fps and 28 fps.

Next, we compute the time average of the obtained velocity field, as well as the average in the

streamwise x direction, to obtain the final velocity profiles depicted in Figure 6.2d. In order to

calculate the value of ûIc, we perform a linear least-squares fit, typically using between 3 and

5 velocity profiles to obtain an extrapolated slip velocity, from which we extract its value at

z = 0. This linear fit is performed in MATLAB with a custom script that takes into account

uncertainties in both the distance ∆ŷ from the interface and the uncertainty in û inherent to

the measurement and the averaging in the x direction.

6.3.6 Estimate of plausible surfactant parameters

The main challenge in comparing experimental measurements of ûIc to the predictions

from our model is the absence of information regarding the type and amount of surfactant

present in the channels. Some parameters in the problem are known from the experimental

conditions, and hence we fix those as ns = 2 [200], R̂ = 8.314 J mol−1 K−1, T̂ = 296 K and
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µ̂ = 8.9 · 10−4 kg m−1 s−1. Others can be accurately estimated, since most surfactants have

diffusivities (both D̂ and D̂I) bounded between 10−10 and 10−9 m2 s−1 and values Γ̂m between

10−6 and 10−5 mol m−2 [201]. We thus use as a reference surfactant the well-studied sodium

dodecyl sulfate (SDS), setting D̂ = D̂I = 7 · 10−10 m2 s−1 and Γ̂m = 3.9 · 10−6 mol m−2 as good

approximations of these two parameters. However, the typical values of the background bulk

concentration ĉ0 and the rate constants κ̂a and κ̂d have a much wider range [201], making them

difficult to estimate.

Despite the uncertainty, it is possible to obtain a coarse approximation of these quantities

by combining the expression (6.4) with previous results [179] obtained in similar conditions.

First, note that for arbitrarily long gratings (i.e. g → ∞), Eq. (6.4) indicates that the slip

velocity converges to the clean-case value uIc → uclean
Ic . On the other hand, for intermediate

lengths in which (6.4) is still converging to this plateau, the dominant balance of terms results

in a simplified approximation uIc ≈ a2Bi g
2/[a1kMa(1 + δDa)]. Moreover, the bounds in the

value of D̂I result in a thick boundary layer δ ≈ a3, since Pe/g = O(10−2)� 1 when ĥ, Û and

ĝ take values typical of microfluidic applications. Similarly, the value of κ̂aΓ̂m is generally large

enough to guarantee κ̂aΓ̂m > 10−5 m s−1 [201], which suggests that in these small-scale flows

we have Da� 1. This means that (1 +Daδ) ≈ a3Da, yielding a final estimate of

kK̂eq ≈
a2g

2

a1a3Ma

(
D̂

ûIcΓ̂m

)
, (6.33)

where K̂eq is the ratio of rate constants K̂eq = κ̂a/κ̂d, which can be regarded as an equilibrium

constant. The right-hand side of (6.33) is fully determined from the parameters that are already

known or estimated, as well as from the values ĥ = 50 µm, ĝ = 30 mm, Û ≈ 3〈û〉yz = 261 µm s−1

and ûIc = 12.18± 3.48 µm s−1 from [179]. We then obtain bounds for k individually, leveraging

the fact that for non-negligible shear stress at the interface (as in the case of [179]), we must

have that kMa . 1 (see Section 6.3.2). Since we are also assuming k � 1 and, furthermore,

value of k close to 1 would result in a short-time collapse of the plastron in experiments (not

observed in [179]), we have that g/Ma . k . 10−1. Combining these two estimates we can
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arrive at an estimated range of possible surfactants with different values of k and K̂eq (see

Figure 6.3). Given that in our experiments Da� 1, the surfactant concentrations remain close

to equilibrium [Eq. (6.3c)], and hence the specific values of κ̂a and κ̂d are expected to be weakly

relevant individually as long as K̂eq remains constant. Consequently, we choose the value of

κ̂a = 89.5 m3 mol−1 s−1 from SDS and deduce κ̂d in a way compatible with the estimate of the

equilibrium constant, setting κ̂d = κ̂a/K̂eq = 0.75 s−1, which also yields the closest values to

the measured experimental results. These values indicate that the surfactant responsible for

the loss of slip is likely weakly soluble compared to SDS (for which κ̂d ≈ 500 s−1).
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Chapter 7

Analysis of the role of UV light in

the sunlight inactivation of the

SARS-CoV-2 virus

Recently, Ratnesar-Shumate et al [238] reported rapid sunlight inactivation of SARS-CoV-2

in simulated saliva and in complete growth medium (gMEM). Independently and essentially

simultaneously, Sagripanti & Lytle [239] introduced a theory for sunlight inactivation of SARS-

CoV-2, building on their earlier work for similar viruses [240]. To the best of our knowledge,

these data and theory have yet to be compared; when establishing this comparison, the experi-

mentally reported sunlight inactivation in [238] is several times faster than predicted by theory,

suggesting that additional experiments and hypotheses may be needed to fully elucidate the

mechanism of SARS-CoV-2 sunlight inactivation.

Briefly, the theory of Sagripanti & Lytle [239, 240] considers direct photochemical damage

to viral RNA, which is maximal for UVC (wavelengths between 200-280 nm). The effectiveness

of UVC is expressed as the exposure that produces one e-fold reduction in infectious virion

concentration (i.e. to 37% of the initial value) at a wavelength of 254 nm, which is written as D37

[240]. Since larger D37 implies slower inactivation, D37 is effectively an inverse sensitivity. Based

215



Analysis of the role of UV light in the sunlight inactivation of the SARS-CoV-2 virus Chapter 7

on genome size, for Coronaviridae, Lytle & Sagripanti estimated D37 between 2.5-3.9 J/m2, and

D37 = 3.0 J m−2 for SARS-CoV-2 [239]; this value is used in the calculations presented here.

Although no UVC reaches the Earth’s surface, longer UV wavelengths can still affect viral RNA,

albeit with decreased sensitivity. To account for this, Lytle & Sagripanti [240] introduced an

action spectrum, expressed as the ratio between sensitivity at a given wavelength λ and the

UVC sensitivity at 254 nm. Writing this relative sensitivity as r(λ), and expressing the spectral

irradiance at a given wavelength as Ee,λ(λ), one can evaluate an equivalent UVC irradiance (in

W m−2) as

Eequiv =

∫
r(λ)Ee,λ(λ) dλ. (7.1)

Because r(λ) drops to around 10−4 by a wavelength of 320 nm, this integral is performed only

over the UVB spectrum (280 to 315 nm). In the calculations reported here, the r(λ) is the one

compiled by Lytle & Sagripanti [240], the irradiance spectra of Ratnesar-Shumate et al. [238]

are used for Ee,λ, and the integral is performed numerically. The infectious virion concentration

V would decay with time t as

V (t) = V (0) exp [−(k0 + Eequiv/D37) t] , (7.2)

where k0 is the inactivation rate in the dark, which is negligible in the experiments of Ratnesar-

Shumate et al. [238].

As shown in Figure 7, the experimentally observed inactivation rates from [238] are signif-

icantly faster than the theoretical ones from Equation (7.2). Furthermore, achieving a good

fit to the data would require a UVB sensitivity that is beyond the largest values reported for

any virus, to the best of our knowledge [240]. As a matter of fact, the experimentally-observed

inactivation in simulated saliva is over 8 times faster than would have been expected from

the theory. Even in gMEM, inactivation is over 3 times faster than expected from theory.

Although one might attempt to explain this significant difference in inactivation rates by con-

sidering the difference in light attenuation within each medium, this effect alone would still lead
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to slower inactivation relative to theory, contrary to what has been reported by the experiments

of Ratnesar-Shumate et al. [238], and therefore is not sufficient to explain the disagreement

between theory and experiments.

This discrepancy suggests that additional hypotheses should be tested for the sunlight in-

activation mechanism. Other mechanisms of sunlight inactivation are known to exist for other

viruses, beside direct nucleic acid damage, as reviewed by Nelson et al. [241]. For example,

sunlight in the UVA wavelength range may interact with sensitizer molecules in the medium,

yielding photo-produced reactive intermediates that can damage the virus [242]. If sensitivity

to wavelengths other than UVB were to be found, sunlight could mitigate outdoor transmis-

sion over a broader range of latitudes and daytimes than previously expected. Furthermore,

inexpensive and energy-efficient wavelength-specific light sources might be used to augment air

filtration systems at relatively low risk for human health, especially in high-risk settings such

as hospitals and public transportation.

Overall, these results point to the need for additional experiments to separately test the

effects of specific illumination wavelengths and of medium composition.
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Figure 7.1: SARS-CoV-2 TCID50 versus length of exposure to different simulated sunlight
intensities and in different suspension media: (A–C) in simulated saliva; (D–F) in gMEM;
(A and D) high simulated sunlight intensity; (B and E) medium simulated sunlight intensity;
and (C and F) low simulated sunlight intensity. Data of Ratnesar-Shumate et al. [238] are
plotted with grey dots and means at each time point with open circles; error bars are standard
deviations. Solid lines indicate the UVB-inactivation theory of Lytle and Sagripanti [240] with
SARS-CoV-2 inverse sensitivityD37 = 3.0 J m−2, from Sagripanti and Lytle [239]. Dotted lines
indicate the UVB-inactivation theory of Lytle and Sagripanti [240] with D37 from a fit to all
data for a given medium. Abbreviations: gMEM, complete growth medium; SARS-CoV-2,
severe acute respiratory syndrome coronavirus 2; TCID50, 50% tissue culture infectious dose.
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Chapter 8

UVA radiation as a potential

significant contributor to the

sunlight inactivation of SAS-CoV-2

8.1 Abstract

Past experiments demonstrated SARS-CoV-2 inactivation by simulated sunlight; models

have considered exclusively mechanisms involving UVB acting directly on RNA. However, UVA

inactivation has been demonstrated for other enveloped RNA viruses, through indirect mech-

anisms involving the suspension medium. We propose a model combining UVB and UVA

inactivation for SARS-CoV-2, which improves predictions by accounting for effects associated

with the medium. UVA sensitivities deduced for SARS-CoV-2 are consistent with data for

SARS-CoV-1 under UVA only. This analysis calls for experiments to separately assess effects

of UVA and UVB in different media, and for including UVA in inactivation models.
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8.2 Background

Predicting the loss of infectivity of SARS-CoV-2 in various environmental conditions is

important to mitigate the current COVID-19 pandemic. Laboratory studies found that although

the virus persists at least for several hours in darkness and at room temperature [243], simulated

sunlight induces rapid inactivation [238, 244]. This is consistent with epidemiological studies

on effects of UV [245], which is the wavelength band assumed to be responsible for inactivation

[241].

Ratnesar-Shumate et al. [238] examined SARS-CoV-2 in simulated saliva and in complete

growth medium (gMEM). The suspensions were applied to stainless steel surfaces and exposed

to simulated sunlight. Inactivation increased with light intensity, and was faster in simulated

saliva than in gMEM. Schuit et al. [244] aerosolized SARS-CoV-2 in the same two suspension

media as in [238], varying humidity and sunlight intensity. They found weak dependence

on humidity, but strong sensitivity to sunlight and medium. In both studies [238, 244], the

combination of sunlight and simulated saliva caused faster inactivation than was observed for

sunlight and growth medium, although no significant difference between the two media was

observed in darkness.

A model of SARS-CoV-2 sunlight inactivation would be highly valuable. Lytle & Sagri-

panti [240] modeled sunlight inactivation for viruses of interest to biodefense; noting that UVC

radiation does not reach the Earth’s surface, they assumed an inactivation mechanism relying

on UVB-induced damage to viral RNA (or DNA). Their model predicts inactivation rates from

a given UVB irradiance spectrum and genome size. Sagripanti & Lytle [239] later calculated

inactivation rates for SARS-CoV-2, for several worldwide locations at different times of the

year. As will be shown later in Figure 8.2, the experimentally observed inactivation rates in

[238, 244] are significantly faster than predicted by the model in [240, 239]. In addition, the ob-

served dependence on the medium composition is not consistent with this medium-independent

model.

Besides direct nucleic acid damage, other mechanisms of sunlight inactivation are possible,
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Figure 8.1: UV spectrum and possible mechanisms of inactivation.

as reviewed by Nelson et al. [241] and illustrated in Figure 8.1. UV inactivation is first

characterized as either endogenous or exogenous, that is, affecting the interior or the exterior

of the virus. Second, inactivation can be either direct or indirect, that is, able to immediately

damage the virus, or relying on an intermediate step. Indirect inactivation involves sensitizer

molecules, generally provided by the medium, whose interaction with UV yields photo-produced

reactive intermediates that can damage the virus [242].

It is generally expected that UVB acts on viruses through a direct, endogenous pathway

[241], as has been modeled by [240, 239]. Inactivation by UVA has been established for viruses

in presence of sensitizers, through an exogenous, indirect pathway, for example by damaging the

virus’s envelope and thereby disrupting attachment and entry [241, 242]. Mechanisms that use

other pathways (endogenous and indirect, or exogenous and direct) are deemed rare in viruses,

since they contain few internal or surface sensitizers that absorb sunlight [241].

To the best of our knowledge, SARS-CoV-2 has not yet been studied under UVA-only;

however, Darnell et al. [246] examined SARS-CoV-1 under exposure to either UVC or UVA

over 15 minutes in Dulbecco’s modified Eagle’s medium (DMEM) with supplements. They

found a clear effect of UVC, whereas inactivation due to UVA was of the order of measure-

ment uncertainty. Darnell & Taylor [247] later found that UVA irradiation of SARS-CoV-1 in

DMEM provided appreciable inactivation after 30 minutes; moreover, adding a photosensitizer
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Figure 8.2: Comparison of theories with data for SARS-CoV-2 on stainless steel surfaces.
(A, B, C): simulated saliva, (D, E, F): gMEM (complete growth medium). (A, D): high
simulated sunlight, (B, E): medium simulated sunlight, (C, F): low simulated sunlight. Purple
dotted line: UVB-only theory (Equation 3) with D|37,UVC = 3.0 J m−2 [240, 239]. Green
dot-dashed line: UVB-only theory with D37,UVC from a fit to all data. Solid line: present
model, combining UVB model (with D37,UVC = 3.0 J m−2) and UVA model, with D37,UVA

from fits using all data for each medium. Symbols: data of Ratnesar-Shumate et al. [238]; for
clarity, averages at each time are plotted, with error bars showing standard deviation.

inactivated the virus below the limit of detection within 15 minutes.

These existing results point towards a vulnerability of SARS-CoV-2 to UVA in the presence

of sensitizers. Since the relative intensities of UVA and UVB vary greatly in sunlight, estab-

lishing UVA sensitivity of SARS-CoV-2 is necessary to obtain practically valuable predictions.

In addition, since UVA from sunlight is abundant over a broader range of dates and times than

UVB, vulnerability to UVA would imply a much greater sunlight inactivation potential than

currently expected. This vulnerability could enable disinfection using inexpensive and efficient

UVA light sources. This study tested the hypothesis that a model inclusive of UVA could im-

prove agreement with SARS-CoV-2 experiments, with UVA sensitivities consistent with those

for other similar viruses.
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8.3 Methods

Even without irradiation, the decay in infectious virion concentration over time is tradition-

ally expressed as an exponential with a medium-dependent rate [248]. Here this rate is written

as k0 medium, where “medium” can be either simulated saliva or growth medium [238, 244].

Therefore the infectious virion concentration V changes with time t following the expression

V (t) = V (0) exp
Ä
−kmedium

0 t
ä
, (8.1)

where V (0) is the initial concentration. The value of k0 medium is obtained from fit to data,

and is negligible compared to sunlight effects [238, 244].

To model sunlight inactivation in a general manner, one needs a hypothesis for the inactiva-

tion mechanism. As mentioned earlier, Lytle & Sagripanti [240] considered direct photochemical

damage to viral RNA, which is maximal for UVC (wavelengths between 200-280 nm). UVC

sensitivity was expressed as the exposure, at 254 nm, that produces one e-fold reduction in

infectious virion concentration (i.e. to 37% of the initial value), and is written as D37,UVC [240].

Based on genome size, for Coronaviridae, they estimated D37,UVC between 2.5-3.9 J/m2, and

D37,UVC = 3.0 J/m2 for SARS-CoV-2 [239]; this value is used in the calculations presented

here. Although no UVC reaches the Earth’s surface, longer wavelengths can still affect viral

RNA, albeit with decreased sensitivity. To account for this, Lytle & Sagripanti [240] introduced

a relative sensitivity, expressed as the ratio between sensitivity at a given wavelength λ and

the UVC sensitivity at 254 nm [240] (see Figure 8.1). Writing this relative sensitivity as r(λ),

and expressing the spectral irradiance at a given wavelength as Ee,λ(λ), one can evaluate an

“equivalent UVC” irradiance (in W/m2) as

EUVC, equiv =

∫
r(λ)Ee,λ(λ) dλ. (8.2)

Since r(λ) drops to around 10−4 by a wavelength of 320 nm, this integral is performed only

over the UVB spectrum (280 to 315 nm). In the calculations reported here, the irradiance
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spectra of [238, 244] are used for Ee,λ(λ), and the integral is performed numerically. For a

dried thin layer on a surface, or for an aerosol particle, one might assume that the medium

provides negligible light attenuation; inactivation by direct photochemical damage to RNA

would therefore be independent of medium, and the infectious virion concentration would decay

as

V (t) = V (0) exp
î
−(kmedium

0 + EUVC, equiv/D37,UVC) t
ó
. (8.3)

Here, an extension of this model is proposed, to account for indirect inactivation of SARS-

CoV-2 due to UVA (315 to 400 nm). The integrated energy across the UVA range is considered.

Although a specific wavelength may have relatively stronger impact, this a reasonable approach

for sunlight, since the solar spectrum is relatively flat in this range (compared to UVB), such

that the integrated energy is a proxy for the energy at any one wavelength, as discussed further

below.

The UVA energy that produces an e-fold reduction in V is labeled D37,UVA medium, depen-

dent on the medium, and the irradiance integrated across the UVA range is EUVA. Therefore

the hypothesis being tested here is that, under sunlight, the infectious virion concentration is

approximated by

V (t) = V (0) exp
î
−(kmedium

0 + EUVC, equiv/D37,UVC + EUVA/D
medium
37,UVA ) t

ó
. (8.4)

Note that this modeling approach is also consistent with established theories of photochem-

ical kinetics [249], which are widely used (including e.g. for photochromic molecules [250]).

Since Dmedium
37,UVA is medium-dependent, it is found by fitting experimental data. For experi-

ments that report infectious virion concentrations, nonlinear model fitting in MATLAB is used,

on a logarithmic scale. For experiments that only report an overall inactivation rate at each

irradiation condition, Dmedium
37,UVA is calculated at each condition and averaged over experiments

with the same medium.
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8.4 Results

The infectious virion concentration data of Ratnesar-Shumate et al. [238] is shown in Figure

8.2, in units of tissue culture infectious dose/ml (TCID50/ml). For clarity, instead of plotting

all data points, a circle shows the average at each time, and an error bar shows the standard

deviation.

The model based only on UVB inactivation [240, 239], embodied by Equation (3) with

D37,UVC = 3.0 J m−2, is shown by the purple dotted line, and had an R2 (computed across all

light intensities) of 0.47 for simulated saliva and 0.42 for gMEM. To test whether this could

be improved by a different value of D37,UVC, a fit was sought across all data (since endogenous

inactivation is expected to be medium-independent), and is shown by the green dot-dashed line

in Figure 8.2. The fit yields D37,UVC = 0.53± 0.11 J m−2 (where the uncertainty corresponds

to the 95% confidence interval), with updated R2 values of 0.78 and 0.50. This D37,UVC is at

least five times smaller than expected for any coronavirus (2.5 - 3.9 J m−1), or for any virus

considered by [240]. This suggests that SARS-CoV-2 is more sensitive to sunlight than expected

by UVB-induced, endogenous inactivation alone.

The model inclusive of UVA, described by equation (4), is plotted by the solid blue line in

Figure 8.2. The value of D37,UVA is found by fitting separately for each medium, consistently

with the exogenous, indirect inactivation hypothesis. This yields D37,UVA = 10.0± 1.8 kJ m−2

for simulated saliva and D37,UVA = 30± 14 kJ m−2 for gMEM. The updated values of R2

(computed across all light intensities) are 0.93 and 0.82 for simulated saliva and gMEM respec-

tively. Applying this theory also to the aerosol data of Schuit et al. [244] gives D37,UVA =

34± 11 kJ m−2 in simulated saliva and D37,UVA = 88± 50 kJ m−2 for gMEM; these appreciable

uncertainties seem to reflect the relatively small number of replicates available (for comparison,

the influenza experiments of [248] yielded a smaller uncertainty, as shown below).

To assess whether these D37,UVA values are plausible, data for UVA-only inactivation of

SARS-CoV-1 was also examined. For DMEM with supplements, [246] implies D37,UVA =

14± 10 kJ m−2 (data was collected only over 15 minutes, making it difficult to reduce un-
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Data
source

Virus Medium Light source D37,UVA, kJ m−2

[238] SARS-CoV-2
Simulated saliva dried on

stainless steel surface
Simulated sunlight

(UVA + UVB)
10± 1.8

[238] SARS-CoV-2
gMEM dried on stainless

steel surface
Simulated sunlight

(UVA + UVB)
30± 14

[244] SARS-CoV-2 Simulated saliva dried in aerosol
Simulated sunlight

(UVA + UVB)
34± 11

[244] SARS-CoV-2 gMEM in aerosol
Simulated sunlight

(UVA + UVB)
88± 50

[246] SARS-CoV-1
DMEM with supplements,

1 cm deep
UVA 14± 10

[247] SARS-CoV-1
DMEM without supplements,

1 cm deep
UVA 9.2± 4.2

[248] Influenza gMEM in aerosol
Simulated sunlight

(UVA + UVB)
12± 2.0

Table 8.1: Sensitivity to UVA for a given medium and virus. The parameter D37,UVA, com-
puted by fitting the proposed model (Equation 4) with the data in Figure 8.2, indicates the
amount of energy required to achieve one e-fold reduction in virion concentration. Smaller
D37,UVA indicates that less energy is required for inactivation, and therefore that the virus has
greater sensitivity. DMEM: Dulbecco’s modified Eagle’s medium; gMEM: complete growth
medium.

certainty). For DMEM without supplements, [247] implies D37,UVA = 9.2± 4.2 kJ m−2. To

provide additional context, D37,UVA was calculated also for influenza, which like SARS-CoV-2

is an enveloped, RNA virus. Data of [248] was used for influenza, which examined a gMEM-

based aerosol under simulated sunlight. Using D37,UVC = 7.3 kJ m−2 from [240], one deduces

D37,UVA = 12.0± 2.0 kJ m−2. These results are summarized in Table 8.1.

8.5 Discussion

These calculations showed that a model based only on a UVB-driven, endogenous direct

mechanism is not sufficient to explain SARS-CoV-2’s rapid decay and medium sensitivity under

simulated sunlight. To account for these discrepancies, a model inclusive also of exogenous,

indirect inactivation due to UVA was proposed and tested (Equation 4). This model improved

agreement with data across all conditions. Moreover, the UVA sensitivities deduced for SARS-

CoV-2 were comparable to those found for SARS-CoV-1 exposed only to UVA, as well as for
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influenza.

Greater UVA sensitivity was found on stainless steel surfaces than in aerosols. This could

have several possible explanations; for example, surface reflectivity could effectively increase

irradiation by up to 40% [251]. However, since the uncertainty from aerosol experiments is

larger than for surfaces, more data is needed to confirm significant differences.

These results point to the need for experiments to separately test effects of UVA, UVB, and

of medium composition. Key sensitizers may vary between simulated and real saliva, as well

as across saliva from different individuals, leading to different inactivation rates. Sensitizers

may respond to narrower wavelength ranges than the full UVA band considered in our model.

If UVA sensitivity is confirmed, sunlight could mitigate outdoor transmission over a broader

range of latitudes and daytimes than previously expected, since UVA is less strongly absorbed

by atmospheric ozone than UVB. For example, at midlatitudes, UVA changes approximately

by a factor of two between summer and winter, whereas UVB varies by a factor of four [241].

Furthermore, inexpensive and energy-efficient UVA sources might be used to augment air fil-

tration systems at relatively low risk for human health, especially in high-risk settings such as

hospitals and public transportation.
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[204] A. M. Lévêque, Les lois de la transmission de chaleur par convection, in Annales des
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