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SUMMARY

Mathematical models have many applications in infectious diseases: epidemiolo-
gists use them to forecast outbreaks and design containment strategies; systems
biologists use them to study complex processes sustaining pathogens, from the
metabolic networks empowering microbial cells to ecological networks in the mi-
crobiome that protects its host. Here, we (1) review importantmodels relevant to
infectious diseases, (2) draw parallels among models ranging widely in scale. We
end by discussing a minimal set of information for a model to promote its use by
others and to enable predictions that help us better fight pathogens and the dis-
eases they cause.
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INTRODUCTION

How does an outbreak spread in a population of people that interact frequently? How does a pathogen

grow in a new host using the nutrients available in the infected tissue to make the energy, the proteins,

and all the building blocks it needs to replicate? How does the gut microbiome protect its host against in-

vasion by an enteric pathogen? Why does a drug that kills a pathogen in vitro fail to cure an infected pa-

tient? These questions seem widely different, but they share commonalities: Answering them is key to

fighting infectious diseases.

Infection results from a combination of processes that range widely in scale: from the biological molecules

involved in the intracellular metabolism of pathogens to the interactions between individual people who

may host and spread a virus across a population (Figure 1). Despite the wide range of scales, in each of

these processes the behavior of the system results from the interactions between many elements. Under-

standing how each element works in isolation is important. But that knowledge alone can be insufficient if

the behavior of the full system is an emergent property of the interactions among its elements (Casadevall

et al., 2011). Mathematical modeling provides a way to quantify interactions among elements and dissect

their relative contribution to infection dynamics.

Mathematical models can offer insights by switching the focus away from the elements—metabolites, bac-

teria, viruses, people, etc.—to the system of interactive elements. In many cases, the elements become no-

des in a network, and their interactions become edges. We can then ask how the network structure—how

the nodes connect to each other to create positive and negative feedback—determines how the system

functions. The structure of the network can explain functions of the system, such as robustness to changes

in individual elements (Bhalla and Iyengar, 1999), which are emergent properties. This is key to identifying

vulnerabilities that could be targeted by novel therapies, such as an enzyme essential for the pathogen that

could be precisely targeted to stop its replication.

To illustrate how network structure can determine function, consider the bacterial chemotaxis system. This

system is essential for the fitness of bacterial pathogens because it helps the pathogen cell move toward

nutrients. But the chemotaxis system of a bacterium like Escherichia coli is difficult to understand by inves-

tigating each protein involved in the signal transduction that makes the system in isolation. A key function

of the chemotaxis is its robustness: its ability to adapt. When a bacterium swims toward a nutrient source,

the nutrient concentration increases. The signal transduction system must adapt its ability to continue
iScience 25, 104079, April 15, 2022 ª 2022 The Author(s).
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Figure 1. Mathematical models in infectious diseases study the interaction between elements defined at a range of scales, from the molecules

inside a pathogen’s cell all the way to the people infected by pathogen as the disease spreads across a population
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sensing relative changes in the nutrient concentration even though the absolute levels in the nutrient con-

centration have increased. A system lacking robustness would be overwhelmed by higher levels and the

pathogen cell would stop swimming toward the nutrient source. Mathematical modeling played a key

role in understanding how robustness emerges from the network of interacting proteins: The scientists

used parallel computer simulations to determine how small changes in individual proteins—such as alter-

ations in enzyme kinetics caused by point mutations—altered the system’s ability to adapt to higher

nutrient levels. The simulations showed that rather than being a function of any single protein, robustness

is an emergent property of the system that results from the network’s connectivity. The ability of E. coli’s

chemotaxis system to adapt gradually to higher nutrient concentrations is robust to small changes in

any of the network’s elements (Barkai and Leibler, 1997).

Fighting infectious diseases often means finding weak spots in a system that supports pathogen life and

causes its collapse. Examples include drugs designed to block key elements in a biochemical network,

such as a key protein in the bacterial chemotaxis network, or population lockdowns imposed to reduce per-

son-to-person transmission and mitigate a pandemic (Schlosser et al., 2020). Any perturbation should

consider the system’s properties; otherwise, it can have unwanted results. Designing a combination of an-

tibiotics to treat a bacterial infection, for example, must consider unwanted consequences of simulta-

neously impacting two distinct processes in bacterial physiology. The antibiotic spiramycin inhibits protein

synthesis, but the antibiotic trimethoprim inhibits DNA synthesis. Combining the two would seem like a

good idea: it would impact two key bacterial processes simultaneously. In reality, combining the two drugs

has an unwanted consequence: they suppress each other, and the pathogen grows better relative to

separate antibiotic administration (Chait et al., 2007). Understanding the system governing bacterial

growth helps make sense of this unexpected consequence. Bacterial growth requires a certain balance.

Inhibiting DNA synthesis with spiramycin creates an imbalance—protein synthesis outpaces DNA synthesis
2 iScience 25, 104079, April 15, 2022
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level—and impacts growth. Spiramycin slows protein synthesis which creates the reverse imbalance.

Combining the two corrects the imbalance: The drug combination, by restoring system balance, is antag-

onistic (Bollenbach et al., 2009).

This principle of system balance, exemplified by DNA versus protein synthesis, can be grasped qualita-

tively. But mathematical modeling can lead to quantitative insights, and enable precision interventions

that would otherwise be inaccessible. For example, computer models allow in silico systematic analysis

of synergistic and antagonistic interactions between drugs (Yeh et al., 2009). The models can be used to

study drug combinations in situations where treatment efficacy must be balanced with a high risk of resis-

tance (Torella et al., 2010).

Beyond designing drug interventions, mathematical models can help explain counterintuitive observations

at different scales, such as why probiotics impair the recovery of the gut microbiota after antibiotic treat-

ment (Suez et al., 2018), or why some public health interventions limit the spread of a pandemic better than

others (Brauner et al., 2021). It is hard to find common features among all the diverse models used for in-

fectious diseases. It was interesting to find that several models use mass-action kinetics as their central

assumption, despite their widely different scales. We conclude by suggesting practices that we acquired

from our experiences of publishing mathematical models that facilitate their use by other researchers

and further our understanding of infectious diseases.
Models relevant to infectious diseases

The SIR model: modeling disease spread

The SIR model is perhaps the first that comes to mind when thinking about infectious disease. This

compartmental model describes how a disease spreads across a population. In its deterministic form,

the SIR model is a system of three coupled ordinary differential equations (Kermack and McKendrick,

1927). Each equation describes individuals in a different state: susceptible (S), infected (I), and resistant

(R) (Figure 2). On their right-hand side, the equations have one or two terms of two kinds: sources (positive

terms) and sinks (negative terms).

dS

dt
= � bIS

dI
dt
= bIS � gI (Equation 1)

dR
dt
= gI

The SIRmodel assumesmass-action kinetics. In this case, the elements are individual hosts, and the kinetics

quantifies host transition between states. The terms for the infection rate (bIS) and the recovery rate (gI) are

assumed to follow kinetics similar to those used tomodel chemical reactions, where the reaction rate is pro-

portional to the concentrations of its reagents. This means that susceptible individuals become infected at

a rate proportional to the number of infected individuals, and that infected individuals recover at a constant

rate. Themass-action assumption is valid for reactions that occur when reagent molecules collide randomly

because the rate of random collisions increases proportionally to the concentrations of the reagents. Peo-

ple do not interact randomly in a population as molecules do in a chemical flask, but the SIR model is still

useful despite the simplification. SIR can compute infection curves during periods when an epidemic

spreads through a population undisturbed, as well as compare scenarios when the rate of encounters

changes (Schlosser et al., 2020). The assumptions may break down when measures imposed for mitigation

or seasonal changes in population activity affect the likelihood of certain encounters. For example, a lock-

down during a pandemic could decrease the number of encounters between the population at large, but

increase the rate of select encounters, such as between healthcare and other essential workers or between

individuals confined in the same house. The model assumptions might need to change to forecast the suc-

cess of proposed confinement strategies accurately.

Some versions of the SIR expand on the classic version (Equation 1) to account for social networks, geog-

raphy, and other constraints (Keeling and Danon, 2009). Some additions include stochasticity (Tornatore

et al., 2005), spatial structure (Keeling, 1999), heterogeneity within the population such as different age

groups (Franceschetti and Pugliese, 2008), and vaccination strategies (Shulgin et al., 1998). To forecast de-

mand for healthcare resources, the SIR model may also be expanded to account for symptomatology,
iScience 25, 104079, April 15, 2022 3
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Figure 2. The SIR model is a simple mathematical model of epidemics

(A) In its classic form, the SIR model considers the individuals in three states: susceptible, infectious, and recovered.

(B) Individuals transition between the states and those state transitions model the processes of infection and recovery. Their dynamics assume mass-action

kinetics.

(C) Despite its simplicity, the model can be used to study real-world scenarios such as outbreaks, and compare the outcome of interventions to slow an

epidemic such as social distancing. A variation of themodel that includes an additional state (‘‘immunized’’) and a new process of immunization that converts

individuals to a new state could be used to predict how a vaccination campaign can contribute to stopping the spread.

(D) The classical assumption of mass action assumes that encounters are random in the population.

(E) Expansions of the SIR model include spatial structure and other refinements to increase the realism of the model and the accuracy of the predictions.
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disease surveillance, hospitalization, andmortality (Armstrong et al., 2021; Wong et al., 2020). Agent-based

simulations, which describe the behaviors of individuals moving geographically and contacting each other

using rules that mimic the behaviors of people in the real world, can be used to study more complex sce-

narios (Carley et al., 2006).

Modeling intracellular metabolism to study pathogen virulence

The virulence of a pathogen—its ability to thrive in a living host and cause infection—depends on themeta-

bolic abilities of the pathogen (Brown et al., 2008). The host tissues provide the growth media, but it is the

system of metabolic reactions encoded by each pathogen’s genome that determines whether the patho-

genic cell can grow on that media, by making all the building blocks needed for new copies of itself (Fuchs

et al., 2012). Genome-scale network reconstructions unify knowledge about a specific organism from a wide

array of sources— its genome sequence, assays that determine which metabolites it can grow on, its tran-

scriptome measured in different conditions, and more—to show how the molecules in the network work

together to enable pathogen proliferation (Sertbas and Ulgen, 2020).

Genome-scale metabolic networks can be represented as mathematical expressions and then used to

compute metabolic fluxes (Figure 3). One way to make these computations is by flux balance analysis

(FBA), a simplification that assumes the system is in balanced growth (Orth et al., 2010). FBA simplifies a

system of coupled ordinary differential equations—where each differential equation describes one

biochemical reaction—into a system of algebraic equations. But balanced growth in the system still has

too many equations to produce a unique solution. Additional assumptions can be added as upper or lower

bound constraints on reactions such as rates of nutrient consumption measured experimentally. FBA tends

to use an objective function that maximizes the rate of biomass production. This assumption is valid, for

example, when the bacteria were selected to grow as fast as possible.

A high-quality model requires a well-annotated genome. Recent advances in the field use any given bac-

terial genome sequence and produce a draft genome-scale reconstruction network for that organism auto-

matically (Mendoza et al., 2019). A network produced automatically is often incomplete, even when the

genome is well annotated but even more so when the genome belongs to a poorly studied organism

with many genes of unknown function. Some methods make additional assumptions to gap-fill incomplete
4 iScience 25, 104079, April 15, 2022
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Figure 3. Genome-scale models provide a way to study how a pathogen can thrive in different environments, for example by using the nutrients

available in the various organs of its human host

(A) A model describes the intracellular metabolism of the pathogen as a network of metabolites connected by biochemical reactions.

(B) Each reaction has a stoichiometry and a rate.

(C) Flux balance analysis (FBA) assumes that the pathogen is in balanced growth, which means that the concentration of each intracellular metabolite is in a

steady state and its time derivative equals 0. Balanced growth is a simplifying assumption that turns a system of differential equations into a system of

algebraic linear equations. The system is then solved using FBA by adding experimental constraints and an objective function, such as the biomass equation.

(D) A high-quality genome-scale network can describe a reference strain with a well annotated genome, and be used to predict its growth phenotypes.

(E) The model of the reference strain may also be customized to model other closely related strains. A set of network models can be used to compare the

strains’ abilities to use different nutrients.
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pathways. Manual curation and validation can take weeks or months of work by trained researchers (Nor-

sigian et al., 2020b). Fortunately, the process tends to speed up exponentially as the number of high-quality

genome-scale networks increases. The BiGG Models knowledge base centralizes high-quality genome-

scale metabolic models. The website allows users to browse and search models. This makes the process

of adapting a high-quality reference network to a variant that differs in a few metabolic genes relatively

easier than starting a model from scratch for a poorly studied organism that is only distantly related to ex-

istingmodels. The approach of adapting a high-quality referencemodel has been used to quickly generate

multi-strain models and predict metabolic differences among a range of new variants. A recent update to

the BiGG database includes multi-strain models (Norsigian et al., 2020c).

A key part of creating a high-quality whole genome-scale network model is its validation and refinement of

new experiments. This strategy was used recently for the pathogen Clostridoides difficile, an intestinal

pathogen resilient to many common antibiotics, which causes severe intestinal infection in humans and

can lead to medical emergencies such as pseudomembranous colitis, toxic megacolon, and perforation

(Czepiel et al., 2019; Farooq et al., 2015). C. difficile metabolism is crucial to understanding its outbreaks.

Two epidemic strains of this pathogen (RT027 and RT078) acquired distinct ways to grow on low concen-

trations of trehalose. The two epidemic lineages emerged after trehalose entered the human diet, which

could have been selected for the ability to grow on the threshold and may have helped their emergence

(Collins et al., 2018). A genome-scale networkmodel ofC. difficile built on two previous versions was further

refined and curated with experimental data (Norsigian et al., 2020a). The new data included BIOLOG

phenotype microarrays, which are multi-well plates pre-loaded with many nutrients such as different

sugars. BIOLOG data are commonly reported as a binary table: the bacteria either grow or do not on a

certain nutrient. The genome-scale model can predict if the bacteria grows on that nutrient or not, and

this binary prediction is compared to the BIOLOG data. When a prediction disagrees with the data, the

model can be refined. For example, if there is a false negative—the model predicts no growth but the

data show the pathogen can indeed grow—that could mean that a gene encoding for a transporter of

that nutrient is mis-annotated. A literature search and an investigation of transporters in related organisms

may reveal the transporter that had been annotated incorrectly. Non-targeted proteomics can be com-

bined with BIOLOG microbial phenotyping microarray-based experiments to detail the metabolic
iScience 25, 104079, April 15, 2022 5
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pathways necessary for a gut bacterium such as Bifidobacterium dentium to metabolize dietary sugars

typical of the human diet (Engevik et al., 2021a).

Modeling gene regulation networks to understand pathogen adaptive strategies

Each microbe has only a fixed number of genes and a limited number of regulators. But the connections

between those genes and their regulators form gene regulatory networks. Gene regulation networks

enable microbes to turn genes on and off in practically infinite ways. Natural selection acts on network var-

iations introduced by horizontally acquired genes, gene duplications, gene deletions, and genemutations,

and favors regulatory circuitry that controls gene expression to optimize fitness (Brooks et al., 2011; Yan

et al., 2017). Gene regulation networks enable pathogens to respond to different stimuli with dynamic be-

haviors (eg, sporulation (de Hoon et al., 2010) and dormancy (Peterson et al., 2020)) while still using a rela-

tively small number of components.

Mathematical modeling requires transcriptional data acquired across multiple conditions and perturba-

tions—different growth media, in isogenic mutants, etc. The models describe the influence of transcrip-

tion factors (TFs) on individual target genes or clusters of co-regulated genes and uses machine learning

methods such as linear regression (Bonneau et al., 2006) and decision tree ensembles (Huynh-Thu et al.,

2010), among others. In the case of gene clusters, the network reconstruction is achieved in essentially

two steps. The first step clusters the genes into sets of co-regulated genes; the clustering algorithm is

often semi-supervised and can integrate prior knowledge from the literature (Reiss et al., 2006). The sec-

ond step models the expression of the co-regulated gene sets as a combination of TFs and environ-

mental factors that influence the cluster (Bonneau et al., 2006). Interactions between TFs and gene clus-

ters are inferred based on the mRNA profiles of gene clusters and TFs. Recent work has shown the

advantages of estimating the regulatory activity of TFs and post-transcriptional regulators by leveraging

the expression profile of known and putative targets when reconstructing gene regulation networks

(Arrieta-Ortiz et al., 2015; Arrieta-Ortiz et al., 2020, 2021; Fu et al., 2011). A recent improvement orga-

nizes gene regulatory elements—the DNA sequences within each gene promoter that TFs specifically

bind to—of every gene using their distributions across the entire genome to explain what TFs bind

the sequences, in what contexts they are bound, and the consequence of TF binding on activating or

repressing transcription of downstream genes (Brooks et al., 2014). This approach reveals environmental

context whereby genes from different regulons can be co-regulated and special situations where genes

of the same regulon, or even the same operon, can be conditionally and differentially expressed. These

approaches have been recently applied to epidemiologically important pathogens such as Mycobacte-

rium tuberculosis (Peterson et al., 2021) and Clostridoides difficile (Arrieta-Ortiz et al., 2021).

An alternative approach to infer gene regulatory networks is by decomposition methods such as indepen-

dent component analysis (ICA) (Sastry et al., 2019). ICA extracts regulatory signals underlying transcrip-

tomic data and yields both the composition of the transcriptional regulatory network (TRN) (termed ‘‘iM-

odulons’’) and the activity of the iModulons in the samples used to build the model. The iModulons

represent a set of genes whose expression levels vary with each other, but are independent of all other

genes in the genome. Their activities represent the collective expression level of the iModulon genes in

a given sample. Therefore, both the static structure and the condition-specific dynamics of the transcrip-

tional regulation network can be inferred simultaneously. A number of iModulons for E. coli, Bacillus sub-

tilis, and Staphylococcus aureus have already been inferred and methods now exist to expand these to

other bacteria by leveraging the rapidly growing transcriptomic profiles in public repositories (Poudel

et al., 2020; Rychel et al., 2020, 2021; Sastry et al., 2021).

Models of gene regulation networks have been expanded to include the networks of small non-coding

RNAs (sRNAs) and discover new sRNA targets and interactions between sRNAs and TFs that were then

experimentally validated (Modi et al., 2011). Other models integrate gene regulation networks with meta-

bolic networks to show how information flows between the different types of networks (Chandrasekaran

and Price, 2010; Covert et al., 2001; Immanuel et al., 2021). Gene regulatory network models integrated

with metabolism are immensely useful in interpreting the causal, mechanistic, and physiological drivers

of pathogen response to host-relevant stresses and drug treatment. In so doing, the models are useful

to uncover mechanisms of drug action at a systems level and also discover novel vulnerabilities that can

be exploited as new drug targets, or means to identify synergistic drug combinations (Immanuel et al.,

2021; Peterson et al., 2016, 2020).
6 iScience 25, 104079, April 15, 2022
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Gene regulation networks, and even of integrated regulatory-metabolic models, can be expanded to

model the coordinated behavior of more than one organism, for example, host-pathogen interactions

to predict the outcomes of infection. Those models benefit from experimental resources such as transcrip-

tional regulator deletion mutants from the fungal pathogen Candida glabrata, which revealed genetic and

epigenetic pathways involved in stress resistance and virulence (Filler et al., 2021). RNA sequencing can

also be used to study the transcriptome of the infected hosts and the pathogens simultaneously (Peterson

et al., 2019; Westermann et al., 2017). This type of experimental work can provide new data for network

models that combine host and pathogen gene regulation networks to understand interactions between

host and pathogen (Schulze et al., 2016). Similarly, integrated regulatory and metabolic models are also

useful to investigate complex host and microbiome influences on the success of a pathogen to infect

and colonize. The models can be used to formulate nutritional and probiotic interventions to prevent

and treat infections by pathogens such as C. difficile (Arrieta-Ortiz et al., 2021; Girinathan et al., 2020).

Gene regulation models can also explain phenotypic heterogeneity, a strategy that helps pathogens

escape host attack and drug treatments. The models can compute growth characteristics, such as the

growth rate and the carrying capacity, as well as drug susceptibility of different phenotypic states that

emerge within the same monoclonal population. Integrating regulatory and metabolic processes models

with quantitative systems pharmacology models can predict the clearance rate of a heterogenous path-

ogen population in complex contexts such as granuloma formed by tuberculosis (Azer et al., 2021).

Bringing models to a clinical setting

Predicting the susceptibility of a pathogen to a drug is essential to guide clinical intervention. This is tradi-

tionally done using in vitro assays in artificial media. But the sensitivity of these assays depends on the re-

alism of the artificial conditions used: susceptibility in situ is often quite different, and a drug that works

in vitro can easily fail to cure a patient. Mathematical models can help fill gaps between laboratory exper-

iments and clinical intervention. Antibiotic-persistent bacteremia caused by methicillin-resistant Staphylo-

coccus aureus (MRSA) exemplifies this problem well. Often, the antibiotic minimum inhibitory or bacteri-

cidal concentrations determined in the laboratory indicate that an S. aureus infection is susceptible

in vitro, but then the infection persists despite treatment in vivo (Lewis, 2020; Li et al., 2019). There are

several reasons for the disagreement, including the emergence of new antimicrobial resistance, complex

phenomena such as heteroresistance, tolerance, and persistence (Balaban et al., 2019). Despite distinct

mechanisms, they have the same impact: each lowers the efficacy of the antimicrobial therapy and its ability

to treat the infection.

Physicochemical parameters such as pH, salt, temperature, oxygen, carbon dioxide, and other co-factors

such as ionic strength of the biofluid or tissue compartment can also impact the susceptibility of microbes

to antibiotic therapy (Goode et al., 2021). Most in vitro assays lack host immune effectors such as kinocidins,

defensins, or others that influence outcomes in situ (Sakoulas et al., 2014; Yeaman et al., 2002; Yount et al.,

2011). Cells of the host immune system, such as neutrophils, macrophages, and other professional defense

cells, interact with and can be influenced by interactions with antimicrobial agents (Algorri and Wong-Be-

ringer, 2020). Not all immune system interactions with antimicrobial agents are additive or synergistic (Yang

et al., 2017). Some antibiotics can have off-target effects on host immune cells and impair their trafficking,

opsonophagocytic, or intracellular killing functions. Also, how the immune system defends against infec-

tion varies among anatomical locations in the body. For example, the mechanisms of host defense are

very different on relatively inert epithelial or cutaneous surfaces such as skin compared with the central ner-

vous system (Lee et al., 2021). The human body represents a diverse array of anatomic, physiologic, and

microbiologic ecosystems that influence the impact of the antimicrobial agent on the target pathogen.

These different habitats may influence the pharmacodynamics and pharmacokinetics of antimicrobial

agents, including access and activity. Over and above these factors, infections are dynamic systems. The

contexts in which microbes and antimicrobial agents interact change over the course of the infection as

the pathogen and the host act and counteract in relation to one another and complicate the use of models

to predict the outcome of a drug intervention.

Predicting the outcome of antimicrobial therapy in vivo resembles solving a multidimensional equation

involving the target pathogen, antimicrobial agent, immune effectors, the context of the host (including

pharmacology), and time. Mathematical modeling to study the outcome of anti-infective therapy in vivo

has proven challenging, but recent work has led to important progress in the field.
iScience 25, 104079, April 15, 2022 7
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A recent computational tool integrates host immunity and antibiotic dynamics to investigate treatment

outcomes in tuberculosis (Pienaar et al., 2015). These findings suggested that unforeseen antibiotic gradi-

ents and hypoxic microenvironments exist within granulomas that enable mycobacterial subpopulations to

evade susceptibility. Pharmacodynamic modeling has also emerged as a tool to understand static versus

dynamic aspects of infection. A model of bacterial phenotypes compared susceptible vegetative cells,

resting cells, constitutively resistant cells, and adaptively resistant cells (Jacobs et al., 2016). Importantly,

the model indicated that the significant differences between static and dynamic contexts can explain un-

certainties in therapy outcomes. A ‘‘P-system’’ modeling paradigm was used to study the real-time evolu-

tion of antimicrobial resistance (Campos et al., 2019). This work pointed to the complex and embedded

parameters that intersect to determine net susceptibility or non-susceptibility of a pathogen to antimicro-

bial therapy across orders of magnitude—from resistance plasmid to microbial community.

Another recent mathematical model explored the dynamics of MRSA persistence in the face of host immu-

nity and typical antibiotic regimens (Mikkaichi et al., 2019). Using an ensemble approach, computational

models integrating selected parameter sets were generated under conditions simulating vancomycin ther-

apy as used in clinical practice. Models distinguishing persistent versus resolving MRSA bacteremia out-

comes were identified. Next, machine learning was implemented to identify specific parameters most

contributing to either persistence or resolution. Parameters that correlated with persistent outcomes

included bacterial growth rate, e.g. low-energy, slow growth rate associated with small colony variant phe-

notypes (Bates et al., 2003; Manuse et al., 2021), and immune clearance, e.g. reducedmolecular and cellular

immune effector efficacy. Lastly, specific pharmacological strategies weremodeled to investigate interven-

tions that may avoid persistence outcomes in MRSA bacteremia. Results predicted that microbicidal

agents effective against persistent cells, but not agents that prevent the emergence of persistent pheno-

types, were more likely to have efficacy in persistent MRSA bacteremia.

These examples illustrate the recent efforts to model antimicrobial therapy in vivo. These approaches are

becoming more sophisticated, integrating multiple variables and dynamic processes relevant to the in vivo

setting that were traditionally missing in conventional antimicrobial susceptibility assays in vitro. Chal-

lenges remain, but the models of complex interaction that accurately describe and predict efficacy versus

failure of antimicrobial regimens in clinical infection would result in a quantum leap toward improving ther-

apeutic success, reduce antimicrobial resistance, and identify novel anti-infective agents and strategies

(Talebi Bezmin Abadi et al., 2019).

Modeling ecology and evolution to understand virulence

Pathogens rarely exist in isolation. In their environmental reservoirs, they encounter many types of resident

microbes and when they colonize the host they encounter the host’s microbiome. Pathogens are constantly

interacting with other microbes within an ecosystem: this ecology is another crucial aspect of infectious

disease.

The human microbiome is a collection of microbes that naturally colonize the human body. Some of these

microorganisms make up the first line of our defense against pathogen invasion (Becattini et al., 2017; Buf-

fie et al., 2012). In the gut microbiome, the densest of our microbiomes, bacteria naturally keep pathogens

out by competing for nutrients (Oliveira et al., 2020), producing molecules that inhibit or kill pathogen cells

(Kim et al., 2019), or by training and stimulating the human immune system (Schluter et al., 2020). High-

throughput sequencing can help study which microbes are present and how abundant they are (Jovel

et al., 2016). Longitudinal microbiome sequencing of samples taken from the same person over time re-

veals how the community responds to perturbations such as changes in diet (David et al., 2014), antibiotic

therapy (Dethlefsen and Relman, 2011), and immune therapies (Schluter et al., 2020). The community

response allows us to parameterize mathematical models of the ecosystem network (Bucci et al., 2016; Buf-

fie et al., 2015; Stein et al., 2013). Understanding the ecology governing the gut microbiome, and how it

contributes to our defense against pathogens, can benefit from mathematical modeling.

The gut microbiome can be described by systems of coupled differential equations that make mass-action

assumptions. The Lotka-Volterra model was originally derived to describe predator-prey dynamics in ani-

mal ecosystems (Figure 4). This simple set of equations can be expanded to describe any number of micro-

bial species interacting in amicrobiome. Each differential equation in this system describes the dynamics of

a microbe as a sum of terms. The model can be written in a matrix form
8 iScience 25, 104079, April 15, 2022
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Figure 4. Lotka-Volterra equations model ecosystem dynamics in a multispecies system like the gut microbiome

(A) The dynamics of predator and prey species in animal ecosystems inspired the Lotka-Volterra model, a system of two

coupled ordinary differential equations that assumes that the law of mass action applies. The right-hand side of each

differential equation has terms that represent the gains (sources) or losses (sinks) of each species.

(B) The Lotka-Volterra system can be generalized to any number of species (n).

(C) Network models inferred from timeseries data can be used to study the relationship between network structure and

function in the gut microbiome. One application is in finding gut bacteria such as Clostridium scindens that inhibit the

growth of pathogens like Clostridioides difficile.
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dX

dt
= mmaxX +MX + εX (Equation 2)

where X is a vector of absolute abundances of all species at a certain time, mmax is a vector containing the

maximum specific growth rates of each species, M is a matrix of interactions that represents the network,

and ε is a vector containing the impact of a perturbation (for example, an antibiotic) on each species. The

matrix can be parameterized using timeseries data using constraints derived from machine learning (Bucci

et al., 2016; Stein et al., 2013).

This approach tomodel networks in microbiome ecology has applications in infectious diseases. A network

model parameterized from mouse experiments identified a gut bacterium, Clostridium scindens, that is a

key player in resisting colonization by the pathogen C. difficile (Buffie et al., 2015). The same approach can

also include the fungi in the gut microbiome to describe multi-kingdom ecological interactions (Rao et al.,

2021), and to include the host white blood cells to quantify how gut bacteria impact systemic immunity

(Schluter et al., 2020).

Identifying themolecular mechanisms of those ecological interactions requires approaches that go beyond

population profiling. There are considerable efforts underway to develop metabolomic approaches that

are capable of measuring microbially derived metabolites (i.e. bile acids/salts, amino acids and biogenic

amines, short-chain fatty acids, and neurotransmitters) in a number of in vitro and in vivo models. Metab-

olomics measurements can be made on growth media collected from in vitro or ex vivo culture systems

used to grow microbes or intestinal organoids (Engevik et al., 2021a, 2021b, 2021c; Horvath et al., 2020;

Ihekweazu et al., 2021; Luck et al., 2021). There is an increasing number of protocols for metabolomics using

extracts of cecal content and fecal samples, and homogenized gastrointestinal tract and brain tissues har-

vested from gnotobiotic mice (Engevik et al., 2021a, 2021b, 2021c; Horvath et al., 2020; Ihekweazu et al.,

2021; Luck et al., 2021).

Besides ecology, evolution too is important to understand processes important for infectious diseases such

as the emergence of antibiotic resistance. High-throughput sequencing has inspired new models to
iScience 25, 104079, April 15, 2022 9
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describe antibiotic response evolution over the unobserved network that characterizes the relationships of

pathogens to each other over time (Cybis et al., 2015; Mather et al., 2013). Modern phylogenetics and phy-

lodynamics provide a framework to reconstruct these evolutionary relationships (Suchard et al., 2018).

These approaches start with molecular sequence alignments from the pathogens of interest, assume

continuous-time Markov chain models that describe how the sequences and antibiotic response mutate

over the unobserved history, and solve the inverse problem of inferring this history and changes of anti-

biotic response from the data. Recent examples in infectious diseases incorporate further pathogen phe-

notypes and epidemiological models of the host population (Dellicour et al., 2018).
Making comparisons and drawing parallels between models

Network representation to facilitate system analysis

The dynamics of epidemics, the biochemical reactions occurring inside pathogen cells, and the species-

specific interactions in the microbiome are all examples of processes in infectious diseases that can be

mathematically modeled as networks. In many problems, there are often many networks that fit the data

comparably well. The need to compare network models arises from different areas of science and tech-

nology—social sciences, economics, biology, computer science, telecommunications, transportation,

and others. Some of those methods have been reviewed elsewhere (Tantardini et al., 2019) and an in-

depth review is outside our scope. Instead, here, we discuss different methods to represent gene expres-

sion networks with examples of when one network representation or another works better in a specific

situation.

Most network models of gene regulation discretize the interaction between regulated genes and regu-

lating factors (Karlebach and Shamir, 2012). For small networks, discretized networks actually outperform

more sophisticated models (Garcia-Alonso et al., 2019). The size of a network, for example, is a simple

feature that distinguishes networks that can only regulate specific tasks because—they tend to be

small—from networks that can regulate cellular physiology more globally—they tend to be larger (Rocks

et al., 2019). A discretized network model can infer whether a cellular system would be able to recover

from an arbitrary perturbed state back to its initial state (Liu et al., 2011). Discretized networks could in prin-

ciple be used to study whether regulators or regulated sites are under stronger evolutionary pressure,

which would correlate with their functional relevance, similar to the way the covariation of amino acid res-

idues across protein homologs informs of links that can reveal new protein structures (Ovchinnikov et al.,

2017). Discretized networks can identify which elements of the network would be most vulnerable to per-

turbations (Greenwood et al., 2020).

Gene regulatory networks that include the directionality and strength of gene-gene interaction can be

used to study network motifs: patterns of wiring between multiple genes or regulators observed repeat-

edly across a network, and their structure encodes distinct functionality (Milo et al., 2002). Motifs have

been used to compare transcriptional networks within individual organisms. Aside from network motifs,

directionality also allows one to predict molecular processes that could become co-compartmentalized.

A directed network that extends beyond gene regulators can be used to predict which microbial systems

will contain distinct microbes that all specialize in different metabolic pathways (Perez-Garcia et al.,

2016).

The dynamic behavior of gene regulatory networks may also be compared. Without any information on the

rate constants of the gene in the network genes, for example, we may not predict whether negative feed-

back will lead to oscillations (Elowitz and Leibler, 2000). Therefore, networks can be compared through

their temporal dynamics or the relative dynamics of different edges within each network. However, to accu-

rately describe the function of small gene regulatory networks, we need more parameters. For instance,

varying temperature—and therefore kinetic constant of all proteins encoded by genes—can render an

essential gene redundant even if neither the gene nor the network has changed (Ben-Aroya et al., 2008;

Cassidy et al., 2019). Many transcript molecules in mammals and microbes are low abundance. Low abun-

dance means that relative changes in the copy number of molecules will lead to noise (Paulsson, 2004). Ac-

cording to the internal confirmations of individual promoters, the conformations of regulatory factors, and

the transition probabilities between all those, cells with the same kinetic rates will demonstrate cell-to-cell

variability (Elowitz et al., 2002). Notably, interferons and other host defense genes contain promoter states

that seem to ensure high levels of variability between single cells (Shalek et al., 2013), which may allow hosts

to reduce the adaptation of pathogens (Avraham et al., 2015).
10 iScience 25, 104079, April 15, 2022



Table 1. Examples of models made available with code, parameters, and a guided example to facilitate reuse by

other researchers

Date Presenter Center Topic, slides, and notebooks

5/26/2020 Xiang Ji and Marc Suchard CViSB Viral Systems Biology Analysis using BEAST

3/24/2020 Anand Sastry and Saugat Poudel UCSD Independent Component Analysis

6/25/2019 Slim Fourati FluOMICS FluOmics Modeling

4/23/2019 Joao Xavier/Chen Liao MSKCC Inference of ecological networks from time

series

3/26/2019 Mario Arrieta-Ortiz ISB Discovering drug targets via network analysis

(notebook)

2/26/2019 Tsuyoshi Mikkaichi/Michael

Yeaman/Alexander Hoffmann

UCLA Ensemble modeling and cell heterogeneity

½2/2019 Jose Bento BC Comparing and aligning different networks

9/12/2018 Jonathan Monk/Charles Norsigian UCSD U01 Genome-Scale Modeling Workshop

4/22/2018 Jonathan Monk/Charles Norsigian UCSD Omics data integration with Genome-scale

Models

3/27/2018 Jose Bento BC Phylogenetic tree inference methods

9/26/2017 Jonathan Monk/Yara Seif/Charles

Norsigian

UCSD Basics of Flux Balance Analysis
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Minimum information to publish a mathematical model

Wediscusseddiversemathematicalmodels applied to infectious diseases. Thesemodels illustrate thewide

range of scales that mathematics can model: from molecular processes happening inside the cells of bac-

terial pathogens to the social interactions between people that can fuel an outbreak across a population. It

also demonstrates the challenge of drawing parallels across those models. To conclude this overview, we

would like to dedicate some time to a common challenge that many of us encountered as practitioners

of mathematical modeling: how to share mathematical models with others in the scientific community.

Models of the same class can define strict sets of rules. For example, whole-genome networks can adhere

to the format of the BiGG framework. Adopting a common file format in the BiGG database ensures that

every model can run in the same computational framework, such as the COBRA toolbox for Matlab or the

CobraPy implementation in Python (Heirendt et al., 2019). The authors of this paper were encouraged by

the US NIAID to find a way to share diverse models of infectious diseases among us. From our experience,

we propose these steps:

1. Preparing a slide deck or a white paper with a short presentation to the model.

2. Setting up a code repository such as GitHub, with instructions on how to install and run the code,

including any packages from third parties needed.

3. Including a ‘‘Hello World!’’ type of walk-through demonstration, typically a Jupyter notebook or

similar, to enable others to run a simple application of the code.

4. A table of the relevant parameters used in the model, their definitions, the source for their set values,

or other reasons for their set values (e.g., if they are based on previous characterizations).

5. Define a format for reporting the results, or provide routines to convert the output into a uniform

format. Omitting analysis files and variations in output format are a major challenge in reusing pub-

lished mathematical models.

From our shared experiences, these steps provide a set of minimum information needed to reproduce a

model. These steps are abstract, but they are also general enough that they can in principle be applied

to any type of model in infectious diseases and other problems in systems biology. The code repository

and especially the walk-through code can go a long way in making sure others can understand and reuse

the code. To illustrate these principles, we provide examples of publishing models adhering to this format

(Table 1).
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http://beast.community/phylodynamics_of_seasonal_influenza
https://github.com/avsastry/U01_ICA_tutorial
https://github.com/jonm4024/AMR_U01_modelling_tutorial_2018/tree/master/WG_Tutorials/Fourati_06252019
https://github.com/jonm4024/AMR_U01_modelling_tutorial_2018/blob/master/WG_Tutorials/Xavier_MSKCC_04232019/
https://github.com/jonm4024/AMR_U01_modelling_tutorial_2018/blob/master/WG_Tutorials/Xavier_MSKCC_04232019/
https://github.com/jonm4024/AMR_U01_modelling_tutorial_2018/blob/master/WG_Tutorials/Arietta_ISB_03262019/Arrieta_03_26_2019_NIH_tutorial%20.pdf
https://github.com/jonm4024/AMR_U01_modelling_tutorial_2018/blob/master/WG_Tutorials/Arietta_ISB_03262019/Arrieta%20NIH%20tutorial.nb.html
https://github.com/jonm4024/AMR_U01_modelling_tutorial_2018/blob/master/WG_Tutorials/Mikkaichi_UCLA_02262019/190227_U01_MRSA_Tsuyoshi.pdf
http://aureus.ucsd.edu/MWG/presentations/Bento_1-22-2019.m
http://aureus.ucsd.edu/amr/workshop2018/
https://github.com/jonm4024/AMR_U01_modelling_tutorial_2018/tree/master/WG_Tutorials/Monk_UCSD_04222018
https://github.com/jonm4024/AMR_U01_modelling_tutorial_2018/tree/master/WG_Tutorials/Monk_UCSD_04222018
https://github.com/jonm4024/AMR_U01_modelling_tutorial_2018/tree/master/WG_Tutorials/Bento_BC_03272018
https://github.com/jonm4024/AMR_U01_modelling_tutorial_2018/tree/master/WG_Tutorials/Monk_UCSD_09262017
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CONCLUSION

Mathematical models can be useful to study diverse facets of infectious diseases. In this review, we have

covered many topics to showcase this wide diversity: Epidemiology and dynamics, intracellular metabolic

networks, dynamic interplay of pathogens and immune cells, transcriptional regulation, microbial commu-

nities, and more. We illustrated each theme with examples. But in many cases, our examples only covered a

theme briefly and we could not give each theme the depth that it deserves. Still, we hope that showing the

wide diversity of scales makes obvious a common challenge of mathematical modeling of infectious dis-

ease. It is a common adage of modeling that a model is only as good as its assumptions. The steps listed

here to publish a model should help modelers make their assumptions transparent by providing their code,

by listing the parameters used, and demonstrating the use of their models with simple examples. Adopting

these practices can enable others to reuse our models toward gaining new insights on infectious diseases

that would otherwise be inaccessible.
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Czepiel, J., Dró _zd_z, M., Pituch, H., Kuijper, E.J.,
Perucki, W., Mielimonka, A., Goldman, S.,
Wulta�nska, D., Garlicki, A., and Biesiada, G.
(2019). Clostridium difficile infection: review. Eur.
J. Clin. Microbiol. Infect. Dis. 38, 1211–1221.
https://doi.org/10.1007/s10096-019-03539-6.

David, L.A., Maurice, C.F., Carmody, R.N.,
Gootenberg, D.B., Button, J.E., Wolfe, B.E., Ling,
A.V., Devlin, A.S., Varma, Y., Fischbach, M.A.,
et al. (2014). Diet rapidly and reproducibly alters
the human gut microbiome. Nature 505, 559–563.
https://doi.org/10.1038/nature12820.

Dellicour, S., Baele, G., Dudas, G., Faria, N.R.,
Pybus, O.G., Suchard, M.A., Rambaut, A., and
Lemey, P. (2018). Phylodynamic assessment of
intervention strategies for the West African Ebola
virus outbreak. Nat. Commun. 9, 2222. https://
doi.org/10.1038/s41467-018-03763-2.

Dethlefsen, L., and Relman, D.A. (2011).
Incomplete recovery and individualized
responses of the human distal gut microbiota to
repeated antibiotic perturbation. Proc. Natl.
Acad. Sci. U S A. 108, 4554–4561. https://doi.org/
10.1073/pnas.1000087107.

de Hoon, M.J.L., Eichenberger, P., and Vitkup, D.
(2010). Hierarchical evolution of the bacterial
sporulation network. Curr. Biol. 20, R735–R745.
https://doi.org/10.1016/j.cub.2010.06.031.

Elowitz, M.B., and Leibler, S. (2000). A synthetic
oscillatory network of transcriptional regulators.
Nature 403, 335–338. https://doi.org/10.1038/
35002125.

Elowitz, M.B., Levine, A.J., Siggia, E.D., and
Swain, P.S. (2002). Stochastic gene expression in a
single cell. Science 297, 1183–1186. https://doi.
org/10.1126/science.1070919.

Engevik, M.A., Danhof, H.A., Hall, A., Engevik,
K.A., Horvath, T.D., Haidacher, S.J., Hoch, K.M.,
Endres, B.T., Bajaj, M., Garey, K.W., et al. (2021a).
Themetabolic profile of Bifidobacteriumdentium
reflects its status as a human gut commensal.
BMC Microbiol. 21, 154. https://doi.org/10.1186/
s12866-021-02166-6.

Engevik, M.A., Herrmann, B., Ruan, W., Engevik,
A.C., Engevik, K.A., Ihekweazu, F., Shi, Z., Luck, B.,
Chang-Graham, A.L., Esparza, M., et al. (2021b).
Bifidobacterium dentium-derived
y-glutamylcysteine suppresses ER-mediated
goblet cell stress and reduces TNBS-driven
colonic inflammation. Gut Microbes 13, 1–21.
https://doi.org/10.1080/19490976.2021.1902717.

Engevik, M.A., Luck, B., Visuthranukul, C.,
Ihekweazu, F.D., Engevik, A.C., Shi, Z., Danhof,
H.A., Chang-Graham, A.L., Hall, A., Endres, B.T.,
et al. (2021c). Human-derived Bifidobacterium
dentium modulates the mammalian serotonergic
system and gut-brain Axis. Cell. Mol.
Gastroenterol. Hepatol. 11, 221–248. https://doi.
org/10.1016/j.jcmgh.2020.08.002.

Farooq, P.D., Urrunaga, N.H., Tang, D.M., and
von Rosenvinge, E.C. (2015).
Pseudomembranous colitis. Dis. Mon. 61,
181–206. https://doi.org/10.1016/j.disamonth.
2015.01.006.

Filler, E.E., Liu, Y., Solis, N.V., Wang, L., Diaz, L.F.,
Edwards, J.E., Filler, S.G., and Yeaman, M.R.
(2021). Identification of Candida glabrata
transcriptional regulators that govern stress
resistance and virulence. Infect. Immun. 89,
e00146–24. https://doi.org/10.1128/IAI.00146-20.

Franceschetti, A., and Pugliese, A. (2008).
Threshold behaviour of a SIR epidemic model
with age structure and immigration. J. Math. Biol.
57, 1–27. https://doi.org/10.1007/s00285-007-
0143-1.

Fuchs, T.M., Eisenreich, W., Heesemann, J., and
Goebel, W. (2012). Metabolic adaptation of
human pathogenic and related nonpathogenic
bacteria to extra- and intracellular habitats. FEMS
Microbiol. Rev. 36, 435–462. https://doi.org/10.
1111/j.1574-6976.2011.00301.x.

Fu, Y., Jarboe, L.R., and Dickerson, J.A. (2011).
Reconstructing genome-wide regulatory network
of E. coli using transcriptome data and predicted
transcription factor activities. BMC Bioinformatics
12, 233. https://doi.org/10.1186/1471-2105-12-
233.

Garcia-Alonso, L., Holland, C.H., Ibrahim, M.M.,
Turei, D., and Saez-Rodriguez, J. (2019).
Benchmark and integration of resources for the
estimation of human transcription factor
activities. Genome Res. 29, 1363–1375. https://
doi.org/10.1101/gr.240663.118.

Girinathan, B.P., DiBenedetto, N., Worley, J.,
Peltier, J., Lavin, R., Delaney, M.L., Cummins, C.,
Onderdonk, A.B., Gerber, G.K., Dupuy, B., et al.
(2021). The mechanisms of in vivo commensal
control of Clostridioides difficile virulence. Cell
Host Microbe. https://doi.org/10.1016/j.chom.
2021.09.007.

Goode, O., Smith, A., Zarkan, A., Cama, J.,
Invergo, B.M., Belgami, D., Caño-Muñiz, S., Metz,
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T., and Blatt, N.L. (2019). World health
organization report: current crisis of antibiotic
resistance. Bionanoscience 9, 778–788. https://
doi.org/10.1007/s12668-019-00658-4.

Tantardini, M., Ieva, F., Tajoli, L., and Piccardi, C.
(2019). Comparing methods for comparing
networks. Sci. Rep. 9, 17557. https://doi.org/10.
1038/s41598-019-53708-y.

Torella, J.P., Chait, R., and Kishony, R. (2010).
Optimal drug synergy in antimicrobial
treatments. PLoS Comput. Biol. 6, e1000796.
https://doi.org/10.1371/journal.pcbi.1000796.

Tornatore, E., Maria Buccellato, S., and Vetro, P.
(2005). Stability of a stochastic SIR system. Physica
A: Stat. Mech. its Appl. 354, 111–126. https://doi.
org/10.1016/j.physa.2005.02.057.

Westermann, A.J., Barquist, L., and Vogel, J.
(2017). Resolving host-pathogen interactions by
dual RNA-seq. PLoS Pathog. 13, e1006033.
https://doi.org/10.1371/journal.ppat.1006033.

Wong, G.N., Weiner, Z.J., Tkachenko, A.V.,
Elbanna, A., Maslov, S., and Goldenfeld, N.
(2020). Modeling COVID-19 dynamics in Illinois
under nonpharmaceutical interventions. Phys.
Rev. X 10, 041033. https://doi.org/10.1103/
PhysRevX.10.041033.

Yang, J.H., Bhargava, P., McCloskey, D., Mao, N.,
Palsson, B.O., and Collins, J.J. (2017). Antibiotic-
Induced changes to the host metabolic
environment inhibit drug efficacy and alter
immune function. Cell Host Microbe 22, 757–
765.e3. https://doi.org/10.1016/j.chom.2017.10.
020.

Yan, J., Deforet, M., Boyle, K.E., Rahman, R.,
Liang, R., Okegbe, C., Dietrich, L.E.P., Qiu, W.,
and Xavier, J.B. (2017). Bow-tie signaling in c-di-
GMP: machine learning in a simple biochemical
network. PLoS Comput. Biol. 13, e1005677.
https://doi.org/10.1371/journal.pcbi.1005677.

Yeaman, M.R., Gank, K.D., Bayer, A.S., and Brass,
E.P. (2002). Synthetic peptides that exert
antimicrobial activities in whole blood and blood-
derived matrices. Antimicrob. Agents
Chemother. 46, 3883–3891. https://doi.org/10.
1128/AAC.46.12.3883-3891.2002.

Yeh, P.J., Hegreness, M.J., Aiden, A.P., and
Kishony, R. (2009). Drug interactions and the
evolution of antibiotic resistance. Nat. Rev.
Microbiol. 7, 460–466. https://doi.org/10.1038/
nrmicro2133.

Yount, N.Y., Cohen, S.E., Kupferwasser, D.,
Waring, A.J., Ruchala, P., Sharma, S., Wasserman,
K., Jung, C.-L., and Yeaman, M.R. (2011). Context
mediates antimicrobial efficacy of kinocidin
congener peptide RP-1. PLoS One 6, e26727.
https://doi.org/10.1371/journal.pone.0026727.
iScience 25, 104079, April 15, 2022 15

https://doi.org/10.1073/pnas.2008413117
https://doi.org/10.1073/pnas.2008413117
https://doi.org/10.1038/s41586-021-03241-8
https://doi.org/10.1186/1471-2105-7-280
https://doi.org/10.1073/pnas.1806790116
https://doi.org/10.1073/pnas.1806790116
https://doi.org/10.1093/nar/gkaa810
https://doi.org/10.1038/s41467-020-20153-9
https://doi.org/10.1038/s41467-020-20153-9
https://doi.org/10.1007/s00109-013-1100-7
https://doi.org/10.1038/s41467-019-13483-w
https://doi.org/10.1101/2021.07.01.450581
https://doi.org/10.1101/2021.07.01.450581
https://doi.org/10.1073/pnas.2012326117
https://doi.org/10.1073/pnas.2012326117
https://doi.org/10.1038/s41586-020-2971-8
https://doi.org/10.1038/s41586-020-2971-8
https://doi.org/10.3389/fmicb.2016.00442
https://doi.org/10.3389/fcell.2020.566702
https://doi.org/10.3389/fcell.2020.566702
https://doi.org/10.1038/nature12172
https://doi.org/10.1038/nature12172
https://doi.org/10.1006/S0092-8240(98)90005-2
https://doi.org/10.1006/S0092-8240(98)90005-2
https://doi.org/10.1371/journal.pcbi.1003388
https://doi.org/10.1371/journal.pcbi.1003388
https://doi.org/10.1093/ve/vey016
https://doi.org/10.1016/j.cell.2018.08.047
https://doi.org/10.1016/j.cell.2018.08.047
https://doi.org/10.1007/s12668-019-00658-4
https://doi.org/10.1007/s12668-019-00658-4
https://doi.org/10.1038/s41598-019-53708-y
https://doi.org/10.1038/s41598-019-53708-y
https://doi.org/10.1371/journal.pcbi.1000796
https://doi.org/10.1016/j.physa.2005.02.057
https://doi.org/10.1016/j.physa.2005.02.057
https://doi.org/10.1371/journal.ppat.1006033
https://doi.org/10.1103/PhysRevX.10.041033
https://doi.org/10.1103/PhysRevX.10.041033
https://doi.org/10.1016/j.chom.2017.10.020
https://doi.org/10.1016/j.chom.2017.10.020
https://doi.org/10.1371/journal.pcbi.1005677
https://doi.org/10.1128/AAC.46.12.3883-3891.2002
https://doi.org/10.1128/AAC.46.12.3883-3891.2002
https://doi.org/10.1038/nrmicro2133
https://doi.org/10.1038/nrmicro2133
https://doi.org/10.1371/journal.pone.0026727

	Mathematical models to study the biology of pathogens and the infectious diseases they cause
	Introduction
	Models relevant to infectious diseases
	The SIR model: modeling disease spread
	Modeling intracellular metabolism to study pathogen virulence
	Modeling gene regulation networks to understand pathogen adaptive strategies
	Bringing models to a clinical setting
	Modeling ecology and evolution to understand virulence

	Making comparisons and drawing parallels between models
	Network representation to facilitate system analysis
	Minimum information to publish a mathematical model


	Conclusion
	Acknowledgments
	flink3
	References




