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ABSTRACT OF THE DISSERTATION

Computational Studies in Diffusion and Drug Discovery

by

Patricia M. Bauler

Doctor of Philosophy in Chemistry

University of California, San Diego 2012

Professor J. Andrew McCammon, Chair

Computational methods are becoming increasingly important for studying

complex biochemical systems. As computers have become faster and more power-

ful, it is possible to perform calculations of larger and more complex systems than

has been possible in the past. As these systems increase in complexity, it becomes

increasingly important to develop methods that efficiently utilize the available com-

putational power, and use new tools and methods to search for meaningful results.

The work presented in this dissertation uses computational methods for studies in

two major areas of computer aided chemistry research - diffusion and drug discovery.

Diffusion is often a rate determining step in many biochemical processes,

therefore being able to study multi-step diffusion reactions is important for learning

about how diffusion regulates reactions in complex biological systems. The diffusion

work presented in the first chapter of this dissertation utilizes simplified spherical
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models to perform diffusion studies of a two-step reaction model. The results give in-

sight into how the relative locations of reaction targets are important in determining

the success of a multi-step diffusion reaction. The second chapter of this dissertation

proposes a new hybrid method for diffusion studies that capitalizes on the benefits of

two popular calculation methods, Brownian dynamics simulations and finite element

methods. The hybrid method utilizes the speed of finite element method calculations

for a majority of the diffusion system, but allows for atomistic detail of the target

and diffusing particles in the region of interest near the site of the reaction. Basic

one-dimensional test cases are presented to demonstrate that the method is accurate

and viable for future development. Though the systems presented in both diffusion

studies are basic test cases, the results provide a useful basis for future studies of

more complicated biological systems.

Another major area of computational chemistry research is that of computer

aided drug discovery. The third chapter of this dissertation uses molecular dynamics

simulations and molecular docking tools to search for potential drug compounds to

inhibit the bacterial enzyme dihydropteroate synthase. Visualization tools are uti-

lized to identify structures of interest, and several hundred compounds are identified

for further testing.
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INTRODUCTION

Computers have become increasingly important tools in scientific research.

As they develop in speed and capacity, they are being used to study increasingly

complex physical phenomena. As the size and scale of these systems increase, it

becomes important to develop more efficient methods of calculation, and to utilize

newly developed tools to analyze results. Computers can be used to study many

types of physical phenomena, but two important areas of computational chemistry

research deal with calculating the motion of particles in diffusion studies and in

searching for new drug compounds.

One important area of computational research is in the study of diffusion.

Diffusion is the spontaneous movement of particles from an area of higher concentra-

tion to an area of lower concentration. Although the overall motion of the diffusing

particles will predictably be moving from higher to lower concentration, the move-

ment of each individual particle can be described as a random walk and does not

have a prescribed direction. Diffusion is often a rate-determining step in biological

pathways, and thus learning how various environments affect the diffusion process

can give insight into the timescales of these biological reaction pathways. Two of the

most popular computational methods for studying diffusion are Brownian dynamics

simulations and finite element method calculations. Brownian dynamics simulations

use stochastic equations to follow the random walk of individual diffusing particles.

They can be useful for studying the pathway that an individual particle takes, espe-

cially when in an unusual environment. Because the Brownian dynamics simulation

only follows one possible path of a diffusing particle, many simulations must be run

to obtain statistically significant results. This can be considerably time consuming,

especially as a system gets more complex. Alternatively, the finite element method

1
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can be used to calculate the overall motion of the diffusion of a collection of particles.

This method works by breaking up a region into smaller sections called simplicies,

with calculations occurring at each simplex, and being combined to find the solution

over the entire region of diffusion. This is a relatively fast computation, but it does

not allow for the visualization of the pathway of individual particles. In order to

learn more about diffusion in biological pathways it is important to study the behav-

ior of particles in more complex systems. Additionally, as the systems being studied

continue to increase in complexity, it will become increasingly important to develop

computational methods that can efficiently calculate the motions of the diffusing

particles.

Chapter 1 presents a Brownian dynamics study that examines the efficiency

of substrate transfer in a multi-step reaction. It expands upon early work15,16,17,18

in the field of computational Brownian dynamics studies by using simple spherical

models to represent diffusing substrates and the enzymes with which they will react.

The distances and angles of orientation between the active site zones of two enzyme

spheres are changed in order to observe how strongly the effects of relative distances

influence the rates of reaction for a diffusing substrate. In this work it is shown that

smaller distances between the active site zones produce a more efficient transfer of

a substrate intermediate between the two enzyme spheres, but that if the enzyme

spheres are too close, then the efficiency of the initial diffusion reaction is impeded.

Chapter 2 presents the development of a new method for computational stud-

ies of diffusion. It creates a hybrid method that combines two of the most popular

methods for diffusion calculations the finite element method and Brownian dynam-

ics simulations. The hybrid method utilizes the relative speed of the finite element

method to calculate diffusion over most of the system space. It uses a Brownian

dynamics description of the system near the target of interest, thereby gaining the
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ability to use structures of the target and diffusing particles in more detail. This

new method is used to study diffusion in a simple one-dimensional model for both

linear and radially symmetric systems. The results from the test systems indicate

that this method produces accurate results and should be further developed for use

with more complex systems.

Another major use of computers in chemistry research is the area of drug

discovery. Searching for new drug compounds is a lengthy and expensive process, but

using computational methods as a preliminary step can reduce the amount of testing

that needs to be done in the laboratory. As the number of determined protein crystal

structures grows, it becomes easier to search for compounds that will interact with

very specific drug targets. With the protein crystal structure, molecular dynamics

can be used to study the motions of the protein and important structures can be

identified. Molecular docking software can then be used to test libraries of small

molecules with each of the isolated structures in order to find leads for possible drug

compounds. The libraries can contain hundreds of thousands of compounds, but the

use of the computer allows for a much more efficient and cost-effective screening than

would be possible if each compound had to be tested manually. Laboratory testing

of the highest ranked compounds then offers insight into which compounds should

be pursued for further development.

Chapter 3 presents a computer aided drug discovery study of dihydropteroate

synthase. Dihydropteroate synthase (DHPS) is a key enzyme in the folate production

pathway in many infectious bacteria. It has two active sites, one of which has

previously been the successful target of anti-bacterial sulfa drugs, but mutations have

made these drugs increasingly ineffectual. The second active site is highly conserved

among DHPS enzymes from many different bacterial species,5,6 thus making it an

intriguing target for future drug design. This study uses computational methods to
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search for potential drug compounds to be used as inhibitors in this second, highly

conserved active site. The chapter demonstrates how molecular dynamics simulations

can be used to generate representative structures of the drug target and how these

structures can be used in computer aided docking studies. It also uses recently

developed visualization tools, such as POVME (the POcket Volume MEasurer)7 to

identify potentially significant structures for inclusion in the docking studies. The

results yielded several hundred compounds for testing in a laboratory environment.
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CHAPTER 1

Channeling by Proximity - The Catalytic Advantages of Active Site Colocalization

Using Brownian Dynamics

1.1 Abstract

Nature often co-localizes successive steps in a metabolic pathway. Such orga-

nization is predicted to increase the effective concentration of pathway intermediates

near their recipient active sites and to enhance catalytic efficiency. Here, the path-

way of a two-step reaction is modeled using a simple spherical approximation for the

enzymes and substrate particles. Brownian dynamics are used to simulate the trajec-

tory of a substrate particle as it diffuses between the active site zones of two different

enzyme spheres. The results approximate distances for the most effective reaction

pathways, indicating that the most effective reaction pathway is one in which the

active sites are closely aligned. However, when the active sites are too close, the

ability of the substrate to react with the first enzyme was hindered, suggesting that

even the most efficient orientations can be improved for a system that is allowed to

rotate or change orientation to optimize the likelihood of reaction at both sites.

1.2 Introduction

Nature frequently co-localizes linked catalytic functions - this is seen in single

polypeptides that catalyze multiple consecutive steps in a metabolic pathway,1,2,3

and in large assemblies of non-covalently associated biomolecules that carry out

complex cellular processes with remarkable fidelity.4,5,6,7 A consequence of such or-

5
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ganization is that pathway intermediates that enter solution are precisely positioned

near the active center waiting to receive them. Thus, for a period of time, the in-

termediate and its recipient binding site remain in close proximity, which increases

the effective concentrations of these interactors and leads to enhanced binding and

catalytic efficiency. Intermediates that do not enter bulk solution, but remain bound

to the biomolecule, are channeled between binding sites via tunnels and electrostatic

grooves whose conformational states are responsive to the positioning of the lig-

and.8,9,10,11,27 It is conceivable that intermediates released from properly positioned

active sites can be transferred between the sites with efficiencies that approach those

of channeling systems. While the effects of high local concentrations are much an-

ticipated,13,14 quantitative estimates of the magnitudes of these effects are lacking.

1.3 Methods

Here, Brownian dynamics simulations are used to study particle trajecto-

ries using short time solutions of the Smoluchowski equation. The trajectories are

used to obtain particle collision probabilities, and to predict the likelihood of reac-

tion.15,16,17,18 The BrownDye17 software was used to simulate trajectories and collect

collision probabilities. The system has a temperature of 298K and the solvent has the

viscosity of water. The enzyme particles were modeled as two separate spheres with

either 4Å or 8Å radii, each with a spherical active site zone of 5Å radius centered

at a point on the surface of the sphere (Figure 1.1). The enzyme spheres were given

a +1 charge located either in the center of the sphere, or at the center of the active

zone. The large spheres were held at a constant distance during each simulation, and

the distance between the reactive zone centers was varied between 5Å and 50Å in 5Å

intervals over several simulations. Each simulation consisted of 10,000 trajectories,

which provided enough successful reactions to draw conclusions while keeping the
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Figure 1.1: Schematic of experimental set-up. The substrate sphere (orange) must diffuse
to the active zone of the first enzyme (pink) and then to the active zone of the
second enzyme (blue). Shown are the enzyme spheres with the 8 radius and
the active zones in the 45 degrees orientation. The center of the substrate
sphere must encounter the active zone in order for a reaction to occur.

calculation time manageable. The relative orientation of the reactive zones was also

varied. The original starting position (0 degree orientation) consisted of the reactive

zones directly facing each other. The zones were rotated in opposite directions by 45,

90, 135, and 180 degrees (Figure 1.3(b), inset). The substrate particle was modeled

as a sphere with a 1Å radius and a −1 charge. The sizes of the enzyme and sub-

strate spheres were chosen to give as simple a system as possible, while having size

ratios of 1:4 and 1:8. The substrate trajectory was modeled with BrownDye, where

the translational and rotational diffusivities of the spheres follows Stokes Law. The

substrate particle started from an orientation in which its center was separated by

50Å from the center of the first enzyme spheres active zone. A collision was recorded
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whenever the substrate particle center contacted the reactive zone. It was assumed

that each collision leads to a reaction, as the most efficient enzymes will react with

every substrate they encounter. In order for a reaction to be considered complete,

the substrate had to first diffuse to and react with the first enzyme sphere, then

diffuse from that position to react with the second enzyme sphere. The number of

collisions for the first and second interactions was recorded separately, so the reaction

probability for each interaction can be calculated independently, as well as the total

probability for the overall reaction pathway.

1.4 Results

After running all of the simulations, the reaction probabilities were compared.

The reaction of the substrate with the first reactive zone should not depend strongly

on the location of the active zone or the distance between the zones, and so similar

reaction probabilities would be expected (Figure 1.2(a), Figure 1.3(a)). The only

difference is the localization of the charge in the active zone or at the center of the

enzyme sphere. Thus the average from the four sets of simulations was calculated; the

reaction with the first zone has an average probability of reaction of 0.0713± 0.0063

for 4Å spheres with charged active zones, 0.0632± 0.0076 for 4Å spheres where the

charge is centered in the enzyme, 0.0536±0.0076 for 8Å spheres with charged active

zones, and 0.0403±0.0090 for 8Å spheres where the charge is centered in the enzyme.

The results indicate that spheres with less buried active zones are more likely to have

initial reactions. In addition, the spheres with the charged active zones are slightly

more likely to have an initial reaction than those with the charge centered in the

large sphere, which can be explained by the charge acting to guide the substrate

sphere to the specific location of reaction, rather than just generally toward any

point on the large sphere. Interestingly, when the reactive zones are in the 0 degree
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orientation (facing each other) and the large spheres are at a 5Å distance from each

other, the initial probability of reaction for the 4Å spheres is 0.0650 for the charged

active zones and 0.0481 for the charged enzyme spheres and for the 8Å spheres

is 0.0344 for the charged active zones and 0.0167 for the charged enzyme spheres

(Figure 1.2(a)). These are all significantly lower (more than one standard deviation)

than the average, though the effect is more pronounced in the 8Å spheres. This may

be because the enzyme spheres shield each other to some extent. Similarly, when the

active zones are in the 45 degrees orientation and 5Å distance, the probabilities of

the first reactions are slightly lower than the average probability for the first reaction.

All of the other active zone orientations (90, 135, and 180 degrees) did not show this

lowered probability for the closer spheres. At the larger distances (10Å - 50Å), the

reaction probabilities are about the same for all active zone orientations.
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Figure 1.2: Probabilities of reactions at changing distances when active zones are in
0 degree orientation. (a) Probability of the first reaction occurring. The
probability is fairly constant except when the active zone centers are only 5Å
apart. The close proximity of the enzyme spheres may hinder the substrate
ability to encounter the active site. (b) Probability of second reaction, given
that first reaction occurred. Close proximity of the active zones leads to
effective reaction pathway, with the charged active zones being more efficient
until about 25Å separation. (c) Probability of second (overall) reaction. The
effect of shielding the first active zone can clearly be seen. In general, the
closer active zones lead to a more effective pathway, with the charged active
zones being significantly more efficient at the closer distances.
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Figure 1.2: Continued
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Figure 1.2: Continued

The probability of the second reaction depends on the orientation of the active

zones and the distance between the zones, as well as the location of the enzymes

charge. The probability can either be examined as the probability of the second

reaction given that the first reaction occurred (Figure 1.2(b), Figure 1.3(b)), which

demonstrates the effects of the active zone orientation and distances in the system,

or as the overall probability of the second reaction (Figure 1.2(c), Figure 1.3(c)),

which is the probability that the product from the complete reaction pathway will

be produced. As expected, the largest number of successful reactions occurs when

the two active zones are facing each other in the 0 degrees orientation at 5Å distance
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with the charges localized on the active zones. The efficiency of these configurations

gives such a large probability to the second reaction occurring if the first has already

taken place, that the overall probability of the completed reaction is much larger

than for other orientations and farther zone distances. The probability of reaction

completion decreases as the active zones are rotated away from each other and as

the distance between the zones increases. The charged zones have a higher reaction

probability until the separation between the active zones reaches 30Å, after which

the reaction probabilities are much more similar. The charged active zones also

have higher reaction probabilities when comparing the orientations of the zones, the

probabilities being similar when the zones are in the 180 degrees orientation (facing

in opposite directions). One interesting result is that the 45 degrees orientation at 5Å

for the charged active zones has a larger probability (0.0453) for the overall second

reaction than does the 0 degree 5Å orientation when the charge is centered in the

enzyme sphere (probability 0.0388).

The probability of the second reaction depends on the orientation of the

active zones and the distance between the zones, as well as the location of the

enzymes charge. The probability can either be examined as the probability of the

second reaction given that the first reaction occurred (Figure 1.2(b), Figure 1.3(b)),

which demonstrates the efficiency of the active zone orientation and distances in

the system, or as the overall probability of the second reaction (Figure 1.2(c), Figure

1.3(c)), which is the probability that the product from the complete reaction pathway

will be produced. As expected, for the 4Å spheres the largest number of successful

reactions occurs when the two active zones are facing each other in the 0 degrees

orientation at 5Å distance with the charges localized on the active zones. However,

for the 8Å spheres, the effect of shielding the active site of the first reaction at the

5Å distance can clearly be seen to hinder the success of the overall reaction (Figure
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1.2(c)). Although this hinders the success of the overall reaction, it is still the most

efficient configuration for passing the substrate sphere from the first to the second

active zone, perhaps because this shielding effect prevents the substrate sphere from

escaping once it has interacted with the active sites (Figure 1.2(b)). In general, the

probability of reaction completion decreases as the active zones are rotated away

from each other and as the distance between the zones increases. The charged zones

have a higher reaction probability at the 0 degree orientation until the separation

between the active zones reaches 25Å, after which the size of the enzyme sphere

seems to be a more important factor in determining reaction success (Figure 1.2(b),

Figure 1.2(c)). For the other active zone orientations, the size of the enzyme sphere

seems to determine the probability of reaction more strongly than does the position

of the charge (Figure 1.3(b), Figure 1.3(c)).
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Figure 1.3: Probabilities of reactions at rotated active zone orientations when active
zones are at 10Å distance. (a) Probability of the first reaction occurring.
The probability is fairly constant as expected. (b) Probability of second re-
action, given that first reaction occurred. As the active zones rotate away
from each other the reaction probability decreases considerably, and the ef-
fect of enzyme sphere size becomes more important. Inset shows active zone
orientations. (c) Probability of second (overall) reaction. The active zones
that face each other demonstrate a more effective pathway. Again, other than
the 0 degree orientation, enzyme size is more important than location of the
charge.
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(b)

Figure 1.3: Continued
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Figure 1.3: Continued

1.5 Discussion

Clearly, the orientation of the active zones and the distance between the zones

as well as the size of the active zone relative to the enzyme sphere are important

in determining the success of a reaction. For enzymes of the same size, the overall

reaction probability is greater when the charge is localized on the active zone, and

this effect is more significant when the two active zones are closer together. Once

the zones have been rotated away from the original 0 degree orientation or separated

by a distance of greater than 25Å, the charge localization has much less impact
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than the size of the enzyme spheres. However, when the active zones are too close

to each other the enzyme spheres can hinder initial access of the substrate to the

active zones. Although this provides a more efficient substrate transfer, it makes the

overall reaction less effective. This behavior could potentially argue for a mechanism

in which the enzymes either move or rotate in order to control the efficiency of

both initial substrate uptake and substrate transfer. These and other more realistic

models will be the subject of future studies.
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CHAPTER 2

Hybrid finite element and Brownian dynamics method for diffusion-controlled
reactions

2.1 Abstract

Diffusion is often the rate determining step in many biological processes.

Currently, the two main computational methods for studying diffusion are stochastic

methods, such as Brownian dynamics, and continuum methods, such as the finite

element method. This paper proposes a new hybrid diffusion method that couples

the strengths of each of these two methods. The method is derived for a general

multidimensional system, and is presented using a basic test case for 1D linear and

radially symmetric diffusion systems.

2.2 Introduction

Diffusion is an important factor is many biological processes, including protein-

substrate reactions, protein-protein interactions,1,2,3 calcium channeling in cardiac

myocytes,4,5, the neuromuscular junction,6,7,8,9 and the myelin sheath gap.10 Cur-

rently, there are two main methods used to study diffusion: stochastic methods,

such as Brownian dynamics,11,12,13,14,15 and continuum methods, such as the finite

element method.16 Each of these methods has its strengths and weaknesses, and can

be more or less beneficial in different simulation situations.

The use of Brownian dynamics in computer simulations has been quite preva-

lent, with many available computational packages.17,18,19,20,21,22 This method has the

benefit of providing trajectories of the diffusing particle as it interacts with a target,

21
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and this method can be especially useful for looking at protein-protein interactions.

However, since the usefulness of this method is based on statistics, many simula-

tions must be run in order to have meaningful results. However, these calculations

can take a significant amount of computational resources, especially when hundreds

of thousands of simulations are required for sufficient statistical sampling. Some

methods use multiple diffusing particles,21,22,23 and some consider only one moving

particle at a time.17,18,19,20

Whereas Brownian dynamics focuses on the movement of particular particles,

the continuum methods can be used to study overall diffusion patterns exhibited by

a collection of particles. One of the most popular continuum methods for biological

systems is the finite element method.7,8,10,24,25,26,27 In this method, the region over

which diffusion occurs is broken up into smaller simplicies, and then the diffusion

equation is solved over each simplex. Combining the results from the simplicies will

result in the overall solution. The calculations for this type of model are relatively

fast, once the initial set up of the system is complete. In addition, the finite element

method works well for arbitrary geometries and the solutions are usually fairly ac-

curate. This method has the benefit of simulating the ensemble behavior of many

diffusing particles, instead of focusing on the motions of just a single particle. On

the other hand, the trajectories of individual particles cannot be observed, which

could be useful for understanding how a diffusing particle will find and interact with

a target. The other major drawback of the finite element method is the need to cre-

ate a grid or mesh of the diffusion domain by breaking it up into simplicies. While

this process can be fairly easy for a simple domain, it is not a trivial task when

dealing with even a single protein at atomic resolution, because of the large num-

ber of small elements needed to resolve the complex shape of the molecular surface,

and this difficulty would be compounded with larger systems such as subcellular
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compartments.

The goal of this paper is to present a new hybrid diffusion model that com-

bines the best of both the Brownian dynamics and finite element methods. This

model places a target particle at the center of the model, surrounded by a Brownian

dynamics model with multiple diffusing particles. The Brownian dynamics region is

itself surrounded by a finite element region. Although only the most basic of cases

are presented here, this model could potentially be useful in combing the best of

both methods, by allowing atomistic detail of the target and the nearby diffusing

particles, while allowing the speed of the finite element method to handle the calcu-

lations for a majority of the region of diffusion. This will also eliminate the problems

of only being able to study one diffusing particle at a time and the need to generate

a quality mesh of the protein target.

This work continues the work of Gorba, Geyer, and Helms,22,28,29 who have

devised an interface between the continuum diffusion equation and Brownian dynam-

ics for both steady-state and non-steady-state systems. Previous work also includes

that of Im, Seefeld, and Roux,30 who have coupled Brownian dynamics with a par-

ticle reservoir described by a grand-canonical ensemble. Like the previous works,

this work presents systems that are mathematically 1D in the continuum domain,

but the algorithm formulation in terms of finite elements can be directly applied to

higher dimensional systems. For formulating the finite element equations, we draw

upon finite element solutions of non-steady-state diffusion equations in biophysical

settings.7,8,25

2.3 Theoretical Background

The goal of this method is to solve the diffusion equation
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∂c

∂t
= −∇ · ( 1

kBT
D · Fc) +∇ · (D · ∇c), (2.1)

where c is the concentration, T is temperature, D is diffusion matrix, and F is force

on particles as function of position.

This equation can be described as a cloud of particles moving according to

the stochastic differential equation given by

dx =
dt

kBT
D · F +

√
2dtD ·w +∇ ·Ddt, (2.2)

where w is a vector of independent Gaussian random variables with a zero mean and

unit variance.

The solution to Eq. 2.1 can also be described by dividing the spatial domain

into simplicies and defining hat functions on each node between the simplicies. A

hat function has a value of 1 at the node and 0 at all other nodes, and varies linearly

across the simplex. Assuming that the force and the diffusivity vary only with

position and not time, and denoting the hat function centered at node i as ui, the

diffusion equation can be multiplied by ui and with the use of Green’s theorem, the

weak formulation is obtained:

∫
V

∂c

∂t
uidx =

∫
V

F ·D · ∇ui · ∇cdx−
∫
V

∇ui ·D · ∇cdx

−
∮
S

F ·D · nuicdS +

∮
S

∇c ·D · nuidS.
(2.3)

Next, it is assumed that concentration can be represented using the hat func-

tions ui:

c(x, t) =
∑
i

ci(t)ui(x) (2.4)
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Eq. 2.3 can then be written as a set of ordinary differential equations with

coefficients ci:

∑
j

dcj
dt

∫
ujuidx =

∑
j

cj

∫
V

F ·D · ∇uiujdx−
∑
j

cj

∫
V

∇ui ·D · ∇ujdx

−
∑
j

cj

∮
S

F ·D · nuiujdx +
∑
j

cj

∮
S

∇uj ·D · nuidx.
(2.5)

The integrals involving the pairs of hat functions can be computed before

the simulation. The results can be expressed analytically if the simplicies are small

enough so that the diffusivity and force can be assumed to be linear across each

simplex, since this involves integration of polynomials over simplicies. Dirichlet,

Neumann, and Robin boundary conditions can be expressed as linear equations in

terms of the coefficients ci. Equation 2.5 in conjunction with the boundary conditions

given above can be expressed in matrix form as

A · dc
dt

= B · c− b, (2.6)

where b is a constant vector that depends on the boundary conditions. Be-

cause each hat function has local support and overlaps only a few neighbors, the

matricies A and B are sparse.

In order to step this equation forward in time, the backward Euler method

can be used:

A · (cn+1 − cn) = 4tB · cn+1 −4tb, (2.7)

where the index n represents progress through time. This equation can be re-written

as:

cn+1 = (A−4tB)−1 · (A · cn −4tb), (2.8)
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which can be used to calculate the diffusion over the finite element region at each

time step in the simulation. The sparsity of the matricies allows rapid solution of

Eq. 2.8.

2.4 Coupling Method

Now that we have the theoretical framework, the goal is to couple the stochas-

tic model, given by Eq. 2.2, and the continuum model, which can be solved using Eq.

2.8. The first case that will be examined is diffusion in a 1D linear system. In order

to couple these methods, the diffusion space must be divided into three regions: the

continuum region (C), the particulate region (P), and a buffer region (B) 2.1. The

continuum region C consists of finite element simplicies. The particulate region P

consists of a region occupied only by discrete particles governed by the stochastic

diffusion equation. The buffer region lies between the continuum and particulate re-

gions and consists of a relatively small number of finite element simplicies, and also

contains particles. The nodes which border only simplicies in region B are denoted

as set B, and the subset of B of nodes that directly border the particulate region is

denoted ∂B.

In order to transfer the particle concentration from the continuum region

to the particulate region, a Dirichlet boundary condition of zero concentration is

imposed on the nodes of ∂B. Before each time step, the concentration of the nodes

in B is set to zero. Then, using a suitable time step ∆t, the continuum domain and

particles are stepped forward in time using Eqs. 2.8 and 2.2, respectively. If the

model describing the particulate region has any features that result in the removal

of particles, such as a reactive region or absorbing boundary, any particles that meet

such criterial for removal are removed at this time.

After the forward time step, some particles may have returned to the con-
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Figure 2.1: Schematic diagram of the continuum, buffer, and particle regions. The nodes
are represented as dots on the line.

tinuum region C. These are reabsorbed into the continuum hat functions, with the

coefficients increased accordingly. Once the particle is reabsorbed, its weight is di-

vided among the N+1 nodes that border the simplex containing the particle in a

manner that best preserves the original location of the particle. Before the simu-

lation starts, the zeroth and first moment for each hat function is computed and

stored:

pi =

∫
ui(x)dx, (2.9)

mi =

∫
xui(x)dx. (2.10)

If N+1 weights wi are added to the N + 1 surrounding hat functions, then

the first moment induced by the weights is given by:

m =

∑N−1
i=1 wimi∑N−1

i=1 pi
. (2.11)
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Using the rule that the moment in Eq. 2.11 ref be equal to the position of

the particle,

x = m (2.12)

provides N equations. One more equation is needed to determine N + 1 weights;

this is provided by the condition that the weights sum to 1:

N+1∑
i=1

wi = 1. (2.13)

Equations 2.12 and 2.13 are solved to obtain weights, the coefficient at each

node is augmented by its corresponding weight, and the particle is removed.

Once the continuum and the particles have been stepped forward, the coef-

ficients at the nodes of B − ∂B are no longer zero. Each hat function, weighted by

its coefficient, is converted into zero or more particles. To do this, the number of

particles generated by the hat function is computed by

nf = αcipi. (2.14)

The factorα allows one to create ”particles” that represent fractional amounts

of material. Using a large factor and this a large number of particles can be useful for

reducing the amount of noise introduced by using the stochastic simulation. From

a physical viewpoint, this is acceptable because the particles do not interact with

each other in this model. In a more physically realistic system in which each particle

corresponds to a physical particle, this parameter must be consistent with the units

for ci. If the concentration is expressed in terms of number of particles per unit

volume, then α is 1.

The particle creation step generally results in a non-integer number, but this

number is then ”stochastically rounded” to avoid fractional particles. The number
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nf is rounded by computing the fractional part f , and rounding up with probability f

or rounding down otherwise. Any particles that are generated must then be placed

in the system. This is done by treating the normalized hat functions ui/pi as a

probability distribution function and sampling it, usually by using the rejection

method. The node coefficients are then set to zero.

One possible source of error could occur during the stepping forward of the

continuum equations and the absorption of material at the boundary defined by ∂B.

This causes a net loss of material from the system and violates the conservation of

matter. Therefore, this must be minimized by constructing the buffer region to have

several layers of simplicies between the particulate and continuum regions. Since

the node coefficients ci are zero at the start of the time step, using a time step that

is small compared to the time scale of diffusion across the smallest simplex ensures

that the loss of material is negligible. This is demonstrated in the Appendix by a

simple model.

2.5 1D Linear Example Problem

For the example problem solved by the hybrid method, a 1D linear domain

was considered, with x ranging from 0 to 1. At x = 0, the concentration was

fixed to be 1. The other side of the domain acts as an absorbing boundary; the

concentration at x = 1 was fixed at 0. The initial conditions had a concentration of

0 throughout the domain, with diffusivity constant D = 1. The continuum region

C occupied the interval [0, 9
20

], and was subdivided into 9 elements, each of length

1
20

. The particulate region P is occupied the interval [ 9
20
, 1]. The buffer region B is

comprised three elements, each of length 1
20

. For this simulation, the time step size

was 0.000625, and the factor α was 1000. The time step size was calculated using

the equation
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∆t =
h2

4D
(2.15)

where h is the width of each element (in this case 1
20

). Basing the time step size

on the element width size ensures that the concentration from the continuum region

will not advance too quickly and be absorbed into the buffer region at dB.

For the particles, the time step size was reduced when they were near the

absorbing boundary. Each time step, obtained from Eq. 2.15, was subdivided into

intervals less than or equal to a time step from

∆tsub =
x2

4D
, (2.16)

where x is the distance from the boundary. The particles that were close enough so

that ∆tsub was less than ∆t were individually stepped forward using the smaller time

step. This helped resolve the absorbing boundary more precisely and led to more

accurate fluxes. It must be noted that in physically realistic systems, the use of

very small time steps violates he assumption behind the derivation of the Brownian

dynamics equation (Eq. 2.2) from molecular systems with inertia,11 and using such

small time steps could be controversial. In the models under consideration here,

though, these small steps are used merely to solve a model mathematical problem.

The analytical series solution to this problem can be shown to be31

N = t− 2
∞∑
k=1

(−1)k

π2k2

[
exp

(
−π2k2t

)
− 1
]
, (2.17)

whereN is accumulated flux.

Figure 2.2 shows good agreement between the calculated flux and series so-

lution.
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Figure 2.2: Plot of accumulated flux vs. time. The dashed line is the analytical solution
and the data points represent the computational calculations.

2.6 1D Radial Hybrid Method

The method of the radial hybrid calculations is entirely similar to that for the

1D linear system, but the concerning equations are different. Thus, the calculations

are reformatted below.

The radial diffusion equation to be solved is given by

∂c

∂t
=

(
D

r2

)
∂

∂r

(
r2 ∂c

∂r

)
. (2.18)

For the sample problem being solved, the boundary conditions are given by

c (r1, t) = 0, (2.19)
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c (r2, t) = cb,

where r1 is the inner absorbing boundary, r2 is the outer boundary of the system,

and cb is the value of the fixed concentration at the outer boundary. As above, the

entire problem is divided into a finite element, buffer, and particle regions, as shown

in Figure 2.3.

Figure 2.3: Schematic diagram of the 1-D finite element and particle hybrid model. The
innermost region is a sphere with absorbing boundary conditions. The parti-
cle region, the buffer region, and the continuum region surround the sphere.
This diagram also displays a depiction of the hat functions used to calculate
diffusion in the particle region.

For the particle region, the particles are simulated in three dimensions using

Eq. 2.2.

The finite element region is solved in a similar manner to the 1D solution, as

shown in Sec. 2.3 of the paper, using the Galerkin method:
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∫ r2

r1

∂c

∂t
r2dr =

∫ r2

r1

D

(
∂2c

∂r2
+

2

r

∂c

∂r

)
r2dr. (2.20)

Through the use of the chain rule and integration by parts, and once again

using ui to represent the hat functions, it can be shown that this simplifies to

∫ r2

r1

ui
∂c

∂r
r2dr = −D

∫ r2

r1

∂ui
∂r

∂c

∂r
r2dr. (2.21)

Representing the concentration using hat functions

c (x, t) =
∑
j

cj (t)uj (x) . (2.22)

Eq. 2.21 can now be written as

∑
j

dcj
dt

∫ r2

r1

uiujr
2dr = −D

∑
j

cj

∫ r2

r1

u′iu
′
jr

2dr, (2.23)

where

(ui, uj) =

∫ r2

r1

uiujr
2dr, (2.24)

(
u′i, u

′
j

)
=

∫ r2

r1

u′iu
′
jr

2dr.

Thus Eq. 2.23 can be written as

∑
j

dcj
dt

(ui, uj) = −D
∑
j

cj
(
u′i, u

′
j

)
. (2.25)

This can be written in matrix form as given in Eq. 2.7. Once the integrals

given in Eq. 2.24 have been solved analytically, this calculation proceeds exactly as

demonstrated in the 1D linear case.
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2.6.1 Results

The sample problem for this case was solved over a 1D spherically symmetric

domain where r1 = 1 and r2 = 10. At r2, the concentration was fixed to be 1

and at the absorbing boundary r1 the concentration is fixed at 0. Once again the

initial conditions have a concentration of 0 throughout the domain, with diffusivity

constant D = 1.

In this case, the nodes are spherical surfaces, and the finite elements are

spherical shells with a hat profile. The continuum region C is subdivided into 39

elements with 0.18 length units between each node. In this case the buffer region B

is comprised three nodes. The time step was calculated using Equation 2.15 above,

and the factor α was set to 10. The analytical solution for the flux across the the

boundary at time t is given by31

N = Jss

[
t+

2

π2

(r2 − r1)2

D

∞∑
n=1

(−1)n

n2

(
1− exp

(
−
(

πn

r2 − r1

)2

Dt

))]
, (2.26)

where Jss is the steady-state flux:

Jss =
4πcbDr1r2

r2 − r1

. (2.27)

Figure 2.4 shows good agreement between the analytical solution and calcu-

lated accumulated flux.

2.7 1D Spherical Example with Unevenly Spaced Symmetric Elements

With the goal of eventually using this method to study more complicated

realistic systems, the spherical simulation was altered to allow for a non-uniform

grid of the diffusion domain. For this sample problem, the diffusion domain was

much larger, with r1 = 1 and r2 = 100. In this case the initial conditions set the
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Figure 2.4: Plot of accumulated flux vs. time for the first spherically symmetric case.
The dashed line is the analytical solution and the data points represent the
computational calculations.

initial concentration at c = 1 throughout the diffusion domain. The node positions

were assigned according to the positions described in Figure 2.5 in which the nodes

are numbered starting at 1 with the closest one to the absorbing sphere.

In this case there were three elements in the buffer region, B. The elements

were generated by starting with the interval (1, 100), and assigning values to the

endpoints from the known steady-state solution c = 1− r1/r. A linear interpolation

was constructed on the interval, and if the maximum relative difference between

the interpolation and the steady-state solution was greater than 0.01, the interval

was divided in half, with a value from the steady-state solution assigned to the new

point. The new intervals were recursively divided in the same manner until no more
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Figure 2.5: Graph showing node positions for unevenly spaced nodes.

divisions occurred. This procedure assigns smaller finite elements to regions where

the concentration is expected to vary more strongly across distance. Three of the

intervals, encompassing the distance about 1.8-2 length units from the center of the

sphere, were designated as the buffer region, and the intervals closer to the sphere

than the buffer region were removed from consideration. The time step size from

Eq. 2.15 was based on the most narrow finite element, and the factor α was set to

100.

This case approximatly solves the unsteady-state Smoluchowski problem, in

which a reactive sphere is placed in an infinite, uniform sea of diffusing substrate

points. Because the outer boundary is very far compared to the sphere radius, the

solution obtained should be very similar to that with a boundary at infinity.
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The analytical solution for this case is31

N = 4πr1Dcb

[
t+ 2r1

√
t

πD

]
. (2.28)

The results for the flux calculations can be seen in Figure 2.6.
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Figure 2.6: Plot of flux vs. time for the case of unevenly spaced nodes. The dashed line
show the analytical solution and the data points represent results from the
calculation.

2.8 Discussion and Conclusion

As demonstrated by the examples above, the results from this method closely

match the analytical solutions of the time course of consumed material. Although

the flux has temporal fluctuations due to the discrete particles, the fluctuations
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are smoothed out by the integration of the flux. The method’s limitations include

the approximation and limitations inherent in both finite element and Brownian

dynamics methods. The only additional approximation introduced is the small loss

of material at one of the interfaces between the continuum and particulate regions,

and this approximation can be controlled as described in the Appendix. Even though

this method can be used as a multiscale method, with finite elements describing

the courser domains and Brownian dynamics describing the finer domains, namely,

the motion of the individual particles and the finite elements in the buffer region.

Additional methodology development using stiff time integrators32 might allow this

limitation to be overcome.

Finally, further development will be needed to study high concentrations of

interacting particles. Currently, one can include interparticle interactions in both

finite element computations10,26 and Brownian dynamics simulations, as long as they

are not run together as in the proposed method. One can also include external forces

on the particles, as seen in the equations above. The missing link is a method to

compute interparticle interactions between the particulate and continuum regions;

this will be the subject of future work.

Although the examples provided in this paper are quite basic, this method-

ology will be further implemented to study much more complex systems. One goal

is to use receptor crystal structures with specified active sites at the center of the

diffusive system, surrounded by a small stochastic region which is then surrounded

by a much larger continuum region on the cellular level. The diffusion domain can

have arbitrary complexity in its geometry and boundary conditions; it is not lim-

ited to spherically symmetric geometries such as those used in current Brownian

dynamics software packages for determining reaction rates.17,18,19,20 One system of

great interest if that of calcium ion diffusion in the cardiac myocyte,4,5,33 the dif-
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fusion domain can be constructed from light and electron microscopy data,33 while

the calcium transporters and receptors can include in atomic detail for Brownian

dynamics.34 Other systems of interest include diffusion of acetylcholine in the neuro-

muscular junction6,7,8,9 and the diffusion of sodium and potassium ions in the node

of Ranvier.10 Because such systems have multiple length and time scales, hybrid

methods that can combine different algorithms and take advantage of their respec-

tive strengths will be useful for predicting and studying physiologically significant

rates, fluxes, and currents.

2.9 Appendix: Demonstration of Negligible Loss of Material

In order to demonstrate that a negligible amount of material is lost in this

method, we set up a 1D interval of L units wide, with concentration c held at c0

at the left side (x = 0) and zero at the right side x = L. Since our examples have

used buffer regions that are three elements wide, we assume three intervals, each

L/3 units wide. Using Eq. 2.15 gives a time step of ∆t = L2/(36D), where D is

the constant diffusivity. Using separation of variables gives the concentration as a

function of position and time:31

c(x, t) =
c0(L− x)

L
− 2c0

L

∞∑
n−1

1

n
exp(−π

2n2

L2
Dt) sin(

πnx

L
). (2.29)

We compute the amount of matter lost at the right boundary between zero time and

the time step value relative to the amount of matter that remains in the interval

after the time step.

f =
−
∫ ∆t

0
D ∂c

∂x
|x=Ldt∫ L

0
c(x,∆t)dx

. (2.30)

Applying this to the expression for the concentration and plugging in the

value for ∆t give the fraction 1.2 × 10−5. Thus, this approximation is controllable
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by having a sufficiently wide buffer region.

The question then arises: why not eliminate the loss altogether by using a

no-flux boundary condition between the buffer and particulate regions? With our

present geometry, this would probably cause only a very small distortion in the av-

erage position of the material. However, of the boundary effect were to become

significant, for example, because of large forces of long-running equilibrium simu-

lations, it would be necessary to devise a method for converting absorbed material

into particles at the boundary. It is not as clear how one would handle a no-flux

condition. This is our justification for currently using an absorbing boundary rather

than a no-flux boundary condition.
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CHAPTER 3

Computer aided drug discovery studies on dihydropteroate synthase

3.1 Abstract

Dihydropteroate synthase (DHPS) has long been of interest as a drug target

due to its key role in the folate production pathway. However, many strains of infec-

tious bacteria have become resistant to current treatments, and new inhibitors must

be developed. Computational methods have been proven effective in streamlining

the search for new drug compounds. This study makes use of molecular dynamics,

virtual screening, and visualization tools to search for new potential inhibitors for

the DHPS enzyme. The molecular dynamics simulations provided a range of con-

formations to be used in the virtual screening, as well as providing a visualization

of how the DHPS motions may aid in its catalytic functions. In the end, the top

230 scoring compounds from two different databases of compounds are presented for

further studies.

3.2 Introduction

DHPS is one of the key enzymes in folate synthesis in bacteria. It catalyzes the

reaction between p-aminobenzoic acid (pABA) and 7,8-dihydro-6-hydroxymethyl-

pterin pyrophosphate (DHPt-PP) to form 7,8-dihydropteroate and pyrophosphate.1,2

In mammals, folate is obtained through food and transported to cells via membrane-

associated folate transport proteins. In plants and most microorganisms, including

many infectious bacteria and some fungi, folate must be synthesized de novo. As

folate aids in DNA and RNA production in bacteria, it is essential for survival,

44
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and disrupting this pathway could be an excellent way to target infectious bacteria

without interrupting functions in the host organism. Since DHPS is one of the key

enzymes in the folate production pathway, it is considered an excellent potential drug

target, and finding an inhibitor could aid in fighting many diseases including malaria,

tuberculosis, and staph infections.3 One of the main reasons that DHPS is considered

to be one of the best targets in the folate production pathway is because it has already

been shown that inhibiting this enzyme is effective for bacterial death. DHPS has

long been a target of the sulfonamide class of antibacterials (often called sulfa drugs),

which are structural analogs of pABA and act as competitive inhibitors.4 Sulfa drugs

work by creating dead end sulfa-pterin products that halt the final step in the folate

production pathway (Figure 3.1).

(a)

Figure 3.1: DHPS reaction mechanism and current inhibitors. (a) The top figure shows
the ligands and products catalyzed by the DHPS enzyme. (b) The bottom
figure shows a few examples of sulfa drug inhibitors.
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(b)

Figure 3.1: Continued

Unfortunately, new strains of bacteria are showing increasing resistance to the

currently used sulfa drugs, and this combined with toxic side effects in patients has

lead to a decrease in potency and use.5,6,7,8 There have been other recent studies that

attempt to find alternatives to the currently available sulfa drugs by searching for

compounds that will act in the same manner as competitive inhibitors to pABA.9

In this study, however, the focus is on searching for potential competitive inhibitors

for the other substrate, DHPt-PP. Although the only known inhibitors for DHPS

work by binding in the pABA active site, the DHPt-PP active site is more highly
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conserved across species, so looking for a competitor of DHPt-PP could be more

effective in a wider variety of diseases.10 In addition, studies indicate that the order

of substrate binding in DHPS is DHPt-PP followed by pABA, so the hope is that if a

suitable inhibitor could be found, it could potentially block both the DHPt-PP and

pABA from binding and prevent any catalytic reaction from taking place at all.11

This study will employ the use of computer-aided drug discovery techniques

to simulate and examine the motions of the DHPS binding pocket and search for

potential inhibitors. Though there are many structures of DHPS available in the

RCSB Protein Data Bank, this study will specifically look at DHPS from Staphy-

lococcus aureus. One of the main reasons to look at this target specifically is that

methicillin-resistant Staphylococcus aureus (MRSA) is becoming increasingly preva-

lent in hospitals with fewer effective antibiotics.12 In addition, the S. aureus DHPS

crystal structure has been determined in both apo and holo forms, with the holo

form containing a 6-hydroxymethylpterin-diphosphate ligand (DHP) bound in the

active site of interest. The presence of this DHP ligand, which is coordinated to the

enzymes manganese metal ion, will allow for a more accurate look at the dynamics

of the active site in the presence of a ligand, which will be useful in searching for

other potential ligands to act as inhibitors.

3.3 Molecular Dynamics Simulations

The goals of this project are to use molecular dynamics simulations to sample

the conformation space of the DHPS drug target. From there, additional computa-

tional tools will be used to examine the active site and to search for potential drug

compounds.

The first step of this process is to have a complete model of the protein

that can be used for the molecular dynamics simulations. Molecular dynamics is
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a method for studying the motions of a system by calculating the forces on all of

the atoms within that system and simulating the resulting movements. In the case

of S. aureus DHPS enzymes, there were two crystal structures available from the

PDB. Both were crystallized as homo-dimers, but both were missing sections of

their structure. The apo structure (PDBID: 1AD1) had a complete A chain, but

was missing residues 15-24 and 50-55 on the B chain. The holo structure (PDBID:

1AD4) was missing residues 13-24 on the A chain, as well as residues 14-24 and

50-56 on chain B. DHPS is part of the TIM-barrel group of proteins with an (β/α)8-

folding topology that contains a β-barrel active site.1,13 The missing segments in

the crystal structure are located on the loop regions at the top of the β-barrel. It is

thought that these regions are extremely flexible, especially A chain residues 13-24,

which are part of the proposed pABA binding site.14 Although the apo structure

is more complete, the presence of the ligand and manganese metal ions in the holo

structure makes it more useful for examining the dynamics of the active site. The

missing segments were modeled in by hand by copying the complete segments from

the apo structure into the holo structure. VMD (Visual Molecular Dynamics) and

Avogadro software programs were used to create a reasonable starting structure for

the molecular dynamics simulations.15

Once the necessary changes were made to complete the structure, the ligand

was parameterized and the protein was solvated. The entire system consisted of

83908 atoms. After a 5ns equilibration, the molecular dynamics of the system were

run using AMBER to produce a 100ns trajectory. The system was run at a tem-

perature of 300K using a 2ps timestep. The RMSD plot of the data (Figure 3.2) is

fairly stable and indicated that the modeled loop sections did not cause distortions

to the overall structure.
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Figure 3.2: All-atom RMSD plot from molecular dynamics trajectory. The RMSD data
shows that the overall structure is quite stable.

3.4 Relaxed Complex Scheme Docking

The Relaxed Complex Scheme is a method of searching for potential drug

compounds.16 It uses snapshots from the molecular dynamics simulations for dock-

ing studies so that multiple conformations can be tested. In order to find these

representative structures, the structures from each frame of the molecular dynamics

trajectory are clustered into representative groups. Ideally, the clustering should

provide enough groupings that structures can be sufficiently differentiated, but not

so many that structural similarities are ignored. Additionally, the clusters chosen
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for study should be representative of a majority of the conformation space so that

prevalent structures are not ignored during the docking. Cluster cutoff values above

0.20 nm produced only one cluster, and cutoff values below 0.08 nm produced hun-

dreds of clusters (Figure 3.3(a)). Cutoff values of 0.09-0.16 nm were examined to

find optimum balance between number of clusters and sufficient representation of

conformation space. It was decided that at least 90% of the simulation trajectory

should be located within the seven most populated clusters, in order to provide suf-

ficient sample space but a reasonable number of structures to be used for docking

(Figure 3.3(b)).
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(a)

Figure 3.3: Generating the clusters. (a, top) This graph shows the number of clusters at
each cutoff value. All of the values above 0.20 produced only one cluster, and
so were not used for further analysis. (b, bottom) This shows the percent of
the simulation contained within the seven most populated clusters at each
cutoff value. We wanted something at or above 90%, so the possible cluster
cutoff range is 0.09-0.16. After looking at the number of clusters produced
by each cutoff value, it was decided that 0.09 would provide the best balance
between representing a large section of the sample space and providing a suf-
ficiently diverse set of structures that can be subject to docking calculations
in a reasonable amount of time.
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(b)

Figure 3.3: Continued

It was decided to use 0.09 nm as a cluster cutoff value. This produced a

set of 32 clusters, with sufficiently different representative structures. The seven

most populated structures were used as targets for docking studies. The docking

studies were performed using the Schrodinger Maestro software package. The NCI

Diversity Set III was used as test compounds and was docked in each of the seven

representative structures. As the NCI Diversity Set III is a relatively small compound

library, docking results for all compounds within the data set were obtained. In order

to obtain a more manageable number of compounds for testing, a cutoff value based
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on docking score was used. Compounds were then ranked based on docking score

and duplicate compounds were removed from the test pool, which resulted in 65

unique compounds from the NCI Diversity Set III. (See Appendix 1 for compound

structures).

3.5 POVME

Further examination of active site conformations was done by utilizing the

POVME (POcket Volume MEasurer) software.17 POVME is a useful tool for visual-

izing the changes in pocket size during a molecular dynamics simulation. The user

defines a volume of grid points in a region of interest (in this case, the active site of

the DHPS). The POVME software deletes grid points that are too close to protein

atoms, and also removes discontiguous points. The remaining points are used to

calculate the volume of the protein pocket, and can also be used to easily visualize

the shape of the pocket. This can be done for each frame in the molecular dynamics

trajectory, which provides easy visualization of the changes in the shape of the active

site as the trajectory progresses.

Throughout the trajectory the modeled flexible loop region (chain A residues

13-24) shows a lot of movement, and opening and closing motions of a possible pocket

in the proposed pABA binding region can be seen (Figure 3.4).
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(a)

Figure 3.4: Flexible loop motions of pABA active site. (a) The top image shows the
structure of the protein early in the simulation (step 3000). The flexible loop
region (shown in red) is open and shows clear access to the DHPt-PP active
site. The manganese metal ion is visible (light pink sphere) but the ligand
has been hidden in these images for visual clarity. (b) The middle image is
taken from the middle of the trajectory (step 6000). In this image the flexible
loop region has folded itself over the opening to the active site. There is still
a small pocket visible that could be the binding site for pABA. (c) By the
end of the trajectory (step 8000), the flexible loop region has re-opened with
full access to the DHPt-PP active site once again.



55

(b)

Figure 3.4: Continued
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(c)

Figure 3.4: Continued

This motion has been proposed by previous studies and the movement of this

loop may provide a hint at how the DHPS enzyme functions to bring the pABA

substrate in contact with the DHPt-PP and keep it in position during the catalytic

reaction.14 The DHPt-PP binding pocket remains fairly consistent in size throughout

most of the trajectory, but during the middle of the simulation, it can be seen that
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the DHPt-PP pocket widens and deepens (Figure 3.5).

(a)

Figure 3.5: Change of active site shape. (a) The top image shows the DHPS protein
(blue) with the active site filled by the grid points used by POVME to es-
timate pocket volume (teal). (b) The bottom image shows that the binding
pocket widens and deepens during the middle of the trajectory.
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(b)

Figure 3.5: Continued

This pocket opening occurs after the loop closing motion, so it is possible that

these motions are correlated in the mechanism of this enzyme. The deepening of the

DHPt-PP pocket is a fairly rare occurrence during the simulation, and none of these

structures were located in the most populated clusters that were originally chosen

for the docking studies. However, as these open conformations may be important for

catalysis, they could provide additional results from docking studies that could be
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relevant for further testing.18 To choose additional structures, the POVME output

was sorted by calculated pocket size, and the five largest pockets were chosen for use

in further docking studies. With these new structures, an additional 44 structures

from the NCI Diversity Set III were found that had not docked favorably in the

originally chosen cluster structures. It is interesting to note that when all of the

POVME and cluster docking results are combined and ranked by docking score,

of the top 109 unique compounds (those found by using the cluster structures and

POVME separately), only 29 of them are from the cluster structures. Thus it seems

that the POVME structures provided a more favorable docking environment (most

likely due to their more-open shape) than many of the cluster structures.

3.6 ZINC Database Docking

After the initial NCI Diversity Set III docking studies, the larger ZINC

database was used to search for additional compounds. Because the ZINC database

is much larger, the number of compounds was reduced at each phase of the docking

process in order to complete the computations in a reasonable amount of time. This

produced more unique results for each structure, as opposed to the NCI Diversity Set

III, where most of the top scoring results were repeated for each tested structure.

At the end of the docking, all of the ZINC results reported by the software were

above the docking score cut-off used for the NCI Diversity Set III. The results from

the cluster and POVME structures were combined and ranked by docking score. It

was decided that the top 109 compounds would be reported (to be comparable in

number to the amount of compounds chosen from the Diversity Set III) (See Ap-

pendix 2). Only 17 of these top scoring compounds came from docking results based

on the cluster structures, with the majority coming from POVME structure docking

results.
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3.7 Conclusion

DHPS is a desirable drug target in the folate production pathway. Mutations

have made current strains resistant to a majority of the treatments available cur-

rently. Due to the fact that the DHPt-PP binding site is highly conserved across

species, finding a suitable inhibitor could be incredibly beneficial for treating a wide

range of diseases. This study made use of a variety of computational tools and tech-

niques to search for potential drug compounds that will act as competitive inhibitors

in the DHPt-PP active site. Molecular dynamics was used to generate a trajectory of

the DHPS enzyme with analog ligand DHP bound in the DHPt-PP active site. Using

the Relaxed Complex Scheme to test several conformations in docking studies pro-

vided a set of testable compounds for further study. Utilizing the visualization tools

of POVME, a widening and deepening of the DHPt-PP active site was seen during

the middle of the molecular dynamics trajectory. It was also possible to see how the

movement of the flexible loop region could act to bring the pABA substrate to the

DHPt-PP substrate for catalysis. Based on the POVME results, structures of inter-

est were chosen for further docking studies and additional compounds were chosen

for future testing. The results from the docking studies using the POVME structures

indicate that using additional tools to study the molecular dynamics trajectory and

choose structures of interest can be helpful in producing additional docking results

that would have been missed had only the more traditional cluster-based methods

been used. Further studies will be needed to test the selected compounds and see

if any of them have the potential to act as competitive inhibitors and develop those

compounds into possible drug candidates. Further computational work should be

done to compare the dynamics of the apo DHPS enzyme to the holo DHPS enzyme

to see if the dynamics of the DHPt-PP active site or if the dynamics of the flexible

loop pABA binding site change without a ligand present.
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3.9 Appendix 1

Table 3.1: Compound structures chosen from the NCI Diversity Set III based on cluster
docking structures.
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Table 3.1: Continued
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Table 3.1: Continued
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Table 3.1: Continued
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Table 3.1: Continued
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Table 3.1: Continued

O

O

O–

title: 215276
docking score: -10.789
QPlogPo/w: 2.013
QPlogKhsa: -0.403
RuleOfFive: 0

N

O

O–

OH

title: 23895
docking score: -10.7
QPlogPo/w: 2.474
QPlogKhsa: -0.095
RuleOfFive: 0

N
H

O

S

O

NH2

O O–

title: 13345
docking score: -10.651
QPlogPo/w: 0.561
QPlogKhsa: -0.72
RuleOfFive: 0

S

N

N
H

O

O

O–

title: 80807
docking score: -10.343
QPlogPo/w: 0.277
QPlogKhsa: -0.95
RuleOfFive: 0

O

O–

O

N
H

O

O

title: 50650
docking score: -10.267
QPlogPo/w: 4.206
QPlogKhsa: 0.541
RuleOfFive: 0



68

Table 3.2: Additional compound structures from the NCI Diversity Set III chosen based
on docking results with the POVME structures.
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RuleOfFive: None

O

O–

O

O

O

OH

title: 16722
docking score: -10.759
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N N

N

O–

N
H

O

title: 57890
docking score: -10.74
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

FS

N
H

O

N
H

O

O–

title: 142277
docking score: -10.73
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

ON
H

F

O

NH

OO–

title: 31712
docking score: -10.722
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

N

O

O

O

O

OH

O O–

NH2

NH

O

title: 45383
docking score: -10.721
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.2: Continued

O
OO–

N
H

N+
O–

O

title: 408860
docking score: -10.631
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N+
H2

O

O–

title: 62840
docking score: -10.611
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

OO–
O

NH

title: 144958
docking score: -10.596
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

Br

O

O–

title: 151252
docking score: -10.581
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

S

O O–

title: 525721
docking score: -10.563
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

N

OO–
Cl

Cl

title: 53874
docking score: -10.549
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

Br

N

O

O–

title: 9461
docking score: -10.524
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

OH

O

O

O

NH

O–

title: 357683
docking score: -10.513
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O
O

N
H

O–

title: 68841
docking score: -10.476
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N
H

N

O–

NH

title: 163144
docking score: -10.46
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O O

O–

N

title: 191441
docking score: -10.408
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N
H

O

O

O–

title: 30930
docking score: -10.361
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.2: Continued

S

N

N

S

N

O–

O

N
H

title: 110300
docking score: -10.331
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

N

N O–

title: 23248
docking score: -10.288
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O–
OH

OH

title: 16631
docking score: -10.269
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N+
O– O

N
H

O

O

O–

title: 41066
docking score: -10.224
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

F

O

N

O–

title: 112965
docking score: -10.219
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

N

O–

O O

N
H

N+
O–

O

title: 211356
docking score: -10.14
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O
O S

O
OO

N

O–

title: 126837
docking score: -10.106
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

N

O–

NH

title: 13213
docking score: -10.098
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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3.10 Appendix 2

Table 3.3: Compound structures chosen from the ZINC docking library.

O
O

N
H

N+
O O–

N+

O

O–

O–

O–

title: ZINC 08627245
docking score: -14.212
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

S

OOH

OH

OH

OH

O–

title: ZINC 03954014
docking score: -14.069
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N+

O

O–

O

O–

NN

S

N+

O

O–
O

title: ZINC 05315348
docking score: -13.844
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

N
H

S

O
O

NH

O

O

O–

O–

title: ZINC 01705179
docking score: -13.632
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O N
H

O

N O

O P O

O

P

O

OH
OH

F O–

O– O–

title: ZINC 17004707
docking score: -13.548
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

OH
N+
H2

O–

O–

title: ZINC 01626889
docking score: -13.545
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O–

O–

title: ZINC 01615121
docking score: -13.542
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

S O
O

P
O

OH
OHO

NH2 O–

O–

title: ZINC 16939760
docking score: -13.54
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

O N

O

OPO

OH
OH

NH2

O–

O–

title: ZINC 03954230
docking score: -13.523
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O

O–

O–

title: ZINC 01734085
docking score: -13.451
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O N
H

O

N
N

O

O P O

O

P

O

OH
OH

O–

O– O–

title: ZINC 16991540
docking score: -13.389
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

N
H

P
O

NH

O

O

O–
O–

title: ZINC 01585252
docking score: -13.385
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.3: Continued

O

O

O–

O–

title: ZINC 01577308
docking score: -13.378
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N
H

OO

N
H

N
H

O–

N

NN

S

title: ZINC 01628506
docking score: -13.375
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

NH

N

NH

O

NH2+

N+H2

O–

title: ZINC 08579847
docking score: -13.37
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O
O

O–

O–

title: ZINC 01641611
docking score: -13.29
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N
H

O

N
H

O

O

NH

O–

title: ZINC 01610321
docking score: -13.289
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

O

O

O

NH2
O–

title: ZINC 13282956
docking score: -13.221
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

S

S

O

O

O–O–

title: ZINC 01593046
docking score: -13.2
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N
H

O

O

O–

title: ZINC 01682608
docking score: -13.166
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O

O

O–

O–

title: ZINC 01618671
docking score: -13.151
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O

N
H

O–

NH3+

title: ZINC 01705197
docking score: -13.097
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

ON
H

O

N
H

N
H

NH2

O

NH2+

O–

title: ZINC 02516109
docking score: -13.072
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

O

NH

O

O

O

N
H

N
H

NH2

O

NH2+

O–

title: ZINC 05845654
docking score: -13.063
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.3: Continued

NH O

O

O–

O–

N

title: ZINC 00189552
docking score: -13.05
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

NN

SN

O–
N
H

N
H

OO

N
H

Cl

title: ZINC 01628507
docking score: -13.046
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

N
H

N
H

O

O

O–

O–

title: ZINC 01570969
docking score: -13.005
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

P
S

O

O

SH

O–
O–

title: ZINC 01623800
docking score: -12.959
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O

O

O

O

O–

O–

title: ZINC 04978944
docking score: -12.87
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N
H

O
O

N
H

OH

O
O–

title: ZINC 01610320
docking score: -12.864
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

ON
H

O

O

O–

O–

title: ZINC 01764662
docking score: -12.856
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O S

N

N

O–

O–

O

Cl

title: ZINC 05503279
docking score: -12.838
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

N
H

O

NH2

O
O–

O–

title: ZINC 01655440
docking score: -12.825
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N
N
H

NH2

O

OH

N+H2
O–

title: ZINC 01698576
docking score: -12.817
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

OH
NH+

O–

O–

title: ZINC 01626890
docking score: -12.814
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

O

N
H

O

O

O

O

O–

O–

title: ZINC 05599799
docking score: -12.805
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.3: Continued

O

OHO

O–
O–

title: ZINC 00895074
docking score: -12.782
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N N

N

N S

NH2+

NH

NH

O
O

O–

title: ZINC 16958136
docking score: -12.747
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

OO

O

O

O O
O–

O–

title: ZINC 01592488
docking score: -12.71
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

N
H

N
H

NH2

O

NH2+

O–

title: ZINC 01540612
docking score: -12.71
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

O–

O

N

S N
H

Cl

O

title: ZINC 05315859
docking score: -12.708
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O

O
O

O–

O–

title: ZINC 02046072
docking score: -12.687
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O–

O–

title: ZINC 01682368
docking score: -12.681
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

S

O

O

N
H

N
H

O
O–

title: ZINC 06529645
docking score: -12.677
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

O N
H

O

O

OPO

OHO–

O–

title: ZINC 06523446
docking score: -12.669
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O
O

O

O

O–

O–

title: ZINC 02046075
docking score: -12.661
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

NH

S

O
O

O

O

O–

O–

title: ZINC 01760558
docking score: -12.607
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N O

O–
O N

O–

title: ZINC 05051990
docking score: -12.6
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.3: Continued

N

O

N

O

OH

O

P

O

OH
NH2

O–

O–

title: ZINC 16941352
docking score: -12.598
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

OH

OH

O–

title: ZINC 00388044
docking score: -12.559
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

O

NH

NN

O

O
P

O OH

OH

NH2

O–

O–

title: ZINC 12501415
docking score: -12.555
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O
N
H

N
H

O

O
O–

title: ZINC 01580371
docking score: -12.553
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

Cl

O

O

O–

O–

title: ZINC 01600982
docking score: -12.552
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

OO

O–

O–

title: ZINC 01734078
docking score: -12.522
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

NN

N

O

O
P

O OH

NH2

O–

O–

title: ZINC 13538982
docking score: -12.52
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O
O

O–

O–

title: ZINC 00291740
docking score: -12.517
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O

O

O

O–

O–

title: ZINC 01594178
docking score: -12.498
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O
O

O–

O–

title: ZINC 03954164
docking score: -12.497
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

P OO

ON

N O

OH
OH

O–

NH2

title: ZINC 17027397
docking score: -12.496
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O–

O–

title: ZINC 01706044
docking score: -12.48
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.3: Continued

N

O

N

O

O
O

P
O

OH OH

NH2

O–

O–

title: ZINC 16953048
docking score: -12.454
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

S
S

O–

N+H3

title: ZINC 01579484
docking score: -12.449
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O

O–

O–

title: ZINC 01695060
docking score: -12.449
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O N
H

O
O

O–

O–

title: ZINC 00262217
docking score: -12.448
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

NH
N

N

O

O
P

O OH

OH

S

O–

O–

title: ZINC 16990100
docking score: -12.435
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

NH2

N
H

O

N
H

O

N
H

O

N+H2

O–

title: ZINC 05707434
docking score: -12.424
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

S

O

O

O–

O–

title: ZINC 01701425
docking score: -12.406
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O
O–N

N

NN

N

N
O–

NH

Cl

title: ZINC 05399696
docking score: -12.4
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O N
H

OH

O

O–

title: ZINC 01599667
docking score: -12.394
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

NH

O

O

O

O

O O

O–

title: ZINC 04621907
docking score: -12.366
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

N

O–

O

O–
NH

S
N
H

title: ZINC 01629832
docking score: -12.354
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O O

OH

O–

O–

title: ZINC 01531867
docking score: -12.353
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.3: Continued

N

N+H

NH2 NH2

S

O
O

Cl

O–

title: ZINC 06244515
docking score: -12.347
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O
O

O–

O–

title: ZINC 01718236
docking score: -12.339
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

NH

O

O–

title: ZINC 01758502
docking score: -12.329
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

N
H

O
O

O–

O–

title: ZINC 01700285
docking score: -12.318
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

N
H

S
S

O

N
H

O

O

O–

O–

title: ZINC 16889888
docking score: -12.307
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

F

F

F

N+
OO–

N

O–

O

O–
NH

S
N
H

title: ZINC 08653423
docking score: -12.299
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N
H

O

O

O–

title: ZINC 01532617
docking score: -12.293
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O

N
H

O
O–

title: ZINC 03633183
docking score: -12.268
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O OO

O

O–

title: ZINC 01620110
docking score: -12.258
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O

O–

title: ZINC 00106688
docking score: -12.244
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

O

O

O

O–

O–

title: ZINC 01620201
docking score: -12.238
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

OH

I

O

O–

NH3+

title: ZINC 01713868
docking score: -12.22
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.3: Continued

S
P

O

P

O

OH

O–
O– O–

title: ZINC 01618740
docking score: -12.218
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

NH2

O O

O– O–

title: ZINC 01857386
docking score: -12.217
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O–O

O

O–

O–

title: ZINC 04877185
docking score: -12.217
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

N

N
H

O
O

O–

O–

title: ZINC 17020900
docking score: -12.202
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N+
O O–

P
O

O

O–

O–
O–

title: ZINC 01870296
docking score: -12.198
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O
O

O–

O–

title: ZINC 00337086
docking score: -12.196
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

S

O

O

O

O–

O–

title: ZINC 01702011
docking score: -12.194
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O
O

O–

O–

title: ZINC 02044053
docking score: -12.186
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

NN

N

O

OH

NH2

O–

title: ZINC 01618076
docking score: -12.174
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

O

N
H

O O–

title: ZINC 01647196
docking score: -12.172
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

N
H

O
O

N
H

N+

O

O–

OH

O–

title: ZINC 01610325
docking score: -12.168
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

OH

O

N
H

O
O–

title: ZINC 01599636
docking score: -12.159
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.3: Continued

O

NH2

O
O

P
O

OH
OH

O–

O–

title: ZINC 16957949
docking score: -12.146
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

O

O

O

O–

O–

O–

title: ZINC 01595538
docking score: -12.139
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

OH

S O

O–

title: ZINC 01701101
docking score: -12.137
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N
H

O

N
H

O

F

O–

title: ZINC 02046623
docking score: -12.13
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O
O

O

O

OH

O–

title: ZINC 04403777
docking score: -12.121
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

S

O
O

O–

O–

title: ZINC 01640990
docking score: -12.114
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

NH

O
NH

O

O–

title: ZINC 05431458
docking score: -12.109
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

O

N
H

S
S

O

N
H

O

O

O

O–

O–

title: ZINC 04273474
docking score: -12.105
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

N

N

N

S

O

NH2

O–

title: ZINC 01685086
docking score: -12.105
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

O

N
H

O
F

F

F

O

NH2

O–

title: ZINC 05502126
docking score: -12.099
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

O–

O

O

O

O

O

title: ZINC 05503982
docking score: -12.097
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None

N

N

O

N
H

OH

O

O–

title: ZINC 01626850
docking score: -12.092
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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Table 3.3: Continued

O

O

N
H

O
O–

title: ZINC 01868377
docking score: -12.09
QPlogPo/w: None
QPlogKhsa: None
RuleOfFive: None
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