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ABSTRACT OF THE DISSERTATION

Theoretical and Applied Deep Learning for the Physical Sciences

By

Jordan Andrew Melchionne Ott

Doctor of Philosophy in Computer Science

University of California, Irvine, 2022

Professor Pierre Baldi, Chair

Weight-sharing is one of the pillars behind Convolutional Neural Networks and their suc-

cesses. However, in physical neural systems such as the brain, weight-sharing is implausible.

Taking inspiration from neural circuitry, we explore the use of Free Convolutional Networks

and neurons with variable connection patterns. Using Free Convolutional Networks, we

show that while weight-sharing is a pragmatic optimization approach, it is not a necessity

in computer vision applications.

Second, we turn to an application of artificial networks for scientific computing. Implement-

ing artificial neural networks is commonly achieved via high-level programming languages

such as Python and easy-to-use deep learning libraries such as Keras. As a result, a deep

learning practitioner will favor training a neural network model in Python, where these tools

are readily available. However, many large-scale scientific computation projects are written

in Fortran, making it difficult to integrate with modern deep learning methods. To alleviate

this problem, we introduce a software library, the Fortran-Keras Bridge in order to connect

environments where deep learning resources are plentiful with those where they are scarce.

Finally, we examine an application of neural networks to activity classification. Using raw

EEG signals we demonstrate superior performance of our novel attention based network to

predict a subject’s motor execution.

xv



Chapter 1

Introduction

1.1 Contributions

1.1.1 Climate Modeling

In climate modeling we introduced a systematic way of enforcing nonlinear analytic con-

straints in neural networks via constraints in the architecture or the loss function [32]. This

was applied to convective processes for climate modeling, architectural constraints enforce

conservation laws to within machine precision without degrading performance. In the real

geography scenario, we demonstrated the ability of neural networks to parameterize convec-

tion dynamics over continents [128]. This allowed for accurate emulation of climate models

locally in space and time.

1



1.1.2 Software Libraries

Implementing artificial neural networks is commonly achieved via high-level programming

languages such as Python and easy-to-use deep learning libraries such as Keras. These

software libraries come preloaded with a variety of network architectures, provide autodiffer-

entiation, and support GPUs for fast and efficient computation. As a result, a deep learning

practitioner will favor training a neural network model in Python, where these tools are

readily available. However, many large-scale scientific computation projects are written in

Fortran, making it difficult to integrate with modern deep learning methods. To alleviate

this problem, we introduce a software library, the Fortran-Keras Bridge (FKB). This two-way

bridge connects environments where deep learning resources are plentiful with those where

they are scarce [143].

When implementing neural networks there are a number of choices - hyperparameters - that

must be set prior to training. Choosing hyperparameters arbitrarily can lead to suboptimal

results. We introduced SHERPA [77], a Python library for hyperparameter tuning.

1.1.3 Physics

In high energy particle physics, the Deep Underground Neutrino Experiment (DUNE) is

a next-generation long-baseline neutrino oscillation experiment based on liquid argon TPC

(LArTPC) technology. While LArTPC technology provides excellent spatial resolution, high

neutrino detection efficiency, and superb background rejection, it poses significant recon-

struction challenges. We design, train, and test two CNN-based methods, using 2-D and

3-D LArTPC pixelmaps, for the reconstruction of final state particle direction and energy,

as well as neutrino energy, from both raw event pixelmaps and clustered shower and tracks.

This proves that deep neural networks can automatically obtain individual particle informa-

tion from a global pixelmap without human engineered clustering. Combining our models
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with particle masses yields a fully AI-based reconstruction chain producing the four-vector

momenta of the final state particles. Improvements in energy and direction reconstruction

for electrons, muons, νµ CC, and νe CC events demonstrate that quality and robustness of

the approach across multiple reconstruction tasks [115].

In optics, we introduced a method for the phase reconstruction of an ultrashort laser pulse

based on the parameterization of the nonlinear spectral changes induce by self-phase mod-

ulation [181].

1.1.4 Biomedical Applications

In the domain of brain computer interfaces (BCI), electroencephalography (EEG) is a rel-

atively inexpensive and non-invasive monitoring technique. We demonstrated the use of

attention based neural networks, to predict patients motor actions from raw EEG signals

[105].

Coccidioidomycosis is the most common systemic mycosis in dogs in the southwestern United

States. We demonstrated the effectiveness of automatically detecting the disease in canine

subjects, paving the way to help doctors and veterinarians more easily identify and diagnose

positive cases [141].

1.1.5 Theoretical Deep Learning

Weight-sharing is one of the pillars behind Convolutional Neural Networks and their suc-

cesses. However, in physical neural systems such as the brain, weight-sharing is implausible.

This discrepancy raises the fundamental question of whether weight-sharing is necessary.

Taking inspiration from neural circuitry we assessed the necessity of weight sharing in com-

puter vision applications [142].
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Polynomials have a long history in mathematics going back hundreds of years. Their mathe-

matical formulation is accompanied by a vast literature that offers interpretability, potential

theorems, and alternative hardware embodiments for computation. This begs the question

as to why polynomials have been noticeably absent from the development of deep neural net-

works. In this paper we investigate the interplay between polynomials and deep networks.

Through a series of computer vision simulations we formalize the idea of polynomial neural

networks and their various forms. We present insights into the trade off of polynomial de-

gree, training paradigms, as well as polynomial extensions to the standard artificial neuron

model.
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Chapter 2

Learning in the Machine: To Share or

Not to Share?

2.1 Introduction

Digital simulations of neural networks are successful in many applications but rely on a

fantasy where neurons and synaptic weights are objects stored in digital computer memories.

This fantasy often obfuscates some fundamental principles of computing in native neural

systems. To remedy this obfuscation, learning in the machine refers to a general approach

for studying neural computations. In this approach, the physical constraints of physical

neural systems, such as brains or neuromorphic chips, are taken into consideration. When

applied to single neurons, learning in the machine can lead, for instance, to the discovery of

dropout [179, 19]. When applied to synapses, learning in the machine can lead, for instance,

to the discovery of local learning [21] and random backpropagation [113, 18, 17]. Moreover,

when applied to layers of neurons, as we do in this paper, learning in the machine leads

one to question the fundamental assumption of weight-sharing behind convolutional neural
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networks (CNNs).

The technique of weight-sharing, whereby different synaptic connections share the same

strength, is a widely used and successful technique in neural networks and deep learning.

This paradigm is particularly true in computer vision where weight-sharing is one of the

pillars behind convolutional neural networks and their successes. In any physical neural

system, for instance, carbon- or silicon-based, exact sharing of connections strengths over

spatial distances is difficult to realize, especially on a massive 3D scale. In physical systems,

not only is it difficult to create identical weights at a given time point, but it is also challenging

to maintain the identity over time. During phases of development and learning the weights

may be changing rapidly. During more mature stages weights must retain their integrity

against the microscopic, entropic forces surrounding any physical synapse. Furthermore,

given the exquisitely complex geometry of neuronal dendritic trees and axon arborizations, it

is implausible to form large arrays of neurons with identically translated connection patterns.

In short, not only is it challenging to share weights exactly, but it is also difficult to exactly

share the same connection patterns.

While weight-sharing has proven to be very useful in computer vision and other applications,

it is extremely implausible in biological and other physical systems. This discrepancy raises

the fundamental question of whether weight-sharing is a strict prerequisite for convolution-

based deep learning, or if similar levels of learning are possible without it. In particular, we

consider the following research questions:

1. Is weight-sharing necessary to prevent overfitting?

2. Is weight-sharing necessary to ensure translational invariant recognition?

3. Can acceptable classification performance be achieved without weight-sharing?

4. Does approximate or exact weight-sharing emerge in a natural way1?

1Without explicit constraints in the architecture or imposed constraints in the form of losses

6



In formulating the research questions above, we considered the most common reasons prac-

titioners give for employing weight sharing in convolutional network architectures. The

purpose is to challenge these common points based on the intuitive principle that weight

sharing is implausible in biological systems. In total, answers to these questions provide

new insight into whether weight sharing is a strict prerequisite for the effective training

convolutional architectures, and what happens if the requirement for weight sharing is re-

laxed. The goal of this study is to investigate these research questions, primarily through

simulations where the weight-sharing assumption is relaxed. Some of these questions have

been previously considered in the literature in other contexts. We are not the first to utilize

locally connected architectures or assess their performance on computer vision tasks [26],

for example. However, in aggregate, the answer to these questions provide novel insight into

whether weight-sharing is vital for convolutional architectures and whether it can emerge in

other ways when connections are not shared.

2.2 Origins and Functions of Weight-Sharing

Before addressing the question of its necessity, it is useful to review the origins and functions

of weight-sharing. Hubel and Wiesel’s neurophysiological work [83] on the cat visual cortex

was the inception of weight-sharing. These experiments suggested the existence of entire

arrays of neurons dedicated to implementing simple operations, such as edge detection and

other Gabor filters, at all possible image locations. Fukushima systematically used the ideas

proposed by Hubel and Wiesel to create the neocognitron [61] in computer vision. Primar-

ily a convolutional neural network architecture with Hebbian learning. However, Hebbian

Learning alone applied to a feedforward CNN cannot solve vision tasks [21]. Solving vision

tasks requires feedback channels and learning algorithms for transmitting target information

to the deep synapses. A job that is precisely achieved by backpropagation, or stochastic
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gradient descent. Successful CNNs for vision problems, trained via backpropagation, were

developed in the late 80s and 90s [49, 16, 170].

Substantial improvements in the size of the training sets and available computing power have

led to a new wave of successful implementations in recent years, [100, 183, 180, 74], as well

as applications to a variety of specific domains, ranging from biomedical images [45, 71, 199,

198, 57, 191] to particle physics [15, 12, 164] and video analysis [138, 188, 139, 190]. Older

[218] as well as more recent work [41, 203] has also shown that not only do convolutional

neural networks rival the object category recognition accuracy of the primate cortex but also

seem to provide the best match to biological neural responses, at least at some coarse level

of analysis.

It is worth pointing out that weight-sharing is sometimes used in other settings, for instance

when Siamese Networks are used to process and compare objects [38, 16, 93], which also

includes Siamese CNNs for images. Siamese Networks consist of two or more sub-networks

that are used to train a contrastive loss function in order to learn the differences between pairs

of inputs. In the case of Siamese CNN’s, the typical weight sharing paradigm is used between

each subnetwork architecture. In addition, the weights of each subnetwork are identical with

each other, hence achieving another ”level” of weight sharing. Finally, a different kind of

weight-sharing that will not concern us here, when a recurrent network is unfolded in time.

In this case, weight-sharing occurs over time and not over space [81, 42].

Biologically motivated architectures have become an import focal point of deep learning as of

late [26, 24, 23, 168, 113, 22, 137]. Most recently [26] investigated how biologically motivated

deep learning algorithms scale to more massive datasets. Locally connected networks were

included in their simulations, where each weight kernel interacts with local features, not the

entire input. However, the focus of the paper is on how learning algorithms such as feedback

alignment [113] and target propagation [109] scale to more significant image recognition

problems. Not addressed in the paper is the problem of learning translationally invariant
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representations, overfitting, variable connection patterns, and the emergence of approximate

weight-sharing. Nor was there in-depth analysis comparing networks with weight-sharing to

those without.

Two primary but different purposes are typically associated with weight-sharing. The first is

to reduce the number of free parameters that need to be stored or updated during learning.

This requirement can be important in applications where storage space is limited (i.e., cell

phones), or where training data is limited, and overfitting is a danger. It is important to

remember, however, that in convolutional architectures the local connectivity of neurons

contributes at least as much to parameter reduction as weight-sharing. In other words,

weight-sharing is not the only way to shrink the parameter space. The second function of

weight-sharing is to apply the same operation at different locations of the input data, to

process the data uniformly and provide a basis for invariance, typically translation invariant

recognition in CNN architectures.

2.3 Free Convolutional Networks

The research questions proposed in Section 1 deal with the necessity of weight sharing and

the result of its absence. As a result, it is natural to consider simulations where weights are

not shared but instead are maintained for specific regions of the input space. Relaxing the

weight-sharing assumption in CNNs yields a Free Convolutional Network (FCN). In FCNs,

the weights of a filter at a specific location are not tied to the weights of the same filter at a

different location (see Figure 2.1). This naturally means that FCNs have far more parameters

than the corresponding CNN and are slower to train on a digital machine. However, this is

not a concern here, as our primary goal is not to improve the efficiency of CNNs deployed on

digital machines, but rather to understand the consequences of relaxing the weight-sharing

assumption inside a native neural machine.
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Figure 2.1: Free convolutional layers maintain a separate kernel at each location, unlike
typical convolutional layers, that apply the same filter across all possible locations. The
above figures are examples of FCN layers on a 9x9 input space. Each 3x3 subregion of
the input is covered with a distinct kernel (weight matrix), as shown in the diagram on
the left. The top square represents the output obtained from applying the filter to the
corresponding input region. The diagram on the right depicts free convolutional layers with
variable connection patterns, where the x’s represent absent connections. In this example, 12
out of the 91 connections are missing, creating a variable connection probability of roughly
0.15.

Furthermore, it is highly implausible that a given neuron will share the same dendritic

tree with a neighboring neuron [86], thus in addition to neighboring neurons of the same

layer not having the same weights, we would like to consider also the possibility of them

not having the same receptive field pattern. Thus, in addition to plain FCNs, FCNs with

variable connection patterns are implemented in the simulations below. The implementation

of variable connection patterns has many options. Here, for simplicity, a random percentage

of connections are severed (Figure 2.1) [Note: this is very different from dropout where

different sets of weights get randomly set to 0 at each presentation of a training example].

Similar to in methodology to DropConnect [197], however, the same weights remain 0 for

all of training and testing. The x’s in the right image of Figure 2.1 correspond to missing

synaptic connections between neurons that are set to zero and never trained.

By running simulations comparing CNNs and FCNs (with and without variable connection

patterns), we seek to answer the research questions laid out in the introduction. Appendix
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A.3 contains complete details regarding simulations with variable connection patterns. To

our knowledge, this is the first systematic study, through large-scale computational simu-

lations, that explores the necessity of weight-sharing in deep convolutional architectures as

it pertains to overfitting and performance in the broader context of biological plausibility.

Further novelty is found in our assessment of the emergence of approximate weight-sharing

in free convolutional architectures with and without variable connection patterns.

2.4 Data and Methods

Figure 2.2: Examples of translational augmentation on MNIST. In training images are trans-
lated left-right as well as up-down. The above only display the result of continually translat-
ing an image leftwards, for a visual example. (a) 0% translation augmentation, equivalent
to a un-altered MNIST image. (b-k) Gradually increasing the percentage of augmentation
by 10% each time.

In the simulations, we focus exclusively on computer vision tasks. We evaluate various free

and shared weight networks on two well-known benchmark datasets: the handwritten digit

dataset, MNIST [108], as well as the CIFAR-10 object dataset [99].

In the case of free weights, we consider using data augmentation by translating images

horizontally and vertically to potentially compensate for the lack of translation, inherent
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in the architecture. Due to the local receptivity of free weight networks, individual filters

learn features solely within their receptive field. Translationally invariant data will allow

filters to learn more or less the same features across the input space. Conversely, in CNNs,

weights are shared across space. By applying the same operation across the input space,

translational invariance is naturally embedded in the model. This property of CNNs gives

them an inherent advantage in vision-based tasks. The purpose of these experiments is

not to demonstrate the superiority of one network but to understand the consequences of

weight-sharing and properties that arise around it.

Eleven settings of translation were tested in experiments (0% to 99% by increments of 10%).

Translational augmentation involves shifting images horizontally and vertically by varying

degrees of the width and height respectively. Points outside the boundaries of the input get

filled according to the nearest pixels. Figure 2.2 shows examples of translational augmenta-

tion results on MNIST. During training, each image presented to the network is translated

left-right as well as up-down by random amounts. 0% to the augmentation setting for that

trial. e.g., at 90% augmentation, an image may be translated any amount 0-90% up-down

as well as 0-90% left-right.

All simulations, each augmentation setting, were completed using five-fold cross-validation.

Simulations were implemented in Keras [44] with a Tensorflow [2] backend using NVIDIA

GeForce GTX Titan X GPUs with 12 GB memory. For purposes of reproducibility, the code

has been made publicly available2.

2.4.1 Networks

Conducting a grid search yielded appropriate hyperparameter configuration for all networks.

See Appendix A.1.1 for complete details. The search produced network architectures com-

2https://github.com/Learning-In-The-Machine/Weight-Sharing
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posed of three convolutional/free convolutional layers, followed by a single hidden layer, and

one output layer for classification. A full description of all networks, including filter size,

number of filters, stride, and learning rate can be found in Table A.2. MNIST and CIFAR re-

quire different architectures as the input sizes differ. For every setting of data augmentation

(0 to 99%, increments of 10%) a CNN and FCN were trained via five-fold cross-validation.

For simplicity, the architecture of CNNs and FCNs are equivalent, except that free convolu-

tional layers replace convolutional layers. The activation functions, softmax layer, as well as

the number of filters per layer, remain the same across all networks. Table A.2 lists hyperpa-

rameter settings of the networks used in this paper. Additionally, it is essential to note that

there is no architectural difference between the networks trained with data augmentation

and those trained without.

2.4.2 Variable Connection Patterns

Also implemented in this study are neurons with variable connection patterns in FCNs. At

the start of training, a chosen percentage of weights are randomly set to 0, representing the

absence of a dendritic connection. These missing weights do not contribute to the output

of the layer, and their values are never updated during backpropagation. The resulting

connection patterns are maintained throughout training and testing. There are multiple

options for implementing neurons with variable connection patterns. For computational

simplicity, the implementation used in this paper is to turn off connections within each

square filter given some probability (depicted in Figure 2.1). In simulations, we vary the

drop probability from 0 to 99% by increments of 10%. The results from these simulations

are reported in Figure A.8 and A.9 of the Appendix.
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2.5 Results

We report accuracy metrics on translationally augmented training (0 - 99%, increments of

10%), un-augmented validation, and translationally augmented validation set (with 25%

translation) throughout training. Results for MNIST and CIFAR are shown in Figure 2.3

and 2.4, respectively. The legend denotes the amount of translation used during training (0

- 99%, increments of 10%).

Tables 2.1 and 2.2 show the median accuracy of the five-fold cross validation experiments

for the MNIST and CIFAR-10 datasets respectively. The tables display results for each cor-

responding setting of translation augmentation (0 - 99%, increments of 10%). Bold values

indicate the highest performing model in that accuracy metric for CNN and FCN, respec-

tively. The Appendix contains additional experiments regarding the use of other augmen-

tation methods, additional training metrics, as well as simulations regarding neurons with

variable connection patterns.

Training Accuracy Validation Accuracy Translation Accuracy
Aug % CNN FCN CNN FCN CNN FCN

0.00 0.999964 0.999175 0.990536 0.988071 0.366536 0.372287
0.10 0.997793 0.995665 0.993071 0.991857 0.837963 0.813368
0.20 0.996719 0.991730 0.993000 0.990357 0.986220 0.977033
0.30 0.992555 0.983998 0.992143 0.987643 0.990741 0.985062
0.40 0.976966 0.965521 0.991571 0.984500 0.989439 0.982422
0.50 0.935973 0.923703 0.990071 0.981571 0.987594 0.979456
0.60 0.863680 0.847367 0.988286 0.978500 0.986111 0.976273
0.70 0.752630 0.731917 0.987000 0.974286 0.984484 0.971933
0.80 0.626956 0.606541 0.985500 0.970786 0.982820 0.968171
0.90 0.520896 0.503312 0.984714 0.967821 0.982096 0.965133
0.99 0.448491 0.431218 0.984000 0.965071 0.981120 0.961372

Table 2.1: MNIST results. Median accuracies of training, un-augmented validation, and
augmented validation set. The left most column denotes the amount of translational aug-
mentation used during training. When performing translational augmentation on the vali-
dation set, 25% augmentation was used throughout the experiments. Bold values indicate
the highest performing model in that accuracy metric for CNN and FCN, respectively.
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Training Accuracy Validation Accuracy Translation Accuracy
Aug % CNN FCN CNN FCN CNN FCN

0.00 1.000000 1.000000 0.671083 0.647333 0.444556 0.433468
0.10 0.982156 0.973354 0.749333 0.724333 0.598538 0.561324
0.20 0.876542 0.858094 0.773250 0.731500 0.705225 0.653478
0.30 0.834646 0.781885 0.774083 0.720167 0.739163 0.683972
0.40 0.775188 0.725198 0.768750 0.704958 0.742608 0.680444
0.50 0.712146 0.657438 0.751667 0.682250 0.729419 0.661458
0.60 0.650719 0.598344 0.734042 0.659958 0.714130 0.642557
0.70 0.592385 0.545354 0.717250 0.641542 0.699555 0.624286
0.80 0.535958 0.496677 0.699667 0.626250 0.681452 0.607695
0.90 0.483635 0.449490 0.684833 0.611667 0.667801 0.593834
0.99 0.442260 0.413802 0.668667 0.599458 0.653436 0.583375

Table 2.2: CIFAR results. Median accuracies of training, un-augmented validation, and
augmented validation set. The left most column denotes the amount of translational aug-
mentation used during training. When performing translational augmentation on the vali-
dation set, 25% augmentation was used throughout the experiments. Bold values indicate
the highest performing model in that accuracy metric for CNN and FCN, respectively.

2.5.1 Is weight-sharing necessary to prevent overfitting?

Both FCNs and CNNs are shown to overfit the training set, given a sufficient number of

epochs. This result is evident from a divergence in training accuracy vs. validation accuracy

over time (MNIST and CIFAR, Figures 2.3 and 2.4 respectively). In situations, without over-

fitting, one would expect training and validation scores to be close to one another. However,

as the training accuracy continues to increase towards 100%, in many cases the validation

accuracy declines, the telltale indication of overfitting. In the remaining cases the validation

accuracy plateaus while training accuracy continues to grow. The large gap between training

and validation performance in these cases suggests that the model’s ability to generalize to

new data is suffering, and that overfitting is likely taking place. In experiments performed

on MNIST and CIFAR overfitting was observed for CNNs and FCNs when translation was

not used, Figure 2.3 and 2.4 respectively. This effect manifests in CIFAR (Table 2.2) where

there is more than a 30% gap between training accuracy and validation accuracy for both
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CNN and FCN, with no translational augmentation (i.e., 0% translation).

In the case of MNIST, we see from Table 2.1 that FCNs, trained on augmented data (10%

translation), achieve a median accuracy of 99.1857% on the validation set. Only slightly less

than the 99.3071% median accuracy achieved by standard CNNs. On the more complicated

CIFAR dataset, with 10% translation, FCNs can come within 2% of CNN accuracy on the

validation set (Table 2.2). Thus, we can infer that data augmentation alone is sufficient to

prevent overfitting, and weight-sharing need not be leveraged to achieve this.

Using augmentation during training (Figure 2.3 and 2.4) not only reduces overfitting but

also leads to an increase in performance on validation sets. For FCNs on CIFAR specifically,

training with translational amounts of 10, 20, and 30% increases FCN validation performance

while dramatically reducing overfitting, compared to 0% translation. In human learning,

translational augmentation comes as a byproduct of interacting with a changing world, which

inherently provides the brain with samples of the same object translated at different positions

- for example, a car driving down the street. Because FCNs cannot rely on weight-sharing

to simulate the effect of translation, they must, therefore, rely on manual augmentation.

Large, translationally invariant datasets, like those produced through data augmentation, are

essential for free weight networks to achieve excellent performance and avoid overfitting. If

this constraint can be met, overfitting can be mitigated without weight-sharing.

2.5.2 Is weight-sharing necessary to ensure translational invariant

recognition?

Learning translationally invariant representations is tested by using translational augmen-

tation on the validation set. Figures 2.3e and 2.3f for MNIST and Figures 2.4e and 2.4f for

CIFAR show results of translation on the augmented validation set.
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Significant disparity between validation accuracy and translation augmented validation ac-

curacy would signal that the network is not capable of translationally invariant recognition.

For example, the FCN trained on MNIST data without augmentation saw more than a

sixty percent gap between validation set accuracy and translation augmented validation set

accuracy (Table 2.1). Similarly, on CIFAR, the FCN trained without translation augmen-

tation performed 20% worse on the translation augmented validation set than the standard

one (Table 2.2). Meaning these networks trained with 0% augmentation are incapable of

learning translation invariant representations.

On both MNIST and CIFAR, FCNs achieve comparable results on the validation set and

translation augmented validation set. This result is evident on MNIST where an FCN

trained with 30% translation achieves a 0.2% difference between validation and translation

augmented validation performance. Likewise, on CIFAR, the FCN trained with 40% transla-

tion comes within 2% of its validation performance on the translation augmented validation

set.

The results show that as translational augmentation is used during training, the gap between

the validation accuracy and translation augmented validation accuracy decreases. This con-

firms that FCNs are capable of learning translationally invariant representations provided

sufficient, translationally augmented, data.

2.5.3 Can acceptable performance be achieved without weight-

sharing?

FCNs can achieve high-performance scores on two benchmark computer vision datasets,

which agrees with what has been noted previously in the literature [26]. In the absence

of data augmentation (0% translation), CNNs outperform FCNs on MNIST and CIFAR.

Referencing Table 2.1, CNNs achieve 99.05% validation accuracy whereas FCNs are slightly
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worse with 98.81% validation accuracy for MNIST. On CIFAR, Table 2.2, CNNs outperform

FCNs with 67.11% and 64.73%, respectively. When FCNs are exposed to translational data,

they can achieve 99.19%, 10% augmentation, and 73.15%, 20% augmentation, on MNIST

and CIFAR validation sets, respectively.

The validation set accuracy observed in our simulations shows that as translational aug-

mentation is increased, FCNs can match the performance of CNNs. Thus, there is not a

fundamental necessity of weight-sharing to attain satisfactory performance.

2.5.4 Does approximate or exact weight-sharing emerge in a nat-

ural way?

To test for the emergence of approximate weight-sharing, we calculate the average euclidean

distance between each filter of the FCN layer, at a specified radius. Experiments in this

paper use a radius of one and four units to test the similarity of filters at different distances.

Figure A.5 in the Appendix, gives a visual example. This depiction means that each filter

in the FCN layer is compared to the filters one and four units, respectively, away from it.

Figure 2.5 reports the euclidean distance between filters at radius one and radius four.

If weight-sharing did emerge naturally, one would expect to see a lower average euclidean

distance between filters within an FCN layer throughout training. One would only expect to

see this convergence in weight values if a similar stimulus is present across the input space

(i.e., translationally augmented data, akin to video). Simulations conducted on the MNIST

dataset confirms this. As the amount of translation increases (indicated by the legend

in Figure 2.5), the parameters of the FCN layer converge to similar values; the euclidean

distance between filters decreases. Furthermore, a higher degree of translation yields more

similar the weight values. Conversely, when translation is not used during training, the

weights diverge and become less similar from each other over time (i.e., the distance between
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them increases).

One would also expect filters near one another to be more similar than those farther away

(i.e., filters at radius 1 should be more similar than at radius 4). Again, this is confirmed in

simulations where Figure 2.5a shows lower average Euclidean distance values, per augmen-

tation setting, compared to Figure 2.5b.

To ascertain the cause of approximate weight-sharing, FCNs were trained with noise and

rotation augmentation while measuring the distance between their filters. Figure A.6 and

A.7 display euclidean distance results for these experiments. These metrics confirm that

only translation augmentation is sufficient to endow FCNs with approximate weight-sharing.

Additional explanations are provided in Appendix A.2.5.

While not exact, the distance between FCN filters shows how approximate weight-sharing can

emerge in a natural way with translationally augmented data.

2.5.5 For What Learning Tasks Are Free Convolutional Networks

Most Applicable?

In CNNs, the same filter is applied to all locations in the input space. One may hypothesize

that, as a result, CNNs will be focused less on the overall structure of features in spatial

relation to each other, and more on identifying the features themselves. This is in contrast

to FCNs, which can only operate locally within their receptive field, and so must inherently

learn the global structure of features in relation to one another.

To test this hypothesis, images presented to the networks for testing need to be manipulated

in such a way so as to compromise the overall global structure of the image while at the same

time preserving individual features appearing within an image. Appendix A.2.3 details the

quadrant swap task, in which quadrants I and III of images are interchanged with each other
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in the validation set. See Figure A.3 for a visual example. In this task, lower classification

accuracy would indicate a higher importance placed on global structure during training.

That is, it is not sufficient for learned features just to be present in an image, but the spatial

relationship between them must also be preserved to some degree.

The results from the quadrant swap task are shown in Figure 2.6. One might expect se-

vere degradation of performance after rearranging parts on an image. However, the CNN

performs at nearly 50% accuracy. This performance indicates that the CNN is still able to

recognize features of the altered images when making its prediction. Conversely, the FCN

performs nearly 20% worse. Higher accuracy bolsters the notion that the overall global

structure of an image is less important for a CNN as opposed to the FCN. In domains where

global structure is essential such as face recognition or biomedical imaging, FCNs may find

substantial applicability.

2.5.6 Is weight-sharing necessary?

The necessity of weight-sharing arises as a means of parameter reduction. Reducing the

number of parameters leads to networks that are faster to train and smaller to store. Due to

the limitations of modern hardware, practical applications of free weight networks are not

currently viable, especially in embedded environments. Thus in situations where space is a

constraint, and translationally invariant datasets are not available, weight-sharing becomes

a necessity.

In terms of accuracy, FCNs have shown comparable results are possible without weight-

sharing. In this regard, weight-sharing is not a necessity.
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2.5.7 If weight-sharing is not necessary, are translational invariant

training sets necessary?

To examine the necessity of translational datasets, additional experiments were conducted

using noise and rotational augmentation during training. Intuition would suggest that only

translational data is sufficient to endow FCNs with translational invariant recognition. The

full results, including accuracy performance on the noise and rotation, augmented training,

un-augmented validation, rotation augmented validation, noise augmented validation, and

translation augmented validation set can be found in Appendix A.2.

Training using other augmentation methods that do not produce translational invariant

datasets yield poor results when testing on the translationally augmented validation set.

Referencing Appendix A.2 (Table A.3, A.4, and A.5), the results show that FCNs trained on

non-translational data are consistently not capable of learning translationally invariant rep-

resentations. Low performance indicates that only translationally augmented training data

allows FCNs to learn translationally invariant representations. Using translationally invari-

ant datasets yields better results in validation set and augmented validation set accuracy,

specifically in FCNs.

2.6 Conclusion

The use of weight-sharing arises as a solution to parameter reduction and translationally

invariant recognition in neural networks. Though weight-sharing is implausible in any bio-

logical or physical setting, it is instrumental in computer vision tasks. We have examined

alternatives to weight-sharing, such as free convolutional networks, where the weight-sharing

assumption is relaxed. FCNs trained with augmented datasets have been shown to match

and even surpass standard CNNs in validation set accuracy. Data augmentation, specifi-
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cally datasets augmented via translation, is a necessity as a means to avoid overfitting and

train FCNs capable of translationally invariant recognition. Thus, in environments where

data is plentiful and computational resources can cope with the large number of parameters

that result from abandoning weight-sharing, FCNs provide an alternative to CNNs that can

achieve potentially superior performance and higher fidelity to physical systems.
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Figure 2.3: MNIST results. Shown above are FCN (left column) and CNN (right column)
results trained with varying degrees of translational augmentation, indicated by the legend.
Top row: training accuracy over time. Middle row: validation accuracy over time. Bottom
row: accuracy on the translationally augmented validation set.
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Figure 2.4: CIFAR results. Shown above are FCN (left column) and CNN (right column)
results trained with varying degrees of translational augmentation, indicated by the legend.
Top row: training accuracy over time. Middle row: validation accuracy over time. Bottom
row: accuracy on the translationally augmented validation set.
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Figure 2.5: Shown above is the average Euclidean distance between weight kernels in FCN
layer overtime at the specified radius away. E.g., a radius of four indicates comparing a given
weight kernel to all kernels four units away. As translational augmentation is increased
weights become more similar to one another. As expected, weights closer in proximity
(radius 4; left figure) have a smaller average distance than weights farther away (radius 7;
right figure).

Figure 2.6: Results for CNN and FCN models trained on MNIST and tested on images where
quadrant I is replaced with quadrant III and vice versa.
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Chapter 3

A Fortran-Keras Deep Learning

Bridge for Scientific Computing

3.1 Introduction

The Fortran programming language was originally developed in the 1950s and published in

1957. It was created to help programmers implement solutions for scientific and engineering

problems on the IBM 704 computer, which at the time needed to be written in machine or

assembly language. Fortran has been regarded as revolutionary and possibly one of the most

influential software products in history [1]. Having evolved many times since its creation,

with the most recent release in 2018, each version adds new features and capabilities. Fortran

initially gained popularity and remains a widely used language due to its fast and efficient

computational ability. Additionally, Fortran’s strength is its backward compatibility, which

allows modern compilers to build code written in the 60s and 70s.

Though not as popular as it once was, Fortran is still used in specialized fields, includ-

ing oceanography, solid mechanics, computational physics, earthquake simulation, climate
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modeling, and aerospace. Because of Fortran’s continued use, a great deal of legacy code

and new code exists. Unfortunately, it is difficult to rewrite all existing code bases in more

mainstream languages, due to their size and complexity. Therefore, when algorithms and

extensive libraries are created in modern languages, backwards compatible methods must be

developed to make them available in older legacy code, like Fortran.

In recent years, the rise of machine learning and deep learning has led to successful appli-

cations in various domains. Substantial improvements in the size of the training sets and

available computing power have led to a new wave of implementations [100, 170]. In turn,

this success has increased the usage and dissemination of deep learning. These methods have

been applied to a variety of domains, e.g., ranging from remote sensing [216, 101] to computer

vision [138, 188, 139, 140, 192], and to games [5, 176]. Specifically, within scientific com-

puting, many advancements have been achieved through the application of neural networks.

Neural networks have been augmented with physically informed capabilities [153, 31], better

suiting them for conservation restrictions. Learning partial differential equations [25, 158]

has proved valuable in multiple scientific domains.

The success and popularity of deep learning have inspired the creation of powerful software

libraries written in several modern programming languages. However, Fortran is not among

the modern languages that benefit from these deep learning libraries. This absence leaves

Fortran programmers with few options to implement deep neural networks.

The implementation of deep neural networks, in Fortran, may be achieved via two primary

pathways. One solution is to rewrite all existing deep learning libraries in Fortran. The

second solution is to leverage existing frameworks and bridge available functionalities to

Fortran. The former is extremely arduous and time consuming, considering the size and

scope of existing deep learning packages and the dizzying pace of their evolution [44, 3, 145].

The latter approach, which this paper describes, is to allow users to leverage the power

of existing frameworks while providing a bridge between paradigms where deep learning
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resources are plentiful and those where they are scarce. In this way, we can leverage aspects

of currently available deep learning software libraries, like Keras [44], and bring them to

large-scale scientific computing packages written in Fortran. To this end, we propose the

Fortran-Keras Bridge (FKB) – A two-way bridge connecting models in Keras with ones

available in Fortran. The source code is publicly available and can be found here: https://

github.com/scientific-computing/FKB. We begin by reviewing existing Fortran projects

that would benefit from the integration of FKB.

3.2 Fortran Projects

FKB can be integrated with many existing large-scale and computationally intensive projects

written in Fortran. These projects will benefit from the easy integration of neural network

models, which FKB makes possible.

For example, Fortran is used to do a great deal of work in climate and ocean modeling. For

instance, the US-produced Community Earth System Model [84] is written in object-oriented

Fortran-90; this is the most widely used climate model in the world. So are the other climate

simulation codes used by the US Department of Energy [69] and the National Oceanographic

and Atmospheric Administration’s Geophysical Fluid Dynamics Laboratory [75]. Meanwhile,

the Nucleus for European Modelling of the Ocean (NEMO) engine is used for studying ocean

circulation problems on regional and global scales [186] and making future predictions, is

also written in Fortran. The Hybrid Coordinate Ocean Model (HYCOM) [196], also used

for ocean modeling, extends traditional ocean models to allow for a smooth transition from

the deep ocean to coastal regimes. Researchers have also developed models for the modeling

of waves and wind stress [54]. The Weather Research and Forecasting Model (WRF), is

arguably the most widely used numerical weather prediction models for regional decision

support [149]. Since its release in 2000, the number of WRF registrations has grown to
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over 36,000. WRF produces atmospheric simulations with support for special applications,

including air chemistry, hydrology, wildland fires, hurricanes, and regional climate, and is

again a Fortran-based model.

Fortran has found continued use in solid mechanics packages for implementing finite element

methods. Popular packages such as ANSYS [123], ABAQUS [34], and LS-DYNA [133] are

written in Fortran or accept Fortran subroutines. Similarly, in earthquake modeling, the

SPECFEM3D [97] package leverages Fortran for simulations.

The list goes on. Code Saturne [11], developed by Électricité de France, and NEK5000

[146], are Fortran open-source computational fluid dynamics packages. Code Saturne allows

for user customization via Fortran subroutines, which is just one application domain for

FKB. NEK5000 is actively used in the Center for Exascale Simulation of Advanced Reactors

(CESAR) projects. Fortran has also been continually used for molecular modeling within

chemistry and physics. The Chemistry at Harvard Macromolecular Mechanics (CHARMM)

Development Project has produced a powerful molecular simulation program in Fortran

[39]. This simulation program primarily targets biological systems but can also be used

for inorganic materials. A similar tool, NWChem, has been developed by the Molecular

Sciences Software Group at the Pacific Northwest National Laboratory [193]. NWChem is a

computational chemistry software that includes quantum chemical and molecular dynamics

functionalities. Within the molecular physics domain, Fluktuierende Kaskade (FLUKA) is

a proprietary tool for calculations of particle transport and interactions with matter [60].

The models mentioned above and projects can leverage the FKB library to leverage neural

networks within their codebases. For example, neural networks have proven useful in model-

ing sea surface temperature cooling for typhoon forecasting [88]. Therefore the integration of

FKB with tools like NEMO, HYCOM, or WRF models is a possibility. In a recent study of

computational fluid dynamics, Ling et al. solve the Reynolds-averaged Navier-Stokes equa-

tions, similar to Code Saturne and NEK5000. By implementing deep neural networks, the
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authors report that the architecture improved prediction accuracy [114]. Finally, the Fluka

tool contains a wide range of molecular physics applications, including dosimetry calcula-

tions. Vega-Carrillo et al. have shown neural networks aided in the calculation of neutron

doses [195]. For global climate simulation, there is proof that deep neural networks can offer

skillful alternatives to assumption-prone approximations of sub-grid cloud and turbulence

physics in the atmosphere [155, 36]. We hope that the FKB library enables Fortran users to

expand their research and projects to include neural networks.

Having reviewed several Fortran based projects that can leverage FKB, we now introduce

the two sides of this bridge. The following sections will develop the foundations on which to

anchor each side of this two-way bridge. We start by introducing the deep learning anchor.

(a) (b)

Figure 3.1: (a) Usage of programming languages for machine learning and data science.
Statistics are from the 2018 Kaggle ML & DS Survey [91]. (b) Usage metrics of deep
learning frameworks. Statistics are from the 2019 Kaggle State of Data Science and Machine
Learning report [92].
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Figure 3.2: Positioning of FKB within Fortran and Python ecosystems.

3.3 The Python Anchor (Deep Learning)

Many programming languages offer tools and libraries for implementing artificial neural

networks. However, in recent years, Python has emerged as the clear favorite within this

domain. Metrics in Figure 3.1a display Python’s dominance. Python is used nearly 50%

more than the second most popular language, R. Python’s ubiquitous presence in machine

learning makes it the obvious choice to leverage existing libraries for Fortran. The question

then becomes, which available software library within Python, is best suited to bridge to

Fortran?

Of the available deep learning libraries, Keras [44] is the most popular among practitioners

(Figure 3.1b). Keras is an Application Programming Interface (API) built on top of Ten-

sorflow [3], that provides users the ability to implement quickly, train, and test networks.

This convenience encapsulates much of the low-level complexity one must manage when im-

plementing deep networks from scratch. Keras abstracts many of the complicated aspects

of Tensorflow while still providing customizability and ease of use. This combination makes

Keras the first choice of many for deep learning applications. As a result of its popularity
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and ease of use, Keras is the clear choice on which to build one end of the two-way bridge.

Figure 3.2, depicts the positioning of the Python anchor, FKB/P, within the deep learning

ecosystem. The Keras API leverages Python to build deep neural networks. FKB/P resides

on top of Keras to access models produced from Keras and transmit them to the Fortran

anchor, FKB/F. This structure allows for integration with Fortran applications that wish to

leverage deep neural network architectures. Having described the deep learning anchor within

Python, the next section develops the foundation for anchoring the bridge with Fortran.

3.4 The Fortran Anchor (Scientific Computing)

Several attempts have been made to implement neural networks in Fortran, with some suc-

cess [50, 28, 29, 37, 135]. However, many implementations resort to hacking a single-use

neural network by hand, or binding code from other languages [135]. Along these lines, one

may consider accessing Python functionality directly from Fortran, by running a Python

instance within Fortran. While providing flexibility and ease of use, this is vulnerable to ex-

treme deficiencies in speed and computational resources. As a result, this solution becomes

untenable for large-scale computation projects like the ones described in Section 3.2.

There are a small number of existing neural network libraries in Fortran [135, 102, 50]. The

most recent and well developed library is Neural Fortran [50], a lightweight neural network

library, written natively in Fortran. The Neural Fortran library provides the ability to imple-

ment artificial neural networks of arbitrary size with data-based parallelism. Additionally,

in benchmark studies, Neural Fortran was shown to have comparable compute performance

with Keras while maintaining a lower memory footprint. This library offers a foundation to

anchor the Fortran side of the two-way bridge, FKB/F. By extending - and building on top

of - Neural Fortran, we can convert Keras models to ones readily available in Fortran and
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implement them in existing Fortran projects.

The positioning of FKB within the scientific computing ecosystem is shown in Figure 3.2.

The Fortran anchor, FKB/F, can use models originally constructed and trained in Keras,

which can then be transferred to Fortran via FKB/P. To use these models, the Fortran

side of FKB implements a neural network library. This portion of FKB can be used within

large-scale scientific computation software, like the projects identified in Section 3.2.

By leveraging FKB, it becomes seamless to train networks in Python and transfer them to

Fortran, to run inside large scale simulations. Similarly, neural network models constructed

in Fortran can be transferred to Python for additional analysis, expansion, and optimization

- including hyperparameter searches using available tools in Python [78, 178, 27]. As both

sides of the bridge have been properly introduced, the following section will describe the

specific features and functionalities of FKB.

3.5 Features of FKB

Once a neural network is trained in high-level APIs like Keras, the practitioner has few

practical avenues for using this model in Fortran-based projects. One approach may be to

hard code network operations inside Fortran while manually moving parameters from the

Keras model. Several examples of this can been seen in climate modeling [155, 36, 63, 62].

To provide one specific example, in [155], the authors trained a deep neural network (DNN)

to represent sub-grid cloud and convective energy transport processes, in Keras. To assess

its credibility, they needed to test the DNN’s two-way interactions when thousands of repli-

cates of it were embedded within a coarse-resolution global atmospheric model, written in

Fortran – neural network emulated clouds interacting with determinstic physical calculations

of planetary geophysical fluid dynamics. As the global atmospheric simulator does not offer

33



native neural network support, the authors hardcoded their DNN model into the global sim-

ulation software framework. This approach has obvious disadvantages. Every minor change

made to the model in Keras requires rewriting the Fortran code. If one wishes to test a

suite of models in Fortran, this approach becomes untenable. As each network may require

different hyperparameters and, as a result, necessitates rewriting and compiling the Fortran

code for every new model. This process drastically limits the breadth of available models

to be tested within the simulator. This bottleneck is currently a significant roadblock to

ongoing debates in the climate simulation community, more broadly, about whether or not

to use DNN representations of subgrid physics in next-generation climate modeling. Insuf-

ficient testing of diverse candidate neural networks (NN) means that little is known about

how minor imperfections in the fit of one NN can amplify when the NN is coupled to fluid

dynamics, which is just beginning to be explored [35].

These issues demand a solution, in the form of a bridge between Keras and Fortran. The FKB

software solves these issues via two key elements. First, it provides a neural network library

implemented in Fortran (FKB/F). Second, it offers the ability to parse existing Keras models

into formats consistent with the Fortran neural network library (FKB/P). As a result, users

can switch, seamlessly, back and forth between Python and Fortran. This context provides

a way for iterative neural network tuning (Python) and testing (Fortran), with a simple

way to translate between the two software environments. Additionally, FKB offers currently

unavailable Fortran specific features for neural networks. It will be useful to highlight those

new features while documenting the format to which FKB adheres. The following subsections

describe the Python and Fortran anchors’ features, FKB/P and FKB/F, respectively.
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3.5.1 FKB/P

Keras models - once built, trained, and saved - are stored in Hierarchical Data Format 5

(HDF5) files. These files contain the network architecture, weights, biases, and additional

information - optimizers, learning rates, gradients, etc. From the HDF5 file, FKB/P parses

the network architecture, extracting the number of layers, activation functions, nodes per

layer, and all weights and biases. This information is converted to match the Fortran neural

network configuration in FKB/F. This allows users to build an equivalent network in Fortran,

which can easily be loaded and used within a Fortran environment. If any modifications to

the model are made inside Fortran, FKB/P will parse this back into the equivalent HDF5

file to be used in Keras once again.

On the other hand, networks may be initially constructed in Fortran. After initial training

and testing, a user can switch to Keras for further evaluation. From Keras, users can conduct

additional testing or hyperparameter tuning where these tools are readily available [78].

The ability to seamlessly pass neural network architectures between Python and Fortran

is essential for any practitioner working in this space. This bridge allows users to take

advantage of the high-level Keras API - training on computationally efficient GPUs - then

to insert their trained model into a Fortran codebase. The functionality provided bridges

the chasm between Keras and Fortran.

3.5.2 FKB/F

The Fortran anchor of FKB leverages and extends the original Neural Fortran library. Below

we introduce newly implemented features to make Neural Fortran more flexible and able to

communicate on the two-way bridge.
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Custom Layers

To implement neural networks in Fortran, FKB leverages and extends the Neural Fortran

library [50]. The prototype Neural Fortran library format that we build on was only capable

of implementing a fully connected layer. Forward and backward operations occurred outside

this layer - in the network module. An example of this is shown in Listing 3.1. From the

listing, one can observe hard-coded matrix multiplication of layer weights, the addition of

biases, and the activation functions inside the network module. This network-level subroutine

accesses and modifies individual layer attributes. This rigid format is inconsistent with

modern neural network implementation paradigms [44, 3, 145], but it makes it impossible to

implement other layers or custom operations. To increase the library’s flexibility, operations

must be encapsulated inside the layer, consistent with current practice.

pure subroutine fwdprop(self, x)

! Performs the forward propagation and stores arguments to activation

! functions and activations themselves for use in backprop.

class(network_type), intent(in out) :: self

real(rk), intent(in) :: x(:)

integer(ik) :: n

associate(layers => self % layers)

layers(1) % a = x

do n = 2, size(layers)

layers(n) % z = matmul(transpose(layers(n-1) % w), layers(n-1) % a) +

layers(n) % b

layers(n) % a = self % layers(n) % activation(layers(n) % z)

end do

end associate

end subroutine fwdprop
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Listing 3.1: Original code from [50]. Layer operations occur inside the network module,

limiting flexibility.

In FKB we introduce an extendable layer type module (Listing 3.2). To implement a layer,

one simply extends the layer type and specifies the construction of the forward and backward

functions. Adhering to this format offers several advantages. By restructuring the format of

the library, we offer the ability to implement arbitrary layers. Additionally, in the network

module, all layers are stored in an array of pointers. This leads to the encapsulated version

shown in Listing 3.2 wherein a forward pass, in the network module, calls the layer-specific

forward function. In this way, all operations are confined to the layer module, and the output

from one layer is passed as input to the next.

function output(self, input) result(last_layer_output)

...

! iterate through layers passing activation forward

do n = 1, size(layers)

call layers(n) % p % forward(layers(n-1) % p % o)

end do

! get output from last layer

last_layer_output = layers(size(layers)) % p % o

end function output

Listing 3.2: Forward pass in the FKB network module. Each layer simply calls its own

forward function. The technical operations occur within each layer.

FKB supports fully connected or dense layers, dropout [179, 20], and batch normalization

[85]. Shown in Listing 3.3 is an example of extending the layer type to implement a Batch

Normalization layer. This format translates to increased functionality and customizability
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to the user. As a result, more standard layers from Keras are available, while giving users

the flexibility to implement their own custom operations.

! BatchNorm layer - extends from base layer_type

! Implements batch normalization

type, extends(layer_type) :: BatchNorm

! epsilon parameter

real(rk) :: epsilon

contains

procedure, public, pass(self) :: forward => batchnorm_forward

procedure, public, pass(self) :: backward => batchnorm_backward

end type BatchNorm

Listing 3.3: Example of extending the layer type to implement Batch Normalization

Training in Fortran

It is necessary to distinguish between the terms offline versus online for the following section.

These terms serve to distinguish two different settings in which a neural network can be used

in a Fortran computing package. Both settings can make use of historical or simulated data

to train an artificial network. The distinguishing feature is how the predictions of a model

are used. In an online setting, predictions from the model are used to evolve a physical

process. The predictions at one time step effect how the system acts at the following time

step. As a result, inputs to the model will change based on how the model acted in the past.

In offline settings, this is not the case. Predictions made in the past do not affect the input

to the model in the future.

In many cases, offline training may be sufficient to learn a model, if enough prior data is

available. However, in some cases, online training may be the method of choice. To this end,
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FKB is equipped to handle backpropagation for gradient descent optimization of a specified

cost function.

The layer encapsulation mentioned above of forward and backward operations (Section 3.5.2)

becomes extremely valuable in training. Instead of all computations occurring within the

network module [50], they are contained in layer-specific functions. Much like the forward

pass, backward operations occur in the layer. In this fashion, each layer is responsible

for computing its gradients with respect to its parameters and returning the gradient with

respect to the layer below it.

Online training can serve a variety of purposes. First, a neural network model may be learned

entirely in Fortran, based on the evolving state variables during the integration of a physical

dynamical system simulation, and then transferred to Keras after the fact. In this setting,

the ground truth, from the simulator, is passed to the network for it to calculate its errors and

update its parameters accordingly through backpropagation. Second, online training could

serve to provide gentle corrections to an imperfect pretrained model, for instance, to hedge

against the amplification of its imperfections that are only revealed once the NN is coupled

to other physical calculations. Here a model is trained offline in Keras and transferred to

Fortran (Section 3.5.1). In some cases, for a variety of reasons, the offline training data

may have a differing distribution than that of the online data. In such a setting, it proves

beneficial to offer slight corrections to the network. Finally, a secondary model may be

constructed to learn and compensate for the deficiencies in the primary model. In this way,

the two networks work together to balance out any instability issues.

The ease of use and proper format directly results from the encapsulation of layer operations.

Online training offers a solution to tackle a suite of potential problems. As a result, models

may be updated with slight corrections or learned entirely online.
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Custom Loss Functions

In many applications, practitioners may wish to optimize a unique quantity - a function

other than a mean squared error or cross-entropy. This is common when target variables

interact or additional information is known about their relationship in a desired application.

For example, in modeling any physical system, predictions from a neural network must not

violate physical constraints - energy cannot be created or destroyed in the system. To satisfy

this restriction, a loss function can be written to quantify the amount of violation of physical

properties. This construction can then be minimized to alleviate constraint infractions [31].

The implementation of custom loss functions is standard for high-level APIs like Keras,

Tensorflow, and PyTorch to provide this ability in their codebase [44, 3, 145]. As FKB

is designed for those working in the physical sciences where environmental, physical, or

application-specific constraints are common, it provides the ability to implement custom loss

functions. To take advantage of this functionality, users must implement their desired loss

function, just as they would in Keras. As FKB does not provide automatic differentiation,

the derivatives with respect to the input are also required for training. Once these functions

have been specified they can be dropped into the existing framework and run normally, much

like Keras.

real(rk) function crossentropy_loss(self, y_true, y_pred)

! Given predicted and expected output, returns the scalar loss

class(network_type), intent(in out) :: self

real(rk), intent(in) :: y_true(:), y_pred(:)

loss = - sum(y_true * log(y_pred))

end function loss

function d_crossentropy_loss(self, y_true, y_pred) result(loss)
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! Given predicted and expected output

! returns the loss with respect to softmax input

class(network_type), intent(in out) :: self

real(rk), intent(in) :: y_true(:), y_pred(:)

real(rk), allocatable :: loss(:)

loss = y_pred - y_true

end function d_loss

Listing 3.4: Implementation of crossentropy loss function and the corresponding derivation

with respect to the input logits.

This capability is demonstrated through the implementation of the cross-entropy loss func-

tion in Listing 3.4. To implement this previously unavailable loss function, we first declare

two functions. First, the cross-entropy scalar loss is. Second, the loss with respect to the

input logits is derived. These two functions are then referenced as the loss and d loss, re-

spectively. By providing this functionality, users may leverage a variety of loss functions

that can be used to minimize application-specific quantities. Once described, they may be

included with the existing framework and used during online training.

Ensembles

Ensembles consist of different models, each trained on the same, or bootstrapped, data.

The output of the ensemble will be an average of all its member’s predictions. In machine

learning, ensembles of models typically perform better than any one of its members alone.

The ensemble strategy exploits the fact that each model will make different errors. There-

fore, when averaged together, these predictions become more accurate, as certain errors get

smoothed out. A consensus from machine learning practitioners is ensembling gives 1-2%

41



improvement in performance [43].

As a result of this averaging, ensembles provide a boost in performance as well as additional

robustness. In domains where physical constraint violations yield stability issues, ensembles

may be applied to dampen these problems. By averaging across many networks, the insta-

bility of any one model will be drastically reduced in the presence of more sound predictions.

The functionality provided requires the user to specify a directory that contains the models

of interest and a desired amount of noise. The ensemble type will read in each model and

construct a network corresponding to each of them. To get a prediction from the ensemble,

an input vector is passed to it. For non-zero amounts of noise, Gaussian noise is applied to

the input vector each time it is passed to an ensemble member. This allows each member to

see a slightly different variant of the input, increasing the robustness of prediction around

that point. This operation runs in parallel using OpenMP, where each network can be given

its thread to expedite computation; such an approach could easily be adapted via OpenACC

for GPU-based threading of large ensemble network calculations. Following the computation,

the predictions are averaged together, and the final output is given.

3.6 Case Study

The following section provides a case study demonstrating an application of FKB to ex-

perimental next-generation climate modeling. The Superparameterized Community Atmo-

spheric Model version 3.0 (SPCAM3) is used for all simulations in this study. SuperParam-

eterization is an approach that confronts the decades-long problem of representing subgrid

cloud physics in climate models by embedding thousands of limited-domain explicit sub-

models of moist convection within a conventional planetary-scale model of the large scale

atmosphere [70, 96, 95, 187]. This approach tends to involve two orders of magnitude more
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computational intensity per unit area of the simulated earth, but recently Rasp et al. used a

deep neural network to emulate all of the expensive subgrid cloud resolving models’ (CRM)

influence on the planetary host at drastically reduced computational expense [155]. This

study, along with others in the emerging climate modeling literature [36] have demonstrated

the potential advantages of a data-driven approach for addressing the critical unresolved

effects of clouds and convection on planetary climate, as compared to previous, heuristic

based, approximations to subgrid physics. However, the idea of emulating turbulence in

climate simulation is still an emerging one, with unclear trade-offs, including frequent in-

stabilities when NN emulators are coupled with fluid dynamics, which the community is

seeking to learn how to control [36]. It has even been questioned whether the offline skill of

such emulators, during their training, is predictive of their online performance [154, 64], an

important open question.

These questions are understudied primarily due to the lack of the simple software interface

that FKB now enables for climate scientists to test diverse candidate neural networks, and

ensembles within planetary climate models.

To illustrate an advance on this front we now apply FKB to shed new light on two related

questions currently in debate:

1. Does offline performance translate to online model performance [154, 64]?

2. Which neural network hyperparameters most affect online performance?

Using FKB, the study can be broken into two stages. First, a suite of 108 candidate neural

network models of convection are trained, via Keras, on simulated data from the SPCAM3.

Second, the models are converted to Fortran and run online (i.e. coupled to planetary fluid

dynamics) in the SPCAM3 simulator. The number of steps serves as a preliminary metric

of performance until catastrophic failure. It is clear that in the absence of the FKB library,
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running hundreds of candidate neural network submodels of convection within the Fortran

based model of the rest of the planet’s atmosphere would be nearly impossible. As each

network contains various hyperparameters, each with different weights and biases learned

during training, including layer-specific properties such as optional use of dropout or batch-

normalization. To leverage the FKB library with SPCAM3, we simply compile the neural

network library in advance and link it to the compilation of SPCAM3. Documentation

steps for the implementation of this case study are provided here: https://github.com/

scientific-computing/FKB/blob/master/SPCAM_Instructions.md.

The input to this neural network model is a 94-dimensional vector. Features include vertically

resolved vectors representing the large scale (host model) temperature, humidity, meridional

wind vertical structure, surface pressure, incoming solar radiation, sensible heat flux, and

latent heat flux scalars. The output of the network is a 65-dimensional vector composed

of the embedded models’ influence on their host – i.e. the sum of the CRM and radiative

heating rates, the CRM moistening rate, the net radiative fluxes at the top of the atmosphere

and surface of the earth, and the precipitation.

The training data used here are challenging to fit, as they come from an enhanced version

of the CRM training data that was originally studied by [155]. In superparameterized sim-

ulations, one can control the degrees of freedom of the interior resolved scale through the

room available for interesting forms of sub-grid storm organization to form. One can control

the physical extent (i.e. number of columns used in) each embedded CRM array [150]. In

[155], CRM arrays with only 8 columns (32-km extent, given the 4-km horizontal resolution)

were used. Here we quadruple the extent (from 32 km to 128 km, i.e. from 8-columns to

32-columns) to improve its physical realism. Despite several attempts, these data have never

been fit successfully. NNs trained from the enriched data tend to produce crashes within

just a few simulated weeks after they are embedded in the climate model (see discussion of

“NN-unstable” by [35] for details).
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Name Options Parameter Type

Batch Normalization [yes, no] Choice
Dropout [0, 0.25] Continuous
Leaky ReLU coefficient [0 - 0.4] Continuous
Learning Rate [0.00001 - 0.01] Continuous (log)
Nodes per Layer [128,256,512] Discrete
Number of layers [4 - 11] Discrete
Optimizer [Adam, RMSProp, SGD ]Choice

Table 3.1: Hyperparameter Space

Our working hypothesis is that historical failures in free-running tests when emulators are

trained on higher quality CRM training data reflect a broader issue of insufficient hyperpa-

rameter tuning in climate model applications. To address this, we conducted neural network

optimization via a random search using SHERPA [78], a Python library for hyperparameter

tuning. We detail the hyperparameters of interest in Table 3.1, as well as the range of avail-

able options during the search. The hyperparameters of interest consisted of whether or not

to use batch normalization, the amount of dropout, the leaky ReLU coefficient, learning rate,

nodes per layer, the number of layers, and the optimizer. The random search algorithm has

the advantage of making no assumptions about the structure of the hyperparameter search

problem and is ideal for exploring a variety of settings.

We attained 108 candidate neural network model configurations, each trained for 25 epochs

with early stopping monitoring the validation loss. Following the offline training stage,

the neural network models were converted into their Fortran counterparts and ran inside

SPCAM3. We underscore that this critical step would have been prohibitive using standard

tools that have required manual translation of each candidate model. However, by leveraging

the FKB library, each model was loaded independently into Fortran and run as the subgrid

physics emulator inside SPCAM3’s host planetary model, of the large-scale atmospheric

state. Each model was coupled to fluid dynamics, to run a wide ensemble of prognostic tests

across an unprecedented diversity of candidate neural network architectures. Each of the one

hundred and eight candidate neural network models - with their various numbers of layers,
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layer-specific settings (batch-normalization, relu magnitude, etc), nodes per layer, weights,

and biases - were run online, all without rewriting any Fortran code.

In order to address the first question and evaluate a neural network model’s performance,

we compare its validation MSE during training with the time-to-failure of the online tests in

which 8,192 instances of the NN, spaced at regular intervals around the globe, are coupled

interactively to their host global atmospheric model of large scale geophysical fluid dynamics.

This yields Figure 3.4a, which sheds new light on the offline vs. online relationship.

The results in this figure demonstrate a relationship between offline validation error and

online performance. There is a distinct, negative, relationship between offline MSE and

online stability (Spearman correlation of −0.73; p = 4.961e−19. Intriguingly, the mean-

squared error loss of our multi-layer perceptron is a reasonable predictor of stability once

coupled to the climate model, insofar as the time-to-failure is concerned. This finding is

interesting in the context of the recent speculation by [154] that such a relationship might

not exist using similar NNs in a similar setting, as well as the comments by [64] about similar

incongruities even in reduced-order dynamical systems when emulated with GANs.

Of course, stability alone is a necessary but not a sufficient condition of prognostic success,

which also requires an in-depth analysis of biases in the simulated climate. Figure 3.3 shows

the time-evolution of the tropospheric temperature and humidity biases, colorized by the

offline validation error. These metrics reveal that although our search has uncovered many

runs that are “stable” - can run without catastrophically crashing for several months - most

of these runs would not be very useful in an operational setting. Almost all NNs exhibit

major errors in the simulated climate, having drifted to erroneous attractors with root-mean-

square errors in temperature frequently above 10 K. However, the NN that produced the

best offline validation error stands out as having the combined desired qualities of stability

and skill with temperature biases of less than 2 K, competitive with [155]. Interestingly,

coupling instead to the ensemble mean of a few of the best-ranked models (magenta dashed
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lines) does not outperform coupling to the best fit model, the value of having found it using

SHERPA (Figure 3.3).

Figure 3.3: The time-evolution of the tropospheric (a) temperature and (b) humidity biases,
colorized by the offline validation error

In short, we have produced a successful coupled simulation that was particularly challenging

without formal hyper-parameter tuning and FKB. This result suggests that sufficient hyper-

parameter tuning may be critical to solving chronic instability in climate model applications

of DNNs for subgrid physics.

The second question naturally arises as to which of the hyperparameters are most impactful

to the online performance. To assess this, Figure 3.4b-3.4i decomposes the sensitivity of the

baseline relationship to individual hyperparameter choices. The choice of optimizer is shown

to correlate most strongly with online performance (Figure 3.4i). This finding is confirmed

by Spearman values, shown in Table 3.2. The optimizer hyperparameter has the largest

absolute correlation value with online performance. No other hyperparameter shows as clear

a distinction in correlation that is evident in the choice of optimizer, including the network

depth and total number of parameters, which are known to be important to offline fits for

this problem [68], but are surprisingly not as predictive of coupled skill as the choice of

optimizer, whose impact has not previously been isolated (for this application).

Further investigation into the specific optimizer used, reveals the SGD optimizer to perform
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poorly; NNs fit with SGD never run longer than 1,000 steps when coupled online (Figure

3.4i). Again the visual intuition from Figure 3.4i is confirmed by Spearman correlation values.

SGD, Adam, and RMSProp have Spearman values of −0.6670, 0.5936, 0.0586 respectively.

These values demonstrate that the use of SGD is negatively correlated with online perfor-

mance, whereas Adam positively correlates with online performance. This result leads one

to speculate that increased improvements in online skill may be realized from more advanced

optimizers with enhanced gradient update schedules.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.4: Offline performance - validation mean squared error (MSE) - vs online perfor-
mance - number of steps until crash.(a) All models. (b) By batch normalization usage. (c)
By Dropout amount. (d) By leaky ReLU coefficient. (e) By learning rate. (f) By number of
dense nodes per layer. (g) By number of layers. (h) By total number of model parameters.
(i) By optimizer type.

48



Correlation P-Value

BatchNorm 0.0859 3.7896e-01
Dropout 0.1919 4.7591e-02
Leaky ReLU 0.0055 9.5465e-01
Learning Rate -0.2087 3.0923e-02
Dense Nodes 0.1427 1.4249e-01
Layers 0.0410 6.7491e-01
Optimizer -0.6998 5.0177e-17
Parameters 0.1528 1.1609e-01

Table 3.2: Spearman correlation of corresponding hyperparameter with online performance,
and associated p-value.

Finally, after answering the two questions motivating this case study, we can compare the

results of the best performing model with that of previously published models of [155] when

applied to the challenging limit of CRMs with 32-km horizontal extent. The model proposed

by Rasp et al. was a single deep neural network. The hyperparameter space of this model

was not fully explored online in large part due to the laborious process required to transfer

those models into Fortran. The Rasp et al. model (provided by the authors) ran for 128

steps before crashing due to instability issues. The five best models achieved in this study

ran to completion of a 5-year simulation, i.e. for 87,840 steps; of these, two of the five

models further exhibited root-mean-square errors in simulated tropospheric temperature of

less than 2 degrees Celsius. This dramatic improvement in stability is a direct result of

the ease with which a wide variety of models (identified by SHERPA) can be transferred

between Python and Fortran (thanks to FKB). We also note that this method is preferable

to another approach that was recently proposed to begin stabilizing the same model, through

small-amplitude Gaussian input perturbation [35] - a strategy that, while promising, adds

computational expense and introduces out-of-sample extrapolation issues that can be avoided

with the brute-force optimization and wide-ensemble prognostic testing path to stabilization

we have outlined here.

This case study has investigated two closely entangled questions: 1) Does offline performance
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correspond to online model performance? 2) What neural network hyperparameters most

effect online performance? Both of these questions have been answered by leveraging the

FKB library. The library offers the ability to expeditiously transfer models trained in Keras

to Fortran, where they may be run online in existing simulators. In the absence of FKB,

neither one of these questions could be approached without unreasonable human intervention,

as the operational target is a climate model with over a hundred thousand lines of code

written in Fortran.

3.7 Conclusion

The ubiquitousness of deep learning has resulted from extensive free and open source libraries

[44, 3, 145]. Deep learning’s success and popularity merit its integration in large-scale com-

puting packages, like those written in Fortran. Instead of rewriting all existing libraries in

Fortran, we introduced a two-way bridge between low-level, Fortran, and Python through

the FKB Library. The library provides researchers the ability to implement neural networks

into Fortran code bases while being able to transfer them back and forth with Keras.

Fortran, which has been a staple within computationally intensive fields for decades, will

undoubtedly see continued use due to its fast computational ability and vast amounts of

legacy code. The FKB library enables users to access many features of the Keras API

directly in Fortran, including the ability to create custom layers and loss functions to suit

their needs. We demonstrate the integrability of FKB through our case study involving the

SPCAM3 simulator. An advantage of FKB is its ease of use, demonstrated by its ability

to be compiled in advance and once linked can be easily leveraged in existing large scale

simulators, as we have illustrated for the application of multi-scale physical simulations of

the global atmosphere.
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Chapter 4

An end-to-end CNN with attentional

mechanism applied to raw EEG in a

BCI classification task

4.1 Introduction

Advances in brain science and computer technology in the past decade have led to exciting

developments in Brain-Computer Interfaces (BCI), thereby making BCI a key research area

in applied neuroscience and neuro-engineering [4]. Non-invasive BCI facilitates new methods

of neurorehabilitation for physically disabled people (e.g., paralyzed patients and amputees)

and patients with brain injuries (e.g., stroke patients) [4]. BCI systems utilize recorded

brain activity to directly communicate between the brain and computers to control the

environment in a manner compatible with the individual’s intentions [120].

However, the ability to decode intentions is also an important tool for basic neuroscientific

research. In particular, it strongly enhances the scientific armamentarium used to investigate
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volition [167, 171]. And, more specifically, decoding intention in real time would open the

door to interesting experimental possibilities, such as interventions to facilitate or frustrate

intentions [172, 104, 106] and intention-contingent stimulation [167]. Technological advances

of recent decades—such as untethered, wireless recording, machine-learning-based analysis,

and real-time analysis of raw EEG signal have increased the interest in electroencephalogra-

phy (EEG) based BCI approaches [126].

EEG has proved to be the most popular brain-imaging method for BCI because it is inex-

pensive, noninvasive, directly measures neural activity (as opposed to fMRI for example),

and can facilitate portability to clinical use [120]. EEG signals thus serve as pathways from

the brain to various external devices, resulting in brain-controlled assistive devices for dis-

abled people and brain-controlled rehabilitation devices for patients with strokes and other

neurological deficits [4, 52, 122]. One of the most challenging topics in BCI is finding and

analyzing the relations between recorded brain activity and underlying models of the human

body, of biomechanics, and of cognitive processing. The investigation of relations between

EEG signals and—real and imagined—upper limb movement has gained more attention in

recent years [132, 47].

To implement an EEG-based BCI system for a particular application, a specific experimental

protocol and paradigm must be chosen for all phases of the experiment. Typically, the

participant first performs a particular task (e.g., a motor-imagery task, a visual task) to

learn how to modulate their brain activity, while EEG signals are simultaneously recorded

from their scalp. Using the recorded EEG as training data, a machine-learning-based neural

decoder for the paradigm is then constructed [4]. Finally, the participant performs the task

again, and the neural decoder is used for BCI control.

The process for BCI systems based on motor imagery (MI) is similar. Though, in this case,

the participant imagines the movement rather than actually executing it [132]. Previous

studies have confirmed that imagination activates areas of the brain that are responsible
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for generating actual movement [4, 148]. The most common MI paradigms reported in

literature are based on sensorimotor rhythms (SMR) and imagined body kinematics. In the

SMR paradigm (e.g., [73, 206] participants imagined kinesthetic movements of some body

part—such as hands, feet, or tongue—which result in modulations of brain activity that are

trackable using EEG [129]. Imagined movement in such SMR paradigms often causes event-

related desynchronization (ERD) in mu (typically 8-12 Hz) and beta rhythms (roughly 12-30

Hz). In contrast, relaxing after MI results in event-related synchronization (ERS) [147]. The

ERD and ERS modulations are most prominent in EEG signals acquired from electrode

locations C3 and C4 (in the 10/20 international system); these electrodes are approximately

above the motor cortices of both brain hemispheres.

MI classification is one of the most popular EEG-based BCI paradigms. EEG MI classifica-

tion generally consists of four parts: signal acquisition, feature extraction, classification, and

control. Most existing feature-extraction methods depend on manually designed features,

based on human knowledge. Feature extraction and classification of EEG signals for MI

tasks have been attempted in the time, frequency, and space (electrodes) domains—not nec-

essarily mutually exclusively. Time-frequency feature extraction in EEG has focused mostly

on short-time Fourier transform [157, 207] or wavelets [7, 55]. In the space domain, filter-

bank common spatial-patterns (FBCSP) has achieved notable performance [8, 89]. However,

FBCSP uses a fixed temporal duration, ignoring difference between participants. As such,

it does not make full use of time-domain information. Moreover, these methods generally

use handcrafted features and require heuristic parameter setting—e.g., predefined frequency

bands—which often do not generalize well across tasks and participants [51]. As such, they

often result in limited classification accuracy [7, 65, 205].
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4.2 Related work

Recently, researchers have successfully used deep learning (DL) to perform automatic feature

extraction [14] and classification [51, 107, 118, 169]. DL has achieved breakthrough accuracies

and discovered intricate structures in various complex and high-dimensional data [189, 210].

In particular, it has provided promising results in the analysis and decoding of EEG signals

[103]. Thus, NN architectures, their training procedures, regularization, optimization, and

hyper-parameter settings are all active area of research in DL-based analysis of EEG, with

advances often resulting in dramatic increases in decoding accuracy [103].

Recently, Zhang et al., proposed a hybrid DL architecture, which combined convolutional

neural networks (CNNs) and long short-term memory (LSTM) models to handle sequential

time domain data [160]. Even more recently, Dai et al., proposed an architecture composed

of a CNN with a hybrid convolution scale (HS-CNN), which separates a signal into three

frequency bands using bandpass filters at 4∼7 Hz, 8∼13 Hz, and 13∼32 Hz. The three

frequency bands are then fed into the convolutional layers with different filter sizes [51]. The

features, including different semantic information, were concatenated and then MI classifica-

tion was carried out. In another study, Zhang et al., applied an attention module to LSTM

to utilize long-range information for EEG-based hand-movement classification [209].

Despite their promise, these deep NN architectures are not easy to train from scratch, be-

cause they require large amounts of training data to achieve high classification accuracy.

However, it is particularly challenging to obtain a large amount of training samples for MI

classification. This is because gathering high-quality data requires training and experience as

well as a state-of-the-art EEG machine and a noise-free environment. MI tasks are also time

consuming and fatigue-inducing for the participants. For example, during the task, partici-

pants must minimize, if not altogether avoid, eye movements and other muscle contractions,

especially around the head. At the same time, they typically need to employ a great deal of
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concentration and attention during MI tasks. Thus, participants can only produce a limited

amount of data at each session and must come in for multiple sessions to construct a large

dataset of EEG MI. This often results in attrition over the course of multiple sessions.

Data augmentation (DA) can lead to considerable performance gains for DL, reducing over-

fitting and increasing overall accuracy and stability. DA generates new samples to augment

an existing dataset by transforming existing samples in some systematic manner. Expos-

ing the classifiers to various transformations of the training samples, as DA does, makes

the models more robust and invariant to these and potentially other transformations when

attempting to generalize beyond the training set [200, 208, 214].

DA is an especially important technique for EEG-based BCI because of its specific combi-

nation of two factors: the dimensionality of EEG signals tends to be high, while the number

of available training samples tends to be low. In a recent systematic review on DA in EEG,

Lashgari et al. collected all the papers that used DA for NN-based analysis of EEG up to

and including 2019 [103]. They showed that convolutional neural networks (CNN) were the

most popular NN architectures for EEG MI classification and typically resulted in accurate

decoding. This is likely because CNNs are well suited to end-to-end learning, scale well

to large datasets, and can exploit hierarchical structure in natural signals. The review also

found that the most common input formulation for motor tasks and MI was raw EEG signals

[103].

With these elements in mind, here we investigated the efficacy and generalizability of deep

learning on EEG-based decoding of MI. We designed an end-to-end CNN with an attentional

mechanism [194]. This is because a CNN with an attention-mechanism architecture can

improve classification performance using EEG signals by focusing on essential, task-relevant

features on different time-steps.

We begin by testing this architecture on 2 benchmark datasets (BCI Competition IV 2a
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and 2b) as well as on the dataset that we collected, which we share with the community.

Then, we compare MI to ME on the dataset that we collected. Next, we tackled a common

question when collecting EEG data: how many channels to record for optimal decoding

accuracy? We thus compared the decoding accuracy for different numbers of channels. It

has also been demonstrated that DA techniques hold promise for EEG decoding. So, we

also tested how much DA can boost the accuracy of our method across the datasets. How

much EEG data is needed to train deep NN is also not well understood, especially in relation

to DA techniques. We therefore next investigate how the accuracy of our model depends

on the amount of data on which we train and the type and amount of DA we use. Of

course, structure and anatomical features vary across brains. So, we further investigated

what happens to the decoding accuracy when we train and test it on EEG from single

participants, on pair of participants, triplets, and so on. In the interest of understanding

how well models of EEG decoding generalize to previously unseen participants, we also

investigated what happens when we train the model on all but one participant and then test

on that remaining participant, with and without transfer learning.

4.3 Methods

4.3.1 Proposed CNN-based neural-network architecture

Convolutional models have been successful in many signal processing applications, as they

allow temporally related inputs to be processed together via a sliding-window approach (Fig-

ure 4.1). This produces shared weights, where the same weight kernel is applied across the

temporal domain (for a 1D convolutional model over time). In our architecture (Figure 4.1),

this reduces the number of parameters needed in such a model and enables the signal to

maintain its spatial relations—across time within each electrode and across electrodes over
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the head. The signal from each electrode channel is fed through the same convolutional

base to produce an output matrix of dimension C ×E, where C is the number of electrodes

(or channels) and E is the size of the embedding dimension (Figure 4.1). Hence, the con-

volutional layers in effect reduce the dimension of the input to the embedding dimension,

E.

Now, in the self-attention part of the network [194, 175], we first initialize the weights for

the Query (Q), Key (K), and Value (V ). The magnitudes of Q, K, and V are derived by

the product of the input (I) and the weights. The second step is to calculate the attentional

score (S), S = QKT . The shape of S will be (C × C). The Softmax (W ) of S is calculated

to return a vector of C × 1. The third step is to find the weighted values (M), M = WV T .

Each input’s value for M is concatenated to return a shape of C×C, which will be the value

for the final Attention. Tanh was used to produce the alignment score. In the following, the

equations show more details:

I Input for self-attention, shape (number of channels (C) x the size of the
embedding dimension (E))

Key, Value, Query Initialize weights for key, value and query with shape of input size (C x E)

K = I ×KeyT Derive key, value, and query
V = I × V alueT Shape (CxC)
Q = I ×QueryT

S = Q ·KT Calculate attention score by dot product (C x 1)

W = Softmax(S) Calculate Softmax (C x 1)

M = W × V Multiply scores with value

O = tanh(M ×WT ) Linear transformation of M

The attention layer discussed above is added after the convolutional base (Figure 4.1), so

that each electrode channel is computed with every other channel to produce a matrix of

scalar values. Summing across rows and normalizing these scalars produces a vector of atten-

tion scores. These scores are used to create a linear combination of all the electrode channel
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vectors, which is passed to the fully connected layers of the network for classification. A valu-

able part of this model is therefore its interpretability [172, 46, 130]. The attention scores

for each electrode channel can be examined to determine the importance of each electrode

in the model’s prediction. However, in this study we were not interested in the added inter-

pretability that the attentional mechanism affords us. Instead, we relied on the attentional

mechanism to improve the prediction accuracy of our architecture. This is because a CNN

with attention-mechanism architecture can improve classification performance using EEG

signals by focusing on essential, task-relevant features on different time-steps, via the sliding

windows. Table 4.1 shows the summary of the proposed NN parameter.

Figure 4.1: Our proposed CNN with attentional mechanism. (A) The sliding window (length
is 1000ms and step-size is 100ms) applied to 64 EEG channels. (B) The 64 segments of raw
EEG signal, depicted in orange in (A). Each time window and channel are separately sent
through shared convolution layers. The embedded features I (CxE) applied to self-attention.
The output of self-attention passes through 2 dense layers. (C) An expansion of the self-
attention block.
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Layer (Type) Param # Shared convolutional layer

Convolution 1D [-1 ,16, 64] 816 x64
Convolution 1D [-1 ,16, 6] 12,816 x64
Max Pooling 1D [-1 ,16, 3] 0 x64
1D Vector [-1, 48] 2,304 0
Attention [[-1, 64, 48], [-1, 64, 64]] 4,608 0
Dense [-1,32] 98,336 0
Dense [-1,2] 66 0

Total Parameters 977,762

Table 4.1: Summary of the proposed CNN with attentional mechanism parameters (”-1”
represents a flexible shape, essentially the batch size.

4.3.2 Hyperparameter Optimization and Training

When implementing NN there are several choices (or hyperparameters) that must be set prior

to training—those range from the type of architecture to the depth and width of the layers,

through to the neuronal activation-function in the different layers, and so on. Choosing

hyperparameters arbitrarily is likely to lead to suboptimal results. To address this, we

first created a 3-way split of our data into a training, validation, and test sets to identify

reasonable architectures and parameter ranges. Then, guided by those preestablished ranges,

we conducted NN optimization via a Bayesian hyperparameter search using SHERPA [79],

a Python library for hyperparameter tuning. The Bayesian search has the advantage of

learning a distribution over the hyperparameters of the network architecture, in relation to

the task to be optimized. By employing this procedure, we were able to evaluate a large

space of possible models and test many configurations.

We detail the hyperparameters of interest in Table 4.2, as well as the range of available op-

tions during the search. The hyperparameters of interest consisted of the activation function,

dropout percentage, learning rate, learning rate decay, nodes per layer, and the optimizer.

Additional hyperparameters for convolutional models included the number of filters and the

kernel size. We tried 250 different hyperparameter settings for each network architecture
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(Dense NN, Conv Net-Dense NN, Conv Net-Attention-Dense NN), for a total of 750 models

over 3 different NN (Dense NN, Conv Net-Dense NN, Conv Net-Attention-Dense NN). Table

4.3 present the result of best hyperparameters tuning by SHERPA for the 3 datasets: BCI

competition IV 2a (BCI 2a), BCI competition IV 2b (BCI 2b), and our dataset and for 3

different models (Dense, CNN-Dense, and CNN-Attention-Dense).

For the 3 datasets examined in this study, we adhered to the following procedure. For each

set of hyperparameters sampled in the search, we partitioned each subject’s data into a

training and validation set. The proposed architecture was thus trained on each subject

separately. Then, to evaluate the architecture, we averaged the validation accuracy scores

across subjects. We then selected the network architecture with the highest average accuracy

score across all subjects. Critically, this process ensures that we find architectures that

perform well across subjects, but which are not tailored to specific subjects or tasks.

All networks were trained for 250 epochs using an early stopping condition—i.e., when

the accuracy on the validation set did not improve for 25 epochs, training stopped. All

models were trained using 10-fold cross-validation. The partitioning was stratified to ensure a

constant ratio of representation amongst right and left examples—roughly 50/50—in keeping

with the ratio in the data overall. This cross-validation procedure requires a given model to

be trained 10 distinct times (re-initializing the network parameters each time) and ensures

that, on the one hand, different subsets of the data are used for training and testing, while

on the other hand, each datapoint serves as part of the training set (9 times) and in the

test set (once). To be clear, when we performed cross validation, we used data partitions

that were not used during the hyperparameter search. The accuracies reported below are

therefore always the average accuracies across the 10 validation sets described above.

To double check our results, we carried one additional train/validation/test split of 75/15/10%,

respectively. After this train/validation/test procedure, we ended up with neural architec-

tures that were the same as those selected by the cross-validation procedure above—both
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Name Range Type

Activation (ReLU, ELU) Choice
Dropout (0, 0.9) Continuous
Kernel Size (25, 50, 75) Choice
Learning Rate (0.0001, 0.1) Continuous
Learning Rate Decay (0.5, 1.0) Continuous
Number of Dense Nodes (8, 512) Discrete
Number of Filters (16, 32, 64) Choice
Optimizer Adam, SGD, RMSProp Choice

Table 4.2: The hyperparameter space.

in terms of the number of layers and the kernel size. This gave us confidence that our re-

sults are not due to some leakage between the training and test sets. Our cross-validation

procedure allowed us to report confidence scores, in the form of average accuracies and stan-

dard deviations. It also demonstrated that we did not cherry pick a data partition in which

the proposed architectures happened to perform well; rather, our models were robust across

partitions.

Training took place on NVIDA Titan V GPUs with 12GB of memory. Each epoch took less

than a minute to complete. Training for a single fold typically completed within 30 minutes.

4.3.3 Data augmentation

Generally, in machine learning, but especially for NN, the classification accuracy tends to

critically depend on the amount of training data; limited training data typically leads to low

accuracy. DA comprises the systematic generation of new samples to augment an existing

dataset by transforming existing samples in a manner that increases the accuracy and sta-

bility of classification [103]. Exposing the classifiers to varied representations of its training

samples typically makes the model more invariant and robust to such transformations when

attempting to generalize the model to new datasets. DA for the MI task fell into 5 cate-
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Dataset Model
Kernel
Size Activation Dropout

Learning
Rate

Learning
Rate
Decay

Number
of

filters
Dense
Nodes Optimizer

Dense NN NAN ReLU 0.171 0.017 1 NAN 27 Adam
BCI
2a Conv Net-Dense NN 25 ELU 0.092 0.052 1 64 303 SGD

Conv
Net-Attention-Dense

NN 25 ELU 0.9 0.1 1 32 91 SGD

Dense NN NAN ReLU 0.845 0.001 0.864 NAN 289 Adam
BCI
2b Conv Net-Dense NN 50 ReLU 0 0.1 1 16 15 SGD

Conv
Net-Attention-Dense

NN 25 ELU 0 0.1 1 64 263 SGD

Dense NN NAN ReLU 0.687 0.037 1 NAN 369 SGD
Our
dataset Conv Net-Dense NN 25 ReLU 0.68 0.034 0.989 32 196 SGD

Conv
Net-Attention-Dense

NN 50 ELU 0.807 0.1 0.978 32 183 SGD

Table 4.3: Hyperparameters for each model and dataset.

gories in our analysis: noise addition [112, 144], GAN [72, 204, 212, 213], sliding window

[169, 124, 185], Fourier transform [214], and recombination of segmentation [51]. Table 4.4

shows more details about each of these methods. We evaluate all DA techniques with a

magnification m = (2, 5, 10, 15, 20, 30, 50) factor for our proposed CNN.

4.3.4 Dataset and experimental protocol

We used three datasets in this study: (1) A dataset that we collected ourselves, (2) the BCI

2a dataset [40], and (3) the BCI 2b dataset [111] (Figure 4.2).

Our dataset: Seven healthy volunteers (3 male and 4 female) participated in the study, all

were right-handed and between the ages of 23 to 30 (mean age 28). All participants gave

written, informed consent to participate in the study. Participants were seated in a chair at

a distance of 80 cm from an LCD screen with both hands resting on a table. They held a
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DA methods Details of the method

Sliding
window
[169, 124, 185]

Sliding window over the input of each trial, which leads to many more training examples for the
network compared to using than the entire. More formally, given an original trial Xj ∈ RE×T , with
E electrodes and T timesteps, we create a set of crops with crop size T ′ as time slices of the trial:
Cj = (Xj

1,...E;t,...t+T ′ |t ∈ 1, ...T − T ′). All of these T − T ′ crops then become training examples for

our CNN and will get the same label, yj , as the original trial. The best results in the BCI dataset are
for 1s window length. In this study, we tried to evaluate this technique with different m and 100 ms
step-size.

Noise
Addition
[112, 144]

We found two main categories for adding noise to the EEG signals in purpose of DA: (1) Add various
types of noise such as Gaussian, Poisson, Salt and pepper noise, etc. with different parameters (for
instance: mean (µ) and standard deviation (σ) to the raw signal (2) Convert EEG signals to sequences
of images and add noise to the images [103]. Our proposed end-to-end CNN is for raw EEG. Therefore,
we add noise just on the raw EEG signal. We add Gaussian noise with different parameters (mean =
0, standard deviation σ = 0.01, 0.1, 0.2, 0.5) to all channels of raw EEG signal.

GANs
[72, 204, 212, 213]

The GAN framework consists of two opposing networks trying to outplay each other [127]. The
discriminator (D) is trained to distinguish between real and fake input data. The generator (G) takes
a latent noise variable z as input and tries to generate fake samples that would not be recognized as fake
by the discriminator. To learn a generator distribution pg over data x, the generator builds a mapping
function from a prior noise distribution pz(z) to data space as G(z; θg). And the discriminator,
D(x; θd), outputs a single scalar representing the probability that x came from training data rather
than pg. G and D are both trained simultaneously: we adjust parameters for G to minimize log(1−
D(G(z))) and adjust parameters for D to minimize logD(x) [127]. This results in a minimax game in
which the generator is forced by the discriminator to produce ever better samples with value function
V (G,D):

minGmaxDV (D,G) = Ex∼pdata(x)
[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))].

GAN can be extended to a conditional model if both generator and discriminator are conditioned on
some extra information such as y. In conditional generative adversarial nets (cGANs) y could be any
kind of auxiliary information, such as class labels or data from other modalities. We can perform the
conditioning by feeding y into the both the discriminator and generator as additional input layer. In
the generator the prior input noise pz(z), and y are combined in joint hidden representation, and the
adversarial training framework allows for considerable flexibly in how this hidden representation is
composed. In the discriminator x and y are presented as inputs and to a discriminative function. The
objective function of a two-player minmax game would be as:

minGmaxDV (D,G) = Ex∼pdata(x)
[logD(x|y)] + Ez∼pz(z)[log(1−D(G(z|y)))].

Recombination of
segmentation
[51]

Perform segmentation on the input trials (i.e., left-/right-hand MI) with the same label. Each trial
is segmented into three crops. The crops with the same labels are then recombined to generate new
trials. For the same person and the same class, the crops at the same position from multiple trials are
randomly swapped and recombined in the time/frequency domain to generate recombined trials [51].

Fourier
Transform/Wavelet
[214]

Apply the empirical mode-decomposition algorithm on the EEG frames and mixed their intrinsic
mode functions to create new, artificial EEG frames [214]. The algorithm decomposes the original
EEG signals into a finite number of functions called “intrinsic mode functions” (IMFs). Once the
signal has been decomposed, we can recover it by adding all the IMFs and the residue without loss.
To generate the new samples, we swapped the IMFs of the decompositions. Moreover, the intrinsic
characteristics of each class (left/right) will be preserved because we mixed the IMFs of the same class.
We randomly select the trials that contribute with their IMFs to generate samples for specific class.

Table 4.4: DA techniques that are used on the MI task
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tennis ball in each hand and were told to remain relaxed and strive to minimize movement

and eye blinks. When required to respond, they were to squeeze the tennis ball in their hand

but try to avoid tensing their arms or shoulders. Each session (ME and MI—Figure 4.2) was

repeated twice. The whole experiment thus consisted of four sessions. Every session lasted

30–40 minutes with 10 to 15 minutes breaks between sessions. The duration of the whole

experiment, including setup, was kept below 3 hours to minimize fatigue. EEG data was

recorded and sampled at 250 Hz using 64 active electrodes (BrainVision actiCHamp) placed

according to the 10/20 montage. Bipolar electromyography (EMG) electrodes were placed

on the Brachioradialis for both hands as a sanity check for any movement in MI session.

Sessions 1 and 3 were designed to identify EEG signals related to ME. Participants were

instructed to squeeze the tennis ball with their right or left hand while fixating on the cross

displayed on the screen. They were encouraged to minimize all other movement and to only

use the designated hand. One hundred trials were collected for each hand.

Session 2 and 4 aimed to show that a decoding model based on actual ME, derived from the

first session, could be used to decode EEG activity in the absence of execution. Participants

were instructed to carry out MI of the repetitive hand movement instructed in session 1 while

fixating on the cross displayed on the screen. One hundred trials were collected for both left

and right imagination per each session. All other aspects of the task were identical to session

1. This session also allowed us to screen participants for the presence of motor-related EEG

oscillations, and at least minimal voluntary control over these oscillations. Hence, overall,

we collected 200 trials of ME and 200 trials of MI for each subject. The data underlying this

study have been uploaded to figshare.

Data are available from the following link: https://doi.org/10.6084/m9.figshare.14721297.

v1

BCI 2a: BCI 2a contains EEG data from 9 healthy participants [40], 2 sessions per partic-
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ipant. Each session is made up of 288 trials, resulting in 5184 trials overall. No feedback

was provided. Twenty-two Ag/AGCL channels were used to record EEG. The signals were

sampled with 250 Hz and bandpass filtered between 0.5-100 Hz. To compare our results with

previous studies ([51, 66, 121] etc.) we focused on the C3, CZ, and C4 electrodes.

BCI 2b: BCI 2b contains EEG data from another 9 healthy participants [111]. For each

participant, 5 sessions of data are collected. Each of the first 2 sessions has 120 trials and

each of the last 3 sessions has 160 trials. The total number of trials is thus 6480. Two types

of trials are included in these datasets: left- and right-hand MI. The first 2 sessions contain

training data without feedback, while the last three sessions gave a smiley face as feedback.

The EEG data is again collected over the C3, CZ, and C4 electrodes, which were placed

following the international 10–20 system. The sampling frequency was 250 Hz. Table 4.5

presents the summary of three datasets.

4.4 Channel selection

Analyzing dense-array EEG is computationally expensive and complex; it also typically

requires more expensive EEG systems than those with sparser electrodes. We therefore

tested 4 different electrode configurations on our participants—which included 3, 7, 18, or all

64 electrodes (see Section 4.3)—to further test the effect of channel selection on classification

accuracy for MI in our own dataset.

Configuration (1) C3, CZ, and C4 electrodes were chosen in accordance with the 10-20

framework [90] since these electrodes have been shown to be especially discriminatory in

hand and foot movements data [94]. It should be noted that right (left) hand’s MI operation

is usually detected above the left (right) motor cortex underneath the C3 (C4) electrode,
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Experimental dataset BCI 2a BCI 2b

The dataset
provided by

The Institute for Interdis-
ciplinary Brain and Be-
havioral Sciences, Chap-
man University

The Institute for Knowl-
edge Discovery (Labora-
tory of Brain-Computer
Interfaces), Graz Univer-
sity of Technology

The Institute for Knowl-
edge Discovery (Labora-
tory of Brain-Computer
Interfaces), Graz Univer-
sity of Technology

Open-source
dataset

Yes Yes Yes

Description
of dataset

2-class MI and ME (left
hand and right hand).
Session 1 and 3 are ME
and 2and 4 MI, No feed-
back

4-class MI (left hand,
right hand, both feet, and
tongue. No feedback

2-class MI (right hand, left
hand). The first two ses-
sions contain training data
without feedback, and the
last three sessions with
smiley feedback.

# Channels 64 EEG channels (0.5-
100Hz -BrainVision ac-
tiCHamp)

22 bipolar EEG channels
(0.5-100Hz; notch filtered)

3 bipolar EEG channels
(0.5-100Hz; notch filtered)

Sampling
frequency

250 Hz 250 Hz 250 Hz

# Subjects 7 9 9

# Sessions
per subject

4 2 5

# Trials
per session

100 288 120 for first 2 sessions and
160 trials for last 3 session

Total trials
for each subject

400 576 720

Total trials
in the dataset

2800 5184 6480

Table 4.5: Summary of the 3 datasets used in this study: Our experimental dataset, BCI
2a, and BCI 2b
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Figure 4.2: The experimental paradigms for our experimental dataset, BCI 2a, and BCI 2b.

and the foot’s MI action is typically captured by the CZ electrode.

Configuration (2) The brain’s frontal, central and parietal lobes are important from a neu-

rological perspective for MI commands. We therefore also focused on these 7 electrodes (i.e.

F3, F4, C3, CZ, C4, P3 and P4), which reside above these lobes of interest according to the

10-20 standard are considered in criteria 2 [90].

Configuration (3) Electrodes that are generally placed around the left and right motor cor-

tices are included in this configuration because they are related to MI. According to 10-20

electrode montage [90], 18 electrodes lie around motor cortex. These are labelled C5, C3,
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C1, C2, C4, C6, CP5, CP3, CP1, CP2, CP4, CP6, P5, P3, P1, P2, P4 and P6 [162, 163].

Configuration (4) We used all 64 EEG channels.

In Figure 4.3, we showed these four configurations.

Figure 4.3: Four different electrode configurations on the actiCAP—which included 3, 7,
18, and all 64 electrodes

4.5 Results

4.5.1 Performance of the proposed CNN (Neural architectures vs.

Neural architectures)

To evaluate the performance of our proposed CNN, we conducted comparisons between the

Dense NN, Conv Net-Dense NN, Dai et al. [51], and Conv Net-Attention-Dense NN (Figure

4.4). The baseline Conv Net is identical to the Conv Net-Attention-Dense NN but lacks the

attention module (see Methods, Figure 4.1, Table 4.1). The dense network sends all channels

through 2 dense layers, then it concatenates all the vectors into a single one and sends that

through 2 more dense layers. We used SHERPA for hyperparameter optimization for all 4

types of networks [79]. We also reproduced the proposed NN in [51] without the use of DA

to compare it with the proposed CNN with the attentional mechanism.

Table 4.6 represents the classification results of our proposed CNN (with the attentional

mechanism) without DA and with DA, which resulted in the highest accuracy for both
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Figure 4.4: Comparison the average validation accuracy (SE) on the BCI 2a and BCI 2b
datasets with Dense, CNN, Dai et al. (2020), and CNN-Attention-Dense (See section 2.1
and 2.2).

datasets. Those are further compared against the results of Dai et al. [51]. All classifications

were carried out on the BCI 2a and BCI 2b datasets. The average accuracy in Dai et

al. (2020) for BCI 2a and BCI 2b were 91.57% (±5.73) and 87.6% (±8.48), respectively.

In comparison, our proposed method with DA (GAN and m = 15) achieved an average

accuracy of 93.6% (±2.59) for BCI 2a and 87.83% (±6.34) for BCI 2b. Hence, our method

has a higher average accuracy than Dai et al. (2020) while maintaining less variability in the

accuracy across participants for both datasets. For the BCI 2a, our proposed method was

90.54% or higher for all participants while Dai et al. (2020) got this accuracy just for 5 of 9

participants (56%). Furthermore, we reproduced the NN described in [51] without the use of

DA to compare with our proposed CNN with the attentional mechanism without DA. Our

results on the BCI 2a and 2b datasets were 89.11% (±3.77) and 86.28% (±7.41), respectively,

outperforming those of [51] at 75.61% (±14.63) and 78.88% (±11.42), respectively. Again,

our results were also less variable than theirs.

Table 4.7 further compares our results with various other state-of-the-art methods. As is
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BCI 2a BCI 2b

Participant Dai et al.
(2020)
[51]

Reproduced
the result
in [51]
(without
DA)

Proposed
method
without
DA

Proposed
method
with DA
(GAN
m=15)

[51] Reproduced
the result
(without
DA)

Proposed
method
without
DA

Proposed
method
with DA
(sliding
window
m=2)

1 90.07% 69.77% 91.58% 95.38% 80.50% 70.83% 81.64% 84.13%
2 80.28% 65.62% 89.67% 91.25% 70.60% 63.24% 73.17% 77.92%
3 97.08% 97.91% 91.89% 91.25% 85.60% 62.64% 81.50% 83.64%
4 89.66% 69.45% 90.05% 96.12% 94.60% 97.84% 98.61% 99.18%
5 97.04% 62.51% 91.28% 95.05% 98.30% 80.95% 93.83% 94.97%
6 87.04% 62.48% 90.97% 94.62% 86.60% 80.28% 85.22% 85.83%
7 92.14% 66.66% 81.38% 91.22% 89.60% 84.58% 86.57% 86.57%
8 98.51% 90.64% 91.20% 90.54% 95.60% 86.05% 89.90% 90.50%
9 92.31% 95.46% 83.95% 97.50% 87.40% 83.47% 86.05% 87.73%
AVG 91.57% 75.61% 89.11% 93.60% 87.60% 78.88% 86.28% 87.83%
S.D. 5.73 14.63 3.77 2.59 8.48 11.42 7.41 6.34
S.E. 1.91 4.87 1.26 0.87 2.83 3.81 2.47 2.11

Table 4.6: Participant-by participant comparison of the proposed CNN with attentional
mechanism—with and without DA— against Dai et al. [51] results on the BCI 2a and BCI
2b datasets

apparent from the table, our results outperform all others, typically by a wide margin. On

average, our method is 16.44% and 7.21% more accurate than the other method for the 2a

and 2b datasets, respectively. What is more, even without DA, our method has a higher

average accuracy than all other methods except for Dai et al. (2020). And, with DA, our

method beats all other methods, including Dai et al.’s.

4.5.2 Properties of our collected dataset

There are several available BCI datasets [40, 111, 33]. However, we wanted to investigate

several open questions in neuroscience and BCI that were outside the scope of the available

datasets. So, we took the time and effort to collect our own dataset, which we are now sharing

with the community. First, we wanted to test and directly compare the performance of our

proposed attentional CNN on ME, MI, and their combination. In particular, we wanted to

track the decoding accuracy over time via a sliding-window approach. We therefore increased

the duration of the motor-imagination period from 2-3s to 4-6s to gain more insight and track
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[174] [10] [161] [121] [6] [118] [157] [215] [116] [156] [66] [67] [51]

Proposed
method
(without
DA)

Proposed
method
(with
DA)

Dataset 2b 2b 2b 2a/2b 2b 2b 2b 2b 2a 2a/2b 2a/2b 2a 2a/2b 2a/2b 2a/2b

S1 77.0 70.0 80.0 63.69/73.2 84.6 81.0 76.0 72.5 88.9 90.28/70.3 66.7/62.8 91.5 90.07/80.5 91.58/81.64 95.38/84.13
S2 64.5 60.0 66.0 61.97/67.5 66.3 65.0 65.8 56.4 51.4 57.64/50.6 63.9/67.1 60.6 80.28/70.6 89.67/73.17 91.25/77.92
S3 61.0 61.0 53.0 91.09/63 62.9 66.0 75.3 55.6 96.5 95.14/52.8 77.8/98.7 94.2 97.08/85.6 91.89/81.50 91.25/83.64
S4 96.5 97.5 98.5 61.72/97.4 95.8 98.0 95.3 97.2 70.1 65.97/93.8 63.2/88.4 76.7 89.66/94.6 90.05/98.61 96.12/99.18
S5 82.0 92.8 93.5 63.41/95.5 89.2 93.0 83.0 88.4 54.9 61.11/63.8 72.2/96.3 58.5 97.04/98.3 91.28/93.83 95.05/94.97
S6 84.5 81.0 89.0 66.11/86.7 97.9 88.0 79.5 78.7 71.5 65.28/74.1 70.1/75.3 68.5 87.04/86.6 90.97/85.22 94.62/85.83
S7 75.0 77.5 81.5 59.57/84.7 82.1 82.0 74.5 77.5 81.3 61.11/61.9 64.6/72.2 78.6 92.14/89.6 81.38/86.57 91.22/86.57
S8 91.0 92.5 94.0 62.84/95.9 86.3 94.0 75.3 91.9 93.8 91.67/83.1 76.4/87.8 97.0 98.51/95.6 91.20/89.90 90.54/90.50
S9 87.0 87.2 90.5 84.46/92.6 97.1 91.0 73.3 83.4 93.8 86.11/77.2 77.1/85.3 93.9 92.31/87.4 83.95/86.05 97.50/87.73

AVG 80 80 83 68.32/84.1 84.7 84 77.6 78 78.01 74.92/69.7 70.2/81.6 79.93 91.57/87.6 89.11/86.28 93.60/87.83

S.D. 1.3 1.5 1.6 1.3/1.5 1.4 1.3 0.9 1.6 1.9 1.7/1.6 0.7/1.4 1.7 0.6/0.9 0.4/0.8 0.3/0.7

Table 4.7: Comparison of our proposed method (with and without data augmentation) with
other state-of-the-art methods. All methods were run on the same dataset (BCI 2a and/or
BCI 2b)

the changes in decoding accuracy over time.

Second, BCI datasets typically instruct subjects to make trivial movements, such as pressing

a button. We wanted to test our subjects on a less trivial paradigm, that requires them

to exert some force. We therefore had our subjects squeeze a tennis ball (ME) or imagine

doing that (MI). We expected this to make our classifier more robust against variety of MI

tasks. This is vindicated by recent evidence that decoding attempted handwriting movements

results in much higher accuracy than attempted typing [201].

Third, most of the BCI datasets for MI focused on electrodes above the motor region—such

as C3, C4, and Cz [111]. We wanted to test to what degree general, high-density EEG

recordings across the cortex (to the extent that those brain regions are accessible to EEG)

contribute to the performance of an MI classifier. This also let us investigate the extent to

which channel selection is useful in MI classification. Forth, an additional goal of our study

was to evaluate the role of DA in MI classification. So, we needed a large enough dataset

to be able to compare classification results when training our classifier on only a portion of

the dataset. Altogether we recorded 400 trials per subject (200 each for ME and MI, see
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Methods).

4.5.3 Motor Imagery vs. Motor Execution

MI could be described as kinesthetic anticipation of corresponding overt ME without produc-

ing an actual motor output. Jeannerod stated that MI is functionally equivalent to its ME

counterpart [87]. More specifically, MI is related to the preparation of ME and represents

meaningful neurophysiological dynamics of human motor functions [217]. Consequently,

both MI and ME are accompanied by activation in common sensorimotor areas, such as the

primary motor area (M1), supplementary motor area (SMA), and premotor cortex (PMC)

[87, 217]. The neurophysiology underlying MI may differ in healthy people and patients with

motor-impairing conditions [117]. MI-based BCI may further augment the motor learning

process in healthy participants [159]. What is more, in patients with impaired motor func-

tions, MI is often the only viable option to drive rehabilitative BCI, because these patients

cannot perform overt ME [117]. The individuality and severity of motor impairments impact

the underlying neurophysiology; for example, post-stroke neurophysiology relies on lesion lo-

cations [134]. Additional work is needed to further delineate the roles of MI and ME in

motor learning or relearning for both healthy and impaired participants to refine the design

of BCI for supplementing the motor learning process.

Our own dataset enables us to directly compare ME and MI within each participant. In our

task, the participants were presented with the cue for 1s, then saw a blank screen for 1s,

and finally began ME or MI for 4s (see Methods). However, Dai et al. (2020), only used 2s

of MI. To better compare our results to theirs, we ran a sliding window analysis only for the

first 2s of the 4-s-long ME or MI period. We used window sizes of 100ms, 300ms, 500ms,

1s, and 2s, with the step size fixed at 100ms (see Figure 4.4 and Methods) on the data from

all 64 channels. With this analysis, we would expect to see a rise in the accuracy leading up
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to the moment when the participants needed to begin ME or MI. Further, as participants

were supposed to execute or imagine the movement for 4s, we expected the accuracy to then

generally plateau over this after the above rise (similarly to [167] for example).

The left column in Figure 4.5 represents the average validation accuracy over all 7 partici-

pants and the right column is specifically for Participant 4. Both show the accuracy of the

running-window analysis and over the first 4s after cue onset for 3 analyses: ME only, MI

only, and the combination of ME and MI trials. The window shown at the 4s mark is from

3900 to 4000ms for the 100ms window, for 3700 to 4000ms for the 300ms window, and so

on.

Our method’s accuracy on ME is greater than on MI (Figure 4.5), which is consistent with

previous findings about ME versus MI [53]. The average validation accuracy for the com-

bination of MI and ME (All) is also greater than MI. Looking at the variability among the

different window sizes, we see more variability in the ME condition than the MI or com-

bined condition, on average. Our averaged results over all participants also align with our

expectations, in that the accuracy rises from chance toward the beginning of the ME and

MI periods and then generally plateaus (again, compare with [167]).

4.5.4 Channel selection

Analyzing dense-array EEG is computationally expensive and complex; it also typically

requires more expensive EEG systems than those with sparser electrodes. Therefore, in this

study we tested 4 different electrode configurations on our participants—which included 3,

7, 18, or all 64 electrodes (see Methods)—to further test the effect of channel selection on

classification accuracy for MI in our own dataset.

The validation accuracy of the 7 participants for the 4 different channel-configurations are
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Figure 4.5: Validation accuracy of sliding-window analysis in ME (top), MI (middle), and
ME and MI combined (bottom). The left column is the accuracy over time averaged across
all 7 participants. The right column depicts the accuracy for the participant with the highest
overall accuracy in the ME condition (Participant 4).

shown in Figure 4.6. In Table 4.8, the validation accuracy for each participant and the

average accuracy across all participants are shown. The 18-channel layout had the highest

accuracy, at 81.73% (±2.5).

Figure 4.6: Validation accuracy for different channel configurations on the 7 participants of
our dataset.
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Participant 3 channels 7 channels 18 channels 64 channels

1 74.75(± 4.3) 75.25(±2.2) 83.25(±4.1) 81.18(±8.9)
2 72.25(± 4.2) 72.50(±4.9) 71.75(±4.1) 75.22(±4.3)
3 68.01(± 3.9) 70.01(±4.1) 74.75(±4.3) 72.05(±3.2)
4 87.69(± 5.4) 89.62(±3.2) 92.31(±3.6) 70.03(±3.1)
5 83.50(± 6.3) 85.01(±3.3) 84.50(±5.7) 68.08(±2.2)
6 83.00(± 4.2) 83.50(±6.7) 83.51(±5.8) 67.33(±1.6)
7 83.50(± 3.4) 82.01(±6.7) 82.01(±5.9) 66.41(±2.4)

AVG (± S.E.) 78.95(±2.7) 79.70(±2.7) 81.73(±2.5) 71.47(±1.9)

Table 4.8: Validation accuracy for different channel selections on our dataset for single
participants and the average over all participants. For each participant, we present mean ±
SE over trials. In the bottom row, we present mean ± SE over participants.

4.5.5 Data Augmentation

We used 5 types of DA for the MI task: noise addition [112, 144], GAN [72, 204, 212, 213],

sliding window [169, 124, 185], Fourier transform [214], and recombination of segmentation

[51]. Table 4.9 represents the result of different DA techniques on the BCI 2a, BCI 2b and our

dataset for 64 channels and 18 channels. We evaluate all DA techniques with magnification

factor m = (2, 5, 10, 15, 20, 30, 50) for the proposed CNN. For Fourier transform, we used

the same technique as in [214]. For noise addition, we opted for Gaussian noise with µ = 0,

σ = (0.1, 0.2, 0.5).

cGANs allow generation based on a class assignment [79]. In this study, the GAN had 2

different conditions that were implemented: In order to provide context about the task, the

first GAN model generates a sample conditioned on the participant’s decision—i.e., left vs.

right. The second GAN model applies finer granularity by conditioning not only on left vs

right but also the electrode channel. When generating data, the conditional inputs provide

additional information and allow the model to tailor its outputs with greater detail (see

Table 4.4). Figure 4.7 illustrates the architecture of cGAN in our work.

We also evaluated sliding-window technique (lengths l = 1000ms with sampling frequency

250 Hz and step-size 100ms). Table 4.9 demonstrated that GAN (conditional left vs. right
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Figure 4.7: Our proposed cGAN model. In the generator (G), the prior input noise and label
are combined into a hidden representation. In the discriminator (D), Real Data (i.e., raw
EEG data) and the Label are presented as inputs to a discriminative function. The contents
of all purple boxes in the architecture are the same and are expanded at the bottom left.

and channels) with m = 15 resulted in the best accuracy (93.6%) for BCI 2a dataset while

Sliding Window (500ms windows and 100ms step size) with m = 2 achieved the best accu-

racy (87.83%) for BCI 2b dataset. For our dataset, Fourier Transform with m = 15 for 64

(86.61%) and 18 (83.42%) channels, respectively. The BCI 2a dataset had a magnification

factor of 15 for the best result compared to a magnification factor of only 2 for BCI 2b.

This might be because we did not include neurofeedback within our experimental paradigm.

Decoding neurofeedback dataset has less complexity which is why BCI 2b dataset was seen

to have a smaller magnification factor of 2. Our dataset did not include neurofeedback in

the paradigm similarly to the BCI 2a dataset.
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4.5.6 Different portions of dataset

A dearth of data is a common problem when training machine-learning models on neuroimag-

ing data. We therefore wanted to systematically test to what degree DA can compensate for

the reduced availability of data. We thus randomly selected 100%, 75%, 50%, or 25% of the

samples in our dataset. And we tested the accuracy of DA on these different proportions

of our dataset for different DA techniques and magnification factors (Table 4.10). Fourier

transform resulted in the best accuracy for 100%, 75%, and 50% of the data, with 86.61%,

88.26%, and 86.18% accuracy, under magnification factors 15, 5, and 10, respectively. When

using only 25% of the data, GAN (conditional left vs. right and channels) was the best DA

technique in terms of accuracy, with 82.18% and a magnification factor of 15.
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4.5.7 Combination of participants’ EEG signals

The variability in brain anatomy and even more so functionality among different individuals

is well known, e.g. [131]. Strong structure-function correspondences is therefore typically

derived only at the aggregate level [82]. For example, Smith et al. delineated structural dif-

ferences, suggesting that the number of folds and thickness of the cortex could be associated

with whole-brain functional network [177]. Furthermore, inter-participant variability in brain

topography may also occurs due to participant-specific cognitive styles and the strategies

that different participants use to perform the task [151]. This might augment the underlying

learning processes—e.g., motor and perceptual learning [80]. Intra- and inter-participant

variability might be explained by scale-dependent brain networks in spatial, temporal and

topological domains [30].

Motor variability due to variability in human kinematic parameters—e.g., force field adapta-

tion, speed and trajectory, and motivational factors such as level of user engagement, arousal

and feelings of competence, necessary for performing a motor task—is an integral part of

the motor learning process [56, 59, 165]. What is more, EEG signals are of course measured

from the scalp rather than directly inside the brain, so they suffer from various signal distor-

tions and technical limitations [119]. Given the above, the extent to which machine-learning

models can be transferred between participants is not completely understood. The EEG

patterns associated with motor variability could partly explain intra-individual variability in

SMR-based BCI [136]. The neurophysiological processes underpinning the SMR often vary

over time and across participants. Inherent intra- and inter-participant variability causes

covariate shift in data distributions that impede the transferability of model parameters

among sessions/participants.

Given the above, we evaluate the performance of the proposed NN on combinations of data

across participants. The validation accuracy was averaged over every possible combination
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for each dataset—e.g., all participant pairs, all triplets, etc. After finding all the possible

combinations, the data was split into training and test for each combination to compute the

validation accuracy. The averages of the validation accuracy over all the states for the three

datasets are reported in Figure 4.8 (top) and differences between group (bottom). As we add

more participants, the accuracy decreases—but the decreases become smaller. In Figure 4.8

(bottom), for the BCI 2a and 2b datasets, after combining 6 or more participants, we can

see the curves plateau. This suggest that our proposed CNN was able to learn the important

variations of the different EEG signals among the different subjects thus achieving stable

accuracy.

Figure 4.8: (Top) Validation accuracies for combinations of participants for BCI 2a, BCI 2b,
and our experimental dataset. (Bottom) line plots of differences between mean validation
accuracies of consecutive groups for the 3 datasets. The x axis labels are the smaller groups;
so, differences between 2 participants and one are plotted above the label ”1 participant”,
between 3 and 2 participants above ”2 participants”, and so on.
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4.5.8 Leave-one-participant out and transfer learning

This subsection addresses two separates but closely related tasks. The first, leave-one-out,

trains a NN on n − 1 participants and tests on the remaining nth participant. This task

addresses the question of how information is shared between different participants’ EEG

signals (see section 3.7 Figure 4.6, on the x-axis, 8 participants for BCI 2a, BCI 2b and 6

participants for our dataset).

The second task, transfer learning, pretrains a NN on n − 1 participants and fine-tunes to

the nth participant [152]. The pre-training phase orients the network weights to extract

meaningful representations from the data. Then the fine-tuning, where the learning rate is

decreased, adjusts to the task of interest, the nth participant. For transfer learning, 10-fold

cross validation over the nth participant was used. Each fold fine-tunes on 9 folds and tests

on the held-out 10th fold. Table 4.11 shows the result of transfer learning on the BCI 2a, BCI

2b, and our dataset (64 channels and 18 channels). Figure 4.9 compared the result with and

without transfer learning for all 3 datasets. For instance, the validation accuracy without

transfer learning on participant n is defined by the trained model based on combination of

the other n−1 participants and is tested on the complete dataset of participant 9. However,

the validation accuracy with transfer learning on participant n is tuned to the trained model

based on combination of the other n − 1 participants based on 10% of the nth participant

and is tested on 90% of participant n.

4.6 Discussion

In this study, we proposed an end-to-end CNN architecture for EEG-based MI classifica-

tion. This proposed mechanism is used to automatically extract features from raw EEG

data (Figure 4.1 and Table 4.1). The NN optimization used the SHERPA Bayesian hy-
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Train
(participants index)

Finetune
(participant index)

BCI 2a (with transfer
learning for different par-
ticipants)

BCI 2b (with transfer
learning for different par-
ticipants)

2-3-4-5-6-7-8-9 1 78.12 78.75
3-4-5-6-7-8-9-1 2 76.38 71.62
4-5-6-7-8-9-1-2 3 89.53 79.17
5-6-7-8-9-1-2-3 4 77.77 97.02
6-7-8-9-1-2-3-4 5 77.41 83.10
7-8-9-1-2-3-4-5 6 78.83 81.94
8-9-1-2-3-4-5-6 7 80.58 81.67
9-1-2-3-4-5-6-7 8 81.60 87.36
1-2-3-4-5-6-7-8 9 90.63 84.44

Train
(participants index)

Finetune
(participant index)

Our dataset
64 channels

Our dataset
18 channels

2-3-4-5-7-6 1 83.25 83.75
3-4-5-6-7-1 2 73.01 87.25
4-5-6-7-1-2 3 76.50 77.50
5-6-7-1-2-3 4 91.15 92.70
6-7-1-2-3-4 5 91.01 85.50
1-2-3-4-5-7 6 82.10 82.50
1-2-3-4-5-6 7 84.50 86.50

Table 4.11: Leave-one-out and transfer-learning validation accuracy for BCI 2a, BCI 2b, and
our dataset (64 and 18 channels)

Figure 4.9: Validation accuracy for BCI 2a, BCI 2b, and our dataset (64 and 18 channels)
with and without transfer learning.

perparameter search on 3 datasets: the BCI Competition IV 2a and BCI Competition IV

2b, which have become benchmarks in the field, and a dataset that we collected ourselves

(Figure 4.2; see Methods). We began by comparing the architecture we favored, Conv Net-
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Attention-Dense NN, to two other baseline architectures—a Dense NN and Conv Net-Dense

NN—as well as to what was, to the best of our knowledge, the top result in the field on the

benchmark datasets—the architecture described in Dai et al. (2020) (see Figure 4.4). Our

CNN-Attention-Dense achieved 93.6% (S.E.: ±0.87) and 87.8% (S.E.: ± 2.11) accuracy over

the BCI 2a and 2b datasets, respectively (Table 4.6). That is 6.4% to 13.5% and 4.03% to

5% better than the other architectures for BCI 2a and 2b, respectively (Figure 4.4). We

further compared our results with all the papers we could find that classified the BCI 2a

and 2b datasets and reported participant-by-participant results. For the BCI 2a dataset,

our proposed EEG MI classification method achieved an improvement of 2.03% to 25.28%

over all other methods (Table 4.7). For the BCI 2b dataset, our proposed method achieved

an average improvement of 0.23% to 18.13% over previous methods (Table 4.7).

To the best of our knowledge, our CNN-Attention-Dense architecture achieved the highest

accuracy thus far for the 2 benchmark datasets—BCI 2a and 2b. On top of that, an ad-

ditional strength of our approach is its automated features extraction, directly from raw

EEG. This contrasts with most methods, which tend to use handcrafted features and require

heuristic parameter setting (e.g., predefined frequency bands). Automated features have the

advantage of often generalizing better across tasks and participants [51]. Another potential

advantage of our architecture is that the attentional mechanism could potentially lead to

more interpretable results. However, we leave the explainable-AI facet of our architecture

for further, future research.

The dataset that we collected for this study used 64 electrodes (according to the 10/20

montage; Figure 4.3). It included both ME and MI tasks and enabled us to compare the

two tasks. Having all 3 datasets further enabled us to compare MI with and without neuro-

feedback training (datasets 2b and 2a, respectively) as well as imagining button presses

versus squeezing tennis balls (datasets 2a and 2b versus our own dataset, respectively).

A long-standing question in neuroscience and motor control is the extent of shared neural
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mechanisms between MI and ME [53]; though there is a general consensus that MI and

ME at least share some important neural mechanisms. This similarity has been used in the

MI-decoding literature, where some attempts to decode MI have relied on ME as training

data [167]. Our results suggest that it is easier to decode ME than MI, at least when

using EEG and relying on our decoding methods (Figure 4.5). Furthermore, we found

that, on average, the decoding accuracy started at chance and then rose toward the time

that participants were required to move or to imagine moving. After that it more or less

plateaued. Interestingly, though perhaps not surprisingly, the accuracy level at the plateau,

when using sliding windows, was lower than the accuracy for the full 4 s of ME (compare

Figures 4.5 and 4.6). A likely contributing factor to this is that the sliding-window analysis

decoded the EEG over shorter time windows than the full 4 s.

Another long-standing question when decoding EEG, and especially dense-array EEG, relates

to how many and which electrodes (or channels) to use when recording the task. On the

one hand, when using all channels (64, in our case), the set-up time for the task is longer,

analyzing the larger dataset is more complex and computationally expensive, and brain

signals unrelated to the task and noise are perhaps more often introduced. On the other

hand, using only a limited number of channels, there may not be full coverage of brain regions

that may be involved in the decision-making and action-preparation processes. We therefore

wanted to identify the appropriate channels relevant to the MI task. We thus selected

different combinations of channels, according to 10-20 system standard, based on what is

known about the neurophysiology of decision making and action formation, [167, 172, 13].

Hence we included different EEG configurations in our study (see Results), with 3, 7, or 18,

channels around the motor cortex (see Methods), or with all 64 channels [90]. Our analysis

suggests that, without DA, the 18-channels configuration had the best average accuracy

(81.73% ± 2.5), at least on our dataset (Figure 4.6, Table 4.8), while using all 64 channels

resulted in the worse accuracy (71.47% ± 1.9). Our results therefore suggest that, for MI

decoding, it may be best to use only the 18 channels around the left and right motor region
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rather than all the channels. However, that result should be taken with a grain of salt,

because when including DA, the tables were flipped, and it was the 64-channel configuration

that did best, as described above.

One of the EEG configurations we tested included only 3 channels (C3, Cz, and C4)—this

thus let us more directly compare our dataset to the two benchmark ones and the results

of other studies. On those 3 electrodes, we achieved a mean accuracy of 79.95% for our

dataset, while our analysis resulted in an accuracy of 89.11% and 86.28% for BCI 2a and

2b, respectively—all without DA. The higher accuracy for the benchmark datasets over our

dataset might be due to the difference in tasks, the inclusion of neurofeedback (in BCI 2b),

or that they perhaps ran participants who were better able to elicit good EEG data.

One general challenge of EEG decoding, especially with deep NNs, is obtaining enough

data to train the numerous parameters in these large statistical models. The problem is

compounded for MI tasks, because they are highly cognitively demanding. So, participants

are easily fatigued and thus cannot produce a large amount of data in each experimental

session. Bringing participants in for multiple sessions runs into issues of participant attrition

for example. Another issue with collecting EEG over multiple session is the non-stationary

nature of EEG signals [48]—i.e., the statistics of the EEG signals vary across time. As a

result, a classifier trained at a specific time would tend to generalize increasingly poorly to

data recorded at another time that was increasingly temporally removed—even for the same

participant. This is a challenge for real-life applications of EEG, which must often work

train on only limited amounts of data.

Some studies indeed strived for very lengthy data collection paradigms. One study, investi-

gating MI control of 3D movement, had participants come back for up to 50 experimental

sessions, which amounted to more than 20 hours of training per participant in some cases

[125]. In another study, focusing on an EEG-based stroke-rehabilitation system [182], it took

12 weeks to collect enough data for three MI tasks, with each participant participating in
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2 sessions per week [182]. While these are extreme examples, they highlight how common

it is for participants to become fatigued after as little as 1 hour or less of data collection

[9, 98, 184].

A promising solution to this dearth of data is to use DA, especially when using DL models

on EEG data [103]. We therefore tested 5 disfferent DA techniques: sliding window, noise

addition, GAN, Recombination of segmentation, and Fourier transform/wavelet. We further

tested different magnification factors and hyperparameters (e.g., different window sizes for

sliding window, various standard deviations for noise addition) for each technique we eval-

uated. Based on the guidelines in Lashgari et al. (2020) we evaluated the accuracy of the

proposed method before and after DA. Our main objective was to find the best DA technique

for each of the 3 datasets above. As far as we know, this is the first study to compare these

various DA techniques as well as the different hyperparameters of the various techniques on

benchmark datasets BCI 2a and 2b (see Table 4.9). We found that different techniques work

best for different datasets. For BCI 2a, GAN (conditional left vs. right and channels, m =

15) achieved the best accuracy, 93.6%. In contrast, sliding window (m = 2) gave the best

accuracy for BCI 2b, at 87.83%. The DA step thus clearly boosted the performance of our

proposed CNN (Table 4.6) as discussed below.

Interestingly, the BCI 2a dataset did not include neurofeedback training for the participants,

while BCI 2b did. At the same time, the DA method that worked best for BCI 2a was a

highly complex GAN with a large magnification factor, while that for BCI 2b it was a simple

sliding window with a small magnification factor. So, one possible conclusion is that the

neurofeedback training in BCI 2b, which effectively trained the participants to emit neural

activity that would be better classified by the classifier, may have led to the superior accuracy

from a simpler DA technique.

We also tested different DA techniques on our own dataset, which included 64 channels (see

Methods). This achieved an accuracy of 86.61% (m = 15) with Fourier transform (Table
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4.9). Using only 18 channels and the sliding-window DA technique (m = 15), we achieved an

accuracy of 83.42%. Hence, using DA, we achieved higher accuracy with 64 channels than

with 18 channels. Interestingly, without DA, the situation was flipped: the 64-channel data

had lower accuracy 71.47% (±1.9) than the 18-channel data 81.73% (±2.5) (see Table 4.8).

This suggests that, if one dataset has lower accuracy than another without DA, it does not

necessarily mean that the first dataset would also have lower accuracy than the second after

DA.

As noted above, our accuracies were higher than those of Dai et al. (2020) (Table 4.6)—

which was the top result in the field. Besides higher accuracies on average, our accuracies for

individual participants were 90.54% or higher (Table 4.6), while Dai et al. (2020) achieved

this accuracy or higher for just for 5 of the 9 participants. Further, we were interested in

the effect of DA on the accuracy of their results. But they did not report that for BCI 2a.

And we were unable to obtain their code. What is more, they did not specify the details

of their DA techniques. We therefore reimplemented their architecture from their paper, as

per the details in their methods, without DA, to compare it with our architecture without

DA. The accuracy of our proposed CNN without DA—at 89.11% (±3.8; SE here and below)

and 86.28% (±7.4)—outperformed the NN reproduced from Dai et al. (2020)—at 75.61%

(±14.6) and 78.88% (± 11.4)—for BCI 2a and 2b datasets, respectively.

Following the above, an exciting potential use of DA is to replace lengthy, multi-session

data-acquisition efforts [125, 182]. For brain-imaging studies, it would decrease the time

and funds that researchers need to spend on data collection and reduce the inconvenience

of participants. This is especially pertinent for situations where gathering additional data is

financially, ethically, or otherwise difficult. Though DA would of course come at the expense

of additional training time for the statistical models. We tested this by training on only

some of the training set—25, 50, 75, or 100% (see Table 4.10)—while testing different DA

techniques on the remaining data.
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We therefore tested the extent to which data augmentation could replace gathering more

data, at least for the dataset that we collected (Table 4.10). More specifically, we collected

400 trials from each participant (see Methods) and used different proportions of the MI

dataset (100%, 75%, 50% and 25%) to train the model. We then augmented those different

proportions of the dataset with various DA techniques that have different magnification

factors. Our aim was to test the effects of those DA parameters on classification accuracy

(Table 4.10). With 100%, 75% and 50% of the data, m = 15, 5, and 10, using Fourier

transform achieved the highest accuracies, that were overall similar, at 86.61%, 88.26%,

and 86.18% accuracy. Yet, classification based on just 25% of the data, m=15 and GAN

(conditional left vs. right and channels) resulted in a lower accuracy, 82.18%. It might

be that the smaller dataset required a more sophisticated DA technique that for the other

proportions was needed to achieve its best accuracy. Though this accuracy was clearly lower

than for the other proportions of data. This hints at the limits of DA for EEG.

It is well known that there is general anatomical similarity as well as structure-function

correspondence among humans. But the anatomy of different brains also differs, at least

to some extent, as does the structure-function correspondence. So, brain science typically

operates at the aggregate level [82]. In particular, Smith et al. delineated structural differ-

ences, suggesting that the number of folds and thickness of the cortex could be associated

with whole-brain functional networks [177]. Furthermore, inter-participant variability in to-

pography occurs due to participant-specific cognitive style and strategy to perform a task

over time [173], which could augment the underlying learning processes, e.g., motor and

perceptual learning [80].

This question has clear implications for the analysis of EEG over groups of participants.

We therefore wanted to investigate to what extent the number of participants over which

we trained and tested our machine-learning model reduced the classification accuracy of the

statistical model over that group. We thus trained and tested our model on all individual

89



participants, on all pairs of participants, all triplets, quadruplets, and so on (Figure 4.8).

It appears that, for all 3 datasets, the accuracy dropped most markedly between training

and testing on individual participants to training and testing on pairs. Then there were

diminishing decreases going from pairs to triplets, triplets to quadruplets, and so on, leading

to roughly a plateau from groups of 6 participants and on. This suggests that the costs

associated with inter-individual differences in brain structure and activity outweigh the ben-

efits of the additional data when training over a group of participants. Though the decoding

accuracy appeared to stop decreasing and reached somewhat of a plateau after around 6

participants. Future work, with a larger number of participants, could test the hypothesis

that the accuracy would begin to rise again when training and testing over enough additional

participants. One reason that this could happen is that the introduction of an ever-increasing

number of additional participants might end up more than compensating for the neural vari-

ability between different brains. In other words, the advantages of the increasingly larger

data available to train the model would outweigh the disadvantages of the variability across

additional brains. Testing this hypothesis is left for future studies.

Following the discussion of inter-participant brain variability above, another key question in

EEG analysis and especially for classification using DL is the extent to which a machine-

learning model that was training on one group of participants could be generalized to new

participants [166]. Put differently, we were wondering to what extent transfer learning, which

has been increasingly used in the machine-learning literature, especially of late [110, 202, 211],

would be useful for EEG classification using DL. We tested this by directly comparing two

analyses. In the first, we trained a model on all but one participant and then tested it

on that remaining participant (i.e., leave-one-participant-out classification). The second

analysis comprised of again training on all but one participant, but then using transfer

learning and finetuning the model on one part of the left-out participant. Finally, we tested

the model on independent data from that participant (see Results 3.7). Our results clearly

indicated that transfer learning led to higher accuracy than leave one out (Figure 4.9)—an
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increase in accuracy of 16.66%, 11.35%, and 18.6% for BCI 2a, BCI 2b, and for our dataset,

respectively. This demonstrates the clear advantages of transfer learning for EEG analysis

using DL. With DL models getting increasingly complex, the ability to finetune them for

new participants rather than retrain them from scratch becomes increasingly important.

In addition, our results suggest that the BCI community could use transfer learning with

EEG to train a model on an existing dataset and then improve its performance for a new

participant using only finetuning of the model [110, 58]. According to our results, this could

markedly improve the performance of BCI classifiers.

Due to the good classification performance of our proposed neural-network architecture and

the relatively simple data processing, without prior manual feature extraction, our method

holds promise for online, real-time, EEG-based classification of MI. It is left to future work

to test how well the system will work in real time. Further, based on our results, it seems

useful to use transfer learning between participants in a real-time paradigm. Furthermore,

our neural-network architecture uses an attentional mechanism that helps identify the most

salient brain regions that drive the network’s classification ability. However, we leave the

analysis of these brain regions for future work.
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Chapter 5

Conclusion

We have presented contributions to the field of deep learning. Both in theoretical understand-

ing, motivated from biological plausibility constraints, as well as applications to problems

in the physical sciences. Findings in the realm of deep learning theory have demonstrated

that while weight sharing is a pragmatic convenience for time and memory efficiency it is

not required from a learning perspective. These findings nicely intertwine with well known

facts of biology and neurocircuitry.

Our contributions in applied machine learning have dramatically impacted the availability

of deep learning resources in specific high performance computing landscapes. The FKB

framework has become a useful tool for those seeking to apply neural networks in FORTRAN

based simulators.
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Appendix A

Appendix

A.1 Experimental Settings

A.1.1 Hyperparameter Search

We conducted a hyperparameter search to explore the space of possible architectures. CNN

and FCNs trained on MNIST and CIFAR, using a grid search to find the optimal setting.

The search was executed using SHERPA [76], a Python library for hyperparameter tuning.

We detail the hyperparameters of interest in Table A.1, as well as the range of available

options during the search.

During the hyperparameter search, MNIST trained for 100 epochs with a patience of 25

monitoring the validation accuracy. CIFAR trained for 200 epochs with a patience of 50

Name Options Parameter Type

Learning Rate 10−i, i ∈ [1, 6] Choice
Number of layers [2, 3] Discrete

Table A.1: Hyperparameter Space for the conducted grid search.
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monitoring the validation accuracy. We show the hyperparameters of the best-performing

networks in Table A.2. All networks achieved the best performance with three layers. The

ultimate difference between MNIST and CIFAR architectures is the learning rate, 10−3 and

10−4, respectively.

A.1.2 Network Architectures

Table A.2 describes the architectures used in this paper. MNIST networks have three con-

volutional or free convolutional layers respective of the architecture. All weight kernels are

of size 3x3 with 32, 64, and 128 filters for the three layers. This output feeds into a fully

connected layer of 1024 nodes, followed by a softmax layer for classification.

CIFAR networks have three convolutional or free convolutional layers respective of the ar-

chitecture. Layer one has a 5x5 weight kernel, 64 filters, and a stride of 2. Layer two has

a 5x5 weight kernels, 128 filters, and a stride of 2. Layer three has 3x3 weight kernels, 256

filters, and a stride of 1. Following these layers are a fully connected layer of 1024 nodes,

followed by a softmax layer for classification.

A.1.3 Implementation Details

Random seeds were set to zero for the Tensorflow backend and Numpy. Batch sizes were 256

and 128 for MNIST and CIFAR, respectively. Weights for all layers were initialized using the

Xavier Uniform Initialization. The source code for all experiments has been made publicly

available at: https://github.com/Learning-In-The-Machine/Weight-Sharing

95

https://github.com/Learning-In-The-Machine/Weight-Sharing


CNN FCN

MNIST

Convolutional(3x3,32,2) Free Convolutional(3x3,32,2)
Convolutional(3x3,64,2) Free Convolutional(3x3,64,2)
Convolutional(3x3,128,1) Free Convolutional(3x3,128,1)
Fully Connected(1024) Fully Connected(1024)

Softmax(10) Softmax(10)

Learning Rate: 10−3 Learning Rate: 10−3

CIFAR

Convolutional(5x5,64,2) Free Convolutional(5x5,64,2)
Convolutional(5x5,128,2) Free Convolutional(5x5,128,2)
Convolutional(3x3,256,1) Free Convolutional(3x3,256,1)
Fully Connected(1024) Fully Connected(1024)

Softmax(10) Softmax(10)

Learning Rate: 10−4 Learning Rate: 10−4

Table A.2: Architecture specification resulting from the grid search. The format for con-
volutional layers is (kernel size, number of output channels, stride). All layers, except the
output, use ReLU activations.

A.2 Other Augmentation Methods

To examine the necessity of translational datasets, additional experiments were conducted

using noise and rotational augmentation during training. The hypothesis being that only

translational data is sufficient to endow FCNs with translational invariant recognition. The

full results for edge noise, noise, and rotation augmentation can be found in Tables B.1, B.2,

and B.3, respectively.

Training using other augmentation methods that do not produce translational invariant

datasets yield poor results when testing on the translationally augmented validation set.

This result indicates that only translationally augmented training data allows FCNs to learn

translationally invariant representations. Using translationally invariant datasets yields bet-

ter results in validation set and augmented validation set accuracy, specifically in FCNs.
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A.2.1 Edge Noise

Augmentation with edge noise represents adding Gaussian noise to the periphery of an image.

For experiments in this paper, the periphery is defined as the 5 pixels bordering an image (for

both CIFAR and MNIST). This type of augmentation serves to test the network’s resiliency

to noise on the fringe. For datasets like MNIST and CIFAR that contain the object of

interest in center focus, this noise is unlikely to corrupt the object. Figure B.1 shows the

effect of edge noise on the periphery, starting from zero noise, Figure B.1a, up to a standard

deviation of 0.99, Figure B.1k.

Figure A.1: Examples of edge noise augmentation on MNIST. (a) 0 variance noise, equivalent
to a un-altered MNIST image. (b-k) Gradually increasing the variance of noise augmentation
by .1 each time.

A.2.2 Noise

Augmentation with noise represents adding Gaussian noise to the image. This type of

augmentation serves to test the network’s resiliency to noise corruption. Figure B.2 shows

the effect of edge noise on the periphery, starting from zero noise, Figure B.2a, up to a

standard deviation of 0.99, Figure B.2k.
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MNIST CIFAR
Validation Acc Translation Acc Validation Acc Translation Acc

Aug % CNN FCN CNN FCN CNN FCN CNN FCN

0.00 0.99054 0.98807 0.36654 0.37229 0.67108 0.64733 0.44456 0.43347
0.10 0.99100 0.98786 0.36263 0.37666 0.64475 0.62633 0.42742 0.42179
0.20 0.98921 0.98714 0.35503 0.37587 0.63567 0.62375 0.42288 0.42011
0.30 0.98943 0.98714 0.35113 0.36777 0.62992 0.62350 0.41944 0.41986
0.40 0.98950 0.98750 0.34368 0.36053 0.61225 0.62342 0.40835 0.41952
0.50 0.98864 0.98664 0.34107 0.35236 0.60917 0.62167 0.40348 0.41734
0.60 0.98893 0.98750 0.33550 0.34968 0.59083 0.61617 0.39365 0.41541
0.70 0.98843 0.98707 0.33565 0.34650 0.59308 0.61558 0.39415 0.41473
0.80 0.98821 0.98671 0.33200 0.34165 0.58392 0.61375 0.38794 0.41322
0.90 0.98800 0.98679 0.33377 0.33970 0.58058 0.60925 0.38458 0.41112
0.99 0.98829 0.98650 0.32986 0.33767 0.57383 0.60996 0.37912 0.41053

Table A.3: Edge noise results. Median accuracy of un-augmented validation and transla-
tion augmented validation set. The left most column denotes the amount variance of noise
used during training. When performing translational augmentation on the validation set,
25% augmentation was used throughout the experiments. Bold values indicate the highest
performing model in that accuracy metric for CNN and FCN, respectively.

MNIST CIFAR
Validation Acc Translation Acc Validation Acc Translation Acc

Aug % CNN FCN CNN FCN CNN FCN CNN FCN

0.00 0.99054 0.98807 0.36654 0.37229 0.67108 0.64733 0.44456 0.43347
0.10 0.99000 0.98750 0.35757 0.37004 0.63092 0.63425 0.41507 0.41919
0.20 0.98957 0.98779 0.35880 0.37410 0.59258 0.61825 0.39037 0.40381
0.30 0.99007 0.98829 0.36328 0.36957 0.56258 0.59404 0.37433 0.38899
0.40 0.98979 0.98879 0.35793 0.36769 0.53521 0.56983 0.35652 0.37576
0.50 0.98964 0.98857 0.35084 0.34990 0.51142 0.55075 0.34232 0.36794
0.60 0.98900 0.98836 0.33623 0.33261 0.48083 0.53192 0.32451 0.35685
0.70 0.98807 0.98750 0.31854 0.31782 0.44858 0.50850 0.30612 0.34341
0.80 0.98614 0.98586 0.30433 0.30136 0.42417 0.47683 0.29255 0.32502
0.90 0.98407 0.98350 0.29080 0.28516 0.41179 0.44933 0.28642 0.30855
0.99 0.98164 0.98086 0.27590 0.27235 0.38250 0.40042 0.27050 0.28154

Table A.4: Noise results. Median accuracy of un-augmented validation and translation aug-
mented validation set. The left most column denotes the amount variance of noise used
during training. When performing translational augmentation on the validation set, 25%
augmentation was used throughout the experiments. Bold values indicate the highest per-
forming model in that accuracy metric for CNN and FCN, respectively.
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Figure A.2: Examples of noise augmentation on MNIST. (a) 0 variance noise, equivalent to
a un-altered MNIST image. (b-k) Gradually increasing the variance of noise augmentation
by .1 each time.

A.2.3 Quadrant Swap

Using the convention from Cartesian geometry, quadrant I and III of images are swapped.

This type of image deformation serves to test the networks reliance on features as opposed

to global structure. The hypothesis being that because of CNNs shared weight paradigm,

the location of features matters less opposed to the presence of the feature itself. Conversely,

FCN filters can only operate locally within their receptive field, rendering the global structure

of the image essential.

To test this hypothesis, features of images need to be manipulated in such a way to compro-

mise the overall structure of the image but preserve individual features. Figure B.3 shows a

visual example of the swap procedure.

The results from this task, shown in Figure 2.6, indicate CNNs score a higher accuracy on

Quadrant swapped images compared to FCNs. This indicates that CNNs are still able to

recognize features of the altered images when making their prediction. This bolsters the

notion that the overall structure of an image is less important for a CNN as opposed to the
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FCN, that performs nearly 20% worse. In this task, a lower score indicates higher importance

on the global structure.

Figure A.3: Quadrant swap on MNIST. (a) Un-augmented image. (b) Quadrant swap
augmentation. Where quadrant I is replaced with quadrant III and III with I

A.2.4 Rotation

Rotation augmentation is accomplished via rotating images clockwise about the center point.

Figure B.4 shows the effect of rotating an MNIST image from 0%, Figure B.4a, up through

99%, Figure B.4k. Table B.3 displays the results of training networks with rotation augmen-

tation.

A.2.5 Approximate Weight-Sharing

The distance between weight kernels within an FCN layer was measured during training with

other types of augmentation. This experiment tests if translation augmentation is the cause

of approximate weight-sharing in FCNs. Figure B.6 and B.7 show the results of training

with rotation and noise augmentation, respectively.
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Figure A.4: Examples of rotation augmentation on MNIST. (a) 0% rotation, equivalent to a
un-altered MNIST image. (b-k) Gradually increasing the degree rotation by 10% each time.

The results show that for all augmentation settings of rotation, the distance between filters

increases over time. Additionally, in noise augmented training, the average Euclidean dis-

tance increases in all cases except very high values of noise (0.8, 0.9, 0.99). Indicating this

increase in filter similarity is due to the high noise levels across the image. This is confirmed

visually by examining Figure B.2i, B.2j, and B.2k. Also, the decrease in euclidean distance

for noise is not as dramatic as observed for translation, Figure 2.5.

A.3 Variable Connection Patterns

Also implemented in this study are neurons with variable connection patterns in FCNs. At

the start of training, a chosen percentage of weights are randomly set to 0, representing

the absence of a dendritic connection. These missing weights do not contribute to the

output of the layer, and their values are not updated during backpropagation. The resulting

connection patterns are maintained throughout training and testing. There are multiple

options for implementing neurons with variable connection patterns. For computational

simplicity, the implementation used in this paper is to turn off connections within each
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MNIST CIFAR
Validation Acc Translation Acc Validation Acc Translation Acc

Aug % CNN FCN CNN FCN CNN FCN CNN FCN

0.00 0.99054 0.98807 0.36654 0.37229 0.67108 0.64733 0.44456 0.43347
0.10 0.99079 0.98836 0.38527 0.37753 0.68233 0.65500 0.48660 0.46211
0.20 0.98907 0.98571 0.36372 0.35055 0.65746 0.62608 0.47450 0.44766
0.30 0.98779 0.98436 0.33587 0.30107 0.64708 0.61000 0.47106 0.43364
0.40 0.98636 0.98329 0.32147 0.28877 0.63625 0.59767 0.46455 0.42981
0.50 0.98439 0.98114 0.32183 0.29492 0.62242 0.58550 0.46337 0.42465
0.60 0.98400 0.97979 0.32154 0.29854 0.61533 0.57458 0.45682 0.41919
0.70 0.98336 0.97864 0.32060 0.29337 0.60717 0.57100 0.44750 0.41465
0.80 0.98236 0.97786 0.31547 0.29015 0.60875 0.56567 0.44758 0.40961
0.90 0.98071 0.97686 0.31040 0.28566 0.59958 0.55767 0.44414 0.40692
0.99 0.98350 0.97975 0.32429 0.29239 0.61842 0.58108 0.46102 0.42221

Table A.5: Rotation results. Median accuracies of un-augmented validation and transla-
tion augmented validation set. The left most column denotes the percentage of rotation
used during training. When performing translational augmentation on the validation set,
25% augmentation was used throughout the experiments. Bold values indicate the highest
performing model in that accuracy metric for CNN and FCN, respectively.

Figure A.5: Filters at a specified radius. (a) Filters at radius 1 from the desired filter,
marked by an X. (b) Filters at radius 4 from the desired filter, marked by an X.

square filter given some probability. In simulations, we vary the probability from 0 to 99%

by increments of 10%. The results from these simulations are reported in Figure C.1 and

C.2 for MNIST and CIFAR, respectively. Both datasets use 30% translational augmentation
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Figure A.6: Euclidean distance between filters of an FCN layer, trained on MNIST with
rotation augmentation. (a) Average euclidean distance between filters one unit away. i.e. all
adjacent filters in the layer. (b) Average euclidean distance between filters four units away.

Figure A.7: Euclidean distance between filters of an FCN layer, trained on MNIST with
noise augmentation. (a) Average euclidean distance between filters one unit away. i.e. all
adjacent filters in the layer. (b) Average euclidean distance between filters four units away.

for these experiments.

The variable connection probability is varied from 0% to 99% as indicated by the legend

(VCP %). The results shown in Figure C.1 and C.2 were trained using 20% translation

augmentation. Accuracy on the validation set indicates FCNs are robust to even large
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amounts of missing connections. Even when 80% of connections are absent, the FCN is able

to perform comparably well on both MNIST and CIFAR. FCNs are shown to be robust to

a high degree of missing connections. Performance degrades rapidly beyond 90%.
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Figure A.8: FCNs trained with variable connection patterns on MNIST. The legends indicate
the probability of absent dentritic connections in a FCN filter. (a) Accuracy on translation
augmented training set, 30% translations. (b) Accuracy on the un-augmented validation
set. (c) Accuracy on the translation augmented validation set, using 25% translations. (d)
Accuracy on the rotation augmented validation set. (e) Accuracy on the noise augmented
validation set. (f) Accuracy on the edge noise augmented validation set.
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Figure A.9: FCNs trained with variable connection patterns on CIFAR. The legends indicate
the probability of absent dentritic connections in a FCN filter. (a) Accuracy on translation
augmented training set, 30% translations. (b) Accuracy on the un-augmented validation
set. (c) Accuracy on the translation augmented validation set, using 25% translations. (d)
Accuracy on the rotation augmented validation set. (e) Accuracy on the noise augmented
validation set. (f) Accuracy on the edge noise augmented validation set.
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