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Optical signatures of the biological tissues and spectral characteristics of the

chemotherapy agents provide distinctive information on the nature of these tissues and

the chemical properties of the chemotherapy drugs delivered at the tumor sites. Equipping

the tools routinely used in interventional procedures, with optical guidance could provide

real-time feedback on the characteristics of the tissues and the drugs under examination

by acquiring and evaluating their spectral information. A new optically guided needle

system is designed here that transmits the spectrally encoded modulated light to the

medium at the tip of the needle and processes the detected backscattered light to sense
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the presence of the blood or bile within the liver parenchyma, differentiate the benign

and malignant breast tissue, activate a photocleavable prodrug and estimate the amount

of the drug accumulated at the tumor site.

In addition to spectral imaging of the tissues, spatially encoded light fields were

used to generate images of the objects hidden within scattering materials and methods

were proposed to calculate and generate the desired spatially encoded vectorial fields at

the focus of high NA lenses. The results of the imaging through scattering experiments

showed that utilizing the designed set of spatially encoded projection patterns significantly

reduced the number of measurements required to reconstruct an image of the hidden

objects. The developed reflective imaging setup is compatible with the majority of the

bio-imaging settings.

To generate the desired spatially encoded vectorial light fields at the image plane

of the high NA lenses, a new method was proposed to calculate the required incident

fields with spatially varying polarizations in the back focal plane of the lenses. With the

refresh rate of 40 Hz for calculating 128×128-pixel incident fields, this method could be

used to update and adjust the designed focused fields in near real time. The application of

this method in generating line traps for imposing translational movement on the trapped

particles was also discussed.
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Chapter 1

Fiber sensor based needle biopsy

guidance and drug delivery monitoring

1.1 Fiber sensor assisted in-vivo needle guidance for min-

imally invasive procedures

Abstract

Interventional Radiologists use image guidance, commonly x-ray fluoroscopy or

computed tomography, to insert a needle into a target, such as tumor, fluid collection,

or to gain access to the lumen of vessels or ducts. When targeting vessels or ducts in

the liver, the location of the needle tip as it is advanced is determined by injecting small

quantities of contrast material. We have designed an optically guided needle system that

constantly interrogates the optical signature of tissue in the immediate vicinity of the tip

to provide real-time feedback minimizing radiation exposure and eliminating the need for

contrast media injections during some of the commonly used interventional procedure.

Our system replaces the steal needle core with transmitter and receiver fiber cables to

1
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deliver a low power modulated light to the needle tip and capture the backscattered light

to determine the tissue's optical properties. A prototype was tested using a cow's liver, ex

vivo. We were able to not only determine when the needle tip was in liver parnechyma,

blood vessel, or bile duct based on their optical signature in real time, but also determine

the tissue type a few millimeters ahead of the needle tip.

1.1.1 Introduction

Interventional radiologists use real-time imaging to guide small needles, wires,

and tubes within the body to perform a variety of procedures such as biopsies, drainage

of a fluid collections, or accessing vessels to place stents [3]. The challenge in these

procedures is to identify whether the needle tip is within the target space. Identifying

the exact location of the needle tip may be difficult, particularly when aiming for small

targets, lengthening the procedure, increasing radiation exposure to the patient and

medical personnel when using x-ray fluoroscopy or computed tomography for guidance,

and increased risk of injury to intervening tissues.

Percutaneous Biliary Drainage (PBD) is one of the common procedures that is

performed to decompress the biliary system that is obstructed by tumor, stone or scarring

[4]. During PBD, the interventionalist inserts a thin needle percutaneously into the liver

and uses x-ray fluoroscopy to guide the needle into a bile duct. To identify the location of

the needle tip, iodinated contrast media is continually injected and the pattern of contrast

diffusion assessed until the biliary tree is identified. Once in the duct, the steal needle

core is exchanged with a guide wire that is advanced into the bile duct and used as a

guide to advance a drainage tube. The challenge is recognizing when the needle tip is in

a bile duct especially when ducts are small, or when the field of view becomes obscured

by contrast media from previously failed passes.

The biochemical components and structure of tissues determine their optical
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properties, allowing their recognition by assessing light absorption and scattering coeffi-

cients, anisotropy factor, and index of refraction. Several investigators have shown the

feasibility of performing an optical tissue biopsy using a fiber optic core inside a needle.

Lubawy and Ramanujam developed a fiber-optic based biopsy probe for near-infrared

spectroscopic sampling of in vivo breast tissues [5]. Stephen A. Boppart, et al. [6] used

near-infrared fiber optics integrated breast biopsy needle to perform tissue classifications

based on measurement of the optical refractive index and scattering. Irving J. Bigio, et al.

[7] provided an extensive review of common methods of diagnostic optical spectroscopy

that were translated to the clinic to aid gastrointestinal endoscopy, as well as detection of

breast and cervical cancer.

In this project, we performed a series of Monte Carlo simulations to determine

whether optical spectroscopy would provide a unique signature for liver parenchyma,

blood and bile, the three tissues encounter during PBD. We then built a prototype system

using the needle that is commonly used for PBD, and replaced the core with 2 fibers to

transmit and receive light. We then tested the system using a cow's liver, blood and bile,

ex vivo. We not only show that optical spectroscopy successfully recognizes the three

tissue types at the needle tip, but also recognizes when the needle tip is approaching bile

or blood a few millimeters before the interface is reached.

1.1.2 Methods and materials

Mathematical Simulation

In our model, the propagation of photons inside the target tissue and the amount

of backscattered light were simulated using the Monte Carlo method. We used an open

source software offered by Lihong Wang and Steven L. Jacques [8], and assumed that

the tissue is cylindrically symmetrical, has a radius of 10 mm and depth of 4 mm and



4

calculated the photon fluence map as a function of radius (r) and depth (z) (Figure 1.1).

We used two 200 µm fibers separated by 50 µm and calculated the diffused reflectance,

R(r), as the number of photons reaching each grid point along the surface of the detection

fiber.

To test the hypotheses that backscattered light from bile, blood, and liver provides

unique optical signatures to allow their recognition, we performed three simulations one

at each wavelengths (R(λ)) of 520, 630, or 700 nm and calculated diffuse reflectance.

We used the tissue properties reported by Ritz, et al.[9] and Faber, et al.[10] for the

simulations.

Figure 1.1: Schematic of the model used for the Monte Carlo simulation.

To test whether the system can recognize that a different tissue lies ahead and

at what distance (the Look Ahead Distance (LAD) as defined by Hanli Liu et al.[11]),

we used a two-layer model with the liver as the current tissue and the layer ahead is

either blood or bile. Monte Carlo simulations were performed as the tissue, 4mm ahead,

was changed from all liver to all blood or bile in graded increments, and the absorption

spectrum and diffused reflectance for each condition calculated. For the simulations we

used a 4mm cylindrical tissue model and 520 nm wavelength.
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Needle Assembly

The prototype fiber sensor based biopsy needle consisted of two optical fiber

cables with 200 µm core diameter and 0.22 numerical aperture (FG200UEA, Thorlabs)

inserted in a standard 15 cm 20-gauge biopsy needle (BD 405211 Quincke Spinal Needle,

600 µm inner diameter). After removing the buffer and coating of two optical fibers,

they were inserted into the needle, and under microscopy guidance, black epoxy (J-B

Weld KwikWeld, www.homedepot.com) was used to fix the tips at 50 µm apart and

to eliminate light cross-contamination. One of the fibers was used to transmit and the

other to receive backscattered photons that were captured by a detector (Ocean-Optics

spectrometer USB4000) for analysis.

Tissue Phantom Experiments

Cow's liver and goat's blood were purchased from a local grocer. Bile phantom

was made by adding green color to a diluted milk solution. Using the needle system just

constructed, xenon light was delivered through one optical fiber when the tip was inserted

in each of the three tissues. The received optical signal was used to generate a spectrum

to identify distinct bands for liver, blood, and bile. We then constructed look-up tables for

the ratio of backscattered light intensity at each of the characteristic bands for each pair

of tissues. To normalize the collected intensities, we used the ratio of the backscattered

light at two wavelengths instead of using an absolute value of backscattered light.

Since data from the xenon light indicated that the three tissues can be recognized

by interrogating at only 520 and 630 nm, the remaining experiments were performed

using low power red and green laser diodes with center frequencies at 671 and 532

nm, respectively (Quartet Classic Comfort Laser Pointers, www.walmart.com). The

two laser diodes were controlled by a custom current driver circuit connected to a

propeller microcontroller (www.parallax.com), combined using a long pass dichroic
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mirror at 605 nm cutoff frequency (DMLP605T, www.thorlabs.com), and coupled to

the transmit fiber in the needle system. Collected backscattered light was measured

using a PIN photodiode (OPF480, Optek Technology Inc.), amplified by an op-amp

based integrating amplifier (IVC102, Burr-Brown), captured by a sample and hold

circuit (LF198, National Semiconductor Corporation), converted to a digital output

(MCP3202, Microchip Technology Inc., Chandler, Arizona), which was used by the

propeller microcontroller to modulate the two laser diodes output and the reset/read

integration circuit (Figure 1.2). Spin software was used to program the two lasers as

follows: turn on one diode, wait 50 ms for stabilization, reset the integration circuit,

integrate the subsequent backscattered photons for 0.3 ms, set the sample and hold circuit

to update the signal level, turn off the diode, digitize the sample/hold signal level, transmit

the result to the computer and repeat the same steps for the second diode. The exception

is that the integration time was shortened to 0.1 ms for the red light because of the larger

backscattered signal. Data was collected for 500 ms as the needle system was inserted in

each of the three tissues and the ratios of backscattered red and green signal calculated.

Figure 1.2: Needle system and electronic setup.

For the LAD experiments, we filled one of the clearly visible veins inside the
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cows liver with blood, mounted the needle system on a micro positioning stage and

placed its tip inside the liver, and slowly advanced it towards the vein, punctured and

went through the vein back into the liver. To simulate advancing towards a bile duct, we

placed two liver slices near each other and filled the space in between with simulated bile

and performed the same experiment as above. The ratio of red to green backscattered

signal was recorded in both experiments.

1.1.3 Results

Monte Carlo Simulations

The single layer Monte Carlo simulation shows different fluence maps backscat-

tered from liver, blood, and bile at 520nm, 630 nm and 700 nm (Figure 1.3). Note that

each tissue shows a different pattern at each wavelength.

Figure 1.3: Simulation generated fluence maps for the liver, blood, and bile at 520, 630,
and 700 nm.
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When the ratios of signals at each pair of wavelengths were calculated for each

tissue (Table 1.1), blood had the lowest at R(520 nm)/R(630 nm) and liver at R(700

nm)/R(630 nm), while bile has the highest at R(520 nm)/R(630 nm). Note that the ratio

of signals received at 520 and 630 nms relative to liver are 2.37 and 75.77 times greater

for blood and bile, respectively.

Table 1.1: Simulated reflectance ratio for blood, liver, and bile for each wavelength
pair.

R(520)/R(630) R(520)/R(700) R(700)/R(630)
Blood 0.0539 0.0569 0.947
Liver 0.0227 1.02 0.0221
Bile 1.72 1.43 0.705

The LAD as defined by Hanli Liu et al.[11] is the distance when the probing tip

can recognize an approaching interface of a different tissue. We defined the LAD as the

distance when reflectance normalized to the underlying tissue decreased by 2 standard

deviations from baseline. The dual layer Monte Carlo simulation fluence maps when the

needle tip is advancing within the liver and approaching blood is shown in Figure 1.4.

Note the dramatic change as the needle tip approaches the blood interface allowing the

recognition of its impending puncture, which is best appreciated when signal normalized

to liver and plotted as a function of distance from the interface (Figure 1.5). The LAD

for an approaching blood interface was 200 µm.

In-vitro Experiments

Using the needle system illuminated with a xenon light source, distinct full

absorption spectra were observed for the liver, blood, and bile (Figure 1.6). Based on

the Monte Carlo simulations and this spectral data three wavelengths were selected

520 nm and 630 nm when bile and blood are different, and 700 nm when all three
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Figure 1.4: Simulation generated fluence maps for the liver, blood, and bile at 520, 630,
and 700 nm.

tissues are similar and calculated absorption ratios (Table 1.2). Similar to the simulation,

experimental results also allowed the distinct recognition of blood and bile from liver.

Note however, that the ratio of blood signals received at 520 and 630 nms is 22.65 time

smaller, and bile 56.99 times greater than liver, and nearly 3 orders of magnitude greater

for bile than blood.
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Figure 1.5: Intensity normalize to liver at 520nm as the needle tip is approaching a
blood interface.

Figure 1.6: Spectra of backscattered light in liver, blood and bile phantom.

Table 1.2: Measured ratios for blood, liver, and bile for each wavelength pair.

R(520)/R(630) R(520)/R(700) R(700)/R(630)
Blood 0.008725 0.001871 4.662362058
Liver 0.197623 0.132811 1.488004158
Bile phantom 11.26195 0.587519 19.16864188
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Using the needle system illuminated with the red and green laser diodes, the ratio

of the red to green backscattered lights were recorded when the needle was placed in

the liver, blood or bile (Figure 1.7). Note that blood had the highest ratio, which was 10

times larger than the case in liver and 200 times larger than the case in bile.

Figure 1.7: Ratio of red to green backscattered light intensities for the liver, blood, bile,
or water.

The backscattered red to green signal ratio was recorded as the needle was

mechanically advanced from liver into and through blood, or into and through bile are

shown in Figure 1.8. Note again, that the ratio for blood is very high relative to liver,

while bile was approximately 4.5 times lower. However, as the needle advanced from

liver to blood the ration increased, and when it entered bile the decreased allowing their

clear distinction.
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Figure 1.8: The ratio of red to green backscattered signal are shown as the needle tip
was advanced through the liver into and through blood (A) and into and through bile
(B).

To assess the LAD as the needle was advanced from liver to blood or bile, the red

to green signal ratio recorded continuously and normalized to the liver signal was plotted

as a function of distance from the approaching interface and shown in Figure 1.9. The

LAD was 3.5 and 8 mm for blood and bile respectively (Figure 1.9).
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Figure 1.9: The ratio of red to green backscattered signal are shown as the needle tip
was advanced through the liver into blood (A) and into bile (B). The LAD is shown as
the band during which there was a change equal to 2 standard deviations from baseline.

1.1.4 Conclusions

The Monte Carlo simulations and experimental data were concordant. They

showed that liver, bile and blood have distinct backscatter spectra allowing their distinc-

tion. Using alternating red (671 nm) and green (532 nm) light laser diodes our prototype

needle system was able to specifically distinguish the three tissue types at the needle

tip. More important, the ratio allowed the recognition and distinction of an approaching

interface with blood or bile at 3.5 and 8 mm, respectively. This system can be further

refined by use of a laser diode closer to 630 nm and a device that can steer the needle

away from blood vessels and towards bile ducts during percutaneous biliary drainage

procedures, particularly since signals can be monitored in real-time. Further, because
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initial needle placement can be done with ultrasound guidance, our approach would not

only eliminate radiation altogether, but would also allow the procedure to be done at the

bedside. While this study focused on percutaneous biliary drainage, the same approach

can be used in antegrade nephrostomies or lumbar puncture. Future experiments will test

the hypothesis that real-time optical monitoring is faster than the current method and

results in less unintended complications.
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1.2 Optical spectroscopy capable biopsy needle tip to

seek high tumor content areas

Abstract

Biopsies are fundamental to the diagnosis, management and treatment of most

cancers. Tissue samples enable a pathologist to make a diagnosis of cancer, to determine

its type and nuclear grade, and to evaluate for cancer specific biomarkers that would

affect the plan of action for proper treatment. Despite imaging guidance, up to 12% of

image-guided needle biopsies are non-diagnostic. Non-diagnostic biopsies result from

not sampling the lesion or sampling non-viable portions of the lesion. The results of

simulations indicate that our proposed method can supplement current biopsy techniques

with providing real-time non-destructive optical sampling at the tip of the biopsy needle

to enable the operator to locate and sample from the most cellular and most suspicious

areas of a lesion. Specifically, our proposed system can detect areas of high cellularity

(i.e. higher DNA content in a specific volume), increased blood content, and decreased

oxygen saturation, which are all associated with malignant cells. This approach takes

advantage of the intrinsic optical contrast between benign and malignant tissue; thus

there won't be any need for any exogenous contrast agent to be injected.

1.2.1 Introduction

Over 1.5 million breast biopsies are performed each year. According to American

Cancer Society estimates, these biopsies will lead to the detection of 231,840 new cases

of invasive breast cancers and 60,290 new cases of carcinoma in situ in women in the

US in 2016 [12]. Although medical imaging is a tremendous screening device, tissue

samples are usually necessary for identifying potentially concerning lesions or masses.



16

Examining tissue sample enables a pathologist to make a diagnosis of cancer and, if

cancer, the type of cancer. After performing the biopsy, the samples are fixed and stained

with Hematoxylin and Eosin (H and E) to evaluate the cellular morphology and tissue

architecture under microscope. Immunohistochemical stains are applied to the samples

to evaluate them for conventional breast cancer biomarkers such as Estrogen receptor

(ER), Progesterone Receptor (PR), Her2/neu (a protein encoded by ERBB2, a known

proto-oncogene; a cancer biomarker) [13] and Ki-67 (a marker for cellular proliferation)

[14]. Pathologists use several important discriminating factors to distinguish a benign

lesion from malignant. One of the most useful criteria is the presence of large number of

cells with an increased size of their nucleus (N) compared to the cytoplasm (C) (increased

N/C ratio). The differential pattern of scattering and absorption of the photons between

normal tissue and tumor enables localization of the tumor. Figure 1.10 illustrates the

microscopic H&E appearance of increased nuclei per volume in breast cancer relative to

the normal breast tissue. An increased number of nuclei per volume will significantly

increase the extent of backscattering of light, resulting in a distinct UV-visible reflectance

pattern.

Reflectance spectroscopy has been extensively investigated to distinguish benign

from malignant tumors in the breast [15]. The main limitation of reflectance optical

spectroscopy is the poor penetration of light in vivo along with extensive light scattering,

resulting in poor spatial resolution. For instance, the penetration of the UV light into the

skin is limited to a few millimeters. Uncontrolled cell division of cancer cells results

in an increased number of nuclei per volume of tissue. The absorbance profiles of the

DNA (contained in nuclei) and protein (contained in cytoplasm) are very distinct at the

wavelengths between 240 to 290 nm. Pure DNA strongly absorbs light at 257 nm while

the peak absorbance of proteins is located at longer wavelengths such as 277 nm (Figure

1.11).
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The distinct and strong light absorption of DNA has long been used to determine

the purity of the DNA samples in vitro with commercially available kits, which routinely

use the ratio of light absorption at 260 nm to 280 nm to quantify the amount of nucleic

acid [16]. Since cancer cells have increased N/C ratios with increased DNA content

per volume, the UV absorption at 250-265 nm (peak absorption of DNA) of a sample

containing cancerous tissue should be higher when compared to equivalent volume of

normal tissue. Figure 1.12 demonstrates that the light absorption of malignant tumor at

265 nm is much higher than benign or normal tissue mainly due to an increased DNA

content; thus, confirming that UV spectroscopy is able to distinguish malignant from

benign or normal breast tissue [1]. These data were obtained of normal breast tissue,

fibroadenoma (benign lesion), and malignant breast lesion using reflectance spectroscopy.

However, given the poor depth of penetration of UV light, this study was limited to in

vitro samples.

Figure 1.10: H&E stains of (A) Normal breast cell with nuclei stained blue and cy-
toplasm stained pink; (B) Invasive ductal carcinoma cells with increased N/C (nu-
clei/cytoplasm) ratio as indicated by increased blue staining relative to pink staining.

In addition to reflectance UV spectroscopy, the visible spectroscopy has also been
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widely used for breast cancer detection. Cancer cells have a higher metabolic rate than

normal cells, requiring more nutrients and oxygen. Tumor cells have angiogenic factors

to enhance vessel formation in and around the viable tumor. Although this leads to an

increase in blood content of a tumor, the tremendous consumption of oxygen by tumor

cells still results in an overall decrease in oxygen saturation of the blood within tumor

cells. Many groups have extensively investigated this characteristic and have published

algorithms to detect higher blood content of tumors based on their light absorption at

visible and near-infrared portion of the spectrum. Using diffuse reflectance spectroscopy,

Brown et al. quantified oxygenation levels in blood vessels supplying breast cancer. They

found prominent β-carotene absorption bands between 550 - 580 nm, an indicator of

presence of oxygenated hemoglobin, in benign tissue, but these absorption bands were

absent in the spectrum of malignant tissues.

Furthermore, diffuse reflectance spectroscopy has been shown to allow one to

measure the total hemoglobin (blood) content of tissue as well as the oxygen saturation

of the tissue [2]. Figure 1.13 demonstrates the results of the research developed by Zuzak

et al. [2] in which the distincts absorption spectrum of oxy- versus deoxy-hemoglobin is

depicted. By looking at this graph, one could appreciate that at wavelengths close to 570

nm, the absorption of oxy and deoxy-hemoglobin is similar while at longer wavelengths

such as 600 nm, deoxy-hemoglobin shows a higher light absorption. Decrease in the

hemoglobin oxygen saturation due to excess need of the tumor to oxygen will result in

the higher absorption at 572 nm and thus will decrease the ratio of backscattered photons

at this wavelength when compared to 600 nm.

In our proposed method, using the previously developed fiber-based sensor, a

series of modulated light at 260 nm, 280 nm, 525 nm, 575 nm and 593 nm (the desired and

commercially available wavelengths in LEDs) is sent into the breast tissue to perform UV-

Vis reflectance spectroscopy at the tip of the needle by recording the backscattered light.
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This provides localized optical sampling of the breast tissue to determine high tumor

content areas for subsequent biopsies. In this work, a set of Monte Carlo simulations

were performed to investigate the feasibility of using the ratio of backscattered light at

the proposed wavelengths to distinguish the malignant from the benign breast tissue. In

addition, the effect of cutting angle at the fiber tip on the detected signal at different

wavelengths is investigated.

Figure 1.11: Peak absorbance of DNA is at 257 nm, while the peak absorbance of
protein is around 280 nm [16].
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Figure 1.12: The absorbance in wavelengths around 280 and 260 nm is different for
malignant and normal breast tissues. This is thought to be secondary to an increase in
the DNA content of malignant tissue as compared to normal or benign breast lesion[1].

Figure 1.13: Absorbance spectra of Deoxy-hemoglobin versus oxy-hemoglobin. The
differential absorption of these two forms of hemoglobin at 572 nm and 600 nm is used
to determine the oxygen saturation of hemoglobin at the tip of our stylet needle [2].
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1.2.2 Methods

The Monte Carlo simulations were used to calculate the backscattered light from

the benign and malignant breast tissue at the desired wavelengths based on the scattering

and absorption coefficients and anisotropy factors in the target tissue at these wavelengths.

These parameters were calculated based on the experimental data in [2, 1, 16, 13].

The tissue model that was used in the simulations was a cylinder with a radius of

10 mm and thickness of 10 mm. Two fibers with 200 µm core diameter and 50 µm spacing

between them were used to send the light inside tissue and detect the backscattered light.

Figure 1.14 illustrates this model. The fiber tips had 35 degrees angle with respect to

their surface normals. Based on the subsequent simulations, the depicted orientation of

fibers in this figure resulted in the highest backscattered light at each wavelength.

To study the effect of the cutting angle at the fiber tip, on the amount of the

backscattered light, the fluence of photons in the breast tissue at two 593 nm and 525

nm wavelengths was simulated. The percentage of the incident photons that entered the

detecting fiber out of the total lunched photons was calculated for 15◦- 60◦ cutting angle

at the fiber tips.

1.2.3 Results

Figure 1.15 shows examples of the simulation results for calculating the fluence

map of photons at benign and malignant tissues at the desired visible wavelengths. From

these simulations, the percentage of the photons entering the detecting fiber out of the

total number of photons inserted into the tissue is calculated. To differentiate the benign

from the malignant breast tissue the ratios of the detected backscattered light, R(λ), at

525 nm to 575 nm, at 593 nm to 575 nm and at 260 nm to 288 nm were calculated. Table

1.3 shows the ratios of the calculated backscattered light for the visible wavelengths and
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Figure 1.14: The tissue and fiber model used for Monte Carlo simulations.

Table 1.4 shows these ratios for the UV wavelengths.

The results of simulations for examining the effect of cutting angles at the fiber

tips on the amount of backscattering light that entered the detecting fiber is shown in

Figure 1.16.

Table 1.3: Simulated reflectance ratio at different visible wavelengths for benign and
malignant breast tissues.

Benign breast tissue Malignant breast tissue

R(575nm) / R(593nm) 1.18 0.91

R(593nm) / R(525nm) 0.88 1.12

R(575nm) / R(525nm) 1.17 1.07
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Figure 1.15: The simulated fluence map of photons in the benign and malignant breast
tissues at 525 nm, 575 nm and 593 nm.

1.2.4 Conclusions

According to the results provided in Table 1.4, the amount of the backscattered

light from the benign tissue at 260nm is greater than the malignant tissue which is in

agreement with the results of studies indicating that the N/C ratio in the benign tissues is

less than the malignant ones. As a result, the ratio of the backscattered light at 260 nm to

280 nm at the benign tissue is less than this ratio for the case of the malignant tissue. As

can be seen in Table 1.3, in the normal breast tissue, the ratio of the backscattered light at
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Figure 1.16: The effect of the cutting angle at the fiber tip on the percentage of the
incident photons entering the detector fiber out of the total lunched photons at 593 nm
(panel A) and 525 nm (panel B).

575 nm to 593 nm is greater than 1, and the ratio of the backscattered light at 593 nm to

525 nm is less than 1. In contrary, for the malignant tissue the ratio of the backscattered

light at 575 nm to 593 nm is less than 1, and the ratio of the backscattered light at 593 nm

to 525 nm is greater than 1. The results of the MC simulations suggest that the ratios of

the backscattered light intensity at the proposed wavelengths can be used to differentiate

the benign from malignant breast tissue.

As can be seen in the graphs in panel A and B of Figure 1.16 cutting the fiber tips
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Table 1.4: Simulated reflectance ratio at different UV wavelengths for benign and
malignant breast tissues.

Benign breast tissue Malignant breast tissue

R(260nm) 0.651 0.479

R(280nm) 0.789 0.869

R(280nm) / R(260nm) 1.213 1.813

at 35◦- 40◦ would result in a higher percentage of the detected photons at the desired

wavelengths.
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1.3 Detection and activation of a light activatable pro-

drug using a dual fiber optic System

Abstract

One of the major challenges in controlling the administration of light-activatable

chemotherapy prodrugs is the difficulty of monitoring the activation of the prodrug and

the release of pure drug within tumor tissue in near real-time. Measuring the accumulation

and activation rates of the prodrug are essential to understanding the pharmacokinetics

of this unique delivery system. To address this challenge a new dual fiber optic system

has been developed that can both deliver the activating wavelength of light for releasing

the drug and monitor that release by detecting shifts in the fluorescence spectra of

the prodrug. These fibers are embedded in a commonly used biopsy needle, which

allows them to be inserted into the tumor in a minimally invasive manner. The drug

activation and fluorescence excitation light is delivered through one fiber and the second

collects fluorescent photons. We demonstrate this technique with a natively fluorescent

photocleavable chemotherapy prodrug of doxorubicin that was activated in a tissue

phantom. The use of the system for therapeutic drug monitoring was also demonstrated

by showing that pure doxorubicin could be detected in a 1% intralipid tissue phantom

at 0.1 µg/ml which is seven times below the drug's IC-50 level indicating that it can

detect doxorubicin within the clinically relevant range. The performance of this delivery

and sensing system in tissue phantoms makes it promising for use in future in-vivo

experiments to determine drug content as well as to activate and monitor light-activatable

prodrugs.
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1.3.1 Introduction

The cytotoxic drugs used in chemotherapy affect both healthy cells and tumor cells

throughout the body. It is the toxic effect from the interaction of the drugs with the off-

target healthy tissue that results in adverse dose-limiting side effects from chemotherapy

agents [17, 18, 19]. Restricting the exposure of the active drug to just the tumor tissue

itself could potentially help reduce these side effects. One way to achieve this localization

of active drug is to chemically modify the drug to create a prodrug which is designed

to have a low level of toxicity in healthy tissue but can be triggered to release the drug

in tumor tissue for full therapeutic effect [20, 21, 22]. A promising approach to trigger

the conversion of the prodrug into active drug is through light activation [23]. A prodrug

that is activated only upon exposure to the delivered light would pass through healthy

tissue including the liver with almost no effect, but would be triggered to release the drug

within the illuminated tumor tissue [23, 24]. Light can be successfully delivered to the

center of a tumor using a single optical fiber system and can trigger a photocleavable

prodrug [23]. However, this single fiber system cannot monitor both the accumulation of

the prodrug over time within the tumor tissue and the controlled release of drug with light

exposure. This missing information is critical for understanding the pharmacokinetics of

the prodrug delivery to the tumor and determining the optimum light exposure dosing for

therapeutic efficacy.

To address this challenge we have developed a new needle-encased dual optical

fiber system that is capable of delivering the activating wavelength of light to trigger

conversion of the prodrug into active drug and also measure this conversion using a

fluorescence quantification technique. Several commonly used chemotherapy agents are

inherently fluorescent such as doxorubicin (DOX) [25, 26] and lend themselves well to

fluorescence monitoring.

The first setting of the dual fiber system is for prodrug activation where one fiber
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delivers the activating wavelength of light from an LED light source. This cleaves the

prodrug releasing active compound. The second setting of the system is fluorescence

detection where the LED used for photocleavage is switched to a the other LED that

delivers the fluorescence excitation light. The second optical fiber then collects the

fluorescence light from within the tissue and sends it to a spectrometer for quantification.

In the in-vivo setting, the ends of the two fibers could be inserted into the center of the

tumor tissue with minimally invasive techniques [23] to achieve both drug monitoring

and activation.

This dual fiber system opens the way for longitudinal monitoring of prodrug

accumulation and active drug release in the same tumor in the same mouse which is

critical information to study the pharmacokinetics of the prodrug and its activation. In

previous studies, in-vivo experiments demonstrating the activation of prodrug to pure

drug in the mouse model were endpoint experiments where monitoring the prodrug

accumulation and subsequent DOX release over time within the same individual was not

possible. Mice were sacrificed after light delivery. The tumor was removed and sectioned

followed by an extensive tissue extraction protocol to quantify the conversion of the

prodrug to pure drug [27].

For these experiments we used a photocleavable prodrug of DOX known as DOX-

PCB [24]. DOX is commonly used in a wide range of different cancer treatments and is

known to have cardiotoxic effects which can result in cardiomyopathy and congestive

heart failure [21, 26, 28]. This significant side effect restricts the cumulative patient dose.

The DOX-PCB prodrug is formed by covalently attaching a photocleavable biotin group

to the active amine on the DOX molecule. This molecule takes on a specific hairpin

conformation in water that sequesters the active region of DOX and prevents it from

intercalating into DNA. The DOX-PCB prodrug has been shown to have 200 times less

toxic than the unmodified drug but can be restored to full therapeutic toxicity upon light
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exposure at 365nm [23, 24].

Light activation is a unique way to trigger prodrug release. Previous chemotherapy

prodrugs have been designed to activate in response to environmental differences between

the tumor and healthy tissue such as low pH [29, 30] or elevated enzymatic activity

[31, 32, 33]. The reduction in off-target prodrug activation relies on the magnitude of the

difference between the tumor and healthy tissue with respect to the activating property.

The challenge has been that there is a low contrast between the tumor and healthy tissue

[34, 35], especially with regard to the high enzymatic activity of the liver.

This dual fiber system also opens up the possibility of using the system for

therapeutic drug monitoring of non-prodrug compounds not just in blood circulation

but in the actual tissue in which they are meant to be accumulating. Assessing the

concentration of chemotherapy agent within a tumor in real time could provide essential

information about how the drugs are behaving in an individual patient. This information

can influence physician's decisions about changes to the treatment regime and can be

made much sooner in the process than now, which is to wait several weeks or months to

see if there are any bulk changes to the tumor mass itself.

We first demonstrate the ability of the system to detect the conversion of the

DOX-PCB prodrug into active DOX in DMSO which is not optically scattering. Using

the trends detected in DMSO we then demonstrate the same ability in a light-scattering

tissue phantom. Finally, we show the ability of the system to detect DOX itself in a

scattering medium as a demonstration of its application to therapeutic drug monitoring.



30

1.3.2 Methods and materials

Materials

Doxorubicin hydrochloride (DOX) was purchased from Sigma (St. Louis, MO,

USA) and Qventas (Branford, CT , USA). The photocleavable biotinNHS (PCB) was

purchased from Ambergen (Watertown, MA, USA). The fetal bovine serum (FBS) was

purchased from Hyclone (Logan, UT, USA). The water was filtered with the Milli-Q

Plus System (Millipore Corporation, Bedford, USA). Intralipid 20% was purchased

from Sigma (St. Louis, MO, USA). Fiber optics cables (M92L01) with 200 µm core

diameters and 0.22 numerical aperture were purchased from Thorlabs. The biopsy needle

was purchased from BD (BD 405211 Quincke Spinal Needle, 600 µm inner diameter).

Two LED light sources at 365 nm and 470 nm (Mic-LED-365 and Mic-LED-470), a

beam combiner and a fiber coupling adaptor were purchased from Prizmatix. An Ocean

Optics USB4000-UV-VIS was used as the spectrometer. The 12.5 mm diameter, dichroic

longpass filter at 550 nm was purchased from Edmund Optics.

DOX-PCB Prodrug

The DOX-PCB prodrug has been described and fully characterized by Ibsen et al

[24].Briefly, the prodrug was created by covalently bonding a photocleavable nitrophenol

group to the amine on the sugar group of the DOX molecule. Attached to the other side

of the nitrophenol group is a short PEG chain attached to a biotin molecule at the end.

The prodrug molecule takes a hairpin conformation in water blocking the conjugated

ring structure of DOX from intercalating into the DNA double helix which is a main

therapeutic property. The nitrophenol group absorbs light at 365 nm and causes the

release of pure DOX from the molecule. This released DOX has been shown to have full

biological and therapeutic activity against cancer cells. The prodrug molecule itself is
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resistant to enzymatic cleavage making light activation the main mode of DOX release.

Dual Fiber Optic Activation and Detection System

In order to locally excite the fluorescent DOX or activate the DOX-PCB and to

measure the fluorescence signal we have used our previously developed fiber optic based

biopsy needle [36]. In this setup, two fiber optic cables with 200 µm core were integrated

into a biopsy needle with 600 µm inner core diameter. Before inserting the fibers into

the needle, we removed the jacket and the buffer of the fibers up to the length of the

needle. We removed the coating of one of the fibers inside the needle and inserted the

other fiber with the coating on. This was done to avoid light coupling between the fibers

and to properly fit them inside the needle. After inserting the fibers into the needle, under

a microscope, we applied a black epoxy in between the fiber tips and around them to

ensure no light couples between the two fibers. One of the fibers inside the needle was

used to send the light to the sample solution and the other one was used to transmit the

fluorescence light to the detector. The 470 nm LED was used to excite DOX and the 365

nm LED was used to photoactivate the DOX-PCB molecules. The beam combiner and

fiber coupling adaptor were used to combine the beams from two LEDs and couple them

to the multimode fiber. For the detection, we used an Ocean Optics USB4000-UV-VIS

spectrometer to monitor the fluorescence spectrum of the excited DOX as well as the

activated DOX-PCB. The Edmund Optics longpass filter was placed directly in front

of the spectrometer to reject the excitation light. Because of the low signal level, we

wanted to minimize the number of optical elements between the spectrometer and the

filter. The intensity of the fluorescence signal was much lower than the excitation light,

hence, using the dichroic filter was necessary. Figure 1 shows a schematic of the needle

with the embedded fibers, the excitation and fluorescence light path in the solution along

and the illumination and detection setups. In the experimental setup, the needle was
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mounted on a micro positioning stage to be vertically inserted into the tube of the sample

solution as can be seen in Figure 1. The excitation light traveled through one of the fibers

and entered the media sample that contained either DOX or DOX-PCB. This fiber carried

either the activation wavelength of 365 nm or the fluorescence excitation wavelength of

470 nm. The excitation light generate fluorescence photons some of which were coupled

into the second fiber optic that channeled them to the spectrometer for detection. A

dichroic mirror filtered out stray excitation photons that also coupled into the second fiber.

Images of the LEDs, the beam combiner, the fiber coupling adaptor, the spectrometer,

and the dichroic mirror at its input and shown at the bottom of Figure 1.17.



33

Figure 1.17: A schematic of the fibers embedded in the biopsy needle and the excitation
and fluorescence light path. The media solution contained DOX or DOX-PCB and also
contained 1% intralipid to make it a scattering tissue phantom. The images show the
actual setup components including the biopsy needle vertically mounted onto the stage
with optical fibers inside it, the two 365 nm and 470 nm LEDs with their current drivers,
the beam combiner and fiber coupler, and the spectrometer with the dichroic mirror to
reject the excitation light.

Detection Limit of DOX in the Liquid Tissue Phantom

An aqueous tissue phantom was created using 1% Intralipid in water (diluted

from a solution of Intralipid 20%) to mimic the scattering effect of tissue. To test the

detection limit of DOX in water and in the scattering media three different concentrations

of DOX were used (0.1 µg/µl, 1 µg/µl and 20 µg/µl). These three concentrations were
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created with the 1% intralipid. Solutions at these concentrations were created without

the intralipid for comparison. In total, six DOX solutions were studied. A sample of 50

µl of the solution was placed into a micro-centrifuge tube for analysis. The end of the

fiber optic needle was inserted into the center of the liquid and the readings taken. The

emission peak of the excited DOX is approximately at 594 nm. To account for slight

variability in the actual peak location from reading to reading the intensity of the signal

between 590 nm to 598 nm was averaged and used as the fluorescence intensity at each

recording. In all of the experiments, the integration time on the spectrometer was set to 10

seconds. The entire spectrum was collected three times and averaged for each recording

to reduce the high frequency fluctuations on the signal. To examine the repeatability of

the measurements, three sets of spectral recordings were performed on each solution.

Activation of DOX-PCB and Detection of the Released DOX

In the subsequent experiments, the use of the dual fiber optic system to photo-

trigger and measure the conversion of DOX-PCB to DOX was studied. The DOX-PCB

prodrug has low solubility in water and so these activation experiments were first carried

out in pure DMSO. It had been shown previously that the activation of DOX-PCB in

DMSO results in the same formation of pure DOX as it does in cell culture media [24]

and tissue [23]. The experimental solutions contained 0.061 mM of DOX-PCB and the

control solutions contained 0.061 mM of DOX. A sample of 50 µl of the test solution were

placed inside a micro-eppendorf tube and the end of the fiber optic needle was placed

into the center of the solution for activation and monitoring. The solutions were exposed

to the activation light for 30 min at which point the activation LED was switched out for

the fluorescence excitation LED. The fluorescence signal of the solution was acquired

following the previously mentioned protocol. The LED's were switched again and the

solution was exposed for another 30 min time period. The activation and monitoring of
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the DOX-PCB solution with no scattering material continued for a total of 6 hours.

A liquid tissue phantom was created using water/fetal bovine serum (FBS)/DMSO

(89:9:2 vol%) with 1% Intralipid to keep the DOX-PCB soluble throughout the experi-

ment. As before the experimental solutions contained 0.061 mM of DOX-PCB and the

control solutions contained 0.061 mM of DOX. The activation and monitoring protocol

as described above was used and conducted in this tissue phantom for a total of 7 hours.

1.3.3 Results

Light Activation of DOX-PCB in DMSO

The fluorescence emission spectra collected by the dual fiber system at different

exposure times for DOX-PCB and DOX in DMSO is shown in Figure 1.18. When

DOX-PCB was exposed to the activating 365 nm light for increasing durations (Figure

1.18A), a spectral shape change was observed in the 565 nm region. This shape change

and the appearance of a new 565 nm peak is especially evident when the spectra are

normalized to the major emission peak characteristic of DOX at 594 nm (Figure 1.18B).

No change in the spectral shape is seen when DOX is exposed to the same intervals of

365 nm light. The DOX-PCB spectral change coincides with the creation of 18.5 ng of

DOX after 7 hours of light exposure as determined by mass spectrometry.

Light Activation of DOX-PCB in Liquid Tissue Phantom

DOX-PCB and DOX fluorescence emission spectra collected in the aqueous

optical tissue phantom are shown in Figure 1.19. A DOX-PCB spectral change with 365

nm activating light exposure was also seen under these optically-scattering conditions.

Increasing durations of the activating light exposure resulted in the appearance of a

shoulder peak in the DOX-PCB spectra (Figure 1.19A, B) which grew in size with longer
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Figure 1.18: Fluorescence emission spectra (excitation at 470 nm) of DOX-PCB and
DOX in DMSO (0.061 mM) with increasing exposure to 365 nm light. In panels B and
D all spectral values have been normalized to the fluorescence intensity value at 594 nm
to allow for direct comparison of spectral shape. (A, B) Upon increasing exposure of
DOX-PCB to 365 nm light, a unique peak appears at approximately 565 nm as shown in
the dashed box. (C, D) The appearance of the 565 nm peak is not seen when unmodified
doxorubicin is exposed to the same intervals of 365 nm light.

exposures. No change in spectral shape was seen for DOX with equivalent 365 nm light

exposures (Figure 1.19C, D). The emergence of the shoulder peak in the DOX-PCB

spectra most likely coincides with the creation of DOX after 7 hours of light exposure.

The presence of DOX was confirmed by mass spectrometry however quantification was

not possible due to interference from the other components in the tissue phantom mixture.
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Figure 1.19: Fluorescence emission spectra (excitation at 470 nm) of DOX-PCB and
DOX (0.15 mM) in an aqueous optical tissue phantom with increasing exposure to 365
nm light. The aqueous tissue phantom consisted of water/FBS/DMSO (89:9:2 vol%)
containing 1% intralipid. In panels B and D all spectral values have been normalized to
the fluorescence intensity value at 594 nm to allow for direct comparison between the
different spectral shapes. (A, B) With increasing DOX-PCB exposure to 365 nm light,
an elevated shoulder peak appears at approximately 565 nm as shown within the dashed
box. The inset in panel B shows a magnified view of the increasing shoulder peak (C,
D) The 565 nm shoulder peak is not observed when unmodified doxorubicin is exposed
to the same light intervals.
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Figure 1.20: Peak fluorescence intensities at 594 nm from three DOX concentrations
with and without scattering material compared to the water reference. (A) Peak fluo-
rescence intensities without intralipid compared to water and (B) Peak fluorescence
intensities with 1% intralipid added to the DOX solutions and the water reference. (C
and D) Zoomed in graphs from panels A and B to show specifically the comparison
between peak fluorescence intensities of the water reference and the 0.1 µg/ml DOX
solution with and without the presence of 1% intralipid. (E) Peak fluorescence inten-
sities of the 6 DOX solutions and the two water references compared to each other.
The fluorescence signal level is higher in samples that contain the scattering material.
∗P≤0.05 and ∗∗P≤0.01 using a two-sample t-test (two-sided) performed at the 5%
significance level compared to the water control sample (n=3). ξ denotes p=0.0586
compared to the water control which is trending towards significance.
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Detection Limit of DOX in Water and the Liquid Tissue Phantom

The measured intensity of peak fluorescence at 594nm for the three concentrations

of DOX solutions with and without 1% Intralipid are shown in Figure 1.20A and 1.20B.

The solutions contained 0.1 µg/µl, 1 µg/µl, 20 µg/µl of DOX. A pure water sample

was used as the reference. A zoomed in comparison between water and the lowest

concentration of DOX with and without the scattering material is illustrated in Figure

1.20C and 1.20D and demonstrates the ability of the dual fiber system to detect and

differentiate the low concentration of DOX at 0.1 µg/µl from the background water. This

is seven times below the IC-50 level of DOX (0.7 µg/µl) even in presence of highly

scattering media. The water control was found to be significantly different from each of

the DOX samples in the non-intralipid experiment. The water control was also found to

be significantly different from the 1 and 20 µg/µl samples in the intralipid experiment.

The 0.1 µg/µl sample was found to have a p-value slightly higher than 0.05 and so was

trending towards significance. It indicates that the two values can be resolved allowing

for a successful detection of DOX in the scattering media down to 0.1 µg/µl.

1.3.4 Discussion

The dual fiber system has been demonstrated to both activate the photocleavable

prodrug as well as monitor that activation through detection of shifts in the prodrug's

fluorescence spectra.

These shifts in florescence spectra were independent of photobleaching. One

observation in the DMSO tissue phantom was the reduction of the DOX fluorescence

intensity with increasing exposure to the 365nm activation light as shown in Figure 1.18C

and D. However, when you normalize each of these spectra to directly compare their

spectral shapes we see no change. This indicates that over the course of hours the DOX
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photobleached from the exposure but that no chemical modifications occurred to the DOX

that would shift spectral output. In Figure 1.18D the final DOX spectra at the 6 hr time

point has a greater amount of noise that has been magnified by the normalization process

due to the low intensity of the overall spectra, but it does not show any fundamental

change in the underlying shape of the spectra.

This is in contrast to the behavior of the DOX-PCB upon increasing levels of

light exposure. We see the shoulder peak at 565 nm increase in intensity relative to the

major peak at 594 nm with increasing light exposure. This change is evident when we

normalize the spectra to the 594 nm peak. This change in the peak height ratios indicates

that there is a chemical change that is occurring with the DOX-PCB prodrug along with

photobleaching. The presence of pure DOX was confirmed using HPLC in these exposed

samples meaning that the spectral shape change is likely due to the release of DOX.

In the case of the solvent solution water/FBS/DMSO (89:9:2 vol%) containing 1%

intralipid the interaction between the 365 nm light and the DOX and DOX-PCB molecules

produced the opposite effect with an observed increase in fluorescence intensity with

increasing light exposure. It is likely that this increase resulted from differences in the

way the DOX and DOX-PCB interacted with the solvent solution which can have a

very significant effect on the fluorescence spectra of a compound. FBS is a complicated

solution containing many different proteins that can form complexes with DOX and

DOX-PCB including albumin. This helped to keep the drugs in solution, especially

DOX-PCB which has low solubility in pure water. There is also the possibility that

the DOX and DOX-PCB can form complexes with the intralipid molecules as well.

These interactions appear to have a protective effect preventing the same photobleaching

observed in pure DMSO. The enhancement of the fluorescence signal could be caused

by these interactions or possibly by changes over time in the scattering properties of the

intralipid.
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An important trend seen with these tissue phantom samples is the increase in

prominence of the shoulder peak at 565 nm with increasing light exposure for the DOX-

PCB samples where the DOX samples do not show any difference. This is the same

trend observed for the more simple DMSO solvent solution although the size and shape

of the shoulder peak is different between the DMSO and the intralipid tissue phantom

solutions. This is probably caused by interactions with the proteins and intralipid in the

tissue phantom sample. The changes that are seem in the 565 peak with increasing 365

nm light exposure are likely not due the DOX portion of the molecule since the spectral

shape of the DOX control was shown to not have any change with light exposure. The

spectral changings are likely from the nitrophenol/PEG leaving group that is also released

along with the pure DOX as a byproduct of the DOX-PCB molecule cleavage. The

increase in the concentration of the freed nitrophenol/PEG leaving group likely increased

the fluorescence at 565 nm giving us an indicator for prodrug activation.

This dual fiber system has also been shown to detect the chemotherapy agent

DOX down to a concentration of 0.1 µg/ml within a tissue phantom that mimics the

light scattering properties of tissue. That is 7 times lower than the IC50 for cell culture

experiments which puts the lower limit of detection well into what could be clinically

relevant concentrations within a tissue. This makes it a promising platform technology to

detect the accumulation of DOX by itself in-vivo with minimal invasiveness. Inserting

the dual fiber optic needle into the center of the tumor allows for multiple readings from

the same tumor to be made over time without causing significant damage to the tissue.

Currently the state of the art method to determine DOX accumulation in tumor tissue

over time is to excise tumors from different individuals at different time points after

drug administration. The tumors must be sectioned and the drug extracted to measure

on HPLC/Mass Spec. This does not give an accurate picture of what happens at the

individual level over time but rather gives a general trend in a population. This device
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would make it possible for the first time to get an estimate of DOX concentration in the

same tumor as it is accumulating giving us a better understanding of what happens in an

individual tumor over time. The application of this device to monitor prodrug activation

over time in-vivo would be a major step forward especially in this new field of light

activatable prodrugs. Future work will look into correlating the intensity increase in the

565nm peak with the concentration of the released DOX to allow for localized dosing

information.

In-vivo tissue is highly scattering which limits the tissue volume in which the

dual fiber system will be able to collect photons. However, obtaining drug content from

deep within a tumor even over a small volume, can give important insights into how

drug is being delivered to the tumor especially in the hard to reach interior. This type of

data could be invaluable in the clinical setting to give physicians additional information

needed to make dosing regimens personalized to individual patients. This information

will also be important during the drug development process as well when designing

and optimizing a drug or prodrug formulation and delivery system. This provides a

potentially powerful alternative to costly and time consuming end-point experiments

where large numbers of individual tumors are used to piece together the time course of

drug accumulation without providing time course information on an individual tumor

level.

1.3.5 Conclusions

The dual fiber optic based system developed here has the ability to detect the

presence of the naturally fluorescent chemotherapy agent doxorubicin in pure water

and in a liquid tissue phantom down to levels of 0.1 µg/ml. This is 7 times below the

IC50 for DOX in cell culture conditions which indicates that it should be able to detect

therapeutically relevant concentrations of DOX in a real tissue. This was accomplished
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by using the first fiber to deliver the excitation wavelength of light to the tissue phantom

sample while the second fiber collected the fluorescent photons and delivered them to

a detector. A dichroic mirror was used to filter out the excitation photons from the

fluorescent photons in the collection fiber. The needle based casing of the dual fibers

allows it to be easily inserted into tissue allowing it to be used for future in-vivo studies.

The ability of the dual fiber system to deliver the activating wavelength of light

to the light-activatable prodrug DOX-PCB has also been demonstrated in a scattering

tissue phantom. This delivered light, successfully released DOX from the DOX-PCB

prodrug as confirmed by HLPC analysis. The system was then used to detect the shifts

in fluorescence spectrum, in particular an increase in the 565 nm shoulder peak relative

to the intensity of the main 594 nm peak, which indicates successful activation of the

prodrug. This spectral change likely comes from a release of the nitrophenol/PEG chain

leaving group that is produce as the DOX-PCB molecule in cleaved.

Future work will study the use of this system to obtain actual drug concentration

information from tumor tissue in-vivo which can be very useful for clinical dosing

applications as well as research and development of new chemotherapy agents and

prodrugs.
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Chapter 2

Innovative systems for spatial imaging

in clinical settings

2.1 A novel system for endoscopic imaging of upper

airway tumor

Abstract

One of the major issues with successful screening of throat cancer is the availabil-

ity of the specialists to perform tests with high sensitivity and specificity for early disease

detection. Although endoscopic techniques have been developed for detection of upper

airway tumors, their sensitivity and specificity are highly dependent on the operator's

experience. To address this challenge, a simple to use imaging system is developed that

is capable of focusing on different parts of the throat and generating clear pictures. We

have used a tunable lens with a miniature camera for this purpose and designed and 3D

printed adaptor to couple the lens and camera together. The performance of this system

on manikin's throat makes it promising for use in future clinical imaging of upper airway

45
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tumor.

2.1.1 Introduction

Having a close-up view of inside the throat is one of the initial steps that specialists

take in diagnosing problems with larynx and potential upper airway tumor. In indirect

laryngoscopy (Figure 2.1A), a mirror is inserted into the throat to explore the area. This

method provides a good depth perception, however, in patients with strong gag reflex

it is difficult to observe the anterior commissure [37]. To provide a close view of the

larynx, direct laryngoscopy is required which is performed with a handheld curved or

straight blade (Figure 2.1B). Extreme care must be taken so the blade is not inserted too

far as it will not let the vocal cords be fully exposed. The direct laryngoscopy is usually

performed under complete sedation by a specialist with the aid of skilled assistants to

manipulate the external laryngeal. In both of the methods, the optimal position is often

unpredictable due to the individual variations in anatomy, however, the proper head and

neck positioning is critical. An improper head positioning during the intubation can

potentially cause cervical spinal cord injury [38]. In addition, injuries to the airway and

hemodynamic-related complications have been reported in direct laryngoscopy [39].

In this work we present a proof of concept novel system for endoscopic imaging of upper

airway tumor. Our setup uses a tunable lens with an endoscopic camera and an open

source software to generate all-in-focus images of throat. The setup can be used by

non-professional personal to generate clear pictures of the throat tumors.
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Figure 2.1: Laryngoscopy. The indirect method with a mirror (A), the direct method
with a mackintosh blade (B).[40, 41]

2.1.2 Methods and materials

A fast electrically tunable lens (Part No. EL-6-18-VIS-LD) was purchased

from Optotune. The lens has a 18mm×18mm×5mm cubic shape, with the ability to

change the focal distance between 50mm to 120mm by applying current to it. It is

accompanied by a USB powered lens driver (Electrical lens driver 4), purchased from

Optotune. Its Labview driver was obtained from the Optotune company to program the

current increments applied to the tunable lens. A small USB powered endoscopic camera

(CrazyFire 2.0MP HD 720P Coms 6 LEDs) was purchased from Amazon. The camera

had a 6mm clear view and 30fps image capturing rate. In order to connect the camera to

the tunable lens an adapter is designed in SolidWorks and 3D printed. Figure 2.2 shows

the assembly of these parts and the setup being tested on a manikin.
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Figure 2.2: The schematic of tunable lens, 3D printed adapter and camera (A). The
assembly of three parts (B). The setup being tested on a manikin (C).

The Zemax model of the tunable lens was used to simulate the focusing ability of

the lens to generate pictures of the objects located between 3 cm to 30 cm away from the

lens. Since the Zemax model of The lens inside the endoscopic camera was not available,

a standard Bk7 glass lens with 8 mm focal length was used in the simulations. The

schematic of lens configuration used in these simulations are illustrated in Figure 2.3.
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Figure 2.3: The schematic of tunable lens, 3D printed adapter and camera (A). The
assembly of three parts (B).

The Labview code for the lens driver was changed to synchronize the lens with

the camera. After each increment in the current applied to the lens, an image was taken

by the camera. 30 images were taken in each set and were saved afterwards. Due to the

30 fps speed of camera, each set of images took around 1 second to finish. The speed of

focus change for the tunable lens was a few milliseconds, which did not t play a role in

the speed of the whole process. To generate an all-in-focus image from the set of pictures

taken in each sequence, an open source focus stacking software [42] was used.

Two sets of images were taken. For the first set, a piece of paper with some text

on it was used at the target. The paper was placed 50 mm away from the setup and was

tilted such that the top and bottom part of it are at different horizontal distances with the

setup. For the second set, the throat of a manikin was used as the target. The setup was

inserted into the manikin's mouth and 30 pictures in a sequence were taken. An external

handheld light flashlight was used to illuminate inside the throat. The flash light can be

replaced with the forehead light that the examiner can use during the experiment.

2.1.3 Results

The results of Zemax simulations in evaluating the focusing ability of the tunable

lens to generate clear pictures of the objects located at 3-30 cm away from the lens is
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shown in Figure 2.4 A-D. As can be seen in this Figure, by changing the curvature of the

tunable lens, it can focus the light coming from sources located at 3-30 cm away from it

and hence generate in focus pictures of the objects located at these distances.

Figure 2.5 shows the images taken from the tilted paper as the target. Figure

2.5 A and B show two sample images within the sequence of 30 images. In Figure 2.5

A, the bottom part of the of the paper is in focus and in Figure 2.5 B, the top part is in

focus. Figure 2.5 C shows the all-in-focus version image of the paper that is generated

by stacking the 30 images in the sequence.

Figure 2.4: The Zemax simulations of focusing ability of the tunable lens and a fixed
focal length lens for objects located 3 cm, 5 cm, 9 cm and 30 cm away from the lens.

Figure 2.6 shows three frames of the images taken from a throat in a manikin. Panel A

and B are frames at witch the bottom and the top parts are in focus, respectively and

panel C shows the stacked all-in-focus image.
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Figure 2.5: The images of a tilted paper with text on it taken with the developed setup.
The bottom part of the paper is in focus (A). The top part of the paper is in focus (B).
The all-in-focus image of the paper (C).

Figure 2.6: The images of a tilted paper with text on it taken with the developed setup.
The bottom part of the paper is in focus (A).The top part of the paper is in focus (B).
The all-in-focus image of the paper (C).
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2.1.4 Discussion

Among applications of modern endoscopy, detection, characterization and re-

moval of neoplastic lesions have been most frequently reported [43, 44, 45] . Despite

substantial technical improvement during these years, inadequate visualization, mis-

interpretation, and lesion subtlety all lead to the continued suboptimal detection and

evaluation of early malignancies. In addition, all current endoscopic techniques are

heavily dependent on the skill and experience of the operators. Our novel endoscopic

system, on the other hand, can be operated by a minimally trained operator and can

generate in-focus images of the legions located at different distances from the front

lens. Importantly, this imaging platform can potentially incorporate most of the new

endoscopic techniques in addition to generating 3D images of upper airway tumor. In

this design, we used a tunable lens along with a miniature camera and 3D printed an

adapter to connect them. A custom Labview code was developed to increase the current

applied to the tunable lens in equal steps, while taking a picture after each step. 30 images

were taken in each set, which took around 1 second. The speed of focus change for the

tunable lens was a few milliseconds compared to the 30 fps frame rate of the camera.

Consequently, our camera was the only module limiting the speed of imaging.

In the future, the camera will be replaced by an imaging fiber bundle and further

Zemax simulations with be performed to find a proper fixed focal length lens to be placed

at the tip of the fiber bundle.

2.1.5 Conclusions

In this study, the feasibility to use a simple to operate system has been established

for future clinical study to generate all-in-focus images of upper airway tumor. This

novel system can also be utilized to obtain clinical photographs of other diseases.
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2.2 3D clinical imaging of Kaposi's sarcoma in the

resource-limited settings

Abstract

Kaposi's sarcoma (KS) is the most frequently occurring cancer in Mozambique

among men and the second most frequently occurring cancer among women. Effective

therapeutic treatments for KS are poorly understood in this area. There is an unmet

need to develop a simple but accurate tool for improved monitoring and diagnosis in a

resource-limited setting. Standardized clinical photographs have been considered to be

an essential part of the evaluation. When a therapeutic response is achieved, nodular

KS often exhibits a reduction of the thickness without a change in the base area of the

lesion. To evaluate the vertical space along with other characters of a KS lesion, we

have created an innovative imaging system with a consumer light-field camera attached

to a miniature photography studio adaptor. The image file can be further processed

by computational methods for quantification. With this novel imaging system, each

high-quality 3D image was consistently obtained with a single camera shot at bedside

by minimally trained personnel. After computational processing, all-focused photos and

measurable 3D parameters were obtained. More than 80 KS image sets were processed

in a semi-automated fashion. In this proof-of-concept study, the feasibility to use a

simple, low-cost and user-friendly system has been established for future clinical study to

monitor KS therapeutic response. This 3D imaging system can be also applied to obtain

standardized clinical photographs for other diseases.
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2.2.1 Introduction

It cannot be over-emphasized that high-quality images are critical for clinical

decisions. The current trend of establishing electronic health record (EHR) in the

resource-rich settings and mobile device-based health care system to reach patients

in the resource-limited settings makes standardization and acquisition of high-quality

clinical photography an imperative issue. Standardization of clinical images is not only

crucial for disease diagnosis, patient follow-up, clinical communication and medical

education, but also for computer-aided clinical management. While nearly all of the

radiological imaging systems, e.g. plain X ray, CT, MRI and ultrasound, have standard

guidelines for obtaining and interpreting images, there is little consensus or effort in

clinical photography except for a few areas, such as presenting the outcome of a plastic

surgery. In fact, many diseases can be diagnosed by their characteristic presentations

before any further confirmation tests. Several medical journals, such as the New England

Journal of Medicine (Images in Clinical Medicine and Image Challenge) [46], Journal

of American Medical Association (Clinical Challenge) [47], British Medical Journal

(Picture Quiz), etc., frequently publish typical diseases that may be diagnosed through

the analysis of a single clear and informative image. In 1989, The AIDS Clinical

Trial Group (ACTG) proposed a KS staging system using a three-tiered system that

classified the extent of tumor (T) involvement, the status of a patient's immune system (I)

assessed by CD4 cell count, and the severity of their systemic illness (S) as good risk

or poor risk [48]. The ACTG staging system and variants that are used to assess KS

therapeutic response may include lesion counts, assessment of lesion color, nodularity,

ulceration and associated edema,measurement of sum of the product of the diameters of

5 marker lesions, and evaluation for oral KS and secondary effects of KS [48, 49, 50].

The color and degree of nodularity of KS lesions are difficult to quantify, but often

provide important information about response to treatment [48]. While conventional
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photography is probably the single most useful technique for imaging KS, it does not

provide enough information about tumor nodularity and other important characteristics.

In contrast to what many would think, obtaining highquality clinical photography is

not trivial [51, 52, 53]. The suggestion of using professional clinical photographers in

the professional studio settings to control the surrounding environment for light, angle

etc. is not overstated for producing clear and informative photographs. However, a

photographer cannot focus on a relevant lesion unless he or she has been told by an

experienced clinician. Therefore, it would be difficult to generate informative images

without knowing where to focus. To overcome this dilemma and to ease the technical

hurdles, we have developed an innovative approach by taking advantage of the light-

field photography in conjunction with a design of a miniaturized photography studio to

control environment and standardize the image presentation. Here we present a proof-

of-concept approach for developing a 3D image based system to monitor therapeutic

response of Kaposis sarcoma in Mozambique. While this system is developed for clinical

photography, applications exist for other areas that require collecting evidence by non-

professional personnel in field, including applications for veterinary, agriculture, and

even crime investigation.

2.2.2 Methods and materials

3D Imaging System Camera

A consumer light field camera, Lytro [54, 55, 56, 57], was used to develop a

simple and reliable imaging system for producing 3D clinical photographs. This camera

has an unconventional physical appearance that is convenient for our imaging system

design. It has a rectangular prism shape (1.61x1.61x4.41 inches, 7.6 ounces) with the

lens at one end and a touch screen at the other (Figure 2.7E). Instead of focusing on
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a single focal plane, Lytro, a digital light field camera, samples each individual ray of

light that contributes to an image [54]. To record the light field inside the Lytro camera,

a microlens array is placed in front of the photosensor. This idea originated from an

earlier plenoptic camera proposed by Adelson et al. [58]. In the Lytro camera, each

microlens covers a small array of photosensor pixels. The microlens separates the light

that strikes it, and focuses it into a tiny image on this array, forming a miniature picture of

the incoming light. The raw image is not readily recognizable by human eyes. Through

ray-tracing techniques, images of multiple focal planes can be generated.

Figure 2.7: Design and Assembly of the miniature photography studio adaptor. The
adapter was designed with SolidWorks CAD program (A-C) and was 3D printed (D).
The adapter can be attached to a Lytro camera at 45◦ angle (E) and provides illumination
through LEDs (F).

Miniature Photography Studio Adaptor

The adaptor was designed to create a standardized background environment for

the Lytro snapshot by fulfilling the mechanical, optical and post processing requirements.

It is to be placed at the front end of the Lytro camera and holds the camera at 45 degree

with respect to the skin (Figure 2.7). The SolidWorks software was used to design the

mechanical structure of the adaptor. It consists of two conceptual parts that are attached
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together and then 3D printed as a single element. The Dimension 1200es 3D Printer from

Stratasys Company was used for this purpose. The layer thickness of the printer is 0.254

mm (.010 in.) and it uses ABSplus (acrylonitrile butadiene styrene) [59] that is resistant

to alcohol and is therefore suitable for sterilization purposes. Different views of the CAD

(Computer-aided design) structure can be seen in Figure 2.7A-2.7C. Designed to enable

optimal object illumination, the adaptor consists of a matrix of two by two strip LEDs

(Figure 2.7C and 2.7F) along with a switching circuit that are installed and fitted on the

adaptors top surface.

Kaposi sarcoma lesions

Anonymous clinical photographs of KS lesions were obtained from the Derma-

tology Service at the Maputo Central Hospital (MCH) in Maputo, Mozambique. The

great majority of patients (>90%) with KS at MCH are infected with HIV, and many are

diagnosed as HIV positive at the time that they present with KS. Ten to fifteen patients

with KS are admitted to the Dermatology service at MCH per month. Currently, MCH

physicians document treatment response in the clinical chart using sketch diagrams and

verbal descriptions.

All-focused image and 3D image model

Using a program modified from an open source python library, lfp-reader-2.0.0

[60], the original Lytro image file (.lfp) was extracted to obtain JPEG images (usually

12) of different focused depths, and a corresponding depth map was generated. We

used batch processing to generate 12 JPEG files, a depth map and an all-focused image.

The procedure was controlled through a graphic user interface (GUI) for ease of code

execution. The final data was outputted into individual folders for each Lytro image

set. Another GUI program was created for rendering the 3D model of each Lytro image
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data using the aforementioned depth map and all-focused image. This program is a

modification of the code from a command-line based C program [61]. We also used

a computational software program, Mathematica, to perform a final 3D display with

interactive rotation capabilities. As inputs, Mathematica receives the depth map, stored

in ASCII format, as well as the corresponding all-focused JPEG. Our customized display

script calls the Mathematica function ListSurfacePlot3D to generate the 3D shape from

the depth map. Within this function, Mathematicas PlotStyle option is called to texture

the rendered 3D shape with the allfocused JPEG. Once the fully textured 3D data is

displayed, Mathematicas standard interactive tools may be used to rotate the object

around any of the three dimensional axes.

Evaluation of relative volume change

The relative volume change was evaluated by a prototype software program that

uses the projected area of a lesion to derive an average radius. The average radius is then

used to approximate a three-dimensional volume. The prototype software program carries

out these procedures by first counting the number of pixels, in a single 2D digital image,

occupied by the object. This number of pixels represents the objects projected area, in

relative units. In order to convert this into a signature radius, the program generates

a hypothetical circle whose area, in pixel units, is equal to the objects projected area.

Using the formula for the area of a circle, Area = π(radius)2, the program solves for a

radius, in units of pixels, using the aforementioned measured area. This procedure is

repeated for each unique perspective snapshot, and the radii are averaged. The camera

adaptor (Figure 2.7) ensures that the distance to the object remains constant between the

unique perspective snapshots. The averaged radius value is then converted into a volume,

in units of cubic pixels, using the formula for a sphere, Volume = 4/3 π(radius)3. This

value represents a signature relative volume, which may be used to measure fractional
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relative changes between a lesion that is photographed at different points in time. A

challenge for the aforementioned technique is accurately identifying, in the digital image,

the visual boundary between the lesion and the background skin surface, a step that is

necessary in order for the program to accurately calculate the projected area. In our

current proof-of-concept program, we have successfully applied two different methods

for determining this boundary: (1) by utilizing the information in the depth map to

separate the lesion from the background surface through differences in depth; and (2)

by visual inspection and manual input from a user who traces out the edge of the lesion

on a digital touchscreen. In test cases, both strategies proved effective for a range of

images, though each method has its strengths and limitations. Method (1) successfully

works as long as program parameters are carefully optimized for typical depth map

shapes. While proving effective for a range of lesion types, it can be a risky strategy

for lesions that may represent diverse sizes, depths, and viewing angles. For example,

it has particular difficulties for shallow lesions, where there is little change in height

between the lesion and the skin. Despite these drawbacks, an advantage of this method is

that it is fully automated, once parameters are well tuned, and therefore avoids potential

errors associated with human error. Method (2), lesion boundary identification by visual

inspection, has proven in our tests to be the most accurate method and the most capable

method for accommodating diverse lesion sizes and shapes. Its primary disadvantage is

that it requires human input and therefore adds an element of potential subjectivity, and

potential human error, into the procedure.
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2.2.3 Results

Miniature Photography Studio Adaptor

The adaptor is used to maintain constant geometric conditions of the environment

and to provide controllable illumination. Its development was motivated by our having

experienced initial difficulty to obtain a reliable 3D image using the Lytro camera alone.

The adaptor simplifies the effort to generate a 3D image with a single shot and to compare

the images of lesions before and after treatment.

All-focused image and 3D image model

The original Lytro files (.lfp) were computationally extracted to output a series

of images with a range of focus settings (Figure 2.8A) and to output a corresponding

depth for each position in the image (B, depth map) (Figure 2.8). We have consistently

obtained 12 JPEG files from each file extraction after we used the adapter described

earlier. Before our current system was set up, the results were inconsistent, even after we

chose a well lit space to improve illumination and used a tripod to control spatial factors

(angle, distance etc.). We have observed that the effective depth of a Lytro snapshot

can be severely compromised when there are background objects at far distance. The

simple, miniature, photography studio adaptor substantially resolved previous issues of

inconsistent image quality. The concept and operation of creating the all-focused image

(Figure 2.8) and 3D model (Figure 2.9) are similar. Both procedures take advantage

of the image files at different focal planes and and also the depth map, but separate

computational programs are applied to generate two different outputs. For clinical

application, the allfocused image can be used for quick screening purposes as the size of

the file is small, usually around 80 kb (30 220 kb based on 185 snapshots). The size is

appropriate as an attachment through cell phone transmission. On the other hand, the
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3D image model provides a more realistic view of a lesion, but is more computationally

intensive. To simplify the operation, we created a custom GUI program to facilitate

users with little or no training in knowing how to process image files. This is particularly

important in the resource-limited settings. In addition, we use both commercial (Figure

2.7A) and open source (Figure 2.7B) software programs to meet various needs (see

Methods section). The scheme in Figure 2.8 also reveals the simplicity of this system, in

terms of the level of human involvement, despite very complex computational operations.

The figure represents 3 Lytro snapshots, which result in 36 (12 × 3) JPEG images of

different focal planes, with multiple angles (0, 120, and 240 degrees, horizontally from a

reference point). Therefore, using our system, 36 sub-spaces were sampled close to the

lesion with very little human effort.

Evaluation of relative volume change

As previously described, a useful tool to monitor therapeutic response of KS is

to evaluate changes of nodular lesions by observing the lesions thickness and volume

over time [48]. However, the follow-up period for each patient was very short (<2

weeks) in our proof-of-concept study (see an example in Figure 2.9A). Therefore, we

chose to use a model clay system (Figure 2.9B) to demonstrate a simple measurement

that may be applied in a more comprehensive clinical study. Notably, clay molding

allows a more precise measurement of the correlation between the true volume and the

volume derived by computational modeling. While a full 3D rendering provides the

most powerful information, a measurement of a lesions volume can also be achieved

using conventional 2D snapshots (taken with either a traditional digital camera or a

Lytro camera) and applying a software algorithm to approximate true volume from the

projected 2D shape. Multiple perspective snapshots are not absolutely required, but

the overall uncertainty improves with each independent perspective. The prototype
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software program, written by our group, measures the projected area of a lesion and uses

that information to derive an average radius. This average radius may then be used to

approximate a three-dimensional volume. Figure 2.10B demonstrates the effectiveness of

the software prototype when applied to a set of digital images of randomly shaped clay

models. To evaluate the uncertainty on relative volume, we measured differences between

observed relative volume, as measured by the prototype program, and true relative volume,

as determined by independent knowledge of the clay source. In order to include a diverse

range of potential shapes in our uncertainty evaluation, we supplemented these test case

images with simulated images of a wide variety of target shapes, ranging from that of

symmetrical sphere-like objects to long flattened shapes with extreme differences in

relative dimensions (like 10:1 ratio between height and width). After processing both true

and simulated images through the prototype program, the results of these tests indicated

that, when three snapshots of a target are taken from independent perspective angles, the

technique can successfully measure relative changes in volume with an uncertainty of 4%,

as long as the second epoch shape represents an approximately enlarged, contracted, or

unchanged version of the first epoch shape; this scenario represents the vast majority of

KS diagnoses. In instances where the overall shape changes completely (for instance, like

from a long cigar shape to a half sphere), changes in relative volume may be measured

with an uncertainty of about 34%. The information gathered from this approach may be

combined with that from other diagnosis techniques in order to flag growths that may

deserve further evaluation by a clinician.
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Figure 2.8: Construction of all-focused images. The original Lytro files were computa-
tionally extracted to output a series of images with a range of focus settings (A) and
corresponding depths for each position in the image (B, depth map). Even with just a
single Lytro snapshot (which contains 12 frames), an all-focused (C) image and a 3D
model (Figure 2.9) can be constructed by combining the information from A and B.
There are 3 all-focused images on panel C. They are derived from 3 single Lytro shots
at different horizontal angles of the same KS lesion (<1 cm). Only one set of the serial
images are shown (for the picture on the middle) in panel A.
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Figure 2.9: A 3D rendering of Kaposis Sarcoma, generated from a single Lytro snapshot
processed by a prototype software using (A) commercial and (B) open-source platforms.
Two examples are shown.
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Figure 2.10: Changes of nodular KS lesions. (A) A pair of nodular KS lesions to
demonstrate before (left) and after (right) treatment over 2 weeks. (B) The relative
volume of two clay samples (one on top row and one on bottom row) is measured using
the prototype image analysis software. Each column represents one of three independent
angle perspectives. The program uses the projected 2D shape to measure an average
radius. This radius is then used to determine a volume. For measuring relative changes
in volume, the program can accurately deliver results with an uncertainty of 4%, as long
as the changes represent solely an enlargement or diminution in an original shape, as
opposed to a complete change in shape. In instances where the overall shape changes
completely (for instance, like from a long cigar shape to a half sphere), changes in
relative volume may be measured with an uncertainty of about 34%.

2.2.4 Discussion

An increasing number of digital technologies are being applied to promote virtual

communication between patients and healthcare providers and medical specialists, with-

out requiring face-to-face encounters. Accordingly, there has been a surging interest in

utilizing mobile technology to meet the rising healthcare demand in developed countries,

as well as to serve people living in a more resource-limited world.
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An opportunity exists to apply a novel digital imaging technology to improve

diagnosis and long-term monitoring of Kaposis Sarcoma (KS) in a resource limited

setting. A recent report from Mozambique has shown that KS is the most frequent

cancer among men and the second most frequent among women [62]. Remarkably, 20%

(296/ 1507) of cancers diagnosed at the Maputo Central Hospital (MCH) are KS. The

therapeutic response of KS may be different between this region and western countries,

providing some of the motivation for effective monitoring tools [63]. Furthermore, in

many cases, multiple KS lesions develop simultaneously, and may progress and regress

independently. Unfortunately, relatively little is known about the varying response

to treatment, and about the most effective therapeutic regimens [64]. Infrastructural

inadequacies in the provisions of cancer care in sub-Saharan Africa pose great challenges

for precise therapeutic monitoring. Therefore, there is an unmet need to develop a

simple, but accurate, tool for improving diagnosis and long-term monitoring in such

a resource-limited setting. While color and thickness of KS lesions are difficult to

quantify, they provide important information about response to treatment [48]. Our

simple and inexpensive imaging system and analytic software will resolve such a dilemma.

Furthermore, the single processed all-focused images of the KS lesions were mostly

around 80 kb (30220 kb for 185 snapshots). This file size is transmissible through a

mobile phone for preliminary diagnosis or triage.

The myriad benefits of such a tool should not be underestimated. In medicine,

as in many fields, a picture is often worth a thousand words. Photographs are important

tools for recording and tracking the progression of visible lesions. Effective utilization of

photographic techniques can help reduce the patient and physicians anxiety about ade-

quate detection of lesion changes, help early identification and treatment of malignancy,

and lead to fewer invasive procedures [65]. However, acquiring a clear, informative

photo is not trivial. Apparently, one of the most obvious problems with conventional



68

photography is the burden of accurate focus on the target. Our recent adoption of an

emerging technology, light field photography using the Lytro camera, succeeds in cap-

turing multi-focal images with a single photo shot. However, we and others have often

experienced frustrations in acquiring such ideal images [57].

Combining theoretical and experimental approaches, we were able to design an

adaptor to serve as a miniature photography studio that enables reliable and predictable

3D image acquisition (Figure 2.7). Such an adaptor provides a controllable light source

and enables standardized images (with a fixed camera-to-object distance and angle)

for automated computational analysis. This is a very important step since, without

this adaptor, image quality can suffer from day-to-day and person-to-person variations.

Moreover, it makes the operation simple and intuitive, as one only needs the same level

of skill required to use a smartphone or a digital camera. While our current software

system is capable of producing a 3D image from a single Lytro snapshot (see Figures 2.8

and 2.9), our next-generation software should also be able to take advantage of instances

where the clinical staff collects multiple snapshots to provide more comprehensive data.

We envision the light field camera as a useful general tool for clinical photography.

There is no need to select focal planes because the Lytro camera records all of the light

rays within a distance based on the setting. This is a very attractive function for a

busy clinic that may lack trained personnel to take medical photography. Importantly,

a clinician can review the images at other focal planes that may not be foreseen as

necessary, but become crucial when a disease progresses. Furthermore, an all-focused

image (Figure 2.8) or a 3D rotatable model can be created computationally, as shown

in Figure 2.9. While we used a commercially available program (e.g. Mathematica) for

fast, prototype-level, 3D image modeling, we plan to transition to an open-source, 3D

modeling program. This final version is intended to integrate and streamline every aspect

of the image processing, enabling a user-friendly automatic system that can be used in
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the resource limited settings.

For surface volumetric analysis, we used a simple prototype software program,

as previously described. There are many other computational methods for 3D volume

measurement [66]. Clinically, it has been discussed whether more sophisticated medical

imaging methods, such as CT and MRI, are more useful for measuring clinical outcomes

[67]. It appears that the usefulness of a method is not only associated with the power of

the computational algorithm, but also the limitation of the available technologies and

practical requirements of standardization. Historically, the World Health Organization

(WHO) proposed, more than 30 years ago, a system for obtaining cross-sectional images

as a biomarker for therapeutic response [68]. For example, in this system a partial

response is designated when bidimensional measurement of a single lesion shows greater

than 50% reduction in cross-sectional area (as measured by perpendicular diameters).

While the WHO criteria remain useful, an attempt to further simplify and standardize

methods has been recently made [69, 70]. The response evaluation criteria in solid tumors

(RECIST) were proposed by the European Organization for Research and Treatment

of Cancer (EORTC) in collaboration with the National Cancer Institute (NCI) and the

National Cancer Institute of Canada Clinical Trials Group. Interestingly, the RECIST

criteria only made use of the one-dimensional measurement rather than the product of

two perpendicular linear measurements. According to their system, a partial response is

defined as at least a 30% decrease in the sum of the longest diameter of the target lesions.

It appears that the RECIST criteria were designed to simplify the way to gather and record

information, not necessarily to increase accuracy. Whether 1D, 2D or 3D models are more

useful seems to be associated with the nature of lesions, and will be constantly debated

[67, 70, 71, 72]. Nevertheless the variations of measurement should be reasonably small

if the method is to be useful. In our study (Figure 2.10), the simple technique can

successfully measure relative changes in volume (for longitudinal follow-up) with an
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uncertainty of 4%, which is useful. But it would not be useful for horizontal comparison

for two unrelated lesions (34uncertainty). We are currently exploring different techniques

and expect to use multiple methods depending on conditions.

As described earlier, a critical factor for volume estimation is identifying the

boundary of a lesion. We have applied two non-mutual exclusive approaches. A third

potential method, that we have yet to test, is boundary identification through changes

in color. This strategy holds some promise as either an independent technique or as a

supplement to the aforementioned methods. It holds the potential to be fully automatable,

but may require optimization for typical patient skin color and typical lesion color

characteristics. Ultimately, the optimal technique for lesion boundary identification is

an area of investigation that requires further development, perhaps in conjunction with a

careful analysis of typical lesion characteristics. It may require some combination of the

three described techniques. We defer such a detailed investigation for future work.

Although our report focuses on the application of our imaging system to poten-

tially monitor therapeutic response of KS, the same approach can be applied for screening

skin lesions, especially for longitudinal follow-up [65]. While early diagnosis and treat-

ment is the best strategy for reducing cancer mortality, overuse of expensive and/or

invasive procedures increases morbidity and healthcare costs in developed countries

[73, 74] and is impractical in resource-limited settings. However, introduction of simple

and inexpensive diagnostics and imaging devices has been proven to be useful in clinics.

For example, the numberneeded- to-excise (NNE) value, a measurement for accuracy of

melanoma diagnosis, has been improved only in specialized and not in non-specialized

clinical settings in a multicenter study over a 10-year period [75]. The main difference

has been attributed to a larger use of diagnostic techniques, especially the simple and

inexpensive dermatoscope, and digital monitoring [65, 76]. As described earlier, our 3D

imaging system may be especially useful in the telehelth settings as high-quality and
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relevant images can be obtained without extensive training of the operator. Moreover, it

is possible to have a preliminary analysis by a software system as standardized images

are obtained.

2.2.5 Conclusions

In this proof-of-concept study, a feasibility to use a simple, low-cost and user-

friendly system has been established for future clinical study to monitor KS therapeutic

response. This innovative system can also be applied to obtain standardized clinical

photographs for other diseases.
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Chapter 3

Fast vectorial incident and focused field

calculations with high NA lenses

Abstract

The spin angular momentum of light has been used to rotate birefringent particles

in the focal plane of optical tweezers systems. In order to achieve such rotation, circularly

or elliptically polarized light is applied to a high NA objective lens. Despite light with

uniform polarization in the back focal plane of a high numerical objective lens, the light

at the focus is actually composed of an ensemble of polarization states that add up to give

the resultant polarization in the focal plane. Correcting for this can give an optimized

focal spot. Alternatively, by creating spatially varying polarizations in the back focal

plane, arbitrary polarization states can be created in the focal plane. We discuss a novel

method to calculate the required input field for creating beam foci with spatially varying

polarization states. Such foci can be used for novel manipulation of birefringent objects.

By using a spatial light modulator with the capacity to change polarization and phase,

we can generate designed intensity and polarization patterns at the beam focus. Such

72
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technology may have applications in optical nano-manipulation, optical microscopy and

nano-fabrication.

3.1 Introduction

Since the pioneering work of Arthur Ashkin in designing the first optical tweezers,

many researchers have used that principle to trap and manipulate small objects in the

range of a few tens of nanometers to a few tens of micrometers [77, 78, 79]. Optical

tweezers use tightly focused light with high intensity gradient at the focus that quickly

drops as the light diverges. Particles with diameters significantly smaller than wavelength

of light can be trapped when the gradient force overcomes the radiation pressure. The

large particles with diameters greater than wavelength of the light, on the other hand,

act like lenses. The light gets refracted when it passes through these particles and the

refraction exerts gradient force due to the momentum change. In the opposite direction of

the gradient force, the scattering force is applied to the particles due to the backscattered

light at the particle interface. Larger particles can be trapped when the net forces on

them is zero. The idea of trapping and moving inter and intra cellular sized particles in

three dimensions, initiated several successful research fields and brought in promising

results. For example, holographic optical tweezers were used to independently and

simultaneously translate, rotate and cut semiconductor nanowires[80, 81]. Holographic

kinoforms calculated by direct search algorithms were used to dynamically trap different

particles and manipulate them in 3D [82]. In addition to the direct search algorithms,

researchers used the Gerchberg-Saxton (GS) to rapidly calculate the required holograms

to generate the desired intensity patterns in real time [83]. The GS algorithm is a phase

retrieval algorithm that uses Fourier Transform to calculate the scalar complex 2D light

field required to generate the target intensity pattern at the image plane of the focusing



74

lens. Due to its speed of convergence, the GS algorithm has been used to calculate

holograms in real time at optical trapping experiments. Compared to the mentioned

research groups that calculated the scalar field at the back aperture of an adjective lens

to generate the desired intensity patterns at the focus, others studied the propagation

and focusing of vector fields using a low or high NA objective lenses. E. Wolf [84]

developed the vector diffraction theory of focusing beams and represented the vectorial

electromagnetic field at the image space of optical systems with an integral. This integral

was later on used as a tool to calculate the EM field at the focus for any arbitrary

propagating vector field. A group of researchers used the Fast Fourier Transform to

evaluate the Debye Wolf integral in calculating the vectorial field at focus of high NA

lens [85] while others calculated the volumetric field distribution at the focal space of the

high NA lenses using three dimensional Fourier transform [86].

In this work, we show a novel approach to calculate the required holographic

phase pattern to generate the desired vectorial fields at the focus of high NA lenses. We

introduce a new vectorial field design at the focus of high NA objectives that could trap

nanoparticles and move them in the transverse plane. For this application, we pattern the

vector field at focus with spatially varied polarizations and use the variable spin angular

momentum of the focused light along with the designed intensity gradient to apply linear

force on the particles trapped in three dimensions at the focus.

3.2 Methods and materials

When high NA objectives are used in an imaging setup, the paraxial approxima-

tion is not valid anymore and the field at the focus is not purely transverse, rather has a

longitudinal component. To fully characterize the field at the focus of high NA objective

lenses, one needs to calculate the 3D vectorial field at the focus. The vectorial field can
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be calculated by numerically solving the Debye-Wolf diffraction integral. However, these

calculations are time consuming and are not well suited for 3D beam shaping in real time.

To increase the speed of vectorial focal field calculations, we used 2D FFTs on three

components of the field in the Cartesian coordinate system. In order to take into account

the effect of refraction at the interface of an objective lens, the EM components can be

transformed from Cartesian into Cylindrical and then into the Spherical coordinates as

illustrated in Figure 3.1. The eρ, eφ, ez are the unit vectors of the Cylindrical coordinate

system and eθ, eφ, er are the unit vectors of the spherical coordinate systems. The field

after the refraction, E1
x,y,z, can be calculated from the incident field, E0

x,y,z, by transferring

it into the Cylindrical coordinate system, applying the refraction and then transferring

it back to the Cartesian coordinate system. In equation Eq. 3.2.1, M is the Cartesian to

Cylindrical coordinate transformation matrix and T is the matrix representing the effect

of refraction at the lens interface.
E1

x

E1
y

E1
z

= M−1T M


E0

x

E0
y

E0
z

 (Eq. 3.2.1)

T = A0
√

cos(θ)


cos2(θ)− sin2(θ) 0 2sin(θ)cos(θ)

0 1 0

−2sin(θ)cos(θ) 0 cos2(θ)− sin2(θ)

 (Eq. 3.2.2)

After applying the refraction on the EM field, the effect of focusing with lens can be

represented as the Fourier Transform of each component of the field in the Cartesian

coordinate system.
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Figure 3.1: Refraction of the vector field at the interface of an objective. are the unit
vectors of the Cylindrical coordinate system and are the unit vectors of the spherical
coordinate systems.

Matlab Simulations

In this work, we used the proposed approach and investigated calculating the

required phase distribution on the incident field that would result in the desired vector

field at the focus of a high NA objective lens. For this purpose, we applied the Gerchberg

Saxon phase retrieval algorithm for each Cartesian component of the field. Two sets of

simulations were run in Matlab to find the required incident fields for generating the

target fields with desired spatial intensity and polarization distribution at the focus. The

first target field, as shown in Figure 3.2A, is a pattern of multiple Gaussian beams forming

a smiley face, with eyes in x and y polarization and the lip consisting of left-handed

and right-handed circular polarizations. The second target field is the pattern of UCSD

ECE words illustrated in Figure 3.2B. UC letters have x polarization, SD letters have y

polarization and ECE letters have circular polarization. The objective lens parameters

used in these simulations were NA of 1.3 and focal length of 0.16 cm. The wavelength

of the light was set to 532nm and the target fields were designed using 200×200 pixels.

As an application to the discussed technique, we proposed a novel spatial polar-

ization distribution pattern at the focus that could apply translational movements on the

trapped particles and used the developed method to calculate the required input field to
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Figure 3.2: The polarization and intensity distribution at the focus for two target fields
(A , B).

generate that pattern. In this design, we take advantage of the Spin Angular Momentum

(SAM) of light and show that when two circularly polarized light with opposite SAMs

are focused with a High NA objective to generate two line shaped intensity gradients,

the resulted polarization distribution in between two lines is linear. As a result, the

force applied on the particles trapped over lines is linear and will result in a translational

movement on them. The intensity gradient over the lines will ensure that the particles

will be trapped in the region with linear SOP. Figure 3.3 A,B and C show focusing two

circularly polarized lights, the beam at the Cartesian coordinate system and the beam

profile at the focus, respectively.

To examine the ability of our proposed design in generating translational move-

ments, the field at focus was simulated by applying the phase patterns of two cylindrical

lenses to each half of the input field and setting the state of polarization of each half

to right and left handed circular polarization. For these simulations, 200×200 pixels

input field, a laser light at 532nm and an objective lens with NA of 1.25 and focal length

of 0.18 cm were used. At the next step, we used our proposed iterative algorithm to

calculate the required input field to generate the designed optical field at focus. This

would eliminate the need to use the fixed cylindrical phase patterns on the incident beam,

providing the opportunity to dynamically control the line orientation, length and the
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Figure 3.3: The field pattern for generating translational movement trapped at the focus.
Two circularly polarized lights with opposite SAM are focused with a high NA objective
(A). The field at the focus will have a variable polarization and intensity distribution (B)
and (C).

direction of polarization.

Experimental Setup

In the experimental setup, a Verdi, 532nm CW laser and a Holoeye LC 2012

transmissive SLM along with other optical elements were used. To characterize the SLM

and examine its limits in phase and polarization modulations of the incident beam, the

setups in Figure 3.4 A and B were used, respectively. The polarization modulation was

measured using Malus law by placing an analyzer between the SLM and the CCD camera

and recording the light intensity transmitted from the SLM while displaying 0-255 gray

levels on it. To measure the phase modulation, the Mach-Zehnder interferometry setup

shown in Figure 3.4 B was used.

In the next step, the SLM was characterized using the Jones matrix to analyze

its effect in modulating the phase and polarization angle of the incident vector beams.

For this purpose, the SLM was modeled as consisting of several layers of nematic
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Figure 3.4: The setup to measure the polarization modulation (A). The setup to measure
the phase modulation (B).

liquid crystals, where each layer applied a retardation and rotation modeled by separate

Jones matrices [87][88] The Jones matrix of the whole SLM was represented as the

multiplication of the Jones matrices of all the layers. Eq. 3.2.3 represents the Jones

matrix (M) of an SLM calculated with the mentioned method. In this matrix, φ1 and φ2

are the phase shift on x-polarized and y-polarized light, respectively and

M = e−iδ

 A1eiφ1 A2eiφ2

−A2e−iφ2 A1e−iφ1

 (Eq. 3.2.3)

The elements of matrix M were measured with the setup in Figure 3.5 by adjusting

the half waveplate angle to 45◦ and 90◦ and the analyzer angle to 0◦ and 90◦. The details

of calculating these parameters are explained in reference [89].

Figure 3.5: The setup to measure the Jones matrix components of the SLM.

According to the results of the characterizations, our SLM was not able to generate

the whole range of 0◦ to 90◦ polarization angles. Thus, to experimentally generate two

opposite handed circular polarizations, a hologram of two cylindrical lenses was applied
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to each half of the SLM to generate the desired light intensity distribution at the focus for

the purpose of trapping particles. To apply the circular polarization on each segment of

SLM, two linear polarizers perpendicular to each other and a quarter waveplate in front

of the SLM were used. Figure 3.6 shows the setup that was used for this experiment.

Figure 3.6: The setup to generate circularly polarized line traps.

3.3 Results

Simulation Results

The required phase to generate the polarization and intensity distributions shown

in Figures 3.2 A and B, was calculated using two Gerchberg Saxon algorithms for each

x and y polarization component of the incident beam. Figure 3.7 and 3.8 show the

calculated phase and the resulting intensity patterns on Ex (A) and Ey (B) for the smiley

face and UCSD ECE target patterns, respectively. The 200×200 pixel sized fields were

used for these calculations.

The target and calculated values of (the direction of polarization) at the focal

plane for the smiley face target are illustrated in Figure 3.9. The eyes of the smiley face

consist of x and y polarized light, so the value of in those regions is equal to zero, while

the part of the lip constructed with right handed circularly polarized light has lowest

value compared to the parts with left handed polarization at highest σ value.
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Figure 3.7: The calculated phase for the x and y polarization components of the input
beam (A , B) and their resulting intensity patterns at the focus for the smiley face target.

Figure 3.10 shows the speed of calculating the phase of the incident light vs

the number of pixels constructing the field for the smiley face pattern. The error bars

show the standard deviation of calculations for each field size. A Macbook Air with 1.7

GHz intel Core i5 was used to calculate the simulations. The number of iterations in

the algorithm was set to 100 so that the largest calculated filed with 1024×1024 pixels

would have 90% correlation with the target field for any of the polarization states. As

can be seen in this figure, fields with the size of 512×512 pixels can be calculated in less

than half a second that makes this method suitable for real time calculations.

Simulations of the line intensity gradients with opposite SAM

Figure 3.11 shows the simulation results of calculating the intensity and polariza-

tion distributions at the focal plane corresponding to the implemented cylindrical phase
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Figure 3.8: The calculated phase for the x and y polarization components of the input
beam (A , B) for the UCSD ECE target and their resulting intensity patterns at the focus.

patterns on the input field. Figure 3.11A shows the value of , the direction of polarization,

at the focal plane. Figure 3.11B shows the intensity gradient and the SOP at the focal

plane. Figure 3.11C shows a closer look at the SOP over the focused lines. As can be

seen in this figure, the SOP in the middle of the two lines is linear, which results in a

linear force applied on a particles trapped over the lines.

Figure 3.12 shows the results of Matlab simulations for the intensity gradient and

polarization distributions at a few planes below and above the focal plane in z direction

corresponding to the incident beam encoded with two cylindrical phase patterns. As can

be seen in this figure, since the SOP and intensity gradient follow the designed patterns

at three wavelengths above and below the focal plane, the particles can be trapped in 3D

at focus. Figure 3.12 A and B show the intensity gradient and polarization distribution at

z = -3 times lambda to z = 3 times lambda, respectively.

To dynamically generate and control the length, orientation and polarization
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Figure 3.9: The target (A) and calculated (B) spatial polarization distribution. Right
handed circularly polarized light with lowest intensity is shown by blue color and left
handed polarization with highest intensity is shown by yellow color.

Figure 3.10: The speed of calculating the required input field to generate the target
intensity and polarization distribution vs the number of pixels constructing each field.

direction of the proposed line patterns at focus, the iterative input field calculation

method was used. Figure 3.13 shows the calculated phase for the input field and the

resulting intensity patterns on Ex and Ey. Since the SOP on both lines is circular with

opposite directions, a similar intensity distributions appear on the x and y polarization

components at the focus.
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Figure 3.11: The direction of polarization at focus (A). The blue color shows right
handed polarization and red color shows left handed polarization. The intensity gradient
and polarization ellipses at the focus (B). A zoomed-in version of panel (B), illustrating
the linear polarization along the line trap (C)

Experimental Results

The Holoeye LC 2012 transmissive SLM was characterized by measuring the

phase shift and the change in the polarization angle caused by each 0-255 gray level of

the SLM on the incident light as shown in Figure 3.14 A and B, respectively.

Figure 3.15 shows the results of vector characterization of the SLM. Graphs A-D

in this Figure represent the measured values of the elements of the Jones matrix (A1, A2,

δ, φ1 and φ2 ) of our SLM.

To generate the line intensity gradients at two opposite handed circular polariza-

tion, the hologram of two cylindrical lenses was applied on the SLM and the SOP of the

transmitted light was set to circular polarization with opposite SAMs. Figure 3.16 shows

the intensity distribution at the focus generated by the experimental setup compared to

the simulated field using the same beam and objective parameters.
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Figure 3.12: The simulation results of the intensity and polarization distributions of the
proposed design at a few layers below and above the focal plane.

3.4 Discussion

High numerical aperture objective lenses are required to trap and and manipulate

small sized particles at the focus. These objective lenses provide the necessary gradient

force at the focus to overcome the scattering forces. However, when high NA lenses

are used in an optical setup, the paraxial approximation is not valid anymore, and one

needs to solve the problem of vectorial field propagation to fully define the vector field

at the focus. Although the vectorial field calculations can be carried out by numerically

solving the well-established Debye-Wolf integral, these calculations are time consuming

and are not suitable for real time applications. In our approach to rapidly calculate the

vector field at the focus and the required phase pattern on the incident light to generate

the desired fields at focus, we took advantage of the in-built Fast Fourier Transform

library of Matlab. To take into account the effect of refraction of the vector field at the

objective lens interface, we rotated the unit vectors at the interface and calculated the

projection of the vector field components on the transformed unit vectors. We then used

2D FFT functions to calculate the vector field at the focus. We integrated this method
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Figure 3.13: The required input filed phase and the resulting intensity gradient for the
focused line patterns with the left and right circularly polarized light, calculated using
the proposed iterative method. (A) The phase of the incident field and the intensity
pattern at focus, calculated for the x polarized light. (B) The phase of the incident field
and intensity pattern at focus calculated for the y polarized light.

into the Gerchberg-Saxon phase retrieval algorithm to calculate the required input field

to achieve the desired polarization and intensity distributions at the focal plane of an

objective. The simulation results illustrated in Figures 3.7 and 3.8, show the ability of

our proposed method in calculating the required input fields to generate the test Smiley

Face and UCSD ECE vector field patterns at the focus. For 200×200 pixel sized fields,

the target vector fields were generated after 15 iterations. The very short time required

to carry out these calculations makes our approach suitable for real time focused field

shaping applications. The graph of Figure 3.10 shows that a 128×128 pixel sized field

can be calculated in about 25ms.

We also proposed a novel vectorial focused field design, that could generate

translational movement on the trapped particles. In this design, two patterned circularly

polarized beams with opposite SAMs are focused with an objective, forming two line

shaped intensity gradients at the image plane of the objective. The results of simulations
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Figure 3.14: The phase modulation caused by each gray level of the SLM (A). The
polarization angle of the light transmitted from the SLM vs the gray levels on the SLM
(B).

in Figure 3.11 show that the the state of polarization in between the two lines is linear,

which in turn indicates that the force applied to the trapped particles is linear hence

pushing them upwards or downwards over the line taps. With the next set of simulations,

illustrated in Figure 3.12, we investigated the state of polarization and intensity gradient

at the vicinity of the objective focal plane along the z direction. These simulations

show that both the SOP and intensity gradient will be maintained in a 3D space close

to the focal plane of the objective lens. As can be seen in Figure 3.12, with the 532nm

wavelength, the SOP and intensity gradient are consistent with the designed patterns in

a 3µm range around the focal plane. This would ensure that particles can be trapped in

3 dimensions at the focus. Following the promising 3D SOP simulation results on the

proposed line traps, we used our developed method to calculate the required input field

for generating the proposed field at focus.

Performing the scalar and vectorial characterization of our SLM, we examined

its limits in modulating the phase and polarization of the input light. As can bee seen in

Figure 3.14, our SLM was not able to change the polarization angle by more than 0.9

radians and hence couldn’t generate two orthogonal polarization angles. To compensate

this, in our experimental setup, we used linear cross polarizers and a quarter waveplate to
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Figure 3.15: The measured values for the components of the Jones Matrix (A1, A2, δ,
φ1 and φ2) for each gray level displayed on the SLM.

impose circular polarization with opposite SAMs on the light field transmitted from each

half of the SLM.

3.5 Conclusions

A new method to rapidly calculate the vectorial focused fields and the required

input fields to generate them is discussed here. In this method, after calculating the

refracted beam at the interface of the objective lens, the FFT algorithm in Matlab was

used to find the vectorial field at the focus. A vectorial format of the Gerchberg-Saxon

phase retrieval algorithm was then used to find the required field to achieve the desired
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Figure 3.16: The comparison of line trap generated experimentally with the simulated
one.

focused fields. We showed that the speed of our method in calculating the desired fields

with 128×128 pixel sizes are in the range of 40 Hz, which makes this method suitable

for dynamically shaping the field at focus in real time.

We also proposed a novel focused field, encoded with spatially varied polarization

and intensity distributions and showed that the SOP over the central region of this design

is linear, which would apply a linear force and generate translational movements on the

trapped particles.

Future work will study the ability of this design in moving nanoparticles in an

experimental setting and the size limit on the particles that can be trapped with this

design.
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Chapter 4

Imaging through scattering using

spatially encoded optical beams

Abstract

One of the major challenges in imaging biological tissues is the scattering of the

incident photons inside inhomogeneous media, which limits the number of image bearing

ballistic photons reaching the recording device. Our single pixel imaging device takes

advantage of a new set of spatially encoded projection patterns and generates an image of

the objects hidden behind scattering materials by recording the backscattering diffused

photons with a photodetector. It is a reflective imaging setup which makes it suitable

for use in majority of biological image acquisition settings. The number of required

measurements to reconstruct an image of the target behind a scattering material is very

small and makes the approach suitable for live tissue imaging.

90
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4.1 Introduction

When the light enters an inhomogeneous material, some of the photons, namely

ballistic photons, preserve their direction of propagation and their phase information.

In contrast, other photons get scattered as the light diffuses inside the medium. The

standard image formation requires the ballistic photons to generate a clear picture of the

target while the presence of the diffused photons results in a blurry picture. In extreme

cases, when the thickness of the scattering material is much larger than its transport

mean free path, obtaining a clear picture of the target with traditional imaging systems is

not possible. Among the scattering materials, biological tissues are extensively studied

substances [90, 91, 92, 93]. To overcome the problem of light scattering in tissues,

several imaging techniques such as confocal imaging [94, 95], scanning multi-photon

imaging, time-resolved detection [96, 97] and polarization sensitive imaging [98, 99]

have been implemented in the past. These techniques rely on filtering out the diffused

photons from all the transmitted or reflected photons received by the detectors and

consequently are limited by the thickness of the the material that they can image through.

For thicker tissues, the intensity of the ballistic part of the transmitted or reflected light

will become too low that it cannot be used to generate an image. Some other techniques

[100, 101, 101] based on speckle correlations have been implemented to generate images

of the objects hidden behind scattering materials. These techniques use both the diffused

photons and the ballistic photons to form an image. Despite their promising results, these

techniques are limited by sub-millimeter thick scattering materials.

Recently, another promising technique is reported that is capable of imaging

objects embedded in a few millimeters thick scattering material [102]. In this technique

a single pixel camera [103, 104, 105] is used to record the scattered light from an

object illuminated by a sequence of structured light patterns. Both coherent [106] and
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incoherent [107, 108] light sources have been used for illumination. Single pixel imaging

is quite similar to the computational ghost imaging [109] in that they both project random

illumination patterns onto the object and record the transmitted or reflected photons using

a photodetector. In both techniques, in contrast to transmission matrix measurement

methods [110], no prior information about the target is required and the correlation of

the incident light pattern and the recorded signal is used to infer the scene. However, in

the computational ghost imaging technique, two copies of the incident light pattern are

generated using a beam splitter and a CCD camera is used to record the illumination

patterns. In case of single pixel imaging, a DMD (Digital Micromirror Device) or a

SLM (Spatial Light Modulator) in coherent illumination and a projector in incoherent

illumination are used to illuminate the target. In both cases, the incident light patterns are

predefined by the user and they do not need to be recorded during the experiment. To

improve the correlation efficiency, the light patterns based on Walsh-Hadamard matrices

are used in these setups. In the image reconstruction part of the single pixel imaging

techniques, CS (Compressive Sensing) algorithm [111] is often used. Compared to the

raster scanning in which N single measurements are taken to calculate an N pixel image,

in CS, M≤ N measurements are taken for the image reconstruction. CS relies on the fact

that many pictures are sparse in nature. It measures the inner product between the target

and a set of projection patterns and recovers the image from the measurements using

l1 optimization. One of the major advantages of the CS algorithm is that it reduces the

data acquisition load, compensating it at the post-processing stage. This is in particular

beneficial in applications like dynamic bio-imaging where high speed imaging is desired.

Although promising results are reported on imaging objects hidden inside scat-

tering materials utilizing the single pixel imaging technique and CS image recovery

algorithm, these results are limited to transmissive imaging and require a large number

of measurements [102]. On the contrary, many biological tissues can only be imaged in a
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reflective mode. Furthermore, minimizing the image acquisition time by reducing the

number of the required illumination patterns is required in imaging the live samples.

Here, we present our work in designing projection patterns consisting of optical

modes with phase singularities used along with a bucket detector and CS algorithm for

imaging the objects hidden in scattering media. We show that our method substantially

lowers the number of illumination patterns required to generate an image of the hidden

object.

4.2 Methods and materials

The projection patterns

The resilience of optical modes with phase singularities against turbulence has

been studied in the past [112]. Although the physics behind this resistance is still being

investigated [113], it has been experimentally shown that optical modes such as Laguerre

Gaussian (LG) modes [114] with helical phase fronts retain their ring shaped intensity

pattern for a longer distance when they propagate inside scattering materials [115, 113].

In our method, we structured the illuminating light using LG modes in random locations

within each illumination pattern. The intensity distribution of LG modes was calculated

from Eq. 4.2.1.
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and

r =
√

x2 + y2 (Eq. 4.2.3)

Matlab Simulations

Matlab simulations using the open source CS algorithm developed by [116]

were performed to sample the target picture with the designed projection patterns and

reconstruct the image of the target both in presence of a scattering material and without

it. A 32×32 pixel smiley face picture was used as the target for the simulations. In

order to take into account the effect of scattering material on the incident light and the

sampled object located inside the material, projection patterns were blurred by applying

a Gaussian lowpass filter with the sigma value of 0.5. The target picture was also blurred

with the same lowpass filter and was sampled by the blurred projection patterns. Figure

4.1 shows a schematic of this process.

Figure 4.1: The schematic of the model used for the simulations. The projection
patterns and the image of the target embedded inside an scattering material are blurred
with a Gaussian lowpass filter and then multiplied to each other to model sampling the
object with those patterns.

The 32×32 pixel sized intensity patterns consisting of LG modes were built using

Eq. 4.2.1. Initial simulations showed that using concentric modes consisting of the modes

with l =1:30 and p =0:20 orders in illumination patterns would result in ghost images
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after the reconstruction. In order to solve this problem, the location of the modes in the

projection patterns was randomized using a script that detects the the location of each

mode and moves the center of the mode to a random location within each frame. The

total of 6000 projection patterns were made using p = 0 and l = 1:30 modes with 200

displacements for each mode. Figure 4.2 shows three example projection patterns that

were used in the simulations.

With 0.35 sub-sampling rate, 358 projection patterns out of the total generated

ones were used for sampling the 32×32 pixel sized smiley face target. The matrices

of the pattern intensities were multiplied to the matrix of the target intensity using the

element-wise multiplication in Matlab and the sum of the total elements of the result

matrix was used as the intensity of the backscattered light.

Figure 4.2: Three examples of the projection patterns used in the image reconstruction
simulations.

Experimental setup

A diode-pumped solid-state (DPSS) crystal laser (DL633-050, CrystaLaser) at

633 nm wavelength with 50 mW output power was used for the illumination. The output

of the laser light was spatially filtered with a pinhole and collimated with a converging

lens. A polarizer was used as an attenuator on the beam path to adjust the intensity of

the incident light. A reflective Liquid Crystal on Silicon (LCOS) spatial light modulator

(Holoeye, LC-R 720) with 1280 x 768 resolution was used for the purpose of beam

shaping. The reflected light from the SLM was spatially filtered using an iris to transmit
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only the first order mode that contained the projection patterns. Each pattern consisted of

a first order LG mode that was generated by applying the corresponding helical phase

pattern on the SLM. A grating was also applied on the SLM to transmit the first order

mode to the location of the iris for spatial filtering. Figure 4.3 shows the schematic of the

illumination setup in panel A and the elements used in this setup in panel B. Figure 4.3 C

shows a close up view of the laser and the spatial filtering system.

Figure 4.3: The schematic of the illumination setup consisting of a laser, spatial filtering
system, collimating lens, SLM, the lens system, an iris, a motorized rotating mirror and
the target (A). The elements used in this setup (B) and a closeup view of the laser and
the elemenst used for collimating its output light (C).
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A motorized mirror was used to project the incident light onto the object. To

rotate the mirror, a Newport motion controller (ESP300) with linear actuators (CONEX-

TRB25CC) was used. The manual knobs of the mirror were replaced with two actuators

to rotate the mirror using the motion controller and consequently steer the beam on the

target. To record the backscattered light from the target, a Si-Avalanche photodetector

(Thorlabs, APD 120A2) along with a NI USB-6000 DAQ device were used. Since the

computer interfaces on the discontinued ESP300 motion controller did not properly work,

the beam steering was done manually using the front panel interface. As a result, a

camera was used to image each pattern projected on the target. Figure 4.4 shows the

location of the object, photodetector and the camera in the setup.

Selection of the target and the scattering materials

Several experiments with different targets were performed to test the validity of

the proposed method in generating an image of the objects with and without the presence

of a scattering material. The first set of experiments were performed using a white 6×19

mm2 rectangular paper taped on a black background frame with 25×25 mm2 dimensions

shown in Figure 4.5 A. The second target was a white circle shaped paper with diameter

of 1 mm taped to another black frame with the same dimensions as depicted in Figure 4.5

B. For the third object a T-shaped letter made with a white paper was used. The thickness

of the letter was 1mm and the same black frame was used for the third target. The other

dimensions of this target is indicated in Figure 4.5 C.
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Figure 4.4: The detection setup including a photodetector, a camera and the target.

Figure 4.5: The three objects used as targets in the experiments. All three of the objects
are made with white paper, cut in different shapes.

To mimic the effect of scattering, a clear light diffuser was used for the exper-

iments with the rectangular object. Figure 4.6 shows the diffuser in panel A and the

diffused beam over the object placed behind the diffuser in panel B. For the T-shaped

objects, 60 cc diluted milk at 1.7% concentration was poured inside a 10 mm thick clear

container and placed in front of the T-shaped target. This concentration corresponds to
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the transport mean free path length of the whole milk that is about about 1 mm[117, 118].

Figure 4.7 A and B shows the diluted milk inside the container and the concealed target

behind it, respectively. As shown in panel A of this figure, the target is completely

concealed behind the milk and cannot be seen with a regular camera.

Figure 4.6: The clear diffusion glass used as the scattering material for the rectangular-
shaped target (A). The diffused beam that is projected over the target (B).

Figure 4.7: The diluted milk used as the scattering material for the T-shaped target (A).
The target is located behind the milk container (B).
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4.3 Results

Simulation Results

Figure 4.8 B and C shows the reconstructed images of the 32×32 pixel smiley

face target with and without the presence of turbulence, respectively. In panel A of this

Figure, the original target is included for comparison. In total, 358 projection patterns

corresponding to the sampling rate of 0.35 were used for these reconstructions. The 2D

correlation function in Matlab was used to compare the reconstructed images with the

original image of the target taken by a camera without the presence of scattering. The

reconstructed smiley face (Figure 4.8B) in absence of scattering had 94% correlation

with the original picture and the image reconstructed from the measurements taken with

blurred projection patterns and the blurred original picture, had 93% correlation.

Figure 4.8: The original target used in the simulation tests (A). The reconstructed
images with no blur (B) and with blurred picture of the target sampled by blurred
projection patterns (C).

Experimental Results

Due to the limitations in communicating with the motion controller via the

computer interface, different number of measurements were taken for each one of the
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targets by manually operating the motion controller and to change the location of the

beam over the target. Figure 4.9C shows the reconstructed image of the rectangular

object in panel A of this Figure with no scattering material in the optical path. To sample

this target, 65 measurements were taken and the reconstructed image has 67×67 pixels.

This corresponds to the 1.4% sampling rate. To compare the reconstructed image and

the original target, the picture of the rectangular object in Figure 4.5A was resized to

67×67 pixels to match the dimensions of the reconstructed image (Figure 4.9B). The

reconstructed image of the rectangular target had 92% correlation with the original

picture of this target taken by a regular camera.

Figure 4.9: The rectangular object used as the target (A). The resized 67×67 pixel pic-
ture of the rectangular target taken by a regular camera (B) and the reconstructed image
of this target without the presence of any scattering material (C). The reconstructed
image in panel C has 92% correlation with the picture in panel B.
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To sample the same rectangular object placed behind the clear light diffuser

(Figure 4.10 B), 100 measurements corresponding to 4.9% sampling rate were taken to

reconstruct a 45×45 image of the target. The reconstructed image and the resized picture

of the original target are shown in Figure 4.10 C and D, respectively. The correlation for

this reconstruction was 86%.

Figure 4.10: The rectangular object used as the target (A). The clear light diffuser used
as scattering material (B). The resized 45×45 pixel picture of the rectangular target (C)
and the reconstructed image of this target with presence of the scattering material (B).
The reconstructed image has 86% correlation with the picture in panel C.

The second object that was used as a target, was the circle shaped object with the

radius of 2.5 mm shown in Figure 4.11 A. Panel B in this Figure shows the image of this

object taken by a regular camera and resized to 54×54 pixels to match the reconstructed

image size. With 4.5% sampling rate, 122 measurements were taken to reconstruct the
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image in panel C of the Figure 4.11. The images in panel B and C have 72% correlations.

Figure 4.11: The circle shaped object used as the target (A). The resized 54×54 pixel
picture of the circle shaped target taken by a regular camera (B) and the reconstructed im-
age of this target without the presence of any scattering material (C). The reconstructed
image in panel C has 72% correlation with the image in panel B.

The object with letter T as the third target was concealed behind a milk solution

and sampled with the total of 120 projection patterns. Figure 4.12 A and B shows the

target and the milk solution placed in front of the target. The image in panel C of this

Figure shows the resized image with 61×61 pixels taken by the regular camera to be

compared with the reconstructed image in panel D. The reconstructed image has 37%

correlation with the original image of the target.
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Figure 4.12: The T shaped object used as the target (A). The milk solution used as the
scattering material located in front of the target (B). The resized 61×61 pixel picture of
the target (C) and the reconstructed image of this target with presence of the scattering
material (B). The reconstructed image has 37% correlation with the image in panel C.

4.4 Discussion

The reconstructed images from the data acquired by projecting the new set of

spatially encoded light fields on the objects both in presence of a scattering material

and without it, shows promising proof of concept results. Furthermore, these results

show the advantage of using light fields encoded by the Laguerre Gaussian modes as

projection patterns to image through scattering in the reflective mode. Currently, the

imaging through scattering using the diffused light is performed in transmissive mode,

due to the low signal to noise ratio in the measured backscattered light. The spatially
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encoded projection patterns were selected, in part, due to the resilience of the dark zone

in the middle of these modes to diffusion in an inhomogeneous material. Consequently,

the signal to noise ratio in the recorded backscattered light is higher when these modes

are used in the projection patterns.

For the 6×19 mm2 rectangular target, the reconstructed images had 92% and 86%

correlation with the original picture of target taken by a regular camera with and without

presence of the scattering material, respectively. For the circle shaped target with about

1/6 of the area of the rectangular target, the reconstructed image without the presence of

a scattering material had 72% correlation with the original image of the target compared

to the 92% for the case of the bigger rectangular target. The sampling rate for both of

these measurements were very close; 4.9% corresponding to 100 measurements for the

rectangular target and 4.5% corresponding to 122 measurements for the circle shaped

target. The results prove the ability of the proposed projection patterns to generate an

image of the object in the reflective mode. In addition, the number of measurements with

this set of patterns are considerably less than the reported numbers for the case of using

Hadamard matrix based projection patterns and CS image reconstruction algorithms

[102]. The reconstructed image of the T shaped target with smaller feature sizes (1 mm

compared to 6 mm in the rectangular target) and sampled in presence of a scattering

material had 37% correlation with the original image of this target. This image was

reconstructed under 3.2% sampling rate.

The effect of different photodetector signal integration times ranging from 1

to 8 seconds on the reconstructed images were tested and no solid improvement on

the correlation of the reconstructed image and the original target was seen for longer

integration times. The integration time was adjusted in the Labview program developed

for controlling the photodetector and the camera.

In the future experiments, the authors will integrate different combination of the
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LG modes into the projection patterns in order to improve the quality of the reconstructed

images and image objects with smaller feature sizes. Since the LG modes are orthogonal

to each other, a random combination of these modes in the projection patterns is expected

to improve the quality of the image reconstructed by the compressive sensing algorithm

[111].

4.5 Conclusions

A new set of projection patterns were proposed and utilized in sampling objects

hidden behind scattering materials. In the reflective mode of imaging, the backscattered

light was registered by a photodetector and the recorded signals were processed using

l1 magic compressive sensing recovery algorithm to reconstruct an image of the target.

The reconstructed image of the target with 6 mm minimum feature size hidden behind a

clear light diffuser had 86% correlation with the original image of the object taken by a

regular camera without the presence of scattering. For the target with detail as small as 1

mm and hidden behind the milk container, the reconstructed image had 37% correlation

with its original image taken by a regular camera with no scattering.

To further enhance the quality of the reconstructed images and to construct images

of objects with smaller details, in the future, a random combination of different orders of

LG modes will be incorporated in the projection patterns.
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Chapter 5

Dissertation Conclusions and Future

Directions

5.1 Final Conclusions

This dissertation develops and demonstrates the applications of the newly devel-

oped fiber optic based in-vivo sensor in spectral tissue detection and drug delivery. In

addition, it demonstrates the design, development and application of spatially encoded

light fields for generating 3D images of cancerous legions, reconstructing images of

objects hidden inside scattering materials and optical trapping.

Optical detection of tissues in the percutaneous binary drainage

procedure

The results of the Monte Carlo simulations and the experimental data collectively

showed that the backscattering light from the target tissues sampled with spectrally

encoded modulated light could reveal the nature of these tissues. A fiber optic based

system was designed composed of two multimode fibers embedded in a biopsy needle that

107
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is commonly used in the minimally invasive percutaneous binary drainage procedures.

One of the fibers was used to transmit the modulated light into the tissue and the other

one was used to record the backscattered light.

In the initial experiments, a broadband xenon light source was used to identify

the light wavelengths that would result in distinct backscattering intensities from each of

the tissues under study. In the subsequently developed prototype, the xenon light source

was replaced with two red and green low power laser diodes. It was demonstrated that

the ratios of backscattered intensities at these two wavelengths could be used to identify

the tissue that the needle tip was located at. In addition, the developed prototype was able

to detect an approaching interface with blood or bile while the needle advanced inside

the liver parenchyma.

Spectral biopsy to seek areas with high breast tumor content

The fluence map of photons in the benign and malignant breast tissues was

simulated using the Monte Carlo method at three wavelengths of light in the visible

range and two wavelengths in the UV region. In the proposed system, one of the fiber

optic cables embedded into the biopsy needle could be used to detect the backscattered

photons reaching the tip of the needle inserted into the breast tissue. The wavelengths

in the visible range were selected based on the distinctive absorption properties of the

oxy and deoxy-hemoglobin in these wavelengths and the decrease in the hemoglobin

oxygen saturation due to the excess need of oxygen by the tumor. On the other hand,

the wavelengths in the UV region were chosen based on the useful criteria of the greater

nucleus to cytoplasm ratio (N/C ratio) in malignant lesions, which imposes different

absorption and scattering properties compared to the benign tissues in UV wavelengths.

The results of the simulations showed that the ratio of back scattered light at

visible wavelengths and the UV region are different for a malignant legion and the benign
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breast tissue. These distinctive ratios could be used to differentiate the high tumor content

area and reduce the number of non viable biopsies.

Optical detection and activation of the Dox-PCB prodrug

In this dissertation the ability of the developed fiber optic based system in de-

tecting the fluorescent chemotherapy agent, doxorubicin, at concentrations as low as 0.1

µg/µl in pure water and in a liquid tissue phantom is demonstrated. This concentration is

7 times below the IC50 level for this drug in cell culture conditions, which indicates the

developed system could detect therapeutically relevant concentrations of doxorubicin in

tissue.

In addition, it has been demonstrated that the developed system can deliver the

activating wavelength of light to the photocleavable prodrug DOX-PCB in a scattering

tissue phantom and detect the shift in the spectrum of the activated prodrug indicating

the release of the drug. The spectra of recorded fluorescent signals showed that the

intensity of 565 nm peak increased relative to the 594 nm peak as the exposure time

to the activating light increased. The ability of the system in releasing Dox from the

Dox-PCB prodrug in a tissue phantom was confirmed by the subsequent HLPC analysis.

Using a biopsy needle in the developed system allows the fibers to be easily

inserted into tissues for delivering the activating light and detecting the fluorescence

signal at the tumor site, which makes it suitable for the future in-vivo studies.

Clinical imaging of tumors in resource-limited settings

In this dissertation the feasibility of using low-cost and user friendly systems

for monitoring KS therapeutic response and upper airway tumor is investigated. The

prototype for monitoring KS legion included a custom designed adaptor, the Lytro
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commercial light field camera and an analytic software. The adaptor was designed such

that it would allow a standardized setting with a fixed camera-to-object distance and

angle to image the legions at different time points eliminating the day-to-day and person-

to-person variations in image quality and to further facilitate monitoring the therapeutic

response. To quantify the thickness of KS lesions as a means to study the response

to treatment, a software was developed that was able to successfully measure relative

changes in volume (for longitudinal follow-up) with an uncertainty of 4%. In the system

for imaging an upper airway tumor, the Lytro Light Field camera was replaced by a

tunable lens and a miniature camera with the control unit located outside the mouth. It

has been demonstrated that the developed system was able to generate all-in focus images

of legions located at different distances from the front lens in the upper airway regions.

Vectorial incident and focused field calculations

In this dissertation a novel method to rapidly calculate the phase pattern on the

incident light fields required to generate the desired vectorial fields at the focus of high

NA lenses is demonstrated. In this method a vectorial format of the Gerchberg-Saxon

algorithm was introduced that was able to successfully calculate the required input fields

for generating arbitrary polarization and intensity distributions at the foci of high NA

lenses. The fast speed of this method; 25 ms for calculating a 128×128 pixel incident

field, makes it suitable to dynamically change the focused field pattern in real-time.

In addition, in this work a novel focused field pattern encoded with spatially

varying polarization and intensity distributions is introduced that could be used to generate

translational movements on the trapped particles. The results of simulations demonstrated

a linear state of polarization over the designed line at the center of the focused field

indicating a potential linear force being applied on the trapped particles.
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Spatially encoded optical fields to image through scattering

A reflective imaging setup is developed here that uses a novel set of spatially

encoded light fields as illumination patterns to generate an image of the objects hidden

behind scattering materials. The illumination patterns are encoded by optical modes with

phase singularities. These modes are more robust against diffusion inside a scattering

material which could increase the signal to noise ratio in the recorded backscattering

light. Matlab simulations using the l1 magic compressive sensing recovery algorithm

were used to design a set of illumination patterns encoded by the Laguerre Gaussian

modes that could generate an image of an object embedded inside a scattering material.

Different objects with variety of dimensions along with a few scattering materials

were used to test the feasibility of the developed setup in generating an image of these

objects. The reconstructed image of a 6×19 mm2 rectangular target placed behind a

clear light diffuser as the scattering material had 86% correlation with the image of

this object taken with a regular camera without the presence of any scattering material.

The developed setup was able to successfully reconstruct this image with only 100

measurements corresponding to the 4.9% sampling rate.

5.2 Future Directions

Future work involving the applications of the developed fiber optic based sensor

will investigate the ability of this system in detecting the release of Dox-PCB prodrug

in-vivo. In addition, the use of this system to acquire information on the concentration of

the drug accumulated near a tumor site will be studied.

Future work involving the vectorial focused and incident field calculation will look

at solving the reverse problem of estimating the required gray intensity level on the spatial

light modulator to generate the calculated phase patterns for both components of the
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incident light field without segmentation of the SLM. Moreover, nanoscale polarization

probes will be developed to analyze the state of polarization at the objective focal plane.

The ability of the proposed polarization variant focused line trap design in generating

translational movements on the trapped nanoparticles and the size limit of these particles

will be experimentally investigated.

Future work in the area of imaging objects embedded in a scattering material

will look at improving the accuracy of the reconstructed pictures by using a combination

of different orders of LG modes in each incident light pattern. In addition, the limit of

sampling rate for generating images of objects with smaller feature sizes will be tested.

The feasibility of generating 3D images by adding more photodetectors to the setup will

be investigated. Furthermore, in the future, the photodetectors will be replaced by optical

fibers to transform the developed setup to an endoscopic setup for in-vivo imaging.



Bibliography

[1] Y. Yang, E. J. Celmer, J. A. Koutcher, and R. Alfano, “Uv reflectance spectroscopy
probes dna and protein changes in human breast tissues,” Journal of clinical laser
medicine & surgery, vol. 19, no. 1, pp. 35–39, 2001.

[2] K. J. Zuzak, M. D. Schaeberle, M. T. Gladwin, R. O. Cannon, and I. W. Levin,
“Noninvasive determination of spatially resolved and time-resolved tissue per-
fusion in humans during nitric oxide inhibition and inhalation by use of a
visible-reflectance hyperspectral imaging technique,” Circulation, vol. 104, no. 24,
pp. 2905–2910, 2001.

[3] R. A. Baum and S. Baum, “Interventional radiology: a half century of innovation,”
Radiology, vol. 273, no. 2S, pp. S75–S91, 2014.

[4] D. Broermann, S. Xie, K. Nephew, and W. Pope, “Effects of the oviduct and wheat
germ agglutinin on enzymatic digestion of porcine zona pellucidae,” Journal of
animal science, vol. 67, no. 5, pp. 1324–1329, 1989.

[5] C. Lubawy and N. Ramanujam, “Endoscopically compatible near-infrared photon
migration probe,” Optics letters, vol. 29, no. 17, pp. 2022–2024, 2004.

[6] A. M. Zysk, F. T. Nguyen, E. J. Chaney, J. G. Kotynek, U. J. Oliphant, F. J.
Bellafiore, P. A. Johnson, K. M. Rowland, and S. A. Boppart, “Clinical feasibility
of microscopically-guided breast needle biopsy using a fiber-optic probe with
computer-aided detection,” Technology in cancer research & treatment, vol. 8,
no. 5, pp. 315–321, 2009.

[7] J. R. Mourant and I. J. Bigio, “Elastic-scattering spectroscopy and diffuse re-
flectance,” in Biomedical Photonics Handbook, CRC Press, 2003.

[8] S. A. Prahl, M. Keijzer, S. L. Jacques, and A. J. Welch, “A monte carlo model of
light propagation in tissue,” Dosimetry of laser radiation in medicine and biology,
vol. 5, pp. 102–111, 1989.

[9] J.-P. Ritz, A. Roggan, C. Isbert, G. Müller, H. J. Buhr, and C.-T. Germer, “Optical
properties of native and coagulated porcine liver tissue between 400 and 2400 nm,”
Lasers in surgery and medicine, vol. 29, no. 3, pp. 205–212, 2001.

113



114

[10] D. J. Faber, E. G. Mik, M. C. Aalders, and T. G. van Leeuwen, “Oxygen satu-
ration dependent index of refraction of hemoglobin solutions assessed by oct,”
in Biomedical Optics 2003, pp. 271–281, International Society for Optics and
Photonics, 2003.

[11] Z. Qian, S. S. Victor, Y. Gu, C. A. Giller, and H. Liu, “look-ahead distance of a
fiber probe used to assist neurosurgery: Phantom and monte carlo study,” Optics
express, vol. 11, no. 16, pp. 1844–1855, 2003.

[12] C. E. DeSantis, S. A. Fedewa, A. Goding Sauer, J. L. Kramer, R. A. Smith, and
A. Jemal, “Breast cancer statistics, 2015: Convergence of incidence rates between
black and white women,” CA: a cancer journal for clinicians, vol. 66, no. 1,
pp. 31–42, 2016.

[13] D. Jelovac and L. A. Emens, “Her2-directed therapy for metastatic breast cancer,”
Oncology, vol. 27, no. 3, p. 166, 2013.

[14] N. Pathmanathan and R. L. Balleine, “Ki67 and proliferation in breast cancer,”
Journal of clinical pathology, pp. jclinpath–2012, 2013.

[15] S. Fantini and A. Sassaroli, “Near-infrared optical mammography for breast cancer
detection with intrinsic contrast,” Annals of biomedical engineering, vol. 40, no. 2,
pp. 398–407, 2012.

[16] P. Held, “Application note for nucleic acid purity assessment using a260/a280
ratios,” 1995.

[17] A. Gabizon, H. Shmeeda, and Y. Barenholz, “Pharmacokinetics of pegylated
liposomal doxorubicin,” Clinical pharmacokinetics, vol. 42, no. 5, pp. 419–436,
2003.

[18] A. Bao, B. Goins, R. Klipper, G. Negrete, and W. T. Phillips, “Direct 99mtc
labeling of pegylated liposomal doxorubicin (doxil) for pharmacokinetic and
non-invasive imaging studies,” Journal of Pharmacology and Experimental Thera-
peutics, vol. 308, no. 2, pp. 419–425, 2004.

[19] I. Judson, J. A. Radford, M. Harris, J.-Y. Blay, Q. Van Hoesel, A. Le Cesne,
A. Van Oosterom, M. Clemons, C. Kamby, C. Hermans, and J. Whittaker, “Ran-
domised phase ii trial of pegylated liposomal doxorubicin (doxil®/caelyx®) versus
doxorubicin in the treatment of advanced or metastatic soft tissue sarcoma: a study
by the eortc soft tissue and bone sarcoma group,” European Journal of Cancer,
vol. 37, no. 7, pp. 870–877, 2001.

[20] W. A. Denny, “Prodrug strategies in cancer therapy,” European journal of medici-
nal chemistry, vol. 36, no. 7, pp. 577–595, 2001.



115

[21] W. A. Denny, “Tumor-activated prodrugsa new approach to cancer therapy,” Can-
cer investigation, vol. 22, no. 4, pp. 604–619, 2004.

[22] G. Minotti, P. Menna, E. Salvatorelli, G. Cairo, and L. Gianni, “Anthracyclines:
molecular advances and pharmacologic developments in antitumor activity and
cardiotoxicity,” Pharmacological reviews, vol. 56, no. 2, pp. 185–229, 2004.

[23] S. Ibsen, E. Zahavy, W. Wrasidlo, T. Hayashi, J. Norton, Y. Su, S. Adams, and
S. Esener, “Localized in vivo activation of a photoactivatable doxorubicin prodrug
in deep tumor tissue,” Photochemistry and photobiology, vol. 89, no. 3, pp. 698–
708, 2013.

[24] S. Ibsen, E. Zahavy, W. Wrasdilo, M. Berns, M. Chan, and S. Esener, “A novel dox-
orubicin prodrug with controllable photolysis activation for cancer chemotherapy,”
Pharmaceutical research, vol. 27, no. 9, pp. 1848–1860, 2010.
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