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ABSTRACT 

Anion Photoelectron Spectroscopy of Semiconductor Clusters 

by 

Cangshan Xu 

Doctor of Philosophy in Chemistry 

University of California, Berkeley 

Professor Daniel M. Neumark, Chair 
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Semiconductor and related clusters are studied by anion photoelectron 

spectroscopy. Vibration ally-resolved photoelectron spectra of carbon (C4-, C6-, and Cg-) 

and silicon (Sh - - Si? -) clusters were measured at various photodetachment wavelengths. 

Electron affinities, term energies, and vibrational frequencies for the ground and excited 

electronic states of the neutral clusters have been obtained. The assignments of excited 

electronic states were aided by ab initio calculations, as well as measurements of 

photoelectron angular distributions. 

Besides clusters of pure elements, mixed group 111-V clusters are also 

investigated. Small indium phosphide clusters having 2-8 atoms are studied using anion 

photoelectron spectroscopy of InxPy- (x,y = 1-4). Both ground and low-lying electronic 

states of the neutral clusters are observed. Electron affinities are determined from the 

spectra. An electronic gap is shown in the even cluster anion spectra. 



2 

Other related clusters, SinH (n = 2-4) and P02 were also studied. The electron 

affinities and ground state vibrational frequencies are obtained from the spectral 

assignments, aided by ab initio calculations and photoelectron angular distributions. The 

anion geometry of P02 is also obtained from Franck-Condon analysis. 
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1 Introduction 

The electronic and vibrational spectroscopy of size-selected clusters has been an 

extremely active area in physical chemistry, as it offers an unprecedented opportunity to 

understand how the properties of matter evolve from the molecular to the bulk limits. 

This thesis describes the experiments aimed at probing the electronic and vibrational 

spectroscopy of carbon and semiconductor clusters as a function of their size. The ex­

periments were carried out using negative ion photoelectron spectroscopy, which intrinsi­

cally offers mass-selectivity. The spectral resolution is about 60-80 cm- l
, which is suffi­

cient to resolve vibrational structure of most of the species. Moreover, anion photoelec­

tron spectroscopy allows us to observe optically dark states that are inaccessible by tradi­

tional absorption or emission experiments and vibrational frequencies in totally symmet­

ric modes that are often complementary to the frequencies obtained by IR absorption 

spectroscopy. This technique has been applied successfully to obtain the electronic and 

vibrational structures of pure elemental semiconductor clusters of carbonl-7, siliconB-14, 

and germaniumlO,I5,I6 clusters, as well as group ID-V mixed clusters, such as gallium ar­

senidel7 and indium phosphidelB• 

This thesis first describes the improvements of the experimental apparatus. The 

modifications increase our mass resolution by a factor of ten. The succeeding chapters 

will focus on the experiments of carbon, semiconductor, and related clusters using anion 

photoelectron spectroscopy. In Chapter 3, new anion photoelectron spectra of C4-, C6-, 
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and Cs- will be presented. These better-resolved spectra provide a detailed picture of the 

low-lying excited electronic states of the neutral clusters. Chapter 4 represents an exten­

sion of our earlier work on the photoelectron spectroscopy of silicon cluster anions8• Vi­

brationally-resolved spectra of anion silicon clusters up to Sb- have been measured, 

yielding new information on the anion and neutral geometries as well as the excited state 

energies of the neutral clusters. Chapter 5 describes the study of small indium phosphide 

clusters using anion photoelectron spectroscopy. Electron affinities are determined from 

the photoelectron spectra. An electronic gap, typically quite close to the band gap of bulk 

crystalline indium phosphide, was observed in the spectra. The last two chapters will de­

scribe studies of other related clusters (silicon monohydrides and P02) using the same 

experimental technique. 

Spectroscopy of carbon and semiconductor clusters 

Carbon clusters have been the subject of experimental and theoretical research for 

many years. High resolution gas phase infrared and matrix isolation studies on the 

ground state of linear carbon clusters have provided rotational and some vibrational in­

formation for C3-C9 and CJ3 19-25. Anion photoelectron spectroscopyl.4.5 and zero electron 

kinetic energy (ZEKE) spectroscopy2.3.6 have been used to obtain vibrational frequencies 

of several totally symmetric modes. Ab initio calculations have predicted the existence of 

low-lying electronic states which are optically forbidden from the ground state of the 

neutral cluster26-33, and are accessible via one-electron photo detachment from the anion 
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ground state. However, due to low resolution4,5 or insufficient photon energy!, only ob­

scure information was extracted from the previous anion photoelectron spectra of these 

species. 

Semiconductor clusters are of great interest from not only the perspective of fun­

damental chemistry and physics, but also the electronic industry. Small clusters have 

been found as reaction intermediates in the plasma processing of semiconductors,34 and 

larger semiconductor clusters have shown promise for use in electronic devices.35 In 

terms of their electronic structure, the small clusters are better viewed as large molecules. 

The large clusters which are composed of thousands of atoms, however, can be explained 

by quantum confinement. Characterization of the energetics and structure of these spe­

cies are highly desirable. 

Silicon clusters, for example, have been studied extensively because of their im­

portance in astrophysics and chemical vapor deposition. These species are also of con­

siderable interest from the perspective of spectroscopy. Ab initio calculations predict the 

structure of silicon clusters to change dramatically as the size of cluster increases and 

they are different from carbon clusters of the same number of atoms. However, experi­

mental work on small silicon clusters is sparse. Smalley and coworkers4,5 have obtained 

anion photoelectron spectra of Sin- (n :::; 13), showing a qualitative picture of the elec­

tronic states of the neutral clusters. Substantially higher resolution spectra of Sh-, Sh­

and Si4- have been measured by Ellison36 and our group8,9,lJ-J3 using anion photoelectron 

spectroscopy and threshold photodetachment spectroscopy. These spectra provide far 

more detailed insight into the electronic and vibrational structure of the low-lying excited 
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states. It has been difficult to obtain vibrationally-resolved photoelectron spectra of 

clusters larger than Si4-. Recently, Eberhardt and co-workers have obtained a spectrum of 

Si7 - with sufficient resolution to observe a vibrational progression37• Matrix isolation 

spectroscopy of Sin (n=3-4,6-7) complements the gas phase studies. Raman and infrared 

spectra of mass-selected clusters in matrices revealed vibrational frequencies for the 

ground electronic states of these species38•39• 

Mixed semiconductor clusters, such as GaAs, GaN, and InP, are more challenging 

to experimentalists and theoreticians. From a theoretical view of point, the number of 

possible isomers, particularly for clusters with heavy atoms, creates extra calculating 

complexity. From an experimental standpoint, better size-selectivity is required because 

of high-mass elements and isotope distribution, spectral resolution also becomes more 

critical in order to distinguish close-lying electronic states predicted by calculations. 

Mandich and co-workers40•41 have performed a photodissociation spectroscopy study of 

small indium phosphide clusters and observed relatively sharp onsets in the photodisso-

ciation spectra corresponding to an energy gap between the ground and excited electronic 

"'-

states of the clusters. The energy gap in these very small clusters is quite close to the 

band gap in bulk indium phosphide, 1.34 e V, suggesting that these small clusters exhibit 

properties reminiscent of the bulk material. Smalley and co-workers17.4244 have per-

formed photoionization and photodetachment experiments on gallium arsenide clusters, 

finding that clusters with an odd number of atoms consistently have lower ionization po-

tentials and higher electron affinities than even clusters. 
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Principles of anion photoelectron spectroscopy 

Figure 1 illustrates the fundamental principles of anion photoelectron spectros­

copy. Briefly, a negative ion is photodetached and produces the corresponding neutral 

species, as shown by Equation (1): 

(1) 

where h v is the photon energy45.46. The spectral features of a photoelectron spectrum cor­

respond to the transitions between the anion electronic ground state and various neutral 

electronic states. For each peak., the electron kinetic energy (eKE) is given by: 

(2) 

where EA is the adiabatic electron affinity of the neutral species, To (0) and To (-) are the 

term values of the neutral and anion electronic states, and Ev (0) and Ev (-) are the neutral 

and anion vibrational energies, respectively, above the zero point energy. 

Since anions are generated in a supersonic jet expansion, their internal energies 

are usually well defined, and a majority of them are in the ground electronic and vibra­

tional state. In other words, To (-) and Ev (-) equal zero in most of the circumstances. Given 

a fixed photon energy hv, a measurement of the eKE's yields the internal energies of the 

neutral electronic and vibrational states. Higher eKE corresponds to a lower internal en-

ergy. 

Besides energy information, one can obtain geometry information from the vibra­

tional progression profiles, which are governed by Franck-Condon factor: 

loci 'te 1
2 .1 < \{'u·>(Q") 1 \{'u,(Q') > 12 , (3) 
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where 'te is the electronic transition dipole moment, 'I'u,{Q") and 'I'u,(Q') are the vibra-

tional wave functions for the anion and neutral. We assume 'te remain constant within an 

electronic transition. The relative peak intensities, therefore, provide the information on 

the geometry change between the anion and neutral. In general, larger normal coordinate 

displacement corresponds to a longer progression, which is demonstrated qualitatively in 

Figure 1. For instance, the transition from the anion ground state M- to the neutral 

ground state M has a small value of displacement, resulting a very short vibrational pro-

gression. The transition to the neutral excited state M*, on the other hand, has a long vi-

brational progression because of the large ~Q. The normal coordinate displacement is 

directly related to the difference in geometry. For a diatomic molecule, normal coordi-

nate Q is the bond length. A non-zero ~Q between two electronic states indicates they 

have different bond lengths. 

In order to evaluate the integration in Equation (3) for polyatomic species, 'I'v" 

and 'I'v' must be expressed as functions of the same coordinates for both states. The 

transformation of the two normal coordinates is given by 

Q" = J"Q' + K" , (4) 

where J" is the Duschinsky rotation matrix and K" is the normal coordinate displace-

ments expressed in terms of the anion normal coordinates.47-5o Under the parallel mode 

approximation, Duschinsky matrix 1" equals E,51,52 the unit matrix, and the integral in 

Equation (3) is separable into a product of integrals for each normal-coordinate modes: 
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One can obtain geometries and force constants of the anion and neutral from ab initio 

calculations. The geometry change between the anion and neutral is then converted to 

normal coordinate displacements using an in-house Fortran code (Appendix A). Given 

the normal coordinate displacements and apparatus resolution, a spectral simulation can 

be performed using an Franck-Condon integral analysis program that described in detail 

previously53. 

Besides ab initio calculations, photoelectron angular distribution is very useful in 

assigning overlapped transitions in photoelectron spectra, which is given byS4 

du = °rotal [1+ P(E)P (cos8)] 
dQ 41Z 2' 

(6) 

where ototal is the total photodetachment cross section and fJ(E) is the asymmetry pa-

rameter. fJ(E) varies from -1 to 2; these limits correspond to sin28and cos28 distribution, 

respectively. One can determine P for each peak in the photoelectron spectrum through 

its intensity variation with laser polarization angle. The P parameter for each electronic 

band is then determined by averaging values of the constituent peaks. The f3 parameter is 

not expected to change significantly over a vibrational progression within the transition to 

a single electronic state of the neutral. Conversely, peaks with considerably different 

values of P should be associated with different electronic transitions. However, one can-

not assume that peaks with the same value of P belong to the same electronic transition. 

Demonstrations of such determinations are given in Chapters 3-5. 
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2 Experimental Improvements 

The apparatus used in the experiments is a time-of-flight anion photoelectron 

spectrometer. The original version of this instrument has been described in detail previ­

ouslyl.3. Several modifications have been made to improve the overall performance. 

First, a modified laser ablation source has been developed for the use of disk-like target 

materials. In addition, a pulsed electrical discharge source has been employed to gener­

ate substantially "colder" ions. Detailed description of the free jet pulsed discharge 

source can be found in the dissertation of David Osborn4. The ion extraction electronic 

devices have been modified so that the ion source no longer needs to be floated at high 

voltage. Finally, a mass reflectron stage has been added to improve the resolution of the 

time-of-flight mass spectrometer. The entire modified apparatus is shown in Figure 1. 

Detailed descriptions are presented in the following sections. 

I. Ion sources 

Several ion sources have been used for making various negative ions. The previ­

ous semiconductor cluster experiments were carried out on a "rod" source described in 

the dissertation of Caroline Arnold5. However, the ion signal becomes unstable after a 

few runs due to the thinning of the rod. and the required rod targets are difficult to pre-

13 
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pare. A modified version of the laser ablation source has been developed to allow the use 

of more easily obtained disk shape targets. 

A schematic of the "disk" source is shown in Figure 2. Briefly, two mini motors 

are used to rotate and translate the disk target simultaneously. The second harmonic 
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FIG. 1. Anion photoelectron spectrometer with linear mass reflectron. 
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532nm of aNd: YAG laser is focused onto the fresh surface of the target. The laser op-

erates at 20 Hz, and the power varies from 0.5 - 2.0 W. The resulting plasma is then en-

trained in a pulse of a rare gas and expends through the clustering channel. The distance 

between the ablated surface and the clustering channel wall can be easily adjusted, so that 

the thickness of the disk does not affect the ion stability. The speed and direction of the 

mini motors can be adjusted separately to obtain the best ion quality. Although the clus-
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tering channel in the "disk" source is two inches long, about twice as long as the previous 

"rod" source, there is no significant decrease of the ion density. 

The pulsed discharge source has proved to be a very stable and efficient altern a-

tive to generate cluster ions. Some previously hard-to-form ions are easy to obtain from 

Clustering Channel 
Wall 

Disk Holder 

Gas Pulse 

i 
i 

Clustering Channel 

FIG. 2. Laser ablation source for disk targets. 

hv 

the discharge source. 

For example, carbon 

silicon hydrides 

SixHy- are generated 

by discharging rare-

gas-buffered 

and Si~, respec-

tively. In addition, 

clusters formed by the 

discharge source seem 

to have a lower vibra-

tiona! temperature 

which is demonstrated 

by the Si4- spectra in 

Chapter 4. The simple but significant improvement over the traditional ablation source 

facilitates the study of silicon clusters Sin (n=3-7) in Chapter 4. 
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ll. Ion extraction 

Previously, the entire source region was floated at -1000 V potential!. This float-

ing design generates ions at -1 kV and accelerates them to the same ion beam energy af-

Extraction 
Plate 

OVl( 
-1500 V 
~ I+-

3 - 10 J,LS 

Ground Acceleration 
Plate /Phre 

OV1 r -
u -1000 V 
~ I+-

3 - 10 J.1S 

FIG. 3. Dual-pulse ion extraction scheme. 

potential safety hazards. 

ter their leaving of the 

source region. How-

ever, it is not suitable 

for the use of higher 

beam energy. 

Moreover, the beam 

valve, the coupling 

ion generators, such 

as laser ablation or 

discharge sources, 

and their power sup-

plies also need to be 

floated at the high 

voltage respect to 

ground. The cumber-

some design creates 
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A double-pulse scheme shown in Figure 3 is used as a replacement of the floating 

design. Briefly, it is comprised of two major components: a set of three 1/16" thick 

stainless steel plates and a fast high voltage double-pulse generator. The three plates are 

labeled as extraction, acceleration, and ground plates, respectively. They are 4.5"x 4.5" 

square plates with apertures of 1,4" diameter (for extraction and ground plates) or Y2" di­

ameter (for acceleration plate). The extraction region is defined by the extraction and 

acceleration plates separated by 3 cm, and the acceleration region is 1 cm wide, shown in 

Figure 3. The ions are extracted from the beam by applying a pulsed electric field across 

the extraction and acceleration plates; the ground plate is maintained at ground potential. 

Typically, pulses of -1500 V and -1000 V with less than 100 ns rise times from the dou­

ble-pulse generator are applied to the extraction and acceleration plates, respectively, re­

sulting in an extraction potential of 500 V and a nominal ion beam energy of 1250 eV. 

The pulse duration is around 3-10 Jls, and the potentials of the extraction and acceleration 

plates are reset to ground by the time the ions return from the reflectron. 

A stacked MOSFET design is employed in the fast double-pulse generator. This 

circuit was originally designed for the potential re-referencing cylinder in the Fast Mo­

lecular Beam Machine (FRBM), described in detail previously4,6. Slight modifications 

are made to generate two high-voltage negative pulses simultaneously. The circuit dia­

gram is shown in Figure 4. Two parallel stacks of five and seven RFP4N100 MOSFET 

stages are driven by two separate TC4422CPA MOSFET drivers respectively. To ensure 

a simultaneous response, the two TC4422CPAs are triggered by the same TTL pulse. 

The pulse width is adjustable from 3 to 10 Jls. The generator is capable of pulses up to 5 
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and 7 kV, respectively, corresponding to an ion beam energy of 6 kV. The switching 

time is less than 100 ns and the recovery time is about 5 Ils. 
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FIG. 4. Circuit diagram of dual-pulse generator. 
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III. Mass reflectron 

The typical mass resolution MlLThf of a Wiley-McLaren-type mass spectrometer7 

is about 300, which is suitable for low-mass ion separations. In the old design, negative 

ions are extracted from the source region to the acceleration region, in which a uniform 

electric field is applied to accelerate ions to a given energy. Ions then enter a field-free 

drift tube and separate by their mass to charge ratio. The first order space focus is ob-

tained by 

( dT J = ° 
ds -'="0 ' 

(1) 

where T is the ions total flight time, and So is the ion initial position as shown in Figure.5. 

The focal drift tube length is given by7 

(2) 

where d is the length of the acceleration region and 

(3) 

where Es is the extraction field and Ed the acceleration field shown in Figure 5. The focal 

length can be adjusted by varying the electric fields. The second order space focus is also 

achievable, in which not only the linear but also the quadratic term, d2T/ds2
, equals 

zero.8,9 However, the position of the second order space focus is fixed, and determined 

by 
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FIG. 5. Space-time focusing and Energy-time focusing in Time-of-flight mass spectroscopy. 
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S = D +d D - 2d [ (D - 2d J3/2 ] 
o 2(D+d) 3d ' 

(4) 

and 

dEd 2(D+d) --....::....--= 
3D 

(5) 

One of the solutions to overcome this limit is the reflectron, in which the space focus of 

an ion source is used as pseudo-ion origin with minimized spatial distribution. Substan-

tially higher resolution (over 1000) can be achieved by mass reflectrons. A linear dou-

ble-field designJO was chosen to increase the previous mass spectrometer resolution from 

200 to about 2000. 

The ions are first focused using Wiley-Mclaren mode of operation near the ion 

source. The first order space-focused ions packet serves as a pseudo-ion source with no 

spatial or temporal distribution, but with different kinetic energies. The energy-time fo-

cusing is then accomplished by the reflectron. To simplify the situation, a single fiel~ 

model is used for the following explanation. The total flight time T2 from the pseudo-ion 

source to detector is given by: 

and 

To= .rs;;;u 
r E' q r 

T - /mL L-VW' 

(6) 

(7) 

(8) 
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where Tr is the flight time in an ion reflecting system with a uniform electric field En and 

h is the flight time in the drift space (L). With an appropriate choice of the parameters 

of the reflecting system, the time of movement of ions from the source to the detector can 

be made practically independent of their energy. The packets with a width close to the 

initial width of the packets in the space-time-focusing plane can be obtained at the de­

tector plane. High mass resolution is achieved as a result of long flight time without 

flight -time broadening. 

The double-field reflectron design shown in Figure 6 is more flexible to facilitate 

second order focus at various geometries. It consists three major components: a set of 

seven stainless steel plates, which form two uniform electric fields, a micro-channel 

plates ion/neutral detector, and a set of photodissociation windows. 

The deceleration and reflection fields are defined by three plates, each with a 12.5 

mm diameter aperture covered with a fine grid. The front plate (closest to the extraction 

-region) is grounded, and progressively more negative DC voltages are applied to the 

middle and rear plates. The deceleration and reflection stages are 8 and 18 cm long, re­

spectiveJy. The other four plates have 25 cm diameter apertures without grids, and are 

connected by resistor chains order to maintain uniform electric field lines within each 

stage. Typical electric fields applied to a 1.25 keY ion beam are 125 Vcm-1 and 50 Vcm-1 

in the deceleration and reflection stages, respectively. All the plates are held by four JA" 

stainless steel rods and separated by spacers to maintain parallel positions between plates. 

An ion/neutral detector with two 25 mm micro-channel plates (Galileo Electro­

Optics Corp., Sturbridge, MA) is mounted behind the rear plate. The structure of the re-



23 

flectron detector is identical to the ion/neutral detector near the photodetachment region. 

This detector can be used for initial ion optimization in the absence of the deceleration 

and reflection fields, as well as neutral detection during photodissociation study. 

Two windows are mounted in front of the two stages to allow the photodissocia-

tion laser beam to cross the ion beam before it reaches the reflectron stages. Combined 

~ 

-
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/ 
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~ 

Photodissociation 
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FIG. 6. Double-field linear mass reflectron. 
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with the reflectron detector, it is very convenient for future photodissociation and some 

two-photon process studies. 
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The reflectron, extraction, and the original first differential regions are separated 

from the source region by a 2 mm diameter skimmer located 1.5 cm down stream from 

the ion source nozzle. In order to maintain sufficient differential pumping, a 4" oil diffu­

sion pump (Edwards, Diffstak 100) is also added to the reflectron region, sharing the 

same rotary pump (E2M18, 7 lis) with the 6" diffusion pump at the original first differ­

ential region. 
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3 Photoelectron Spectroscopy of C4-, C6-, and Cs-

Abstract 

Photoelectron spectra of C4-, C6-, and C8- were obtained at two photodetachment 

wavelengths, 266 nm (4.657 eV) and 213 nm (5.822 eV). The spectra reveal considerably 

more electronic and vibrational structure than was seen in previous studies of these spe­

cies [D. W. Arnold et aI., 1. Chern. Phys. 95, 8753 (1991)]. Term values for several low­

lying excited electronic states of the neutral carbon clusters have been obtained, as well as 

new vibrational frequencies for the ground and some of the excited electronic states of the 

neutral clusters. The assignments of excited electronic states were aided by measure­

ments of the photoelectron angular distributions. A new assignment of the vibrational 

frequencies for C6 is in considerably better agreement with ab initio results than our 

original assignment. 

27 
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I. Introduction 

Small polyatomic carbon clusters have been of considerable interest to experi­

mentalists and theoreticians for many years. Up until 1989, the spectroscopy of carbon 

clusters consisted primarily of matrix isolation studies; these are summarized in the ex­

cellent review of Weltner and van Zee.1 Since then, high-resolution gas-phase infrared 

spectra have been measured for the linear carbon clusters C3-C9 and C13, yielding rota­

tional constants and some vibrational frequencies for the ground electronic states of these 

species.2-8 Vibrational frequencies for several totally symmetric (and IR inactive) modes 

have been determined for several clusters using anion photoelectron spectroscopy and 

zero electron kinetic energy (ZEKE) spectroscopy.9-11 Thus, the ground-state spectros­

copy of linear carbon clusters is reasonably well characterized. 

The low-lying excited electronic states of carbon clusters have received far less 

attention, even though electronic transitions in these species are of considerable interest 

as possible candidates for the diffuse interstellar bands·.4•12 This possibility has motivated 

studies by Maier and co-workers13-15 in which visible and ultraviolet absorption spectra 

were obtained for a series of mass-selected anion and neutral carbon clusters in cryogenic 

matrices. However, ab initio calculationsl 6-21 predict the existence of additional lower­

lying electronic states in linear carbon clusters, particularly for the open-shell species C4, 

C6, and Cs. Many of these states are optically inaccessible from the ground state of the 

neutral cluster, but they can be reached by photodetachment of the corresponding anion if 

the photon energy is sufficient. The anion photoelectron spectra measured by Yang et al. 
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were obtained at a sufficiently high photon energy to access excited states lying within 2-

4 e V of the ground state, but due to the low resolution of these spectra no assignments 

were attempted. 22.23 In the higher-resolution anion photoelectron spectra obtained by 

Arnold et al. 9 several transitions were tentatively assigned to excited electronic states. 

However, the term values implied by these assignments were often comparable to vibra­

tional frequencies of the cluster, making it difficult to distinguish transitions to excited 

electronic states from transitions to excited vibrational levels of the ground electronic 

state. 

In this study, we report anion photoelectron spectra of C4-, C6-, and Cs- at photo­

detachment wavelengths of 266 nm (4.657 eV) and 213 nm (5.822 eV). The lower­

photon energy was also used in our earlier study, but several modifications to the appa­

ratus (see below) have resulted in higher quality spectra. The new spectra resolve some 

of the questions raised in ab initio calculations by LiU24 and Botschwina25 regarding our 

original assignments of vibrational frequencies in C6 photoelectron spectrum. The spec­

tra at 213 nm show a wealth of new transitions to excited vibrational levels and electronic 

states of the neutral clusters that are inaccessible at 266 nm. By combining the larger 

number of observed transitions with measurements of the photoelectron angular distribu­

tions, we can sort out most of the overlapped vibrational and electronic transitions seen in 

these spectra, thereby obtaining a detailed picture of the low-lying electronic states of the 

neutral clusters. 
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II. Experiment 

The experiments were carried out on a time-of-flight negative ion photoelectron 

spectrometer. The original version of this instrument has been described in detail previ-

ously.26 However, several modifications have been made since our previous study on 

carbon clusters.9 The ion source was changed from a laser ablation/pulsed molecular 

beam source to a pulsed electrical discharge source.27 The ion extraction electronics were 
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FIG. 1. Anion photoelectron spectrometer with linear mass reflectron. 
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modified so that the ion source no longer needs to be floated at high voltage. Finally, a 

reflectron stage has been added to improve the resolution of the time-of-flight mass spec-
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trometer. The modified instrument is shown in Fig. 1 and the new features are described 

below. 

The construction of the free jet pulsed discharge source is discussed elsewhere27. 

To make carbon cluster anions, a burst of a gas mixture (3% C2H2, 1 % CO2 and 96% Ne) 

from a piezo electric valve passes through two stainless steel plates between which a high 

voltage (about 600 V) pulse is applied and expands into a vacuum chamber. The result­

ing free jet is collimated by a 2 mm diam skimmer located 1.5 cm downstream from the 

nozzle and then enters a differentially pumped region. Here, the ions are extracted from 

the beam by applying a pulsed electric field across the two central plates shown in Fig. 1; 

the two outer plates are maintained at ground potential. Typically, voltages of -1500 V 

and -1000 V with less than 100 ns rise time28 are applied to the right and left central 

plates, respectively, resulting in a nominal ion beam energy of 1250 eV. Since both 

plates are pulsed simultaneously, it is no longer necessary to float the ion source at the 

nominal ion beam energy. 

The extracted ions are mass-selected using a time-of-flight mass spectrometer 

with a newly added linear reflectron stage. A similar setup has been reported by Chesh­

novsky and co-workers.29 Although not necessary for this experiment, the reflectron stage 

increases our mass resolution from 150 to about 2000 by so-called "second order focus­

ing"30,31, which corrects the energy spread left over by the traditional Wiley-McLaren-type 

mass spectrometer32. A two-stage reflectron design33 is used, consisting of seven stainless 

steel plates which form two uniform electric fields; these deceleration and reflection 

fields are defined by three plates, each with a 12.5 mm diam aperture covered with a fine 
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grid. The front plate (closest to the extraction region) is grounded, and progressively 

more negative dc voltages are applied to the middle and rear plates. The deceleration and 

reflection stages are 8 and 18 cm long, respectively. The other four plates have 25 cm 

diameter apertures without grids, and are connected by resistor chains in order to maintain 

uniform electric field lines within each stage. Typical electric fields applied to a 1.25 

keY ion beam are 125 and 50 V cm-1 in the deceleration and reflection stages, respec­

tively. 

The potentials of the extraction plates are reset to ground before the reflected ions 

pass through the second time, on their way to the laser interaction region. The acceler­

ated ions separate in time and space according to their mass to charge ratios, and are se­

lectively detached by a pulsed Nd: Y AG laser. 

Two different wavelengths, the fourth and fifth harmonics (266 nm, 4.657 eV and 

213 nm, 5.822 eV, respectively) from a pulsed Nd:YAG laser are used in these experi­

ments. The photoelectron kinetic energy is measured by time-of-flight. The instrumental 

resolution is 8 - 10 meV for an electron kinetic energy (eKE) of 0.65 eV and degrades as 

(eKEi/2
• The polarization angle e between the laser polarization and the di~ection of 

electron collection can be varied using a half-wave plate. The variation of peak intensi­

ties with e is used to separate the contributions of different electronic states to the pho­

toelectron spectra. 
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Secondary electrons resulting from scattered photons create enough noise to ne-

cessitate background subtraction in the 213 nm spectra. This problem also exists to a 

considerably lesser extent in the 266 nm data. 

III. Results 

The photoelectron spectra of C4-, C6-, and C8-, obtained at a photodetachment 

wavelength of 266 nm (4.657 eV) are presented in Figs 2-4. The 213 nm (5.822 eV) 

spectra are shown in Fig. 5. Data were taken at laser polarization angles of 0°, 54.7° 

(magic angle) and 90° for all three clusters at both wavelengths. The spectral features cor-

respond to the transitions between the anion electronic ground state and various neutral 

electronic states. For each peak, the electron kinetic energy (eKE) is given by 

eKE = hv - EA - To(o) + To(-) - Ev (0) + Ey (-), 

where hv is the laser photon energy, EA is the adiabatic electron affinity of the neutral 

species, To (0) and To (-) are the term values of the neutral and anion electronic states, and 

Ey (0) and Ey (-) are the neutral and anion vibrational energies, respectively, above the zero-

point energy. The peak positions at both photo detachment energies are listed in Table I. 

From the changes in peak intensity with laser polarization angle, one obtains in-

formation on the photoelectron angular distribution associated with each peak. This is 

given by34 

do 0 
dO. = ~~al [1 + P(E)P2 (cos e)], 
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where crtotal is the total photodetachment cross section and jJ(E) is the asymmetry pa-

rameter. j3(E) varies between -1 and 2; these limits correspond to sin2 e and cos2 e distri-
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FIG. 2. Photoelectron spectra of C4- taken at photodetachment wavelength of 266 nm 

(4.657 eV). Laser polarization angles are B= 90°, 55°, and 0° with respect to direc­

tion of electron collection. Top panel shows anisotropy parameters f3(E) for several 

peaks in the spectra, plotted from -1 to 1 for greater clarity (/3max = 2). The dotted line 

in the third panel shows a Franck-Condon simulation. Assignments are indicated in 

the bottom panel 

butions, respectively. One can therefore determine jJ for each peak in the photoelectron 



35 

spectrum. The results are shown in Table I with the peak positions, and plotted in the top 

panels (for the major peaks) of Fig. 2 - Fig. 5. 

Table I. Peak positions and assignments for the C4·, C6-, and Cg- photoelectron spectra. 

Position (eV) fJ(E) Assignments 

Mole- Peak 266 213 266nm 213nm 
cule nm nm 

C4 A 0.787 1.960 -0.30 ± 0.15 -0.57 ± 0.10 3Lg- Origin 

B 0.747 1.882 0.65 ±0.20 4~ eLg-) 

C 0.532 1.700 0.09 ±0.05 -0.64 ± 0.10 1~ eLg-) 

D 0.495 0.83 ±0.05 1141 eL-) o 0 g 

E 0.455 1.621 0.12 ± 0.05 -0.54 ± 0.10 l~g Origin 
F 0.414 0.76 ± 0.10 4~ e~g) 
G 0.286 1.454 -0.14 ± 0.10 -0.66 ± 0.10 2 eL -) IL + O· . 10 g, g ngm 

H 0.243 1.00 ±0.20 1241 eL-) o 0 g 

I 0.203 1.370 0.25 ±0.20 -0.51 ± 0.20 1~ e~g) 
J 1.140 0.81 ± 0.15 3IJg Origin 
K 1.032 -0.17 ± 0.20 3IJu Origin 
L 0.800 -0.32 ± 0.10 1~ eIJu), lIJu Origin 

M 0.548 0.66 ± 0.10 lIJg Origin 

C6 A 0.479 1.645 0.07 ±0.05 -0.15 ± 0.10 3Lg- Origin 

B 0.457 9~ eLg-) 

C 0.435 9~ eLg-) 

D 0.418 -0.12 ± 0.05 7~ eLg-) 

E 0.400 3~ eLg-) 

F 0.313 1.475 -0.16 ± 0.10 -0.06 ± 0.10 l~g Origin 
G 0.269 1.433 0.29 ±0.20 -0.05 ± 0.20 2~ eLg-) 

H 0.220 1.384 -0.10 ± 0.10 -0.03 ± 0.10 1~ eLg-) 

I 1.266 -0.26 ± 0.10 2~ e~g) 
J 1.225 -0.08 ± 0.10 1~ e~g) 
K 1.174 -0.02 ± 0.05 1121 eL-) o 0 g 
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L 1.132 -0.12 ± 0.10 1~ eLg-) 

M 0.796 0.03 ±0.20 3:!:u + Origin 
N 0.547 -0.29 ± 0.10 3IIu Origin 
0 0.467 -0.22 ± 0.10 3~ eIIu) 

C8 A 0.280 1.450 -0.40 ± 0.20 -0.18 ± 0.05 3Lg- Origin 

B 0.205 1.379 -0.37 ± 0.20 -0.13 ± 0.05 lL1g Origin 
C 0.165 1.341 -0.32 ± 0.20 -0.06 ± 0.10 ILt Origin 
D 1.281 -0.03 ±O.10 3~ eLg-) 

E 1.211 -0.13 ± 0.10 1~ eLg-) and 3~ e L1g) 

F 1.143 -0.02 ±0.05 1~ (I L1g) 

G 0.667 0.94±0.1O 3:!:u+ Origin 
H 0.423 0.77 ±0.1O 3II~ Origin 

We first consider the photoelectron spectra. In all of the 266 nm spectra, the larg-

est peak occurs at the highest electron energy. This is the vibrational origin transition 

between the electronic ground states of the anion and neutral, and from this one obtains 

the adiabatic electron affinity. The electron affinities from the new spectra are unchanged 

from our previous work.9,lo In comparison to our previous results9 at 266 nm, several of 

the peaks are better resolved in the current work, and more features are seen at low eKE. 

In theC4- spectra, peaks F, G, H, and I are new features which were not observed previ-

ously. In the earlier C6- spectra, peak A had a wide shoulder towards lower electron en-

ergy. This is now resolved as a series of peaks (B - E). Peaks F and G (formerly D and 

E) are better resolved, and peak H is a new feature. In the Cg' spectra, peak C is a new 

feature. 

The 213 nm spectra show many more peaks than the 266 nm spectra, corre-

sponding to higher energy levels of the neutral species. For peaks appearing in both 
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spectra, however, the energy resolution is poorer at 213 nm because the electron kinetic 

energy is higher. The most noticeable difference in the 213 nm spectra is that a new peak 

at lower eKE is the largest feature for all three species. This is peak J in the C4- spectra, 

peak M in the C6- spectra, and peak G in the Cg- spectra. Although some peaks at low 
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3' 72 9492 o· g ••••• 9=0' 
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Electron Kinetic Energy (e V) 

FIG. 3. Photoelectron spectra of C6- taken at 266 nm. La­

ser polarization angles are f) = 90°, 55°, and 0° with re­

spect to direction of electron collection. Top panel shows 

f3(E) parameters. 

eKE are not very well re-

solved due to the low signal-

to-noise ratio, we are still 

able to identify most of them 

by comparing the three spec-

tra at different polarization 

angles. 

The laser polarization 

results for C4- show substan-

tial variation in the photoe-

lectron angular distribution 

among the peaks. At 266 nm, 

we find j3 z 0 for the major 

peaks (A,C, E, G, 1), but the 

photoelectron angular distri-

butions for several of the 

smaller peaks (B,D, F, H) are 
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considerably more anisotropic with 13 = 1. At 213 nm, the anisotropy parameters cluster 

about three values. We find 13 has dropped from 0 to -0.6 for peaks A,C,E,G, and 1,13=-

0.25 for peaks K and L, and f3 = 0.75 for peaks J and M. There is considerably less varia-

1.0..,------------------. 

§: -- -------- ----- --- ------ ---- --- --- -- ----- --------- ------
CQ., 

III 
-1.0+---------.---------4 

9=90· 

A 

B 
9=55" 

9=0° 

0.0 0.5 1.0 
Electron Kinetic Energy (e V) 

FIG. 4. Photoelectron spectra of eg- taken at 266 nm. La­

ser polarization angles are (} = 90°, 55°, and 0° with re­

spect to direction of electron collection. Top panel shows 

fJ(E) parameters. 

tion among the 13 values for 

the peaks in the C6- spectra. 

At 266 nm, all the features 

are essentially isotropic with 

13 = O. The same is true at 

213 nm, except for peaks N 

and 0 for which 13 = -0.25. 

The results at 213 nm for Cg-

show that 13 lies between -

0.03 and -0.18 for peaks A -

F, but that peaks G and H 

have considerably more ani-

sotropic distributions with 13 

= 0.94 and 0.77, respectively. 

The polarization de-

pendence results clearly show 

that transitions to multiple electronic states contribute to the photoelectron spectra. In 

order to help assign these transitions, we performed geometry optimization and frequency 
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calculations on various electronic states at the HF/6-31 G* and MP2/6-31 G* levels of the­

ory, using the Gaussian 92 package35• Franck-Condon simulations can be performed us­

ing the geometries and force constants obtained from the calculation. The adiabatic exci­

tation energies from our calculations and results from previous ab initio studies are sum­

marized in Table IT - Table IV. Note that the 3Lu + state that we have calculated is a cu­

mulenic state in which all the carbon atoms are connected by double bonds, in contrast to 

the low-lying polyacetylenic 3Lu + state predicted in some of the calculations.17•21 



c-
8 

1.0 -r--I---:"'I---.....,..--------.-I~-----

~ ------~][------------ ---~-~-~]t------- ---------~~--------
1-Ji: I 

-1.0 +---_r_--~r___I---...,..---_r_-+_--....,---...,..-~ 

III 
g 

J 

E 
M L K 

0.0 1.0 

8=90· 
3~-

g 

8=55· 

A 

8=0· 

2.0 0.0 

3:r; 

3n.. 

M 

N 

1.0 

3:r-
g 

III 

H 
F 

A 

8=90· 

8=55· G 

8=0. 

2.0 0.0 

Electron Kinetic Energy (e V) 

8=90· 
3~-

g 

III 
g l:r+ 

g 

8=55· 

8=0· 

1.0 2.0 

40 

FIG. 5. Photoelectron spectra of C4', C6', and Cg' taken at photodetachment wavelength of 213 run 

(5.822 eV) Laser polarization angles are () = 90°, 55°, and 0° with respect to direction of electron col­

lection .. Top panel shows fJ(E) parameters for several peaks. Low-lying electronic state assignments are 

indicated in the second panel. 
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IV. Analysis and Discussion 

A. General 

In this section we review the electronic structure of C4, C6, Cg, and their anion 

counterparts. We then discuss strategies for assigning the various electronic transitions 

that comprise the photoelectron spectra. 

Table II. Calculated and experimental energiesa of C4 low-lying electronic states (e V). 

MethodlBasis set 3L -
~ 

l~ 
~ 

IL + 
~ 

3
rr 

~ 
lrr 

~ 
3rru 

MBPT(4) I DZP b 0.0 0.25 0.256 0.84 1.15 
CC IDZP b 0.0 0.97 1.30 
MRDCIIDZp c 0.0 0.41 0.68 1.00 1.73 1.54 
CISD with Davidson's 0.0 0.33 0.40e 
correction d 

UHF/FOCO/CC f 0.0 0.40 0.96 1.26 
to-CAS I G[4421] g 0.0 0.30 0.42 
to-MRCI I G[4421] g 0.0 0.35 
MP2 I 6-31G* h 0.0 0.46 0.71 0.75 
UV -PES h 0.0 0.332 0.50 0.82 1.41 0.93 

a Vertical excitation energies except for the present work which indicates adiabatic energies. 

b Reference 16. 

c Reference 19. 

d Reference 17. 

e A mixture of the 1 Lg + and 1 Llg singlet states. 

f Reference 20. 

g Reference 18. 

lrru 

2.05 

1.06 
1.16 

h Present work. Error bars from photoelectron spectra assignments are ± 0.02 eV except for the lLlg state of 

±0.015 eV. 
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The ground-state molecular orbital configurations for the three anions are: 

... (l1tu)4(4cru)2(5crg)2(17tg)3 for C4-,36 ... (11tu)\6cru)2(7crg)2(17tg)4(21tu)3 for C6-,37 and 

... (8cru)2(9crg)2(21tu)\21tg)3 for Cg-,38 yielding 2TIg ground states for C4- and Cg- and a 2TIu 

ground state for C6-. In each case, removal of an electron from the highest occupied mo­

lecular orbital (HOMO) leaves a neutral cluster with a 1t2 configuration, resulting in a 3Lg-

ground state and the low-lying I ~g and ILt excited states. Thus, all three states are ac­

cessible via one-electron photodetachment transitions from the anions. Higher lying ex­

cited states can be formed by removal of electrons from orbitals other than the HOMO, 

yielding, for example, triplet and singlet TIg and TIu states of C4, and 3Lu + state for C6 and 

Cg• According to the ab initio results listed in Table II - Table IV, many of these states 

will be accessible by photodetachment at 213 nm. In order to assign the observed transi­

tions, we use the anisotropy parameters P described in the previous section and ab initio 

vibrational frequencies and term values. 

The photoelectron angular distributions are determined by the distribution of par­

tial waves contributing to each peak. The relevant selection rules for these near threshold 

are straightforward; for a linear, centro symmetric molecule, s-wave (l = 0) detachment 

can occur from orbitals of u symmetry, but p-wave (l = 1) detachment is the lowest al­

lowed partial wave from orbitals of g symmetry.39 Pure s-wave detachment yields an iso­

tropic (P = 0) angular distribution, whereas pure p-wave detachment leads to a cos2 e dis­

tribution with P = 2.40 As examples, C6- can undergo s-wave detachment near the thresh­

old whereas C4- and Cg- cannot. The situation is more complicated in photoelectron 
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spectroscopy, however, because one is typically well above the detachment threshold for 

a particular neutral~anion transition, so that many partial waves typically contribute to 

the signal. One still has the restrictions that only even partial waves result from a U or-

bital, and only odd partial waves from a g orbital, but it is difficult to predict in advance 

the value of fl for a photodetachment transition. 

Table III. Calculated and experimental energiesa of C6 10w-Iying electronic states (eV). 

MethodlBasis set 31:; -
g III g 

11:; + 
g 3Lu+ 

10-CAS b 0.0 0.30 0.53 
lO-MCRI b 0.0 0.15 0.28 
CISD with Davidson's correction C 0.0 0.19 0.16 d 

MP2/ 6-310* e 0.0 1.00 
UV -PES e 0.0 0.166 0.85 

a Vertical excitation energies except for the present work which indicates adiabatic energies. 

b Reference 2l. 

c Reference 17. 

d A mixture of the 1 L/ and Idg singlet states. 

3nu 

1.20 
1.10 

e Present work. Error bars from photoelectron spectra assignments are ± 0.02 eV except for the Idg state of 

±O.015 eV. 

Nonetheless, one does expect relatively small variations in fl for photodetachment 

transitions within an electronic manifold, or for transitions between states with the same 

orbital configurations, because detachment from the same orbital in the anion is occur­

ring. Thus, for example, transitions involving removal of an electron from the anion 

HOMO to yield the 31:;g- ground state I Llg and I1:;g + excited states should have approxi­

mately the same values of fl. This is in fact observed in the photoelectron spectrum of O2-

,41 where the symmetries of the states involved are the same as for carbon clusters: O2- has 
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a 2ng ground state, and O2 has a 3Lg- ground state and IL1g and ILg+ excited states. Con­

versely, peaks with significantly different values of P should be associated with different 

electronic transitions. This is a useful diagnostic for distinguishing transitions between 

different electronic states from those involving vibrational transitions within the same 

electronic manifold, and it can also indicate the presence of vibronic coupling between 

electronic states of different symmetry (see below). However, one cannot assume that 

peaks with the same value of P belong to the same electronic transition, or even to transi­

tions involving detachment from orbitals of the same symmetry. The photoelectron an­

gular distributions are therefore useful in assigning the photoelectron spectra, but are by 

no means unambiguous. We therefore tend to minimize the number of electronic states 

needed to describe the spectrum so long as this does not lead to unreasonable vibrational 

frequencies. The term values obtained from our assignments of the photoelectron spectra 

are summarized in Table V. 

Table IV. Calculated and experimental energiesa of Cglow-Iying electronic states (eV). 

MethodlBasis set 3
L 

-
g IL1 

g 
IL + 

g 
3Lu+ 

CISD with Davidson's correction b 0.0 0.14 0.01 c 

MP2 / 6-31G* d 0.0 1.45 
UV -PES d 0.0 0.071 0.115 0.78 

a Vertical excitation energies except for the present work which indicates adiabatic energies. 

b Reference 17. 

C A mixture of the II./ and 1 Llg singlet states. 

3nu 

1.53 
1.03 

d Present work. Error bars from photoelectron spectra assignments are ± 0.015 eV for the lLlg and II./ 

states and ± 0.02 eV for the others. 
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Table V. Adiabatic excitation energies (eV) of C4, C6, and Cg low-lying states from pre-

sent work. 

To ed!;) To eL!;+) To eL/) To en!;) To enu) To enu) To en~) 
C4 0.332 0.93 0.82 0.93 1.16 1.41 
C6 0.166 0.85 1.10 
Cg 0.071 0.115 0.78 1.03 

C4 has two totally symmetric stretching modes (VI and V2), one au anti symmetric 

stretch (V3), and two degenerate bending modes of 1tg and 1tu symmetry (V4 and vs, re-

spectively). In our previous study of C4-, peaks A - D were assigned to the 3Lg- ground-

state vibrational origin, 4~, 1~, and 1~4~ transitions.9 These assignments were aided by 

vibrational frequencies from ab initio calculations42•44• The V4 (1tg) mode is not totally 

symmetric, so the 4~ and 1~4~ transitions are Franck-Condon forbidden. However, the 

4~ transition can occur in the case of vibronic coupling to a nearby I1g electronic state; 

this is discussed further below. Peak E was assigned as the origin of the first excited state 

I dg because the splitting between peaks A and E, 2680 cm- I
, is too large for a vibrational 

frequency of C4. 

While these assignments are still valid, the new spectra give slightly different vi-

brational frequencies: VI = 2057 ± 50 cm-1 and V4 = 323 ± 50 cm-I
. The new term value of 

To edg) = 0.332 ± 0.015 eV is in good agreement with the calculated values of 0.346 eV 
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and 0.331 eV by Alml0f18 and Schaefer,17 respectively (see Table m. Based on these VI 

and V4 frequencies, the new features, peak G and H, are assigned to the 1~ and 1~4~ tran­

sitions of the J~g- ground state. Peaks F and I are assigned to the 4~ and 1~ transitions of 

the l~g state respectively. This yields a symmetric stretch frequency of VI = 2032 ± 50 

cm-1 and a bending frequency ofv4 = 331 ± 50 cm-I for the I~g state, which are very close 

to those of the ground state. Peak I is quite weak in the 266 nm spectrum due to the low­

energy cutoff of the spectrometer. 

Peak G lies at the energy expected for the 1~ transition to the 3~g- state, but its in-

tensity is anomalously high. This is demonstrated in the third panel of Fig. 2, which 

shows a Franck-Condon simulation of the C4- photoelectron spectrum. The neutral ge­

ometry is adopted from the CCSD(T)/PVTZ calculation by Watts and Bartlett45, and the 

anion geometry is from the RCCSD(T) calculation by Schmatz and Botschwina.46 The 

force constants from our MP2/6-31G* calculation have been applied to obtain the normal 

coordinate change between the anion and neutral. Since the 4~ transition is not Franck-

Condon allowed, only excitation of the VI mode appears in the simulation, which shows 

that that the actual intensity of peak G is about 5 times higher than predicted in the simu­

lation. It is possible that the anomalous intensity of peak G arises because it is in part due 

to the transition to the l~g+ state. As shown in Table IT, calculations by Koutecky19 and 

AlmlOf18 predict vertical excitation energies of 0.68 eV and 0.42 eV, respectively, for this 

state; these values bracket the experimental spacing of 0.50 eV between peaks A and G. 
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We therefore tentatively assign peak G to a combination of the lL/ state origin and the 

1 ~ transition from the ground state, yielding a term energy of To (I Lg +) = 0.50 ± 0.02 e V. 

All of the major peaks discussed thus far have approximately the same anisotropy 

parameter. Peak J in the 213 nm spectrum is the first large peak that shows a signifi­

cantly different polarization dependence. We assign it to the lowest electronic state of C4 

which can be accessed by removing an electron from an orbital other than the HOMO. 

From Table fl, theoretical calculations have predicted this to be the 3ng state with a term 

value between 0.8 to 1 eV;16.19 the photodetachment transition involves removal of a 5ag 

electron. Assigning peak J to this state yields a term energy of To eng) = 0.82 ± 0.02 eV. 

Peak J has the same polarization dependence as peaks B, D, F, and H, which supports the 

earlier claim that these latter peaks occur due to vibronic coupling between the 3Lg- and 

I ~g states via the v 4 mode to a nearby 3ng state. 

Based on their anisotropies, peaks K and L clearly are associated with a different 

electronic transition than peak J. We therefore assign peak K to the transition to the 3nu 

state of C4 in which a 4au electron is removed from the anion; this should be the next ex­

cited electronic state with a molecular orbital configuration that differs from the 3ng state. 

Our assignment yields a term energy of T oenu) = 0.93 e V for this state, a somewhat 

lower value than the previously calculated vertical excitation energies of 1.15 e V and 

1.54 e V by Bartlettl6 and Koutecky, 19 respectively. Peak L is more problematic. It can 

be assigned as the 1~ transition within the 3nu manifold, yielding a symmetric stretch fre-
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quency of VI = 1871 ± 50 cm-I for the 3I1u state. While this is a reasonable vibrational 

frequency, peaks K and L have the same intensity, which implies a significant normal co­

ordinate change of the V I mode upon photodetachment to this state. This disagrees with 

the trend followed by every other photodetachment transition in linear carbon clusters in 

which the O~ transition is the most intense. Alternatively, peak L could be the transition 

to the I I1u state, as this should have approximately the same intensity and polarization 

dependence as the transition to the 3I1u state. This assignment implies To eI1u) = 1.16 ± 

0.02 e V and a singlet-triplet splitting of 0.23 e V. This splitting is somewhat smaller than 

the value of 0.50eV calculated by Koutecky,!9 but agrees well with our MP2/6-31G* cal­

culations which predict a singlet-triplet splitting of 0.31 e V. In any case, the assignment 

of peak L to the I I1u state is certainly reasonable, but somewhat tentative. 

Although peak M is not well resolved due to low signal-to-noise, it is the only 

other peak in the 213 nm spectrum with a similar anisotropy parameter as peak J. Since 

the splitting between peaks M and J is too large to assign peak M to a vibrational transi­

tion, we assign peak M to the transition to the II1g state in which, as with peak J, a 4ag 

electron is detached. This yields a singlet-triplet splitting of 0.59 e V and term energy of 

To eI1g) = 1.41 ± 0.02 eV, slightly smaller than the vertical term energy of 1.73 eV pre­

dicted by Pacchioni and KouteckYl9. 
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We have previously studied C6- using photoelectron spectroscopy9 and a combi­

nation of autodetachment and zero electron kinetic energy (ZEKE) spectroscopy.11 In this 

earlier work, the peaks now labeled A, F, and G were assigned to the vibrational ori­

gin, 3~, and 2~ photodetachment transitions of the 3Lg- ground state of C6. The latter two 

assignments yielded vibrational frequencies of 492 and 1339 cm-I for the V3 and V2 sym­

metric stretches, respectively. Both values are substantially lower than ab initio harmonic 

frequencies24,25,47 which, for example, are calculated by Botschwina25 to be 653 and 1697 

cm- I
. The new features observed in the current work now lead to an assignment more in 

line with the ab initio values. 

Peak H in the 266 nm spectrum at eKE 0.22 eV is 2089 ± 50 cm- I from the origin. 

We assign it to the 1~ transition of the 3Lg- ground state, in good agreement with the ab 

initio value25 of VI = 2142 ± 50 cm-I and the previously observed peak in the ZEKE spec­

trumll at 2061 ± 10 cm- I
. Peak E, which was not observed previously, and peak G, which 

is considerably better-resolved than in our previous photoelectron spectrum, lie 637 ± 50 

cm- I and 1694 ± 50 cm- I
, respectively, from the origin, and assigning these to the 3~ and 

2~ transitions yields vibrational frequencies in much better agreement with the ab initio 

values. Moreover, the relative intensities of peaks E, G, and H are in qualitative accord 

with the Franck-Condon simulation calculated by Botschwina.25 Based on these new as-
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signments, peaks K and L in the 213 nm spectrum are assigned to the 1~2~ and 1~ transi­

tions of the C6 3Lg- state_ 

The smaller peaks B, C and D near the origin could be from even ~u transitions 

involving the low-frequency 1t bending modes or from sequence bands, with the latter 

being less likely due to the absence of hot band transitions at higher eKE than the origin. 

Even ~u transitions in nontotally symmetric vibrations can be observed if the change in 

frequency between the anion and neutral is large. Our MP2/6-31G* calculation yields V7 

(1tg) and V9 (1tu) frequencies of 124 and 278 cm-! for the anion, and 197 and 105 cm-! for 

the neutral. Based on these large frequency changes, peaks B and C are assigned to the 

9~ and the 9~ transitions, respectively, and peak D is assigned to the 7~ transition. The 

resulting vibrational frequencies, V7 = 246 ± 50 cm-! and V9 = 90 ± 50 cm-!, are in reason­

able agreement with our ab initio values as well as those of a previous calculation.48 Note 

that three peaks analogous to peaks B, C, and D were seen in the autodetachment spec­

trum!! of C6-; these were labeled bo, co, and do, and should be reassigned to the 9~, 9~, 

and 7~ autodetachment transitions, respectively. 

The second largest feature in the 266 nm spectrum is peak F, which was assigned 

to the 2~ transition in our previous study. Given our new assignment of peak G to this 

transition, peak F is assigned to the origin of the 1 ~g excited state, and peaks I and J in the 

213 nm spectrum to the corresponding 2~ and 1~ transitions. The resulting term energy 

To ct ~g) = 0.166 ± 0.015 e V is in good agreement with the ab initio values of 0.15 e V and 



51 

0.19 e V calculated by Almlof 21 and Schaefer,17 respectively. This assignment provides 

two symmetric stretch frequencies of the lL1g state, VI = 2016 ± 50 cm-I and V2 = 1686 ± 

50 cm-I
, which are very close to their 3Lg- state counterparts. 

We next consider the remaining peaks M, N, and O. These clearly correspond to 

transitions to one or more excited states of C6, but since the anisotropy parameters are 

approximately the same (0:::: 0) for all the C6- transitions, the excited state assignments are 

more ambiguous than for C4-. Peak M, which lies 0.849 eV from peak A, is the most in­

tense feature in the spectra and is readily assigned to the origin of an excited state. This 

could be the IL/ state which has the same ... (l1tg)\21tu)2 configuration as the 3Lg- and 

I L1g states, or the 3Lu + state resulting from the ... (11tg)3(21tu)3 configuration. The term en-

ergy for the IL/ state has been calculated at the MRCI level by AlmlOfl l and found to be 

0.28 eV, a considerably lower value than the experimental A - M spacing. The term en­

ergy for the 3Lu+ state from our MP2/6-31G* level calculation is 1.20 eV. Furthermore, 

peak M has a somewhat different polarization dependence from peaks associated with the 

3Lg- and I L1g states; peak M is clearly more intense than peak A at e = 0° but has the same 

intensity at the other two angles. We therefore assign peak M to the 3Lu + state. 

Peaks Nand 0 are separated by 640 ± 50 cm- I
. They have the same polarization 

dependence but differ sufficiently from peak M to warrant their assignment to transitions 

to a different electronic state. The 3nu state is the next triplet state expected above the 

3Lu+ state. Assigning peak N to the origin of this state yields To enu) = 1.10 ± 0.02 eV, 
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very close to our MP2/6-31G* value of 1.20 eV. This calculation also yields V3 (O'g) = 

642 cm- l
, so we assign peak 0 to the 3b transition of the 3nu state manifold. 

The ILt manifold has not been identified in the above assignments. There are 

several small unassigned peaks in the 266 nm spectrum near eKE = 0.25 eV. This is the 

energy range where transitions to the ILg+ state are expected,21 and these small peaks may 

be due to this state. If so, it remains an open question as to why the cross section for 

photodetachment to the ILg+ state is considerably smaller than for the 3Lg- and I~g states. 

D. Cs 

In our previous study9 of C8-, the high electron affinity of C8 (4.379 ± 0.006 eV) 

limited the amount of information obtained at 266 nm, and only peaks A and B were ob­

served. Peak A was assigned to the origin of the 3Lg- ground state, where peak B was 

tentatively assigned to the 4~ transition. The possible assignment of peak B to the I ~g 

state was also proposed. The new results at 266 and 213 nm provide a considerably more 

complete assignment of the electronic and vibrational states of C8. These assignments are 

aided by a recent high level calculation by Schmatz and Botschwina49 in which vibra­

tional term energies (including anharmonicities) for levels involving the four totally 

symmetric stretches were calculated for the anion and the neutral ground state. A Franck­

Condon simulation of the anion photoelectron spectrum was also carried out in that pa­

per. 
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The assignment of peak A is unchanged. According to Botschwina's simulation, 

the strongest vibrational transition other than the origin should be the 1~ (2053 cm· I /24%) 

transition, followed by the 3~ (1357 cm- II13%) transition. Peaks D and E lie 1361 and 
'. 

1928 cm- I from the origin, respectively. Peak D is therefore assigned to the 3~ transition. 

While the A - E spacing is actually closer to the calculated energy of the V2 level (1977 

cm-\ the intensity of the 2~ transition in the simulated photoelectron spectrum is negli-

gible, and we assign peak E to the 1~ transition. 

The assignment of peak B to the 4~ transition yields V4 = 605 cm-I
, which is sig-

nificantly larger than the calculated value of 500 cm-I
•49 In addition, the 4~ transition is 

calculated to have only 2% of the intensity of the origin, whereas peak B is about 70% as 

intense as peak A. We therefore assign peak B to the I ~g excited electronic state, yielding 

a term energy of To (I~g) = 0.071 ± 0.015 eV. This is somewhat smaller than the value of 

0.l41 eV calculated by Schaefer,17 but the deviation is only slightly larger than for C6. 

The decreasing 3I.g- - 1 ~g splitting as the number of carbon atoms increases (Table V) is 

also consistent with the trend seen in Schaefer's calculationP Peak Flies 0.236 eV from 

peak B, close to the spacing between peaks A and E(0.239 eV), and is assigned to the 1~ 

transition of the l~g excited state, yielding VI = 1903 ± 50 cm-I for the l~g state. The 

splitting between peaks B andE is 1355 cm-l
, virtually identical to the V3 frequency in the 

3I.g- state. It is therefore likely that the 3~ transition in the 1 ~g state manifold contributes 

to the intensity of peak E. 
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Peak e is 0.115 eV (927 cm- I
) from the 31:g- state origin, and only 0.040 eV (322 

cm- I
) from the I ~g state origin. Within the ground-state manifold, the closest calculated 

vibrational energy level involving totally symmetric modes only is the 2V4 level (999 cm-
.' 

\ but the intensity of the 4~ transition should be negligible. The splitting between peaks 

B and e is too small for peak e to be a transition to a symmetric stretch level of the I ~g 

state. We therefore assign peak e to the origin ofthe l1:g+ state, yielding a tenn energy of 

The two peaks at lowest eKE, peaks G and H, have anisotropy parameters close to 

1, in contrast to the nearly isotropic angular distributions at 213 nm for the other peaks. 

The first excited state with a different molecular orbital configuration from the ground 

state should be the 3Lu + cumulenic state, which can be accessed by detachment of a 21tu 

electron from e8-, and the next triplet state should be the 3ng state, accessible by detach-

ment of a 90'g electron. Our MP2/6-31 G* level calculations yield tenn energies of 1.45 

and 1.53 e V for the 3Lu + and 3rrg states, respectively. We assign peak G to the 3Lu + state 

origin, yielding To eLu +) = 0.78 ± 0.02 eV. Peak H lies 0.244 eV (1970 cm- I
) from peak 

G, and could be assigned to the 1~ transition of the 3Lu + state, or the origin of the 3rrg 

state. The latter assignment is favored due to the small but significant difference in the 

anisotropy parameters for peaks G and H, yielding To eng) = 1.03 ± 0.02 eV. 
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v. Conclusions 

From the photoelectron spectra of C4", C6", and Cg" and measurements of the pho­

toelectron angular distributions, we have mapped out many of the low-lying electronic 

states of C4, C6, and Cg and have obtained new vibrational frequencies. for some of these 

states. These assignments are facilitated by comparisons with ab initio calculations. The 

electronic states we have observed include the l~g and lI;g+ states, which are derived from 

the same molecular orbital configuration as the 3I;g" ground state, as well as several addi­

tional triplet and singlet states lying less than 1.5 e V above the electronic ground state of 

the neutral clusters. The spectra show that the 3I;g" - 1 ~g splitting becomes smaller as the 

chain length increases. Also, each of the transitions to the various neutral electronic 

states is dominated by the vibrational origin, indicating relatively small geometry changes 

upon photodetachment. On the basis of the new spectra, our original assignment of the 

vibrational frequencies of the C6 ground state have been modified and are now in much 

better agreement with ab initio values. 

All of the excited states seen in this study occur at lower excitation energies than 

the optical transitions seen by Maier and co-workers. 13,15 In addition, most of the states 

seen here are optically inaccessible from the 3I;g" ground states. However, transitions to 

the 3nu excited states in C4 and C6, with assigned term values of 0.93 and 1.10 eV, re­

spectively, are optically allowed. It will therefore be of interest to see if these transitions 

can be located in gas phase or matrix isolation spectroscopy studies of these clusters. 
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4 Vibrationally-resolved Photoelectron Spectroscopy of 

Silicon Cluster Anions Sin - (n=3-7) 

Abstract 

Photoelectron spectra of Sin- (n=3-7) have been measured at several photodetachment 

energies. The anions were created using a pulsed discharge source, resulting in 

considerably colder clusters than in earlier work. As a result, vibrationally-resolved 

spectra were obtained for larger clusters and more electronic states than in previous 

studies of these species, leading to more accurate electron affinities, term energies, and 

vibrational frequencies for the ground and excited electronic states of the neutral clusters. 

The assignments of excited states were aided by ab initio calculations and photoelectron 

angular distributions. 

I. Introduction 

Small silicon clusters have been the subject of a series of experimental and 

theoretical studies during the last ten years. This work has been in part motivated by the 
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important role that silicon plays in the electronics industry, since studies of silicon 

clusters can provide insight into how the optical and electronic properties of 

semiconductors evolve from the molecular to macroscopic size regimes. Silicon clusters 

are also of considerable interest from the perspective of fundamental chemistry. Silicon 

lies directly below carbon in the periodic table, but ab initio calculations predict that the 

structures of silicon clusters differ substantially from carbon clusters in the same size 

range. While small carbon clusters form linear chains and rings, silicon clusters are 

predicted to form more compact three-dimensional structures. This difference is 

attributed to the much weaker x-bonding in Si clusters, thereby favoring structures with 

more single bonds. Thus, for example, the ground state of Cs is linear, whereas 

calculations indicate the ground state of Sis to be a trigonal bipyramid. The remarkable 

differences between the structures for silicon and carbon clusters have motivated the 

experiments described in this paper, in which anion photoelectron spectroscopy is used to 

probe the vibrational frequencies and low-lying electronic states of Sin (n=3-7) clusters. 

The experimental investigation of silicon clusters in this size range has proved to 

be a challenge, but there has been considerable progress in recent yeats. Cheshnovsky et 

al. measured anion photoelectron spectra of Sin- (n ::;; 13) clusters, yielding electron 

affinities and a qualitative picture of the electronic states of the neutral clusters.! The 

experimental resolution was insufficient to observe any vibrational structure, and no 

assignments of the electronic states were attempted. Neumark and co-workers later 

obtained vibrationally resolved anion photoelectron spectra2 and zero electron kinetic 

energy (ZEKE) spectra of Sh- and Si4-. 3.4 These spectra showed well-resolved vibrational 
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progressions for several electronic bands, yielding vibrational frequencies and electronic 

term values for some of the low-lying electronic states of Sh and Si4• Eberhardt and co­

workers have recently measured the photoelectron spectrum of Sh- with sufficient 

resolution to observe a vibrational progression.s These gas phase studies have been 

complemented by matrix isolation spectroscopy. Jarrold and co-workers have measured 

Raman spectra of mass-selected clusters in matrices, yielding some vibrational 

frequencies for the ground electronic states of silicon clusters up to Sh (excluding Sis).6 

Infrared spectra of silicon clusters in matrices were also obtained recently and assigned to 

Sh,Si4, Si6, and Sh by Li et aU 

Ab initio calculations of the properties of silicon clusters have been carried out by 

several investigators.8-22 These calculations have proved invaluable in understanding the 

various experiments carried out on Si clusters. For example, the geometries and 

vibrational frequencies of neutral silicon clusters up to SilO were calculated by 

Raghavachari9 before any of the above experiments were carried out. This work was 

followed by calculations by Raghavachari and Rohlfing on the negative ion geometries 

and frequencies as well as the low-lying excited states for several of the neutral 

clusters,15-17 work which greatly aided in interpreting the photodetachment spectra of Sh­

and Si4-. 

This paper represents an extension of our earlier work on the photoelectron 

spectroscopy of silicon cluster anions.2 Our original attempts to measure vibrationally­

resolved photoelectron spectra of clusters larger than Si4- were unsuccessful. The laser 

ablation source originally used to produce the anions has been replaced by a new method 
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which produces substantially colder ions, resulting in less spectral congestion from "hot 

bands". As a result, we have obtained improved spectra for Sh' and Si4-, as well as 

vibration ally-resolved spectra of Si5- - Sb-. The new spectra for Sh- and Si4- provide 

more accurate electron affinities and vibrational frequencies, along with a clearer picture 

of the low-lying electronic states of the neutral clusters. The spectra of the three larger 

clusters provide new information on the anion and neutral geometries as well as the 

excited state energies of the neutral clusters. 

ll. Experiment 

The experiments were carried out on a time-of-flight negative ion photoelectron 

spectrometer. The instrument has been described in detail previously23; recent 

modifications have resulted in considerably improved mass resolution.24 Silicon cluster 

anions are generated by expanding a dilute mixture of Si~ (5% Si~, 95% He) through a 

pulsed piezoelectric valve/pulsed electrical discharge source.25 In this source, the gas 

pulse from the beam valve passes through two stainless steel plates between which a high 

voltage (about 600 V) pulse is applied. The pulse then expands into a vacuum chamber. 

The reSUlting free jet is collimated by a 2 mm diameter skimmer located 1.5 cm 

downstream from the ion source and then enters a differentially pumped region. Here, 

the ions are extracted from the beam and enter a time-of-flight mass spectrometer with a 

linear reflectron stage. The accelerated ions separate in time and space according to their 

mass to charge ratios, and are selectively detached by a pulsed Nd: Y AG laser. 
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Four different wavelengths, the third and fourth harmonics (355 nm, 3.493 eVand 

266 nm, 4.657 eV, respectively) from a pulsed Nd:YAG laser and the first Stokes Raman 

lines (416nm, 2.977 eV and 299 nm, 4.141 eV) of these wavelengths generated in a high 

pressure H2 cell are used in these experiments. The photoelectron kinetic energy is 

measured by time-of-flight in a field-free flight tube 100 cm in length. The instrumental 

resolution is 8 - 10 meV for an electron kinetic energy (eKE) of 0.65 eV and degrades as 

(eKE)3/2. The polarization angle e between the laser polarization and the direction of 

electron collection can be varied using a polarization compensator (New Focus, Model 

5540). The variation of peak intensities with e is used to separate the contributions of 

different electronic states to the photoelectron spectra. Secondary electrons resulting 

from scattered photons necessitated background subtraction in the 266 nm spectra. 

III. Results 

Fig. 1 shows the anion mass spectrum obtained from the discharge source. Bare 

silicon clusters as well as partially hydrogenated species SixHy- are observed. Fig. 2 

compares the photoelectron spectra of Si4- at a photodetachment wavelength of 355 nm 

(3.493 eV) using the pulsed discharge and laser ablation ion sources. It is clear upon 

inspection that the former spectrum shows considerably better-resolved vibrational 

structure, which we attribute to a lower vibrational temperature and therefore less spectral 

congestion from "hot band" transitions originating from vibrationally excited anions. 



66 

The photoelectron spectra for Sh- - Sh- at a variety of wavelengths are presented 

in Fig. 3 - 8. Spectra were taken at laser polarization angles of 90°, 54.7° (magic angle), 

50 100 150 

Mass (amu) 

FIG. 1. Mass spectrum of bare silicon anion clusters and corresponding silicon hydride anions 

generated from the discharge ion source. 

and 0° for each anion at least one photodetachment wavelength. The spectra consist of 

bands corresponding to transitions from the anion to various neutral electronic states. 

Vibrational structure is resolved in many of these bands. For each peak, the electron 

kinetic energy (eKE) is given by: 

eKE = hv - EA - To(o) + To(-) - Ey (0) + Ev <-), (1) 



67 

where hv is the laser photon energy, EA is the adiabatic electron affinity of the neutral 

species, To (0) and To (-) are the term values of the neutral and anion electronic states, and 

Ev(o) and E}-) are the neutral and anion vibrational energies, respectively, above the zero 

point energy. The photoelectron angular distribution is given by26 

do = 0 total [1 + P(E)P2 (cos B)], 
dQ 41Z 

o 

Discharge 
Source 

Laser Ablation 
Source 

0.5 1.0 1.5 
Electron Kinetic Energy (e V) 

2.0 

FIG. 2. Si4- photoelectron spectra at 355 nm using 

different ion sources. / The discharge source generates 

substantially colder ions than the traditional laser ablation 

source. 

(2) 

where O"total is the total 

photodetachment cross section 

and fJ(E) is the asymmetry 

parameter, varying from -1 to 2. 

One can determine P for each 

peak in the photoelectron 

spectrum through its intensity 

variation with laser polarization 

angle. The P parameter for each 

electronic band is then 

determined by averaging values 

of the constituent peaks. 
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FIG. 3. Photoelectron spectra of Si3' taken at 266 nm. Laser polarization angles are e 
= 90°, 55°, and 0° with respect to direction of electron collection. 
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0.0 1.0 2.0 3.0 
Electron Kinetic Energy (e V) 

FIG. 4. Photoelectron spectra of Si4• taken at 266 nm. Laser polarization angles are e = 90°, 

55°, and 0° with respect to direction of electron collection. 
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The Sh- spectrum at 266 nm, Fig_ 3, shows six distinct bands labeled X, and A -

E Bands X and A at high electron energy are essentially the same as in our previous 

spectrum at this wavelength,2 with each showing some vibrational structure superimposed 

on a broad background. Band B consists of a very short progression of three peaks, 

dominated by the most intense peak of the spectrum at eKE = 1.463 eV. The peak 

spacing of band B is 500 ± 20 cm- I
. The band that was labeled as band C in our earlier 

study is better resolved here and clearly consists of two bands, labeled as bands C and D 

in Fig. 3. Both show regular progressions. Band C consists of five main peaks with an 

average spacing of 480 ± 20 cm- I
. There is a set of less intense peaks with the same peak 

spacing shifted 260 cm- I towards lower eKE from the main progression. A similar 

pattern is observed in band D. The intensity profile of band E resembles that of band B, 

with a single intense peak and a rapid drop of intensity towards lower eKE. The peak 

spacing in band E is 480 ± 20 cm- I
. Bands B and E have P parameters of 1.9 and 1.5, 

respectively, both showing high intensity at e = 0°. These values are considerably large 

than those for bands X, A, C, and D, for which p= -0.2, -0.5, 0.2, and 0, respectively. 

The Si4- photoelectron spectra at 266 nm in Fig. 4 are substantially improved over 

our previous spectra at this wavelength.2 The vibrational progression of 310 ± 20 cm-I 

comprising band A is now clearly resolved, and in fact resembles our earlier 

photoelectron spectrum at 355 nm (Fig. 2) where the energy resolution is higher because 

the electrons are slower. At lower electron kinetic energies, we now observe three 

distinct bands labeled B, C, and D, which appeared in our earlier spectrum to be a single 

structures band (previously labeled band B). Bands Band D show regularly spaced 



9=55° 

0.0 0.5 1.0 

Electron Kinetic Energy (e V) 

FIG. 5. Photoelectron spectra of Sis" taken at 355 nm. Laser polarization angles are e 
= 90°,55°, and 0° with respect to direction of electron collection. 
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vibrational transitions, while band C does not. At low eKE, band B is not resolved due to 

overlap with band C. Seven peaks spaced by 290 ± 20 cm- I are apparent in band B 

starting at eKE = 1.160 e V; the peak spacing and intensity profile are similar to the first 

several peaks of band A. Band D, on the other hand, consists of six peaks with an 

average spacing of 355 ± 20 cm- I
. Band E shows a well-resolved progression of six 

A 

0.0 1.0 2.0 

Electron Kinetic Energy (e V) 

FIG. 6. Photoelectron spectra of Sis· taken at 299 nm. Laser polarization angle is e = 55° 

(magic angle) with respect to direction of electron collection. 

peaks spaced by 450 ± 20 cm- l
. The polarization studies indicate band C is the most 

intense band at 8 = 0° with f3 = 0.8, whereas band E is the largest band at 8 = 90° with f3 

= -0.1. For bands X, A, B, and D, f3 = 0.2, 0.5, 0.3, and 0, respectively. 



B 

A 
x 

9=55° 

0.0 0.5 1.0 

Electron Kinetic Energy (e V) 

FIG. 7. Photoelectron spectra of Si6- taken at 355 nm. Laser polarization angles are e = 90°, 

55°, and 0° with respect to direction of electron collection. 
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The polarization dependence of the spectra of Sk at 355 nm (Fig. 5) clearly 

shows that two electronic bands, labeled X and A, contribute to the spectra. Band X 

consists of a regular, well-resolved progression of at least fifteen peaks with an average 

spacing of 233 ± 20 cm- I
. The apparent origin of this transition is at 0.735 eV, although 

this is very approximate due to extended nature of the progression. Band A is most 

x 

0.0 1.0 2.0 

Electron Kinetic Energy (e V) 

FIG. 8. Photoelectron spectrum of Si7- taken at 416 nm. Laser polarization angles are e = 55° 

(magic angle) with respect to direction of electron collection. 

apparent at e = 0°. It corresponds to the transition to a low-lying excited state of Sis. 

While band A is structured, it does not show a regular progression as was seen in band X. 

Only part of band A is seen at 355 nm. The photoelectron spectrum of Sis-was also 

measured at a higher detachment energy of 4.141 eV (299 nm), shown in Fig. 6. Band A 
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can be seen here in its entirety, although there is still no obvious pattern to the vibrational 

structure. 

The photoelectron spectra of Si6· at 355 nm, shown in Fig. 7, is comprised of three 

bands labeled X, A, and B. Band X is a weak unstructured, transition that reaches a 

maximum at eKE = 1.13 eV; its appar~nt onset occurs at eKE =1.28 eV. Attempts to 

observe vibrational structure in band X by measuring its photoelectron spectrum at 416 

nm were unsuccessful. Band A, representing a transition to an excited state of Si6, 

consists of seven resolved peaks starting at eKE = 0.476 eV with an average spacing of 

323 ± 20 cm· l
. Band B at low eKE is the most intense transition. It corresponds to 

another low-lying electronic state and only the onset of this band was observed at 355 

nm. Band X is isotropic with f3 = o. Bands A and B have negative f3 parameters of -0.3 

and -0.2, respectively. 

The Sh- spectra at 416 nm and 355 nm in Fig. 8 and 9, respectively, show 

evidence for two bands, labeled X and A. Band X shows a progression of ten peaks 

spaced by 385 ± 20 em-I; this progression is slightly better resolved at 416 nm. At the 

higher wavelength, the onset of band X occurs at eKE == 1.0 eV. At 355 nm, band A 

dominates the spectrum at low electron kinetic energies, with a f3 parameter of -0.3. As 

shown in the top panel of Fig. 9, f3 for band X varies from -0.5 to 0.5 as the electron 

energy decreases. 

Assignment of the electronic and vibrational features in the experimental spectra 

is greatly facilitated by ab initio calculations of the geometries, vibrational frequencies, 

force constants, and state energies. From these, one obtains normal coordinate 
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FIG. 9. Photoelectron spectra of Si7· taken at 355 nm. Laser polarization angles are e = 
90°, 55°, and 0° with respect to direction of electron collection. Top panel shows ~(E) 

parameters. 
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displacements for photodetachment to each neutral state. The displacements are 

calculated within the parallel mode approximation, in which the force constants for the 

neutral state are assumed for both the anion and neutral. One can then perform Franck­

Condon simulations of the spectrum based on the ab initio calculations and compare with 

experiment. 

Tables I-II summarize the ab initio results for Sh-/Sh and Si4-/Si4• Most of these 

are from published and unpublished calculations at the MP2 and QCISD(T) levels 

o 

~ 
G 

G G 

I 1 
G 

FIG. 10. Geometries ofthe silicon clusters studied in the current work. 

performed by Rohlfing;I7,27 the MP2 frequencies for the 3B3u, 3B1g, and 3B1u states of Si4 

are from our calculations using Gaussian 92,28 as are the normal coordinate displacements 

for all the Si4 states in Table II. In these tables, geometries were optimized and 
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frequencies and force constants are calculated at the QCISD(T)/6-31G* level for Si3-/Sh 

and at the MP2/6-31 G* level for Si4-/Si4. Electronic state energies are then calculated at 

the QCISD(T) level using the larger 6-311+G(3DF) basis. We also calculated eometries, 

frequencies, and force constants for various electronic states of Sis, Si6, and Si7 at the 

MP2/6-31 G* level of theory; these along with previous calculations by Honea et al. 6 

are summarized in Tables ill-V. Note that low-lying, open shell singlet states are 

expected for many of these clusters but cannot be calculated with the methods used here. 

The geometries of the silicon clusters used in these Tables are shown in Fig. 10. 



Table I. QCISD(T)/6-31 G* optimized geometries, frequencies, and normal coordinate displacements for Si3 a 

States 
Sh- 2AI (C2v) 

Sh IAI (C2v) 
3 A2' (D3h) 

3 AI (C2v) 
3BI (C2v) 

a Reference 27. 

QCISD(T)/ 
6-311+G(3DF) Te R(1-2) R(1-3) 

Energy (Hartrees) (eV) (A) (A) Angle (1-2-3) 
-867.12532 -2.21 2.261 2.437 65.2° 

-867.04393 
-867.04330 
-867.01028 
-867.00287 

0.0 
0.02 
0.92 
1.12 

2.191 
2.290 
2.281 
2.333 

2.806 
2.290 
2.436 
2.579 

79.6° 
60.0° 
64.6° 
67.1° 

Frequencies (em-I) / .1Q (A-amu Il2) 

297(al), 370(b2), 533(al) 

148(al), 525(b2), 551(al) 
285(e),522(al) 

325(al) / 0.05, 405(b2), 523(al) / 0.09 
247(al) / 0.38, 321(b2), 481(al) / 0.41 

-....l 
\0 



Table II. MP2/6-31 G* optimized geometries, frequencies, and normal coordinate displacements for Si4 a 

QCISD(T) / 
6-311 +G(3DF) Te R(l-2) R(l-3) 

States Energ~ (Hartrees) (eV) (A) (A) a Frequencies (em-I) / 8Q (Aeamu1l2) b 

Si4- 2B2g (D2h) -1156.20909 -2.06 2.303 2.352 90.0° 361(ag),485(ag) 

Si4 lAg (D2h) -1156.13324 0.0 2.312 2.413 90.0° 332(ag) /0.19, 463(ag) /0.15 
3B3u (D2h) -1156.10185 0.85 2.265 2.544 90.0° 330(ag) /1.07, 480(ag) / 0.04 c 

3Bg (C2h) -1156.07806 1.50 2.285 2.219 87.3° 148(ag) / 0.38, 372(ag) /1.36, 529(ag) / 

2.383 0.36 
3BIg (D2h) -1156.07041 1.71 2.352 2.280 90.0° 353(ag) /0.64, 491(ag) / 0.08 
3B1u (D2h) -1156.06020 1.99 2.378 2.443 90.0° 329(a~) / 0.22, 440(a~) /0.52 

a MP2 frequencies are scaled by 0.95.6 Reference. 27. 

b Only totally symmetric modes (ag) are listed. 

C QCISD/6-31G* frequencies from Ref. 27; normal coordinate displacements based on QCISD/6-31G* geometries and force constants. 

00 
o 
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IV. Analysis and Discussion 

A. General 

In this section, the photoelectron spectra will be analyzed and assignments of the 

various bands made, when possible. The assignments are facilitated by comparison with 
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FIG. 11. Franck-Condon simulation ofthe Si3- spectrum. Parameters given in Table VI. 

previous ab initio studies as well as calculations performed as part of this investigation. 

Spectral simulations of the vibrational profiles based on the Franck-Condon 
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approximation are also very useful in assigning the bands, as are the photoelectron 

angular distributions. In the case of Sb- and Si4-, where there has already been 

considerable discussion of the anions and the ground and lowest excited states of the 

neutrals, the discussion below focuses more on the higher-lying states that are better 

characterized experimentally in the spectra presented here. The larger clusters have 

received less attention so all aspects of their photoelectron spectra are considered below. 

Several ab initio calculations have been performed on Si3- and the low-lying states 

of Sb.8-11 ,16-19,29,30 The ground state of the anion is predicted to have C2v symmetry with the 

valence electron configuration ... (lOa])2(3b])2(7b2)2(lla])], resulting a 2 A] state. The 

neutral ] A] ground state is formed by photodetaching an electron from the highest 

occupied molecular orbital (HOMO), the Ila] orbital, of ' the anion. The low-lying 

electronic states accessible via anion photoelectron spectroscopy are the singlet and 

triplet pairs of the B2, B], and AI states, corresponding to removal of an electron from the 

7b2, 3b], and lOa I orbitals, respectively. The 3B2 state collapses to a D3h 3 A2' state, 0.02 

e V above the ground state. Ab initio results at the QCISD(T) level 17,27 for the anion and 

neutral ground states and several triplet states of Sb are listed in Table I. 

In our previous photoelectron spectrum of Si3-, five bands (C and D in Fig. 3 were 

labeled as a single band C) were observed at 266 nm.2 Band X was also investigated by 

ZEKE spectroscopy of Sb-.4 Based on the experimental and theoretical results, band X 

was assigned to overlapped transitions to the I A] ground state and the low-lying 3 A2' 
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state. Rohlfing and Raghavachari assigned bands A, B, C, and D to the IB2, 3 AI, 3BI , and 

IBI states, respectively, based on their calculations at the QCISD(T) level for the triplet 

states and at the single excitation CI level (CIS) for the open shell singlets. l7 Since band 

C is now resolved to be two distinct bands (C and D in Fig. 3) some new assignments are 

required. 

The assignments of bands X, A, and B are unchanged. To aid in assigning the 

higher energy bands, we obtained the normal coordinate displacements from the anion 

ground state to the neutral states, using the geometries and force constants from the 

QCISD(T)/6-31G* calculations for the excited triplet statesl7• These displacements are 

obtained within the parallel mode approximation in which the force constants for the 

relevant neutral electronic state are used for both the neutral and the anion. Given these 

displacements, one can simulate the photoelectron spectrum within the Franck-Condon 

approximation. For some bands, the normal coordinate displacements were adjusted to 

obtain a better fit to the experimental spectrum. Simulations of bands B-E are shown in 

Fig. 11 superimposed on the experimental data; the parameters used in the simulations 

are listed in Table VI. 

The appearance of band B indicates that the molecular geometries of the anion 

and neutral electronic states are very similar, consistent with the ab initio results. To 

simulate the spectrum of band B in Fig. 11, we used symmetric stretch and bend 

frequencies VI = 500 cm-I and V2 = 250 cm-I, respectively, and 'normal mode 

o 1/2 0 112 
displacements ~QI = 0.13 A-amu and ~Q2 = 0.19 A-amu . These values agrees 

reasonably well with the QCISD(T) values of VI = 523 cm- I and ~QI = 0.09 A-amu1l2, 
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and V2 = 325 cm-I and ~Q2 = 0_05 A-amu1l2. We also obtain a new term energy of To 

e AI) = 0.90 ± 0_02 eV from our simulation given the electron affinity of 2.29 ± 0.02 eV, 

in good agreement with the QCISD(T) value of 0.92 eV17. 

Bands C and D have approximately equal f3 parameters of 0.2 and 0, respectively. 

The similarity of the vibrational progressions shows that the two neutral states have 

similar geometries and frequencies. These two observations indicate that the neutral 

states probably have the same molecular orbital configuration. We therefore assign 

bands C and D to the 3BI and IBI states, respectively. This yields a term value for the 3BI 

state, 1.12 ± 0.02 eV, which is in excellent agreement with the previously calculated term 

value of 1.12 eV.J7 The resulting singlet-triplet splitting of 0.31 ± 0.01 eV based on the 

apparent band origins is somewhat lower than the calculated value of 0.41 e V by Sabin et 

al,lo but is clearly in the right range. The QCISD(T)/6-31 G* calculation 17 for the 3BI 

state gives ~QI = 0.41 A-amu ll2 and ~Q2 = 0.38 A-amuIl2. Similar normal coordinate 

displacements are expected for the IBI state, so both the symmetric stretch (VI) and bend 

(V2) modes should be active in the 3BI and IBI states. The Franck-Condon simulations of 

these two transitions are shown in Fig. 11. The parameters used in the simulations, listed 

in Table VI, show that the vibrational frequencies and normal coordinate displacements 

for the two neutral states are quite similar to one another and in good agreement with the 

calculated values for the 3BI state in Table I. 

Band E was originally assigned to the IBI state. Given our new assignment of 

band D to this state, we assign band E to tlie open-shell I Al state, the singlet counterpart 

of the 3 AI state (band B), corresponding to removal of an electron from the lOa) orbital. 
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Our assignment is supported by the polarization results, which show bands Band E have 

similar f3 parameters, and by the similar vibrational progressions in the two bands. Since 

the ground state is also a I AI state, we were not able to perform an SCF calculation on 

this higher energy I Al state. The simulation shown in Fig. 11 was obtained using the 

parameters VI = 480 cm· l
, ilQI = 0.23 A-amu1l2

, and V2 = 340 em-I, ilQ2 = 0.20 A-amu1l2. 

These frequencies and normal coordinate displacements are similar to those for 

photodetachment to the 3 AI state, supporting our singlet-triplet pair assignment. 

Ab initio calculations show that the ground state of Si4- is a rhombus with D2h 

symmetry. The valence orbital configuration is ... (b3U)2(ag)2(bIu)2(b2g) I yielding a 2B2g 

electronic state. 17 Photodetachment from the b2g HOMO yields the lAg neutral ground 

state which is also a rhombus. 13 Removal of electrons from other orbitals yields low­

lying excited states that are accessible via anion photoelectron spectroscopy. From the ab 

initio calculationsl7,27 in Table II, the low-lying triplet states in order of increasing energy 

are the 3B3u, 3Bg, 3B1g, and 3B1u state; all have D2h symmetry except the 3Bg state with C2h 

symmetry which results from slight geometric distortion of a 3B2g (D2h) state. Calculated 

energies, geometries, frequencies, and normal coordinate displacements are also shown in 

Table II. Each triplet excited state has a corresponding open-shell singlet state which has 

not been calculated here. A simulation of the Si4- photoelectron spectrum resulting from 

photodetachment to several of these excited states is shown in Fig. 12. The simulation 

parameters are shown in Table VI. 
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The ground state, band X, is best seen in the 355 nm photoelectron spectrum (Fig. 

2). The electron affinity was measured to be 2.15 eV from our earlier photoelectron 
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FIG. 12. Franck-Condon simulation of the Si4- spectrum. Parameters given in Table VI. 

spectrum.2 The new spectrum is slightly better calibrated through comparison with the 

ZEKE spectrum of Si4-. 3 The spectrum in Fig. 2 shows a progression of three peaks 

spaced by 380 ± 20 cm-! in band X, corresponding to photo detachment to the! Ag ground 

state. The band is dominated by the vibrational origin at eKE=1.365 eV, yielding a new 

Si4 electron affinity of 2.13 ± 0.01 e V. 
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Band A was studied by ZEKE spectroscopy3 in some detail, and a comparison 

with theory confirmed that this band corresponds to the transition to the 3B3u state, 

resulting from photodetachment from the biu orbitalP Several vibrational frequencies 

were obtained. The 3B3u state has two totally symmetric vibrational modes, the VI overall 

stretch and V2 symmetric distortion modes. In addition there are three asymmetric 

stretching modes (V3, V4, and vs), and a bending mode ofb3u symmetry (V6). The V2 mode 

has the largest displacement upon photodetachment, resulting in the main progression of 

310 ± 20 cm-I in the 266 nm spectrum. This is in good agreement with the ZEKE 

spectrum which yielded a frequency ofv2 = 312 cm-I. 

Band B appeared as a very short progression in the ZEKE spectrum and was 

assigned to the IB3u state. In Fig. 4, band B consists of a longer progression of peaks 

spaced by 290 ± 20 cm-I, in good agreement with the ZEKE value of 300 cm-I and close 

to the V2 frequency in the 3B3u state. Bands A and B exhibit similar peak spacings and 

intensity profiles. Moreover, the anisotropy parameters are similar: /3=0.3 for band Band 

0.5 for band A. These observations support the previous assignment of band B to the 

IB3u state, which has the same molecular orbital configuration as the 3B3u state. Band B 

can be simulated using almost the same normal coordinate displacements as band A. The 

simulation of band B shown in Fig. 12 yields a term energy of 1.34 ± 0.02 eV for the IB3u 

state, and a IB3u-3B3u singlet-triplet splitting of 0.49 ± 0.02 eV. 

Band C does not show a regular progression, and it has the most positive f3 

parameter (0.8) of all the bands. The QCISD(T) energy calculations predict the term 
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value of the 3Bg state to be 1.50 e V. The corresponding electron kinetic energy of 1.04 

eV is just where band C is found. Moreover, the 3Bg state'is a lower symmetry, Jahn­

Teller distorted state, so an additional low-frequency bending vibration (156 cm-I in 

Table m is totally symmetric. This mode should also active (.1Q3 = 0.38 A_amu I12 in 

Table m due to the symmetry change upon photodetachment along with other two 

modes. One therefore expects a higher density of vibrational transitions which, given the 

resolution of our spectrometer, might well result in the absence of a clear vibrational 

progression. We therefore assign band C to the 3Bg state. 

Band D shows a single progression of 355 ± 20 cm-I. From Table II, the 3BIg 

state of Si4 is predicted to lie in this energy range, and the calculated normal coordinate 

displacements for photodetachment to this state are significant only for a single 

vibrational mode with frequency 353 cm-I. Band D is therefore assigned to the 3B Ig state. 

The simulation of photodetachment to the 3BIg state is shown in Fig. 12. Due to overlap 

with band C, the band origin is difficult to locate. Fig. 12 shows the best fit to the 

experimental vibrational profile. The resulting term energy of To eB Ig) = 1.71 ± 0.02 eV 

is in excellent agreement with the calculated value in Table II, and the normal coordinate 

displacements used in the simulations are in reasonable agreement with the calculated 

displacements, further supporting this assignment. 

Band E stands alone with well-resolved vibrational structure. It lies about 2 e V 

above the ground state and the peak spacing is 451 ± 20 cm-I. The ab initio calculation 

predicts a term energy of 1.99 e V for the 3B I u state, and a large displacement of 

.1QI=0.52 A_amu ll2 along the VI mode for which the frequency is 440 cm-I. Although the 
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calculated ilQ2 = 0.22 A-amu Il2, the resulting Franck-Condon profile in this mode is 

much shorter than for the Vi mode because of the smaller frequency of 346 em-i. We 

therefore assign band E to the 3Biu state, which is the only state in Table II for which ilQ 

is largest for the Vi mode. A term energy of To eB iU) = 1.93 ± 0.02 eV is obtained from 

the simulation shown in Fig. 12, slightly lower than the ab initio term value. Agreement 

between the simulated and ab initio normal coordinate displacements is satisfactory. 

One might argue that either band D or E is due to the iB2g state, the singlet 

counterpart of the 3Bg state responsible for band C. Although the vibrational profile of 

band C is quite different from the other two, the iB2g state is not expected to undergo 

geometric distortion from C2v symmetry,17 so this alone does not rule out an alternate 

assignment. However, the anisotropy parameter f3 = 0.8 for band C, while f3 = 0 and -0.1 

for bands D and E, respectively. Thus, it is unlikely that either band is from the iB2g 

state. The question remains as the location of the iB2g state. Rohlfing predicts a singlet­

triplet splitting of only 0.17 eV for the iB2g and 3Bg states. Either this value is too low, or 

the transition to the iB2g state overlaps with band C. The latter is certainly possible given 

the broad, unstructured appearance of band C. This issue can be addressed by higher 

level ab initio calculations. 

Little is known about the ground and excited states of Si5 from previous 

experimental studies. The concentration of Si5 was presumably too low to be observed in 
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earlier matrix spectroscopy studies.6,7 The photoelectron spectra of Sis- obtained by 

Cheshnovsky et al. 1 did not have sufficient resolution to map out any vibrational 

structure. 

More information is available from the ab initio calculations by Raghavachari and 

Rohlfing, which predicted that Sis and Sis- have compressed trigonal bipyrimidal ground 

states with D3h symmetry.9,15 The molecular orbital configuration for Sis- is 

... (e")4(al ,)2(e')\a2,,)I, yielding a 2 A2" ground state. Removal of an electron from the 

HOMO leaves a closed-shell neutral I AI' ground state. Sis was also predicted to have a 

low-lying 3BI triplet state with a lahn-Teller distorted C2v structure. The molecular 

orbital configuration of this state is ... (al)2(a2)2(b l )2(b2)2(bl )l(al)1 which correlates with 

the ... (e")\al ,)2(e,)3(a2,,)1 state of the trigonal bipyramid. The 3Bl state is accessible by 

removal of an electron from the e' orbital in the anion. Calculations at the MP4/6-31G* 

level indicate that the 3BI state lies about 0.5 eV above the ground state.15 Ab initio 

results for Sis- and Sis are summarized in Table m. 



Table III. MP2/6-31 G* optimized geometries, frequencies, and normal coordinate displacementsa for Sis 

R(l-2) R(1-3) R(l-4) R(3-4) Angle 
0 

(A) 
0 

(A) (4-3-5) Frequencies (cm-') / ~Q (A-amuIl2) b States Te (eV) (A) (A) 

Sis" 2A2" -2.14 3.468 2.326 2.326 2.685 60.0° 473(a, '), 309(a,') 
(D3h) 

Si5 'A,' 0 3.057 2.296 2.296 2.967 60.0° 476(a,') / 0.21, 247(a,') / 2.12 
(D3h) 
3B, 0.5 3.575 2.294 2.361 2.483 69.8° 494(a,) / 0.70, 373(a,) / 0.48, 364(a2) / 0.71, 

(C2v) 320(ad / 0.29, 159(a,) /0.99 

a MP2 frequencies are scaled by 0.95.6 

b Only totally symmetric modes Ca.') are listed. 

\0 ..... 
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In the Sis" spectrum taken at 355 nm (Fig. 5), band X consists of an extended 

progression with a peak spacing of 233 ± 10 cm-! beginning around eKE=O.75 eV. This 

long progression indicates a large geometry change between the anion the neutral 
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FIG. 13. Franck-Condon simulation of the Si5• spectrum. Parameters given in Table VI. 

electronic ground states. The I AI' ground state is formed by photodetaching an electron 

from the a2" orbital which is anti-bonding between the two apex atoms. The ab initio 

calculations indicate that photodetachment to the ! AI' state results in a significant 

reduction of the distance between the apical atoms, leading to a large displacement along 
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the totally symmetric V2 normal coordinate mode. The observed peak spacing is in good 

agreement with our MP2/6-31G* value ofv2 = 247 cm- I shown in Table ID. 

The anion, neutral geometries and force constants from our MP2/6-31 G* 

calculations have been applied to obtain the normal coordinate change between the anion 

and neutral. The Franck-Condon simulation of band X is shown in Fig. 13. The 

experimental V2 frequency was used, but the other parameters were taken directly from 

the MP2/6-31G* calculation: ~QI = 0.21 A-amu1l2
, ~Q2 = 2.12 A_amu1l2

, and VI = 501 

cm- I
. The extraordinarily large normal coordinate displacement for ~Q2 results in poor 

overlap with the vibrational origin; this transition has no intensity in the simulated 

spectrum. To obtain the best fit, we chose the vibrational origin at 0.935 e V electron 

energy, yielding an electron affinity of 2.59 ± 0.02 eV for Sis. Although one could obtain 

a satisfactory fit assuming the vibrational origin shifted by a vibrational quantum in either 

direction, this required using normal coordinate displacements that differed more from 

the ab initio values. The adiabatic electron affinity from our assignment is 0.5 e V less 

than the vertical detachment energy of 3.10 eV calculated by Adamowicz.31 This 

discrepancy is due at least in part to the large geometry change between the anion and 

neutral ground state. Raghavachari and Rohlfing16 reported an adiabatic electron affinity 

of 2.26 e V at the QCISD(T) / 6-31 +G* level, in reasonable agreement with our 

experimental value. 

The 3BI state excited state is a lahn-Teller distorted C2v state with four totally 

symmetric vibrational modes. One therefore expects a congested photoelectron spectrum 

to result from photodetachment to this state. The irregular vibrational structure of band 
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A therefore suggests that we assign it as the transition to the 3B1 state. From the spectrum 

at 8 = 0° in which the ground state has little intensity, we estimate the 3B1 state origin to 

be at eKE= 0.36 ± 0.05 eV, 0.58 eV above the IAI' ground state. This is in agreement 

with the calculated tenn value of 0.5 e V, further supporting our assignment. 

Besides the X and A bands, a new band B shows up at low eKE in the 299 nm 

spectrum (Fig. 6). We estimate the origin of this band to occur at eKE=0.39 e V, yielding 

a tenn energy of 1.16 ± 0.05 e V for this neutral excited state. 

E. Si6-

Ab initio calculations predict Si6· to have a 2A2u ground state with D4h symmetry, 

corresponding to a tetragonal bipyramidal structure, with valence orbital configuration 

.. . (eg)\alg)2(b2g)2(eu)\a2U)I.16 Calculations also predict that neutral Si6 has three nearly 

isoenergetic structures: a tetragonal bipyramid e A1g, D4h) and two in which this structure 

is distorted eA1, C2v). The IA1g state corresponds to removal an electron from the a2u 

HOMO. At the HF/6-31 G* level, Raghavachari found the two C2v structures are 

separated by 0.04 eV while the D4h structure is about 0.4 eV higher in energy.9 Fournier 

et al. reported similar results using density functional theory,19 with the three structures 

lying within 0.2 e V of one another. At the MP2/6-31 G* level, the I A1g state with D4h 

symmetry is more favored. The assignment of this structure as the ground state is 

consistent with the experimental vibrational frequencies from matrix Raman 

spectroscopy.6 Ab initio results for the ground and excited states at the MP2/6-31 G* 

level are summarized in Table N. 
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In the 355 nm photoelectron spectrum, Fig. 7, the transition to the Si6 ground state 

(band X) appears as a weak, unstructured band. For a D4h tetragonal bipyramidal 

molecule, there are two totally symmetric modes VI and V2. A Franck-Condon simulation 

using the frequencies and normal coordinate displacements in Table IV for 

photodetachment to the I Alg state shows extended progressions in both modes, and this 

along with incomplete vibrational cooling may explain the absence of structure in band 

X. We note that this simulation (not shown) is considerably broader than the 

experimental band, indicating that the calculated normal coordinate displacements and/or 

vibrational frequencies need to be adjusted. 

Table IV. MP2/6-31G* optimized geometries, frequencies,a and normal coordinate 

displacements for Si6 

Te R(1-2) R(1-3) R(3-4) Frequencies (cm-I) / ~Q 
0 0 0 (A-amuI!2) b States (eV) (A) (A) (A) 

Si6- 2A2u (D4h) -1.45 3.114 2.397 2.577 444(alg), 306(alg) 

Si6 IAlg (D4h) 0 2.694 2.356 2.734 447(alg) /0.49, 298(alg) / 1.90 
3Eg (D4h) 1.26 3.282 2.413 2.501 
3Blu (D4h) 3.44 3.156 2.441 2.632 

a MP2 frequencies are scaled by 0.95. Geometries and frequencies are same as Reference 6. 

b Only totally symmetric modes (alg) are listed. 

In contrast to band X, band A in Fig. 7 shows a progression of 323 ± 20 cm-I 

between 0.25 to 0.50 eV. The presence of a single progression indicates that the neutral 

is at least as symmetric as the anion; if the anion has D4h symmetry, band A should 
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correspond to the transition to a state with D4h or Oh symmetry. Although a low-lying 

triplet state with Oh symmetry was investigated in the calculation by Fournier et aI., it 

was predicted to have two imaginary frequencies. 19 We performed ab initio calculations 

on two low-lying states restricted to D4h symmetry. At the MP2/6-31 G* level, a 3Eg state 

was found to lie 1.26 e V above the ground state, corresponding removal of an eu electron 

from the anion 2 A2u state. However, one ,imaginary frequency was also found at the 

HF/6-31 G* level. Photodetaching a b2g electron from the anion ground state results a 

3BIu state which is 3.44 eV less stable than the neutral IAlg ground state. Neither state 

appears to be a likely candidate for band A. Alternatively, if the anion ground state had 

C2v symmetry, then band A could be explained as a transition to the low-lying C2v 

structures of Si6 predicted by Raghavachari9• In any case, further theoretical work on the 

low-lying states of both Si6 and Sk appears needed to explain this band and the intense, 

unstructured band B at lower eKE. 

F. Sh-

Sh- is predicted to have a pentagonal bipyramidal DSh ground state geometry.15 

The valence electron configuration is ... (eI")\al)2(el ')\e2')\a2,,)I, resulting a 2 A2" state. 

Photodetaching an electron from the HOMO orbital yields the I AI' ground state of the 

neutral species, which also has DSh symmetry. As the a2" orbital is antibonding between 

the apex atoms, detachment to the I AI' state results a more compact structure along the 

apex, just as for Sis-. The I AI' state has two totally symmetric stretch modes (VI and V2). 

The optimized geometries, frequencies and resulting normal mode displacements at the 

MP2/6-31G* level are shown in Table V. Raghavachari and Rohlfing studied other two 
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isomers, a tricapped trigonal pyramid and a capped octahedral structure, both of C3v 

symmetry. They were found to be 0.95 and 2.08 e V less stable than the I AI' state at the 

MP4/6-31G* level, respectively. IS 

Table V. MP2/6-31G* optimized geometries, frequencies,a and normal coordinate 

displacements for Sh 

Te R(1-2) R(1-3) R(3-4) Frequencies (cm-I) / ~Q 
States (eV) (A) (A) (A) (A-amu1l2) b 

Si7- 2A2" (DSh) -1.25 2.837 2.507 2.431 407(al '), 295(al ') 

Sh IAI' (DSh) 0 2.512 2.457 2.483 440(al '2/0.67, 352(al ') / 1.15 

a MP2 frequencies are scaled by 0.95. Geometries and frequencies are same as Reference 6. 

b Only totally symmetric modes (al ') are listed. 

In the Si7- photoelectron spectrum at 416 nm (Fig. 8), band X shows a resolved 

vibrational progression with a peak spacing of 385 ± 20 cm-I. Comparison to Table V 

shows that this frequency lies between the calculated values for the two totally symmetric 

modes of the I AI' state. However, the experimental value is closer to the calculated V2 

frequency (352 cm-\ and the calculated normal coordinate displacement is considerably 

larger for the V2 mode. We therefore assign the observed progression to this mode. Fig. 

14 shows a simulated spectrum in which only the V2 frequency is changed from the ab 

initio values. Note that although the V2 progression dominates, the VI mode is also active, 

resulting in only partial resolution of the V2 progression in the simulation and, 

presumably, the experiment. The vibrational origin at eKE=1.12 eV yields an electron 



98 

affinity of 1.85 ± 0.02 eV for Si7• While acceptable simulations at different origins can be 

achieved by changing the normal mode displacements, best results are obtained with the 

values reported here. Raghavachari and Rohlfing reported an electron affinity of 1.7 eV 
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FIG. 14. Franck-Condon simulation of the Sh· spectrum. Parameters given in Table VI. 

at the MP2/6-31G* level. I6 

Recently, Eberhardt reported the vibrationally resolved photoelectron spectrum of 

annealed Sh· at a photon energy of 2.897 eV photon energy.5 They measured a frequency 

of 380 ± 20 cm-1 for Sh. This is very close to our value, but both gas phase values are 
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slightly less than the vibrational frequency of 435 cm-I seen m the matrix Raman 

experiment.6 This discrepancy may be due to matrix effects. 

The photoelectron spectrum at 355 nm (Fig. 9) shows band X in its entirety and 

the onset of a second band labeled band A at low eKE. The origin of band A was 

estimated as the intercept resulting from an extrapolation of the linear portion of this band 

in the photoelectron spectrum to the energy axis. The best estimate of 0.50 e V electron 

energy corresponds to a term energy of 1.14 ± 0.05 eV. Raghavachari and Rohlfing 

found a C3v tricapped tetrahedron isomer of a I Al state which lies 0.95 e V above the I AI' 

ground state the MP4/6-31 G* level.I5 We therefore assign band A to this excited state. 

The anisotropy parameter P for band X varies significantly with electron energy, 

as shown in the top panel of Fig. 9. This could signify that transitions to two neutral 

electronic states with different polarization dependence contribute to band X. However, 

this would require an open-shell excited state of Sh with nearly the same energy as the 

I AI' state. The low electron affinity of Si7 suggests that the I AI' state is particularly 

stable, so this is an unlikely scenario. Moreover, no variation of P occurs in the 

photoelectron spectrum at 416 nm in Fig. 8. An alternative explanation is that there is an 

excited electronic state of Si7 - near 355 nm, and that autodetachment from this state 

contributes to the photoelectron spectrum along with direct detachment. 



Table VI. Term energies, frequencies, and normal coordinate displacements used in the simulations. 

Frequencies (em-I) / ~Q (A.amu l12) 

States To (eV) a VI ~QI V2 AQ2 

Sh 3 Al (C2v) 0.90 500 0.13 250 0.19 
EA = 2.29 ± 0.02 eV 

3 BI (C2v) 1.12 480, xI=0.5 b 0.46 225 0.40 
IBI (C2v) 1.43 475, XI=1.0 b 0.40 235 0.50 
lA, (C2v) 1.76 480 0.23 340 0.20 

Si4 3B3u (D2h) 0.85 450 0.18 308 1.14 
EA = 2.13 ± 0.01 eV IB3U (D2h) 1.34 490 0.05 290 1.15 

3BIg (D2h) 1.71 517 0.15 355 0.727 
3B lu (D2h) 1.93 448 0.65 346 0.22 

Sis lA,' (D3h) 0.0 501 0.2i 233 2.12 
EA = 2.59 ± 0.02 eV 3B, (C2v) 1.16 ± 0.05 

Si7 'AI' (DSh) 0.0 463 0.67 385 1.15 
EA = 1.85 ± 0.02 eV IAI (C3v) 1.14 ± 0.05 

a The error bars are ± 0.02 eV, except noticed. 

b XI is the anharmonicity used in the simulations. 

-o o 
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v. Conclusions 

The anion photoelectron spectra presented here provide new information on the 

ground and low-lying electronic states of silicon clusters. Several new assignments of the 

excited state bands are based on the vibrational structure that is resolved in many of these 

spectra, the angular distribution of the photoelectrons, and comparison with ab initio 

calculations. For Si3 and Si4, all excited states accessible via photodetachment with To < 

2.5 e V have been assigned. Vibrational frequencies are obtained for the ground states of 

Sis and Sh. In both cases, an extended progression is observed for a single, totally 

symmetric vibrational mode, indicating a substantial geometry change but no change in 

symmetry upon photodetachment. This progression corresponds to excitation in the V2 

symmetric distortion mode of the neutral cluster, resulting from a considerable reduction 

in the spacing between the apical Si atoms upon photodetachment. In the Si6- spectra, 

vibrational structure was resolved for a low-lying excited state, the identity of which still 

needs to be determined. 
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5 Anion Photoelectron Spectroscopy of InxP y. (x,y = 1-4) 

Abstract 

Small indium phosphide clusters having 2 - 8 atoms are studied using anion 

photoelectron spectroscopy of InxPy- (x;y = 1-4). From these spectra, the electron 

affinities are determined. Both ground and low-lying excited states of the neutral clusters 

are observed. An electronic gap is shown in the even cluster anion spectra. 

I. Introduction 

The electronic and vibrational spectroscopy of semiconductor clusters has been an 

extremely active area in physical chemistry, as it offers an opportunity to learn how the 

properties of matter evolve from the molecular limit to the larger size regimes which are 

of interest in technological applications. A vital component in experimental studies of 

these species is the ability to combine size-selectivity with spectral resolution, so that one 

can follow the dependence of the electronic and vibrational structure of clusters as a 

function of size. Three techniques which have proved particularly valuable in probing 

the spectroscopy of semiconductor clusters are (i) photodissociation spectroscopy,I-3 in 

which one records the depletion of a cluster of a given mass as a function of dissociation 

wavelength, (ii) negative ion photodetachment spectroscopy, in which the photoelectron 

105 
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spectrum,4-S or (at higher resolution) the zero electron kinetic energy (ZEKE) spectrum9-I1 

of a size-selected anion cluster probes the electronic and vibrational structure of the 

resulting neutral species, and (iii) Raman spectroscopy of size-selected clusters deposited 

onto a matrix. 12 In this Communication, we report the photoelectron spectra of a series of 

size-selected indium phosphide cluster anions. 

While much of the experimental and theoretical work thus far on semiconductor 

clusters has focused on pure elemental clusters of silicon and germanium, mixed 

semiconductor clusters are also intriguing targets for study due to their greater 

complexity. Smalley and co-workers5.13•14 have performed photoionization and 

photodetachment experiments on gallium arsenide clusters, finding that clusters with an 

odd number of atoms consistently have lower ionization potentials and higher electron 

affinities than even clusters. Several theoretical groups have carried out ab initio studies 

of gallium arsenide and other mixed clusters. I5-IS Mandich and co-workersI.2 have 

performed a photodissociation spectroscopy study of indium phosphide clusters ranging 

in size from 5-14 atoms. The spectra showed the rising edge of an electronic absorption 

band which was typically quite close to the band gap of bulk crystalline indium 

phosphide, 1.34 eV at 300 KI9 These striking results, which suggest that very small 

indium phosphide clusters exhibit properties reminiscent of the bulk material, motivate 

the work described in this Communication. We report the photoelectron spectra of 

indium phosphide cluster anions having 2-8 atoms (InxPy-, x,y=1-4). We determine the 

electron affinities from the photoelectron spectra, and observe both ground and low-lying 

excited electronic states of the neutral clusters. While our results are generally 
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consistent with the photodissociation studies, they provide a more complete picture of the 

electronic spectroscopy of indium phosphide clusters and nicely illustrate the 

complementary nature of the two techniques. 

II. Experiment 

The apparatus used in the present work is a fixed-frequency negative ion 

photoelectron spectrometer that has been described in detail elsewhere.20 Indium 

phosphide cluster anions are generated in a laser vaporization source by focusing the 

second harmonic (532 nm) of a Y AG laser onto a rotating and translating indium 

phosphide rod. The resulting plasma is entrained in a pulse of helium carrier gas from a 

piezoelectric valve, and expanded through a clustering channel into the source vacuum 

chamber of the spectrometer. The anions generated in the plasma are extracted into a 

time-of-flight mass spectrometer and accelerated to an energy of about 1 keY. The ions 

separate according to mass and are detected by a microchannel plate detector. The 

resulting ion beam is crossed by a second pulsed YAG laser beam. By controlling the 

laser firing time, the cluster ion of interest is selectively detached. A small fraction (-0.4 

%) of the ejected photoelectrons is collected with a 70 mm diameter microchannel plate 

detector 1 m from the interaction region, and the kinetic energy of these photoelectrons is 

determined via their time-of-flight. The instrumental resolution is 8-10 me V for an 

electron kinetic energy (eKE) of 0.65 eV and degrades as (eKE)3/2. 
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III. Results 

Figure 1 shows the mass spectrum of the indium phosphide cluster anions. An 

interesting feature in Fig. 1 is that four of the five most intense peaks correspond to 

InPy -

I I I I I 
y= 1 2 3 4 5 

Ps - In2Py• 

I I I I I I I 
y= 1 2 3 4 5 6 7 

In3PY· 
I I I I I I I 

y= 1 2 3 4 5 6 7 

In4PY· 
I I I I I I 

y= 1 2 3 4 5 6 

InsPy• 

I I I I 
y= 1 2 3 4 

200 300 400 500 600 700 
Mass (amu) 

FIG. 1. Mass spectrum of indium phosphide anion clusters ranging in mass from 130 to 700 amu. 

anions with five atoms, namely, Ps-, InP4-, In2P3-, and In3P2-. This suggests that these 

anions are particularly stable. 

Figure 2 shows the 16 photoelectron spectra of indium phosphide clusters ranging 

from InP- to In4P4-. The electron kinetic energy (eKE) is given by 

eKE = hv - EA - E(o) + E(-) 
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where hv is the photon energy (4.657 eV), EA is the electron affinity of the neutral 

cluster, and E(o) and E(-) are the internal (electronic + vibrational) energies of the neutral 

and anion, respectively. The spectra show resolved peaks, most of which represent 

transitions from the anion ground electronic state to various electronic states of the 

neutral. In the In2P2- spectrum, for example, the peaks labeled as X, A and B correspond 

to transitions to the In2P2 ground state and first two excited electronic states, respectively. 

The onset of band X yields the adiabatic electron affinity. 

Some of the smaller features in Fig. 2 require additional explanation. There is a 

pair of small peaks (labeled with *) at the same electron kinetic energy of 2.865 e V and 

2.985 eV in the photoelectron spectra of the larger InxPy- anions. These are most likely 

due to a two-photon absorption process, in which the first photon dissociates these 

clusters into the same daughter anion which is subsequently photodetached by the second 

photon. The electron binding energy of this daughter anion is 1.69 eV. It therefore 

cannot be In- or P- (EA(ln)=0.30 eV, EA(P)=0.7465 eV21), and a comparison with the 

other spectra in Fig. 2 shows that it is not InP- or In2P-. Based on the smallest clusters 

which show this feature, the remaining possibility is In2-, for which no photoelectron 

spectrum exists. However, the splitting of 120 meV between the two peaks is in good 

agreement with the calculated energy separation of 129 meV between the 3IIu ground 

electronic state and the 3:Lg- first excited state of In2,zz so assigning the daughter anion to 

In2 - appears reasonable. 
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The other anomalous feature is the broad peak around eKE = 3.8 e V in the InPz-

spectrum. The intensity of this peak depended upon the source conditions and it was not 

InPi 

* 

0.0 2.0 4.00.0 2.0 4.0 0.0 2.0 4.0 0.0 2.0 4.0 

Electron Kinetic Energy (e V) 

FIG. 2. Photoelectron spectra of 16 InxPy- (x, y = 1-4) clusters at 4.657 eV photodetachment energy. 

Arrows indicate electron kinetic energies corresponding to adiabatic electron affinities, and the asterisks 

indicate the two-photon peaks generated by In2-' 

observed when the expansion carrier gas was changed from helium to argon; we therefore 

assign this band to the transition from a low-lying electronic state of the InPz- anion. 

Peaks similar in appearance to this in other spectra (such as the highest electron kinetic 

energy peak in the InzP 4- spectrum) were insensitive to source conditions and are 

therefore assigned to transitions between the anion and neutral ground states. 
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Table I. Adiabatic electron affinities of indium phosphide clusters InxPy (x,y=1-4) 

determined in the present work. The values are estimated to be accurate to ±O.05 eV. 

Electron Electron Electron Electron 
affinity affinity affinity affinity 

Cluster (eV) Cluster (eV) Cluster (eV) Cluster (eV) 
InP 1.95 InP2 1.61 InP3 1.86 InP4 3.22 
In2P 2.36 In2P2 1.68 In2P3 2.72 In2P4 1.08 
In3P 1.77 In3P2 2.07 In3P3 1.30 In3P4 2.72 
In4P 1.88 In4P2 2.00 In3P4 2.43 In4P4 2.07 

The adiabatic electron affinities of the neutral clusters were determined as the 

energy difference between the photon energy and onset of the leading edge of the highest 

kinetic energy band in the photoelectron spectrum (with the exception of the cases just 

discussed). In some cases, notably In3P3-, the exact onset is unclear because the band 

tails off slowly towards high electron kinetic energy; these tails are attributed to 

vibration ally hot anions. The best estimates for the true onsets are indicated by arrows in 

Fig. 2, and the corresponding electron affinities of the 16 indium phosphide clusters are 

listed in Table I. Table I shows that clusters having an even total number of atoms have 

smaller electron affinities than the adjacent odd clusters; the only exceptions are InP2 and 

In4P (see below). Table I also shows that, for the five atom clusters, the electron affinity 

increases with phosphorous content, reaching a maximum value of 3.8 eV for Ps (not 

listed in Table I). The high electron affinities for In2P3, InP 4, and Ps are consistent with 

the intense anion peaks in the mass spectrum. 
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. The second general trend is that, for all the even clusters, there is a noticeable gap 

between the bands corresponding to transitions to the ground and first excited states of 

2.0 

~ 1.5 

~ o 
c.> 
'2 1.0 
B 
ti 
.!! 
tll 

0.5 

2 3 4 

Number of Indium Atoms 

FIG. 3. Electronic gaps in the even-numbered indium phosphide 

clusters as a function of the number of indium atoms. ~: 4-atom 

clusters, .: 6-atom clusters, V: 8-atom clusters. Dotted line 

indicates the bulk band gap of indium phosphide (1.34 eV) (Ref. 

19). Absorption onsets reported by Mandich (Ref. 1,2) are 

indicated by O. 

atoms increases. 

the neutral. This gap is 

absent in all of the odd 

cluster spectra except 

for InP2 and ~. 

Figure 3 shows these 

gaps for clusters with 

four, six, and eight 

atoms. The gaps range 

from 0.75-1.6 eV, and 

for clusters with the 

same number of atoms, 

the gap decreases as the 

number of indium 

Both general trends can be explained if the neutral, even clusters are closed-shell 

species with a substantial highest occupied molecular orbital-lowest unoccupied 

molecular orbital (HOMO-LUMO) gap while odd clusters are open-shell radicals. This 

is precisely what has been predicted in the ab initio calculations by Lou et al. 17•1S on 

gallium arsenide clusters. Thus, an even cluster anion is formed by adding an electron to 

the LUMO of the neutral cluster, whereas in an odd cluster anion, the added electron goes 
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into a half-filled valence orbital. Hence, the even clusters have a smaller electron affinity 

than the odd clusters (the opposite trend is seen in linear carbon clusters,23 but the 

reasoning is still the same). 

This simple picture also explains the electronic gap in the even cluster anion 

spectra. The ground state of the neutral is formed by removal of the LUMO electron, 

while the first excited state is formed by removal of an electron from the HOMO. Hence 

the gap in the photoelectron spectrum should, to first order, correspond to the HOMO­

LUMO gap in the neutral cluster. In contrast, photodetachment of an odd cluster anion 

cannot access the LUMO of the neutral cluster by a one-electron transition, so the 

photoelectron spectrum should look quite different. We point out that Smalley's gallium 

arsenide cluster anion photoelectron spectra5 did not show this even-odd alternation in the 

appearance of an electronic gap. However, due to the similarities in the masses of 

gallium and arsenic, each spectrum corresponds to a range of stoichiometries. Figure 3 

shows that the gap in indium phosphide clusters is strongly dependent on cluster 

composition, so one might expect the pattern we observe to be averaged out in Smalley's 

spectra. 

It is instructive to compare our results to the photodissociation experiments of 

Mandich1•2 in more detail. The latter experiments probed the energy range between 1.0-

1.8 e V for clusters ranging in size from 5-14 atoms; all the clusters studied showed the 

onset of an electronic absorption band in this energy range. In contrast, the anion 

photoelectron spectrum maps out the ground and excited states of the neutral cluster over 

a wider energy range, typically 2-3 eV depending on the electron affinity of the cluster. 
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For the even clusters studied by both methods (In4P2, In3P3, and In4P 4), Fig. 3 shows that 

the gap in the photoelectron spectrum betWeen the ground and first excited states is 

noticeably less than the onset observed in the photodissociation experiments. However, 

the gap between peaks X and B in the In3P3- and In4P4- spectra is 1.9 and 1.5 eV, 

respectively, which is much closer to the onsets in Mandich's experiments. A possible 

explanation for this is that peaks A and B in our spectra correspond to transitions to 

triplet and singlet excited states, respectively, each with one unpaired electron in the 

HOMO and one in the LUMO. The triplet states would not be seen in the 

photodissociation experiments if the ~S = 0 selection rule applies. In the ~2- spectrum, 

the large peak below 2.0 e V appears anomalously broad, suggesting that it is composed 

of two or more overlapping transitions terminating in the analogous triplet and singlet 

excited states. 

A comparison of the odd cluster spectra obtained by the two methods is more 

problematic. The onsets in the photodissociation spectra presumably correspond to a 

transition between one of the valence orbitals to the LUMO, but the resulting upper state 

is not accessible from the anion by a one-electron transition. The peaks in the 

photoelectron spectrum correspond instead to removal of electrons from the various 

valence orbitals of the anion. Some of the excited neutral states generated by such a 

transition should be optically accessible from the neutral ground state but at a lower 

frequency than could be reached with the lasers used in the photodissociation work. It 

would be interesting to perform the two-color photodissociation experiments using a 
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lower frequency infrared laser as the first excitation pulse to see which, if any, of the low­

lying states in the photoelectron spectra appear. 

The results of the photodissociation experiments indicate that the HOMO-LUMO 

gap in these very small clusters is similar to the bulk band gap in indium phosphide. In 

bulk indium phosphide, the band gap transition corresponds to a transition between a pcr 

bonding orbital with dominant P character and a non-bonding scr orbital largely localized 

on the In atoms.24 The photodissociation experiments imply that similar transitions occur 

in very small indium phosphide clusters, even though a high percentage of the atoms are 

"surface" atoms, suggesting that In-P bonding is the dominant chemical interaction in 

these clusters. Our results are in qualitative agreement in that the even cluster anion 

photoelectron spectra reveal the existence of electronic states at energies close to those 

seen in the photodissociation spectra. However, the photoelectron spectra cover a 

considerably wider range of energies, and they demonstrate that the electronic structure 

in these clusters is more complex than implied by the photodissociation experiments. 

Finally, we consider the InP2 and In4P clusters which, as mentioned above, 

deviate from the observed even-odd trends; their electron affinities are anomalously low 

and they exhibit a significant electronic gap. We have recently obtained a vibrationally­

resolved zero electron kinetic energy spectrum of InP2• in which the observed frequencies 

suggest strong P-P bonding in InP2 and InP2·.25 This suggests that the InP2 neutral and 

anion are acute e2v structures with the In atom bound to a P2 unit, an interpretation 

consistent with ab initio calculations on isovalent GaAs2 and GaAs2·.16 Given that P-P 

bonding may be stronger than In-P bonding for these species, one can understand how the 
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photoelectron spectrum might differ significantly from the other clusters. In In4P, one 

might also expect that In-In interactions outweigh effects due to In-P bonding. Hence, 

both exceptions can be rationalized in that In-P bonding may not be the dominant 

chemical interaction in the anion and neutral clusters. 
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6 Photoelectron Spectroscopy of SinH- (n=2-4) Anions 

Abstract 

Vibrationally-resolved photoelectron spectra of SinH- (n=2-4) have been measured 

at a photodetachment wavelength of 355 nm (3.493 eV). The electron affinities of SizH, 

Si3H, and Si4H are 2.31 ± 0.01 eV, 2.53 ± 0.01 eV, and 2.68 ± 0.01 eV, respectively. Vi­

brational frequencies for the neutral ground states and a low-lying state of SizH are also 

determined_ Assignment of the electronic states and vibrational frequencies is facilitated 

by comparison with ab initio calculations. The calculations show that the H atom in Si4H 

and Si4H- is bonded to a single Si-atom, in contrast to the bridged structures found for the 

smaller clusters. These calculations along with photoelectron energy and angular distri­

butions yield a definitive assignment of the ground and nearly degenerate first excited 

states of SizH. 
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I. Introduction 

Silicon hydrides serve as reaction intennediates in chemical vapor deposition of 

amorphous silicon from silanes.1 Silicon hydride anions have been implicated in the 

fonnation of dust particles in the plasma etching and deposition of silicon.2.3 A full un­

derstanding of the reaction mechanisms in these processes requires the characterization of 

the ground and low-lying electronic states of the neutral and negatively charged silicon 

hydrides. In addition, the nature of the silicon-hydrogen bonding in silicon hydrides in 

whic~ there is more than one Si atom is of significant interest. High resolution spectra 

have been obtained for disilyne (ShH2),4 and numerous theoretical studies of this mole­

cule have been carried out;5.6 these indicate a "dibridged" structure in which each H atom 

is bound to two Si atoms. 

In this paper we present experimental studies of silicon monohydrides (SinH) us­

ing negative ion photoelectron spectroscopy. Although there have been a small number 

of theoretical studies of these species, 7-9 they have proved resistant to experimental char­

acterization due to their high reactivity. Ab initio calculations predict Si2H and Si3H to 

have hydrogen-bridged ground states for both neutral and anion7-9• This is quite different 

from the bonding of hydrogen to extended silicon surfaces in which single Si-H bonds are 

favored. 10-15 The calculations also predict that the silicon core structures differ only 

slightly from the bare silicon clusters in these small silicon monohydride systems, for ex­

ample, Si3H and ShH- ground states are planar C2v symmetry. However, the two stud­

ies8.9 of ShH do not agree on the neutral ground state assignment. 
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The work presented here represents the first spectroscopic investigation of silicon 

monohydrides. We report anion photoelectron spectra of ShK, Si3H-, and Si4H- at a 

photodetachment wavelength of 355 nm (3.493 eV). We have obtained electron affinities 

and vibrational frequencies of the ground states for all three silicon monohydrides. Pho­

toelectron angular distributions were used to distinguish transitions to the nearly degener­

ate ground and first excited states of ShH. Ab initio calculations were also performed on 

the three anion and neutral species to aid in assigning the electronic and vibrational 

structure in the photoelectron spectra. 

II. Experiment 

The experiments were carried out on a time-of-flight negative ion photoelectron 

spectrometer. 16.17 The anions or interest are generated by expanding a dilute mixture of 

SiH4 (5% Si~, 95% He) through a pulsed piezoelectric valve/pulsed electrical discharge 

source. IS In this source, the gas pulse from the beam valve passes through two stainless 

steel plates between which a high voltage (about 600 V) pulse is applied. The pulse then 

expands into a vacuum chamber. The resulting free jet is collimated by a 2 mm diameter 

skimmer located 1.5 cm downstream from the ion source and then enters a differentially 

pumped region. Here, the ions are extracted from the beam and enter a time-of-flight 

mass spectrometer with a linear reflectron stage; the overall mass resolution is -2000. 

The accelerated ions separate in time and space according to their mass to charge ratios, 

and are selectively detached by a pulsed Nd:YAG laser. 
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The third hannonic (355 nm, 3.493 eV) from a pulsed Nd:YAG laser is used in 

these experiments. The photoelectron kinetic energy is measured by time-of-flight in a 

field-free flight tube 100 cm in length. The instrumental resolution is 8 - 10 meV for an 

electron kinetic energy (eKE) of 0.65 eV and degrades as (eKE)3/2. The polarization an-

gle e between the laser polarization and the direction of electron collection can be varied 

using a half-wave plate. The variation of peak intensities with e is used to separate the 

contributions of different electronic states to the photoelectron spectra. 
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FIG. I. Mass spectra of silicon hydride anions and corresponding bare silicon anion 

clusters generated from the discharge ion source. 
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Ill. Results 

The anion mass spectrum obtained from the discharge source is shown in Fig. 1. 

Bare silicon clusters as well as partially hydrogenated species SixHy- are observed. Since 

amu=57 amu=85 amu=113 

Si; 

J ..... 
I 

0.0 1.0 2.0 0.0 1.0 2.0 0.0 1.0 2.0 

Electron Kinetic Energy (e V) 

FIG. 2. Photoelectron spectra of SinH" (n=2-4) taken at 355 nm. Laser polarization angle e is 
55° (magic angle) with respect to direction of electron collection. The three rows show how 

the SinH" spectra are generated by subtracting the corresponding Sin· spectrum (see text for 

details). 

silicon has three isotopes with atomic mass units (amu) of 28 (92%), 29 (5%), and 30 

(3%), respectively, the silicon hydride mass peaks in the mass spectrum are contaminated 

by bare silicon clusters with the same number of Si atoms. The peak at 57 amu, for ex-
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ample, is a mixture of 28ShH- and 28Si29Si- anions_ The photoelectron spectrum for ShH-
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FIG. 3. Photoelectron spectra of SizR taken at 355 nm. 

Laser polarization angles are e = 90°, 55°, and 0°. Top 

panel shows anisotropy parameters ~ for each peak in 

spectrum .. 

can be obtained by subtracting 

the appropriately scaled Sh-

spectrum at 56 amu from the 

spectrum at 57 amu, and like-

wise for the larger clusters. 

Fig. 2 shows the raw spectra 

(top panel), the Sin- spectra 

(middle panel), and the SinH-

(n = 2 - 4) spectra after sub-

traction (bottom panel) at a 

photo detachment wavelength 

of 355 nm (3.493 e V). The 

spectra shown in Fig. 2 were 

taken at laser polarization an-

gle 9 of 54.7° (magic angle). 

The SinH- spectra con-

sist of bands corresponding to 

transitions from the anion to 

various neutral electronic 

states. Vibrational structure is 
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resolved in many of these bands. For each peak, the electron kinetic energy (eKE) is 

given by: 

eKE = hv - EA - To(O) + T/) - Ev (0) + Ev (-), (1) 

where hv is the laser photon energy (3.493 e V), EA is the adiabatic electron affinity of 

the neutral species, To (0) and To (-) are the term values of the neutral and anion electronic 

states, and Ev(o) and Ev(-) are the neutral and anion vibrational energies, respectively, 

above the zero point energy. The photoelectron angular distribution is given byl9 

do 0 r ] 
dO. = d~al II + P(E)P2(cosB) , (2) 

where O"total is the total photodetachment cross section and /3(E) is the asymmetry pa-

rameter, varying from -1 to 2. One can determine /3 for each peak in the photoelectron 

Si
2
H, 2A

1
. II -e Si2H-, lAl -e • Si2H, 2Bl 

... ( 5b2)2( 6a1)2(7a1)1(2b1)2 ... ( 5b2)2( 6ai(7a1)2(2b1)2 ... ( 5bJ2( 6a1)2(2b1)1(7ai 

~ • 

72.; 

f 
, ... ~ 

• 1,)1 1,)2 1,), 

FIG. 4. High-lying electronic orbitals (top) of SizHlSi2R and vibrational modes (bottom). 
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spectrum through its intensity variation with laser polarization angle. 

Of the three anions studied here, Si~H- shows the most interesting photoelectron 

angular distributions, as shown in Fig. 3. These spectra show two overlapped bands X 

and A, with markedly different angular distributions. Band X has an origin at 1.18 ± 0.01 

eV electron energy, and a rapid drop of intensity towards lower eKE. The vibrational 

origin of band X becomes the largest feature at 8 = 0° with a ~ parameter of 1.4. Band A, 

Si3H", lAI -e Si
3
H,2B2 

... (11ati(3bt)l(7bJ2 ... (11ati(3bti(7bJt 

•• 
G 

1 
" • 

which is most apparent at 8=90°, consists of a more extended progression of five peaks, 

starting at 1.16 ± 0.01 eV. The peaks are spaced by 520 ± 20 cm- l and have ~ parameters 

very close to O. The ~ parameter of each peak is shown in the top panel of Fig. 3. 
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The ShH- spectrum in Fig. 2 shows a single band labeled X with its origin at 0.97 

± 0.01 eV electron energy. A vibrational progression of five peaks spaced by 398 ± 20 

Si
4
H-, lA' -e .. Si4H,2A' 

... (9all)2( 18a'Y( 19a')2(20a')2 ... (9a "Y{l8a,)2(19a'Y(20a') I 

FIG. 6 HOMO of Si4H1Si4H" and totally symmetric vibrational modes (bottom). 

cm- I is clearly resolved. Measurement of the photoelectron angular distributions shows 

that all peaks have approximately the same anisotropy, with an average ~ parameter of 

-0.4. The baseline noise at low eKE, (-0.3 e V) results from background subtraction of a 

strong Sh- transition. 

The Si4H- spectrum in Fig. 2 shows a single band. Eight peaks with a spacing of 

310 ± 20 cm-1are apparent starting at eKE = 0.81 ± 0.01 eV; the structure below 0.5 eV is 

more irregular. The average anisotropy parameter for this band is ~ = -0.4. 
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In order to aid assignments of electronic and vibrational structure, we performed 

geometry optimization and frequency calculations on each anion and neutral at the 

QCISD(T)/6-31 G* level of theory, using the Gaussian 94 package20. The optimized 

geometries are then adopted to obtain more reliable electronic state energies using a 

larger basis set of 6-311 +G(3DF) at the same level of theory. For Si4H and Si4H-, a 

ground state structure search was performed at the MP2/6-31 G* level. The results are 

summarized in Table I - III. The geometries of the silicon monohydride clusters used in 

these Tables are shown in Fig. 4 - 6. These calculations also yield normal coordinate dis­

placements for photodetachment to each neutral state. The displacements are calculated 

within the parallel mode approximation, in which the force constants for the neutral state 

are assumed for both the anion and neutral. One can then perform Franck-Condon simu­

lations of the spectrum based on the ab initio calculations and compare with experiment. 

All simulations assume no vibrational excitation of the anions. The electron affinities 

and adiabatic excitation energies from the calculations aid in the assignments of elec­

tronic states. This type of comparison with theory proved very useful in our recent work 

on Sin- photoelectron spectroscopy.21 

IV. Analysis and Discussion 

A. General 

In this section, the photoelectron spectra will be analyzed and assigned to various 

electronic states. The ground state structures of anions and neutrals are determined by ab 
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initio calculations. Franck-Condon simulations provide vibrational profiles, which are 

very helpful in assigning the spectra. For ShH-, the assignments of overlapped bands 

were aided by photoelectron angular distributions. The discussion is concluded by com­

parisons between the bare silicon clusters and the silicon monohydrides. 

Fig. 3 shows transitions to two nearly degenerate electronic states of ShH. Both 

bands are well resolved, but the origins are separated by only 0.02 eV. However, band A 

has a noticeably longer progression than band X, indicating a larger geometry change 

upon photodetachment to band A. 

Only a few ab initio calculations have been performed on ShH- and the low-lying 

states of ShH.8,9,22 The anion ground state is predicted to have the symmetrically-bridged 

(C2v) structure shown in Fig. 4. The valence electron configuration is 

... (5b2)2(6al)2(7al)2(2bl)2, resulting in a I Al state. The 2Bl and 2 Al states of the neutral, 

both of which are also predicted to have this bridged C2v structure, are formed by photo­

detachment from the 2b l and 7al orbitals, respectively. As shown in Fig. 4, the 2bl or­

bital is a 1t-bonding orbital between the two Si atoms, while the 7al orbital is a a-orbital. 

Previous ab initio calculations (see Table I) predict the two neutral states to be nearly 

isoenergetic. Kalcher and Sax found the 2Al state to be 0.02 eV more stable than the 2Bl 

state, using CASSCF geometry optimization followed by MRCI evaluation of the ener­

gies.8 A later study by Ma et al. at the TZ2P(f,d) CCSD level of theory predicted that the 

2Bl state lies 0.07 eV lower in energy.9 Our higher level calculations, also summarized in 
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Table I, predict the 2AI state to be the ground state, but only by 0.01 eV. With such a 

small splitting, it is fair to say that one cannot definitively assign the ground state based 

solely on the calculated energetics. Moreover, the experimental peak spacing of 520 ± 20 

cm-I in band A can be assigned to the V2 Si-Si stretching mode of either state. 

However, the ab initio calculations also show that photodetachment to the 2 AI 

state results in a smaller geometry change than to the 2BI state. Our calculations in Table 

I show that RSi-Si decreases by 0.027 A upon detachment to the 2 AI and increases by 

0.059 A upon detachment to the 2BI state. As a result, the calculated normal coordinate 

displacement ~Q2 is substantially larger for the 2BI state, 0.22 amu·AlI2 vs. 0.10 amu·AlI2 

for the 2 Al state. Since a larger normal coordinate displacement produces a longer pro­

gression, we assign band X to the 2 AI state and band A to the 2BI state, which is also con­

sistent with our energy calculations. The resulting electron affinity of 2.31 ± 0.01 eV 

agrees well with the value of 2.25 e V from our calculations, and slightly above the 

MRCI(D) values of 2.14 eV by Kalcher and Sax8• The electron affinity of SizH is 0.11 

eV higher than that for Siz, 2.20 eV.23 

Franck-Condon simulations of these two electronic transitions are superimposed 

on the experimental spectrum in Fig. 7. The simulation parameters are shown in Table 

IV. The excellent agreement between these parameters and the calculated values in Table 

I confirms our assignment. Our term energy of To CZB I ) = 0.020 ± 0.005 eV is in good 

agreement with the values of 0.02 eV obtained by Kalcher and Sax8 and 0.01 eV from our 

calculations. 



Table I QCISD(T)/6-31 G* optimization geometries, frequencies, and normal coordinate displacements for Si2H. Term ener-

gies are derived from the QCISD(T)/6-311 +G(3DF) energies using the QCISD(T)/6-31 G* optimized geometries. 

Te Frequencies (cm-I)l ~Q (Aeamu l12) 
0 0 

LSiHSi ~Ql ~Q2 States (eV) RSi-H (A) RSi-si (A) \)1 \)2 \)3 

ShH- tAl (C2Y) -2.25 1.690 2.182 80.40 1479 558 1103 
Reference 8 1.706 2.215 81.00 

ShH 2AI (C2Y) 0.0 1.693 2.155 79.10 1592 0.01 554 0.10 1048 
Reference 8 1.708 2.194 79.40 

Reference 9 1.658 2.123 79.60 

2BI (C2Y) 0.01 1.703 2.241 82.30 1491 0.01 525 0.22 1032 
Reference 8 1.723 2.273 82.60 

Reference 9 1.677 2.218 82.40 

-w -
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FIG. 7. Franck-Condon simulation of the Si2H- spectrum. Parameters given in Table IV. ' 

The photoelectron spectrum of ShH- in Fig.2 shows a single band with a progres-

sion of five evenly spaced peaks. The peak spacing is 398 ± 20cm- l
, and the apparent 

band origin occurs at eKE=O.97 eV. Measurement of the photoelectron angular distribu-

tions show that all five peaks have the same anisotropy parameter of approximately -0.4, 

indicating they are associated with a single electronic state. 
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Theoretical studies on Si3H and its anion are extremely limited. Kalcher and Sax 

have performed ab initio calculations on ShHlShH- at the CCSD-(T) level of theory.7 

Several structures have been studied for both neutral and anion species. The ground state 

of the anion is predicted to have a planar cyclic hydrogen-bridge C2v structure as shown 

in Fig. 5. The valence orbital configuration is ... (llad2(3b1)2(7b2)2, yielding a lAI elec­

tronic state. The 2B2 ground state of neutral ShH, which also has C2v symmetry, is ac­

cessed by removal of an electron from the 7b2 orbital in the anion. The 7b2 orbital and 

the three totally symmetric vibrational modes of ShHlShH- are shown in Fig. 5. Com­

parison of Table I and II shows that the addition of one silicon atom to ShH does not 

lengthen the Si-H bond, but simply enlarges the Si-H-Si angle. 

The extended progression in the experimental spectrum indicates a large geometry 

change between the anion and neutral electronic states. The 2B2 ground state is formed 

by photodetaching an electron from the 7b2 orbital, of the anion. Our QCISD(T)/6-31G* 

calculations show that detachment to the 2B2 state results in a large normal coordinate 

displacement of ~Q3 = 0.42 A-cm /2. The observed peak spacing of 398 ± 20 cm-1 is in 

good agreement with the V3 frequency of 409 cm-1 from our calculation (Table II). We 

therefore assign this band to the 2B2 state. Kalcher and Sax7 predicted the lowest lying 

excited state with C2v symmetry lies about 1 e V above the 2B2 ground state, which would 

not show up in our photoelectron spectrum due insufficient photon energy. Although 

other low-lying states are predicted, they have very different geometries from the anion. 

Photodetachment to these states would result in very extended and broad bands in the 
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photoelectron spectrum. The spectrum thus represents a single electronic transition to the 

2B2 ground state, consistent with the photoelectron angular distribution. 

The Franck-Condon simulation of the 2B2 ground state, using our calculations as a 

starting point, is shown in Fig. 7. The simulation parameters are shown in Table IV. The 

0.5 

I I I I U 3 

876543210 
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1.5 

FIG. 8. Franck-Condon simulation of the Si3H- spectrum. Parameters given in Table IY 

nonnal coordinate displacement, L.\Q3, used in the simulation is very close to the ab initio 

value in Table II. The vibrational origin of band X at eKE=0.96 eV yields EA (Si3H) = 

2.53 ± 0.01 eV for the electron affinity, which lies between the values of 2.65 eV from 

Kalcher and Sax and 2.48 e V from our calculations. The electron affinity of Si)H is 0.24 

eV greater than that of Si), 2.29 eV.24 



Table II QCISD(T)/6-31 G* optimization geometries, frequencies, and normal coordinate displacements for ShH/ShH- and 

ShiSh - a. Term energies are derived from the QCISD(T)/6-311 +G(3DF) energies using the QCISD(T)/6-31 G* optimized 

geometries. 

States Te (eV) 
ShR I AI (C2v) -2.48 

Si3H 2 B2 (C2v) 0.0 

Sh- 2 AI (C2v) -2.21 

Sh 
3
A2

, 0.02 
(D3h) 

a Reference 27. 

R(1-2) 
(A) 

2.498 

2.403 

2.437 

2.290 

R(1-3) 
(A) 

2.284 

2.305 

2.261 

2.290 

R(1-H) 
(A) 

1.699 

1.667 

L(1-H-2) 

94.7° 

92.2° 

Frequencies (em-I) I ~Q (AeamuIl2) 

141O(al), 521(al), 379(al), 952(b2), 539(bl), 
411(b2) 

1499(al) 10.02, 498(al) I 0.02, 409(al) I 0.42, 
1003(b2), 463(bl), 301(b2) 

533(al), 297(al), 370(b2) 

522(al),285(e) 

-W 
VI 
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No ab initio calculations have been published for Si4H or Si4K. We therefore 

carried out such calculations on both species in order to better understand the photoelec­

tron spectrum. An initial search for the global minimum energy structures of the anion 

and neutral was performed at the MP2/6-31G* level of theory. After the ground states of 

the anion and neutral were located, more accurate electronic state energies were calcu­

lated at the QCISD(T) level of theory using the larger 6-311 +G(3DF) basis set using 

these geometries. The results are summarized in and Table III. 

Both the anion and neutral have minimum energy structures of Cs symmetry 

shown in Fig. 6. The four Si atoms lie in a planar rhombus structure, with the H atom is 

singly-bonded to a Si atom (Si l in Fig. 6). The optimized geometry shows that the Si4 

unit is distorted, in that the Si-Si bonds involving Sh are slightly longer than the other 

two Si-Si bonds. The hydrogen-bridged structures found in SizH and Si3H are found to 

be saddle points for Si~. The Si-H bond length is 1.535 A in Si~- and 1.500 A in Si4H, 

in both cases about 0.15 A shorter than in the bridged structures for the smaller clusters. 

For comparison, the Si-H single bond lengths have been reported to be 1.43 A on a 

Si(111) surfacell and 1.6 ± 0.2 A on a Si(100) surface.10 



Table III MP2/6-31 G* optimization geometries, frequencies, and normal coordinate displacements for Si4H1Si4R and SiJSi4-

a Term energies are derived from the QCISD(T)/6-311+G(3DF) energies using the MP2/6-31G* optimized geometries. 

Te R(l-2) R(l-3) R(2-3) R(2-4) R(l-H) 
(A) (A) (A) 

0 

(A) L(H-I-3) Frequencies (em-I) I ~Q (A.amu lf2
) b States (eV) (A) 

Si4R lA' -2.53 2.391 4.020 2.274 2.366 1.535 96.60 1919(a'), 603(a'), 520(a'), 504(a"), 
(Cs) 446(a'), 41O(a"), 335(a'), 237(a"), 143(a') 

Si4H 2
A

, 0.0 2.313 3.839 2.263 2.492 1.500 125.1 0 2100(a') 10.16, 1291(a"), 727(a"), 537(a') 
(Cs) I 0.10, 51O(a') I 0.64, 448(a') I 0.15, 

385(a"), 314(a') 10.79, 142(a') I 0.18 

Si4- 2 
B 2g -2.06 2.303 3.960 2.303 2.352 485(ag),361(ag) 

(D2h) 

Si4 
3
B3u 0.85 2.265 3.748 2.265 2.544 480(ag), 330 (ag) C 

(D2h) 

a Reference 27. 

b MP2 frequencies are scaled by 0.95. 

C QCISD/6-31 G* frequencies from private communication with C. Rohlfing. 

-W 
-...J 
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The anion lA' ground state has a valence electron configuration of 

... (9a,,)2(18a,)2(19a,)2(20a,)2. Photodetachment of an electron from the 20a' orbital 

yields the 2 A' ground state of the neutral species. The 2 A' state has six totally symmetric 

modes, all of which can be active upon photodetachment. The optimized geometries, vi-

Experiment 

Simulation 

: 

J 

0.0 0.5 1.0 
Electron Kinetic Energy (e V) 

FIG. 9. Franck-Condon simulation ofthe S4H" spectrum. Parameters given in Table IV. 

brational frequencies and resulting normal coordinate displacements at the QCISD/6-

31G* level are shown in Table III. The largest displacement is predicted for the Vs mode, 

which corresponds to a symmetric distortion of the Si4 framework; this can be seen from 

the calculated geometries which show the neutral to be more "square" than the anion. 
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The Si4H- photoelectron spectrum at 355 nm (Fig. 2) shows a resolved vibrational 

progression with a peak spacing of 310 ± 20 cm- I
. Comparison to Table m shows that 

this frequency is close to the calculated Vs frequency, 334 cm- I
. Since this mode has the 

largest calculated displacement, we assign the observed progression to the Vs mode. As 

shown in Table III, other totally symmetric modes are also active, resulting a broad and 

partial resolved progression in the simulated spectrum (Fig. 9). The simulation parame­

ters are shown in Table N. Only the four modes with the largest displacements were 

used to perform the Franck-Condon simulation. Moderate adjustments of the ~Q values 

from the calculations were made to achieve the best fit to the experimental vibrational 

profile. Note that ~QI used in the simulation is substantially less than the calculated 

value, suggesting a smaller H-Si-Si bond angle change than predicted by the calculation. 

Also, the experimental and simulated spectra deviate at electron kinetic energies below 

0.5 eV, where the contribution from one of the bands from Si4- photodetachment is very 

strong (see Fig. 2). We attribute this deviation to imperfect subtraction of the Si4- contri­

bution to the Si4H- spectrum. 



Table IV Electron affinities, term energies, vibrational frequencies, and normal coordinate changes obtained from Franck-

Condon simulation. 

Frequencies (cm-I) I ~Q (Aeamu l12
) 

States To (eV) UI ~QI U2 ~Q2 U3 ~Q3 Us ~Qs U6 ~Q6 

ShH 2AI (C2v) 0.0 1592 0.01 540 0.12 
x2=3a 

EA=2.31 ±0.01 eV 2BI (C2v) 0.02 1491 0.01 520 0.23 
x2=53 

ShH 2B2 (C2v) 0.0 1500 0.02 500 0.02 398 0.43 
x3=2

a 

EA = 2.53 ± 0.01 eV 

Si4H b 2A' (Cs) 0.0 2100 0.05 510 0.64 314 0.79 142 0.18 
EA = 2.68 ± 0.01 eV 

a X2 and X3 are the anharmonicities used in the simulations. 

b The four modes with the largest normal coordinate displacements are used in the simulation. 

..... 
~ o 
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To obtain the best fit, we chose the vibrational origin at eKE=0.81 eV, yielding an 

electron affinity of EA (Si4H) = 2.68 ± 0.01 eV. Although alternative simulations as­

suming the vibrational origin shifted by a vibrational quantum in either direction satis­

factorily matched the experimental progression, this required using normal coordinate 

displacements that differed more from the ab initio values. The adiabatic electron affin­

ity from our assignment is 0.15 eV higher than the value of 2.53 eV predicted by our cal­

culation. The electron affinity of Si4H is 0.55 e V greater than that of Si4, 2.13 e V. 21 

E. Comparison between Sin and SinH 

There are several points of comparison between the photoelectron spectra of SinH­

and Sin- (n=2_4).21,23,25,26 The electron affinities monohydrides are all slightly larger than 

those of the corresponding bare clusters, with the difference increasing with n: 0.11 e V 

(n=2), 0.24 eV (n=3), and 0.55 eV (n=4). There are also noticeable similarities between 

the vibrational structure in the two sets of spectra. Vibrational frequencies of the most 

active modes are very close for all n. The single band in the ShH- spectrum has a pro­

gression of five peaks spaced by 398 em-I. A of similar extent with a peak spacing of 

360 cm-I is seen in the Sh- spectrum for the transition to the 3 A2' state of Si3.25 The Si4H­

spectrum looks remarkably like the band in the Si4- spectrum corresponding to the transi­

tion to the 3B3u first excited state, as seen in Fig. 2; the peak spacing is 310 em-I in both 

cases. However, there are generally more electronic bands in the Sin- spectra over the 

same energy range. 
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The similarities in the vibrational progressions suggest that addition of an H atom 

does not strongly perturb the geometry of the Sin core, and that the orbitals from which 

detachment occurs are similar in the bare clusters and monohydrides. This is borne out by 

the ab initio calculations. The Sh/Sh- and SidSi4- geometries and vibrational frequencies 

from previous work27 are listed on the bottom of Table II and ill for comparison with the 

monohydrides. In Si3-, ShH-, and Si3H, the Sh core is a e2v structure with similar Si-Si 

bond lengths. The Si4 core in Si4H" and Si4H is a slightly distorted planar rhombus; Si4 

and Si4- have more symmetric D2h planar rhombus structures. The calculations also indi­

cate that the highest occupied molecular orbitals in the monohydride anions are localized 

on the Sin core (see Fig. 4 - 6), and that these orbitals always resemble one of the high­

lying occupied orbitals in the Sin- species. 

There are, however, differences in the electronic structure of the monohydrides 

and bare clusters, the most important of which is that the SinH- anions are closed-shell 

singlets, whereas the Sin- are open-shell doublets. This probably accounts for the higher 

electron affinities of the monohydrides. Sh- has two nearly degenerate electronic states 

separated by only 216.5 cm-) ,28 the X 2}:g- and A 2IIu states. The Sh- photoelectron spec­

trum23 shows contributions from both states, but the ShH- spectrum appears to arise from 

only a single anion electronic state, consistent with the closed-shell configuration of the 

anion. The molecular orbital configurations of Sh- and Si4- are ... (3b))\7b2)2(lla})) and 

(ag)2(b)u)2(b2g)), respectively. A comparison with the configuration for ShH- (see Section 

IV) indicates that the half-filled lla) orbital in Sh- is stabilized by the addition of an H 

atom and is no longer the HOMO in ShH". Instead, the HOMO in Si3H- is the 7b2 orbital; 
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removal of this electron yields a photoelectron spectrum that resembles the band in the 

Si3- spectrum resulting from detachment from the corresponding orbital, the transition to 

the 3 A2' state of Si3. The situation for Si4R is more complicated because of its lower 

symmetry compared to Si4-. The HOMO in Si4H is the 20a' orbital (see Fig. 6), which 

shares characteristics of the b2g and b1u orbitals in Si4-. Nonetheless, the extended pro­

gression in the Si4H- spectrum is more similar to the band in the Si4- spectrum corre­

sponding to the 3B1u excited state of Si4 than to the I Ag ground state. 

These considerations also explain the smaller number of electronic bands in the 

SinH- spectra. In the Sin- spectra, photodetachment from the half-filled orbital yields a 

closed-shell singlet ground state, and one then can form pairs of triplet and singlet states 

via photodetachment from the high-lying fully occupied orbitals. In the SinH- spectra, the 

transition to the closed shell singlet is absent, and photodetachment from the HOMO 

yields one doublet state rather than a triplet-singlet pair. We can therefore understand 

many of the similarities and differences between the spectra of the bare clusters and 

monohydrides. 

Finally, we point out that hydrogen atoms form single Si-H bonds on bulk silicon 

surfaces. The work here shows that, bridged structures are more favored for small silicon 

hydrides such as SizH and ShH, but that Si4H has a single Si-H bond. This suggests that 

Si4H represent the transition between bridged and single silicon-hydrogen bonds. How­

ever, further work on larger clusters is needed to confirm this conjecture. 
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v. Conclusions 

The anion photoelectron spectra of SinH- (n=2-4) reported here represent the first 

experimental characterization of the silicon monohydrides. We obtain electron affinities 

and vibrational frequencies for the SinH ground states and for a low-lying excited state of 

ShH. Ab initio calculations carried out on the anion and neutral species aid in the as­

signment of electronic and vibrational spectral features. Our calculations show that the 

ground states of ShHlShH- and ShHlShH- have planar hydrogen-bridged structures, in 

agreement with previous theoretical work, but that Si4H1Si4H" have non-bridged Cs 

structures in which the H atom is bonded to a single silicon atom. The overall good 

agreement between our experimental spectra and simulations based on the ab initio cal­

culations supports the validity of these structures. 

The photoelectron spectra of ShH" and Si~- are comprised of vibrationally­

resolved transitions from the anion to the ground state of the neutral, but in the ShH­

spectrum there are strongly overlapped transitions to the ground and first excited state of 

ShH. The two electronic transitions can be distinguished by their photoelectron angular 

distributions, and comparison with the calculated normal coordinate displacements for 

the two transitions identifies the ground state as the 2 Al state and the excited state as the 

2B I state with a term value of 0.02 e V. 

There are many points of similarity between the SinH- and Sin- photoelectron 

spectra,. indicating that HOMO in the silicon monohydride anions is primarily localized 

on the Si core; this inference is supported by the ab initio calculations. However, the 
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electron affinities of the monohydrides are systematically larger than those of the bare 

clusters, and the photoelectron spectra of the monohydrides are in general less complex 

with fewer electronic bands. These trends can be understood by simple molecular orbital 

considerations. 
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7 Photoelectron Spectroscopy of PO£ 

I. Introduction 

In this chapter, we report the photoelectron spectrum of POz- anion. The electron 

affinity of POz is determined from the spectrum. The anion geometry is obtained by 

Franck-Condon simulations of the photoelectron spectrum and is compared with ab initio 

calculations and previous experimental work. 

The oxidation reactions of phosphorus and phosphine have been studied for centu­

ries. However, the mechanisms for these reactions were poorly understood until recently, 

when POz was strongly suggested to playa key role.!·2 Unlike the isovalent NOz mole­

cule, which has been investigated extensively, only a few spectroscopic studies have been 

performed on POz. The UV absorption spectrum of POz was first observed by Verma and 

McCarthy3 using a flash photolysis technique. More recently, Kawaguchi et al. 4 obtained 

an accurate ground state geometry and estimates of the lowest vibrational frequencies 

from far-infrared laser magnetic resonance (FIR LMR) and microwave spectroscopy. La­

ser induced fluorescence (LIP) and infrared absorption spectra observed by Hamilton and 

co-workers! also give similar ground state vibrational frequencies. Knight et a1. 5 have 

investigated POz in a Ne matrix using electron spin resonance. Several ab initio calcula­

tions6•s of geometries and frequencies show reasonable agreement with experiment. 
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Considerably less information is available on the P02- anion. Spectroscopic 

studies of P02- have been limited to the solid phase: Geometries and vibrational frequen­

cies of P02- in a potassium chloride crystal have been obtained from spectroscopic and 

optically detected magnetic resonance studies by Francis and co-workers.9•IO Ab initio 

calculations carried out by Lohr7 give ground state constants and vibrational frequencies. 

They also predict P02 has a very large electron affinity (3.6 ± 0.2 eV). The work pre­

sented here represents the first experimental characterization of PO£ in the gas phase. 

II. Experimental 

The apparatus used in the present work is a fixed-frequency negative ion photoe­

lectron spectrometer that has been described in detail elsewhere. 11 P02- is a byproduct of 

our previous study of indium phosphide clusters l2 and was generated in a pulsed beam 

valvellaser vaporization source. A second harmonic (532 nm) of a Y AG laser is focused 

onto a rotating and translating indium phosphide rod. The resulting plasma is entrained 

in a supersonic pulse of helium gas. Anions in the beam are injected into a time-of-flight 

mass spectrometer. After being accelerated by 1 keY energy, ions separate according to 

mass and are detected by a microchannel plate detector. The resulting ion beam is 

crossed by a second pulsed laser, the fourth harmonic (266 nm, 4.657 e V) of a YAG laser 

beam. By controlling the laser firing time, P02- is selectively photodetached. The kinetic 

energy of the photoelectrons is determined via their time-of-flight. The instrumental 
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resolution is 8-10 meV for an electron kinetic energy (eKE) of 0.65 eV and degrades as 

(eKE)312. 

III. Results 

Figure lea) shows the 266 nm photoelectron spectrum of P02• at laser polarization 

angle e = 90° with respect to the detection angle. The electron kinetic energy (eKE) is 

given by 

eKE = hv - EA (P02) - E (0) + E (->, 

where hv is the laser photon energy (4.657 e V) and EA (P02) is the electron affinity of 

P02• E (0) and E (-) are the internal energies of P02 and P02- respectively. The spectrum 

corresponds to the transition between the ground electronic states of the anion and neu­

tral, with an extended vibrational progression over the kinetic energy range from 0.7 eV 

to 1.4 eV. The spacing between adjacent peaks is about 400 cm-! except for peaks G and 

H, which are separated by only 330 cm-!. This indicates that there might be more than 

one active vibrational mode. Peak A is assigned to the 0-0 transition. It has a kinetic en­

ergyof 1.24 eV, yielding an electron affinity of 3.42 eV for P02. The smaller peak "a" 

occurs at 520 cm-) higher kinetic energy than the origin. It has been assigned as a hot 

band transition, which indicates that the vibrational frequency of the main active mode is 

higher in the anion than in the neutral. 
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FIG. 1. (a) Photoelectron spectrum of P02- measured using a photodetachmellt energy of 4.657 eV at 

laser polarization angle e = 90°, (b) Frank-Condon simulation with 2 active modes VI and V2, convoluted 

with the experimental resolution (curve line) and the corresponding stick spectrum. 
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We have also performed ab initio calculations on P02 and P02-. The calculations 

are aimed at determining the geometries, force constants, and vibrational frequencies of 

the ground electronic states. The results are summarized in Tables I & II. The geome-

tries are optimized at the MP2 and CISD levels of theory, and harmonic vibrational fre-

quencies are obtained at both levels of theory. 

Table I. Molecular parameters for the ground 2 AI state of P02-. 

Method / Basis Set 
0 

rpo (A) Bopo vI(cm- l
) v2(cm- l

) v3(cm- l
) 

SCP / 6-31G* a 1.446 134.4 1048 396 1260 
HF / 6-31G* b 1.440 135.8 1126.5 445.6 
SCpc 

1.454 135.6 1210 460 1540 
(valence electrons) 
SCP+CORR C 

1.496 134.3 1060 380 1340 (valence electrons) 
SCP C (all electrons) 1.439 135.4 1256 463 1564 
HF / 6-31+G* d 1.446 134.86 1201 451 1451 
MP2/ 6-31+G* d 1.496 136.83 1075 396 1585 
MP2/ 6-311+G* d 1.480 136.65 1091 398 1570 
CISD / 6-31G* d 1.471 134.7 1136 425 1421 
PILMR, microwavee 1.4665 135°17' 1090 377 1278 
LIP, IR abso!Etionf 1117 387 130011345 

a Reference 7. 

b Reference 8. 

c Reference 6. 

d This work. 

e Reference 4. 

f Reference 1. 

Tables I and II also show the geometry and vibrational frequencies of P02 ground 

state e AI) and P02- ground state (I AI) obtained from previous work. Compared with the 



154 

FIR LMR and microwave study of P02 by Kawaguchi et al.,4 our MP2 level calculations 

give good agreement with frequencies and geometries. The CISD level calculation with a 

small basis set gives better results on geometry, but not on frequencies. There are no gas 

phase experiments for P02- to compare with the calculations. Based on the calculations, 

P02 - has a longer bond length and smaller bond angle in the solid phase than in the gas 

phase. 

Table II. Spectral constants of the ground I Al state of P02-. 

Method / Basis Set rpo CA) 80po vICcm-I) v2Ccm-I) v3Ccm-I) 
SCF / 6-31G* a 1.483 118.9 1051 465 1192 
HF / 6-31G* b 1.483 119 1097 501 
HF / 6-31+G* c 1.4867 118.7 
MP2 / 6-31+G* c 1.5381 119.483 999.03 436.0 1151.7 
MP2 / 6-311+G* c 1.5194 119.177 1046.0 465.0 1207.8 
CISD / 6-31G* c 1.5048 119.381 1135.1 497.5 1303.0 
P02- in KCI d 1.65 110 1097 501 1207 

a Reference 7. 

b Reference 8. 

C This work. 

d Reference 9,10. 

IV. Analysis and Discussion 

Ab initio calculations predict that the P02 and P02- ground electronic states have 

configuration. Photodetachment from the 4aI orbital will fonn the P02 2 Al ground state. 

Ab initio calculations also show that the 4aI orbital is 0-0 bonding and P-O antibonding, 
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so photodetachment should result in a O-P-O bond angle increase and a P-O bond length 

decrease, in agreement with the calculated geometries. 

The isovalent species N02 also has a 2 Al ground electronic state with the same 

electron configuration as P02. However, the composition of the molecular orbitals differs 

in the two molecules. The 4aI orbital in P02 is forme.d by mixing of 3s(P) and 2pa(O) 

orbitals; whereas in N02, the 2p(N) and 2p(O) orbitals are close in energy, and the 4aI 

orbital is primarily a linear combination of these orbitals. 

P02 and P02- each have three vibrational modes: the symmetric stretch (VI), bend 

(V2) and asymmetric stretch (V3). The VI and V2 modes are totally symmetric and can 

therefore be active in the photoelectron spectrum. Calculations show VI is around 1100 

cm- I for both P02 and P02-; V2 is around 400 cm- I for P02 and 500 cm-I for P02-. Recall 

the peak spacing of the spectrum is around 400 cm-I , so the V2 mode appears to be the 

main activated mode. The assignment of peak "a" as a hot band transition is also sup­

ported. Since the ratio between VI and V2 is about 3:1, overlap between the combination 

bands is expected, making it difficult to ascertain the contribution of the VI mode by in­

spection alone. 

To be more quantitative, we perform a Franck-Condon analysis to determine the 

normal coordinate displacements between P02 and P02-. The normal coordinate dis­

placements in the VI and V2 modes are varied to obtain the best fit with the experimental 

spectrum. While the spectrum is reasonably well fit assuming only the V2 mode is active, 

the fit is improved with a small normal coordinate displacement in the VI mode. The 
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computer code we used has been discussed elsewhere. 13 Figure 1 (b) shows the simulated 

spectrum from Franck-Condon analysis. The fitting yields electron affinity EA = 3.42 ± 

0.01 eV. Due to the 192~+3 / 1~2~ overlapping and sequence bands, the observed width 

of the peaks is around 25 meV. From the intensity of peak "a", assigned as the Ig2~ hot 

band transition, we estimate the 'anion temperature T = 300 K. Other fitting parameters 

are VI' = 1070 cm- I
, V2' = 380 cm-I

, X2' = 0.8 ± 0.2 cm-I for P02 and VI" = 1000 cm-I
, V2" 

= 470 cm-I for P02-. The normal coordinate displacements from the anion to the neutral 

are ~QI = -0_16, ~Q2 = 0.79, which correspond to a bond angle increase and a bond 

length decrease. 

From the normal coordinate displacements, one can obtain geometry changes 

between the anion and neutral given the force constants. The force constants can be de-

termined from either experimental vibrational frequencies or ab initio calculations. 

We first construct the force constant matrix in internal coordinates, based on the 

vibrational frequencies and geometry obtained by Kawaguchi et al.4 We use the FG ma-

trix method,14 assume that the bend-stretch force constant (h) equals half of the bend force 

constant (H). The F matrix in the units of mdyne/A is calculated to be: 

[

K k h J [9.077 0.9105 0.4109J 
F = k K h = 0.9105 9.077 0.4109, 

h h H 0.4109 0.4109 0.8217 

(1) 

where K and k are the stretch and the stretch-stretch force constants respectively. Since 

the neutral geometry is known from microwave experiments, we use the normal coordi-
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nate displacements (LlQJ = -0.16, LlQ2 = 0.79) to find the P02- geometry: rpo = 1.504 A 

and 80po = 120.0°. Changing the approximation condition for the bend-stretch force con-

stant to h = 0 and h = H gives similar results which are shown in Table ill. We use aver-

ages as the reported values. 

Table III. Anion geometry comparison from FG matrix method calculation. 

h=O 
h=H12 
h=H 
Average 

Assumptions 

1.492 
1.504 
1.519 

1.50 ± 0.01 

80po 
120.1 
120.0 
120.1 

120.0 ± 0.1 

As a comparison, we can use the force constant matrix from our MP2/6-311 +G* 

level calculation on P02• This yields the following anion geometry: rpo = 1.523 A, 

80po= 120.4°. These values are in reasonable agreement with those from FG matrix 

method but are very different from solid-state geometry, indicating strong perturbations in 

the potassium chloride crystal. The FG results are slightly preferred as they are from 

force constants determined from experimental frequencies. 

V. Conclusions 

This work represents the first spectral observation of gas phase P02-. P02- is 

found out to be a very stable gas phase anion having a large electron affinity, 3.42 ± 0.01 

eV. The anion geometry is determined to be: rpo = 1.50 ± 0.01 A, 80po = 120.0 ± 0.1°. 
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MP2 level ab initio calculations on P02 and P02- based on different basis sets have been 

performed as comparisons. They are consistent with previous experimental work done by 

other groups and the one reported in this Note. 
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C 
C 
C 
C 
C 
C 
C 

Appendix A 

Fortran codes for normal coordinate displacement analysis 

PROGRAM normal 

Compile with f77 -0 normal.f -0 normal -llapack -lblas 

FCF calculation program 

10/20/96 C.x. 

C Based on f7.f, f8.f, f9.f program by SEB, DWA, and DLO. 
C This program reads the neutral and anion force constants in 
C cartesian coordinates from an ab initio calculation (Gaussian 
92/94) 
C output, which is in atomic units. Given the anion and neutral 
C cartesian coordinates, and masses and number of atoms, it 
C calculates the normal coordinate changes from anion to neutral. 
C At the end, Duschinsky rotarion matrix is calculated. 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

This program can also be used to calculation the neutral geometry 
given the anion geometry, force constants and normal coordinates 
changes. 

Max number of atoms set with ndim, currently 10. LWORK is the 
dimention of the working array used by LAPACK library. 

Files description: 
##.ageom ("##" is the name of the molecule, ie. si4) 

It contains the anion geometry in cartesian coordinates. 
##.ngeom 

It 
##.info 

contains the neutral geometry in cartesian coordinates. 

##.nfc 

It contains the number of atoms, masses, 
and some options on the calculation. 

comment line 

It contains the neutral 
calculations. They are 

##.afc 

force constant matrix from ab initio 
in atomic units (Hatrees/Bohr). 

It contains the anion force constant matrix from ab initio 
calculations. They are in atomic units (Hatrees/Bohr). 

##.out 
Output file. 

##.ageom.out 
Output file of second type of calculation (derive anion 
geometry from known neutral geometry, force constants 
and normal coordinate changes) . 

##.ngeom.out 
Output file of neutral geometry similar to ##.ageom.out 
(derive neutral geometry from known anion geometry, 
force constants, and normal coordinate changes) . 
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C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
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Usage: 
1). Get the ##.ageom, ##.afc, ##.ngeom, and ##.nfc from ab initio 

calculations such as Gaussian. 
2). Use infogen program to generate ##.info file for normal 

program. 
3). Use rotate program to align and rotate ##.ngeom, so that the 

center of mass and the principal axises won't change from 
anion to neutral. This program will generate a ##.rot file. 

4). Run normal program to get the normal coordinate changes or 
geometry info. 

5). Repeat 3), 4) until the change of transition and rotation 
modes are zero or very close to. 

Input file example: 

si3.info 
3 

28.0000 
28.0000 
28.0000 

Number of atoms 
Mass of each atom 
Mass of each atom 
Mass of each atom 

N 
Y 

[Llinear or [Nlonlinear molecule 
Whether to print normal mode vectors 

Si3 1-B1 
y 

state FCF simulation using MP2/6-31G* results 
Whether to use extended FC analysis 

A 
7 7 

[Alnion or [Nleutral has known geometry 
0.300 

9 9 0.460 

si3.ageom 
0.000000 0.000000 0.000000 
0.000000 0.000000 2.239718 
2.040293 0.000000 0.923871 

si3.ngeom 
-0.019857 0.000000 -0.029774 
-0.044764 0.000000 2.290526 
2.104914 0.000000 0.902837 

si3.afc 
1 2 

1 0.143146D+00 
2 O.OOOOOOD+OO 0.777120D-05 
3 0.268979D-01 O.OOOOOOD+OO 
4 0.508382D-04 O.OOOOOOD+OO 
5 O.OOOOOOD+OO -0.388558D-05 
6 0.378814D-01 O.OOOOOOD+OO 
7 -0.143197D+00 O.OOOOOOD+OO 
8 O.OOOOOOD+OO -0.388558D-05 
9 -0.647792D-01 O.OOOOOOD+OO 

6 7 
6 0.192048D+00 
7 -0.758501D-02 O.190113D+00 

3 

0.167506D+00 
0.853046D-04 
O.OOOOOOD+OO 

-0.155377D+00 
-0.269832D-01 

O.OOOOOOD+OO 
-0.121289D-01 

8 

8 O.OOOOOOD+OO O.OOOOOOD+OO -O.188783D-04 

4 5 

0.468654D-01 
O.OOOOOOD+OO -0.188783D-04 

-0.302964D-01 O.OOOOOOD+OO 
-0.469163D-01 O.OOOOOOD+OO 

O.OOOOOOD+OO 0.227638D-04 
O.302111D-01 O.OOOOOOD+OO 

9 



C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

9 -0.3667090-01 0.3456820-01 0.0000000+00 

si3.nfc 
1 2 3 

1 0.9121500-01 
2 0.0000000+00 0.7630110-05 
3 0.3840280-01 0.0000000+00 0.1239480+00 
4 -0.1800890-02 0.0000000+00 -0.2719680-02 
5 0.0000000+00 -0.3815090-05 
6 0.1655970-02 0.0000000+00 
7 -0.8941410-01 0.0000000+00 
8 0.0000000+00 -0.3815090-05 
9 -0.4005880-01 0.0000000+00 

6 7 
6 0.1205680+00 
7 0.1966970-01 0.1228320+00· 
8 0.0000000+00 0.0000000+00 
9 -0.1478760-01 0.1601340-01 

PARAMETER (ndim=30, LWORK=100) 
CHARACTER*79 comment 

0.0000000+00 
-0.1057810+00 
-0.3568310-01 
0.0000000+00 

-0.1816740-01 
8 

-0.7670740-05 
0.0000000+00 

0.4879980-01 

4 5 

0.3521900-01 
0.0000000+00 -0.7670680-05 

-0.2132570-01 0.0000000+00 
-0.3341810-01 0.0000000+00 
0.0000000+00 0.1148580-04 
0.2404530-01 0.0000000+00 

9 

0.3295500-01 

CHARACTER*20 fname1, fname2, fname3, fname4, fname7, fname8 
CHARACTER*20 fname9, fname10 
CHARACTER*10 molecule 
CHARACTER*l linear, modeprint, extend, knowngeom 
INT£GER noatoms, imollen, threen, iunit, transrotnum, INFO 
DOUBLE PRECISION conv, conv2 
DOUBLE PRECISION m(ndim), RM(ndim), WORK (LWORK) 
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DOUBLE PRECISION q(ndim), freq(ndim), rn(ndim), ra(ndim), QQ(ndim) 
DOUBLE PRECISION c(ndim,ndim), fm(ndim,ndim), Ct(ndim,ndim) 
DOUBLE PRECISION evals(ndim), evecs(ndim,ndim), evecsa(ndim,ndim) 
DOUBLE PRECISION evecsn(ndim,ndim), duschinsky(ndim,ndim) 
DOUBLE PRECISION QQXA(ndim), QQXN(ndim), dq(ndim) 
DOUBLE PRECISION R(ndim,ndim), A(ndim,ndim,ndim) 

C Read in molecule name: this defines input files 
write(*,*) 'Molecule: 
read(*,' (A10) ') molecule 

imollen=index(molecule,' ')-1 
C Anion geometry file 

fname1=molecule(1:imollen) //' .ageom' 
open(l,file=fname1) 

C Mass information and comments file 
fname2=molecule(1:imollen) //' .info' 
open(2,file=fname2) 

C Neutral Force constant matrix file 
fname3=molecule(1:imollen) //' .nfc' 
open(3,file=fname3) 

C Anion force constant matrix file 
fname4=molecule(1:imollen) //' .afc' 
open(4,file=fname4) 

C Neutral geometry file 
fname7=molecule(1:imollen) //' .ngeom' 
open(7,file=fname7) 



C Output file 
fnarne8=molecule (1: imollen) 1l'.out' 
open(8,file=fname8) 
fname9=molecule(1:imollen) II' .ngeom.out' 
fnarne10=molecule(1:imollen) II' . ageom. out , 

C Start by reading in masses from *.info (the old *.2) file 
read(2,*) noatoms 
threen=3*noatoms 
do num=l,noatoms 

read(2,*) m(3*num-2) 
m(3*num-1)=m(3*nurn-2) 
m(3*num)=m(3*num-2) 

enddo 
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C Set verbose flag in *.info (*.2), to indicate whether normal mode 
C vectors to be printed 

read(2,*) linear 
read(2,*) modeprint 
read(2,' (A79) ') comment 
read(2,' (A1) ') extend 
if ((extend .eg. 'Y') .or. (extend .eg. 'y')) then 

read(2, , (A1) ') knowngeom 
do i=l,threen 

QQXA(i)=O.O 
QQXN(i)=O.O 

enddo 
do i=l,threen 

read(2,*,end=10) j, k, QQXA(j) 
QQXN(k)=QQXA(j) 

enddo 
10 endif 

close(2) 
C Finish reading *.info file 

C Write up output header 
write(*,*) comment 
write(*,*) 'Masses used in this run are:' 
write (*, ' (9 (f6. 2,2x) ,I) ') (m(3*i), i=l,noatoms) 
write(*,*) 
write(8,*) comment 
write(8,*) 'Masses used in this run are:' 
write(8,, (9(f6.2,2x) ,I) ') (m(3*i) ,i=l,noatoms) 
write(8,*) 

C Conversion factors are for hartrees/bohr/bohr to N/m 
C and for mass in arnu to kg 

conv=1.660S6d-27 
conv2=27.2116*96.488Sd03/6.022d23/S.29177d-11/S.29177d-11 

C Start main do loop over anion and neutral 
do 1000 istate=l,2 

if (istate .eg. 1) then 
write(*,*) ,**** ANION ****, 
write(8,*) ,**** ANION ****' 

else 
write(*,*) '**** NEUTRAL ****, 
write(8,*) '**** NEUTRAL ****' 

endif 



C Set up which file force constants are coming from 
if (istate .eg. 1) iunit=4 
if (istate .eg. 2) iunit=3 

call inarrs (iunit,ndim, c, threen, threen) 

write(*,*) 'Force constant matrix from input file:' 
call showarrs (ndim,c,threen, threen) 
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C Convert force constant matrix from theoretical calculation output 
C to mass weighted with the units of N/m 

do i=l,threen 
RM(i) =1 :0/ (sgrt (m(i) ) ) 

enddo 
do j=l,threen 

do i=l,j 
c(i,j)=c(i,j)*conv2 
fm(i,j)=RM(i)*c(i,j)*RM(j) 

C The input real symmetric matrix for LAPACK library 
evecs(i,j)=fm(i,j) 

enddo 
enddo 

C Diagonalise mass weighted force constant matrix with LAPACK 
C library 

call dsyev('V', 'U' ,threen,evecs,ndim,evals,WORK,LWORK,INFO) 

C Hold eigenvectors to evecsa(i,j) for anion, and evecsn(i,j) for 
C neutral 
C This is for the later Duschinsky analysis 

if (istate .eg. 1) then 
do i=l,threen 

do j=l,threen 
evecsa(i,j)=evecs(i,j) 

enddo 
enddo 

else 
do i=l,threen 

do j=l,threen 
evecsn(i,j)=evecs(i,j) 

enddo 
enddo 

endif 

do i=l,threen 
if (evals(i) .It. 0.0) then 

write(*,500) i 
write(8,500) i 

endif 
enddo 

500 format('Mode ',i2,' has negative eigenvalue! : (') 

C Convert eigenvalues to the units of cm-1 (frequencies) 
do i=l,threen 

freg(i)=sgrt(abs(evals(i)))*130.27809 
enddo 

write(*,*) 
write(*,*) 'Harmonic frequencies in cm-1:' 



write(*,510) (freq(i) ,i=l,threen) 
write(S,*) 
write(S,*) 'Harmonic frequencies in cm-1:' 
write(S,510) (freq(i),i=l,threen) 

510 format(30(f7.1,2x)) 

write(*,*) 'Eigenvectors are:' 
do i=l,threen 

write(*,511) (evecs(i,j) ,j=l,threen) 
enddo 
write(*,*) 
if «modeprint .eq. 'Y') .or. (modeprint .eq. 'y')) then 

write(S,*) 'Eigenvectors are:' 
do i=l,threen 

write(S,511) (evecs(i,j),j=l,threen) 
enddo 
write(S,*) 

endif 
511 format(30(f7.3,2x)) 

C Now read ion and neutral geometry and calculate difference 
C Read the cartesian cordinates of atoms in anion from *.ageom 
C (the old *.1) file to array ra, and the neutral from *.ngeom 
C (the old *.7) file to array rn. Finally, convert those to 
C mass weighted coordinates, in units of A*(amu)AO.5. 

if (istate .eq. 1) then 
do i=l,noatoms 

read(l,*) ra(3*i-2), ra(3*i-l), ra(3*i) 
read(7,*) rn(3*i-2), rn(3*i-1), rn(3*i) 

enddo 
close(l) 
close(7) 

do i=l,threen 
q(i)=(rn(i)-ra(i))*sqrt(m(i)) 
if (icad .eq. 1) q(i)=q(i)*.529177 

enddo 
endif 
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write(*,*) 'The mass weighted displacement from anion to neutral' 
write(*,*) , # X Y Z' 
write(*,520) (i, q(3*i-2), q(3*i-1), q(3*i), i=l,noatoms) 

520 format(i3,f9.3,f9.3,f9.3) 
write(*,*) 

write(S,*) 'Anion Cartesian coordinates:' 
write(S,*) , # Mass X Y Z' 
write(S,521) (i, m(3*i), ra(3*i-2), ra(3*i-1), ra(3*i), 

i=l,noatoms) 
521 format (i3, fS.2, f9.3, f9.3, f9.3) 

write(S,*) 'Neutral Cartesian coordinates:' 
write(S,521) (i, m(3*i), rn(3*i-2), rn(3*i-1), rn(3*i), 

i=l,noatoms) 

write(S,*) 

C Calculate the transpose of the C matrix that diagonalises F 
C Lambda=CAt F C and QQ=CAt q 



neutral' 

call transpos(ndim,evecs,Ct) 

call matmult(ndim,Ct,q,QQ) 

write(*,*) 'The normal coord. displacement from anion to 

if (istate .eq.1) then 
write(*,*) 'In terms of normal coordinates of anion are:' 

else 
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write(*,*) 'In terms of normal coordinates of neutral are:' 
endif 

,threen) 

if ((linear .eq. 'L') .or. (linear .eq. '1')) then 
transrotnum=5 

else 
transrotnum=6 

endif 
write(*,*) 'Trans. and rots.' 
wri te (* ,53 0) (' N ( , , 0, ' ) " QQ (i), freq (i) ,i=l, transrotnum) 
write(*,*) 'Mode dQ Frequency' 
write (*,530) (' dQ (' ,i-6, ') " QQ (i), freq(i), i=transrotnum+1 

530 format(a3,i2,a1,2x,f8.3,8x,f9.2) 
write(*,*) 

neutral' 
write(8,*) 'The normal coord. displacement from anion to 

if (istate .eq.1) then 
write(8,*) 'In terms of normal coordinates of anion are:' 

else 
write(8,*) 'In terms of normal coordinates of neutral are:' 

endif 
write(8,*) 'Trans. and rots.' 
write(8,530) (' N(',O,')', QQ(i), freg(i),i=l,transrotnum) 
write(8,*) 'Mode dQ Frequency' 
write(8,530) ('dQ(',i-6,')', QQ(i), freg(i), 

i=transrotnum+1,threen) 
write(8,*) 

C End of anion basis now do for istate=2 (neutral basis) 
1000 continue 

C Begin the process of the optional analysis to determine 
C the geometry of one of the species if one knows the dQ's 
C and the geometry (and FC's) of the other. Set up to do 
C all of the 4 possible calculations since it takes 
C -no time. (ie, fix anion-1)neutral FC's;2)anion FC's ... 
C fix neutral-1)neutral FC's;2)anion FC's.) 

if ((extend .ne. 'Y') .and. (extend .ne. 'y')) go to 110 
write(*,*) '**** Entering Extended NC Analysis ****' 
write(*,*) Assume:' 
if ((knowngeom .eg. 'A') .or. (knowngeom .eg. 'a')) then 

write(*,*) 'Case I: find neutral geom. from known anion geom.' 
write(*,550) (' N(' ,0, ')=', QQXN(i), i=l,transrotnum) 
write(*,550) ('dQ(' ,i-6, ')=', QQXN(i) , i=transrotnum+1,threen) 

550 format(a3,i2,a2,f8.3) 
open(9,file=fname9) 
write(9,*) 'Case I: find neutral geom. from known anion geom.' 
write(9,550) (' N(' ,0, ')=', QQXN(i) , i=l,transrotnum) 
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write(9,550) ('dQ(' ,i-6, ')=', QQXN(i), i=transrotnum+l,threen) 

write(*,*) 'Anion geometry given in ##.ageom file' 
write(*,*) '# Mass X Y Z' 
write(*,521) (i, m(3*i), ra(3*i-2), ra(3*i-l), ra(3*i), 

i=l,noatoms) 
write(*,*) 'The neutral geometry' 

write(9,*) 'Anion geometry given in ##.ageom file' 
write(9,*) '# Mass X Y Z' 
write(9,521) (i, m(3*i), ra(3*i-2), ra(3*i-l), ra(3*i), 

i=l,noatoms) 
wri'te(9,*) 'The neutral geometry' 

write(*,*)' Using anion FCs and fixing anion geometry' 
write(9,*)' Using anion FCs and fixing anion geometry' 
call matmult(ndim,evecsa,QQXN,dq) 
do i=l,threen 

rn(i)=dq(i)/sqrt(m(i))+ra(i) 
enddo 
write(*,521) (i, m(3*i), rn(3*i-2), rn(3*i-l), rn(3*i), 

i=l,noatoms) 
write(9,521) (i, m(3*i), rn(3*i-2), rn(3*i-l), rn(3*i), 

i=l,noatoms) 

call internal (ndim,noatoms,9,rn,R,A) 

write(*,*) Using neutral FCs 
write(9,*) Using neutral FCs 
write(9,*) '# Mass X 
call matmult(ndim,evecsn,QQXN,dq) 
do i=l,threen 

rn(i)=dq(i)/sqrt(m(i))+ra(i) 

and fixing anion geometry' 
and fixing anion geometry' 

Y Z' 

enddo 
write(*,521) 

i=l,noatoms) 
write(9,521) 

i=l,noatoms) 

(i, m(3*i), rn(3*i-2), rn(3*i-l), rn(3*i), 

(i, m(3*i), rn(3*i-2), rn(3*i-l), rn(3*i), 

else 

geom. ' 

geom. ' 

call internal (ndim,noatoms,9,rn,R,A) 

close(9) 

write(*,*) 'Case II: find anion geom. from known neutral 

write(*,550) (' N(' ,0, ')=', QQXN(i), i=l,transrotnurn) 
write(*,550) ('dQ(' ,i-6, ')=', QQXN(i), i=transrotnurn+l,threen) 
open (10, file=fnarnel0) ( 
write(10,*) 'Case II: find anion geom. from known neutral 

write (10,550) 
write(10,550) 

i=transrotnurn+l,threen) 

(' N(' ,0,')=', QQXN(i), i=l,transrotnurn) 
( , dQ ( , , i - 6, ' ) =', QQXN ( i) , 

write(*,*) 'Neutral geometry given in ##.ngeom file' 
write(*,*) '# Mass X Y Z' 
write(*,521) (i, m(3*i), rn(3*i-2), rn(3*i-l), rn(3*i), 

i=l,noatoms) 
write(*,*) 'The anion geomtry' 
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write(lO,*) 'Neutral geometry given in ##.ngeom file' 
write(lO,*) , # Mass X Y Z' 
write(10,521) (i,m(3*i), rn(3*i-2), rn(3*i-1), rn(3*i), 

i=l,noatoms) 
write(lO,*) 'The anion geomtry' 

write(*,*) Using anion FCs and fixing neutral geometry' 
write(lO,*) Using anion FCs and fixing neutral geometry' 
call matmult(ndim,evecsa,QQXN,dq) 
do i=l,threen 

ra(i)=rn(i)-dq(i)/sqrt(m(i)) 
enddo 
write(*,521) (i, m(3*i), ra(3*i-2), ra(3*i-1), ra(3*i), 

i=l,noatoms) 
write(10,521) (i,m(3*i), ra(3*i-2), ra(3*i-1), ra(3*i), 

i=l,noatoms) 

call internal (ndim,noatoms, 10,rn,R,A) 

write(*,*) 
write(lO,*) 

Using neutral FCs and fixing neutral geometry' 
Using neutral FCs and fixing neutral 

geometry' 
write(lO,*) , # Mass X Y Z' 
call matmult (ndim, evecsn,QQXN,dq) 
do i=l,threen 

ra(i)=rn(i)-dq(i)/sqrt(m(i)) 
enddo 
write(*,521) (i, m(3*i), ra(3*i-2), ra(3*i-1), ra(3*i), 

i=l,noatoms) 
write(10,521) (i,m(3*i), ra(3*i-2), ra(3*i-1), ra(3*i), 

i=l,noatoms) 

call internal (ndim,noatoms, 10,rn,R,A) 

close(lO) 

endif 

C Now multiply evecs of neutral by those of anion to calculate 
C degree of Duschinsky rotation J"= L""t L' 

110 write(*,*) 
write(8,*) 

,**** Duschinsky Analysis 
,**** Duschinsky Analysis 

call transpos(ndim,evecsa,Ct) 
call matm(ndim,Ct,evecsn,duschinsky) 

****' 
****, 

write(*,*) 'Compare anion and neutral normal coordinates .' 
write(*,*) 'Duschinsky Rotation matrix J" is .' 
do i=l,threen 

write(*,540) (duschinsky(i,j) ,j=l,threen) 
enddo 
write(*,*) 'Part corresponding to vibrations only:' 
do i=transrotnum+1,threen 

write(*,540) (duschinsky(i,j) , j=transrotnum+1,threen) 
enddo 

540 format(30(f6.2)) 
write(*,*) 

write(8,*) 'Compare anion and neutral normal coordinates .' 



write(8,*) 'Duschinsky Rotation matrix J'" 
write(8,*) 'Part corresponding to vibrations only:' 
do i=transrotnurn+l,threen 

write(8,S40) (duschinsky(i,j),j=transrotnurn+l,threen) 
enddo 
write(8,*) 

STOP 
END 

C *********************************************** 
SUBROUTINE inarrs(iunit,ndim,a,nra,nca) 

C *********************************************** 
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C Reads the Force constants matrix output from Gaussian calculations 

DOUBLE PRECISION a(ndim,ndim) 
INTEGER iunit, ndim, nra, nca, temp(S) 

do ig=l,nca/S 
read(iunit,*) (temp(ic), ic=l,S) 
do ir=S*(ig-l)+l,nra 

imax = ir - S*(ig-l) 
if (imax.gt.S) imax=S 
read(iunit,*) temp(l), (a(ic+S*(ig-l) ,ir), ic = l,imax) 

enddo 
enddo 
ileft = nca - S*(nca/S) 
if (ileft.gt.O) then 

read(iunit,*) (temp(ic),ic=l,ileft) 
do ir=S*(nca/S)+l, nra 

imax = ir - S*(nca/S) 
read(iunit,*) temp(l), (a(ic+S*(nca/S) ,ir), ic = l,imax) 

enddo 
endif 

return 
end 

C ***************************************** 
SUBROUTINE matm(ndim,a,b,c) 

C ***************************************** 
C Finds C = AB, where A,B, C are matrices. 

INTEGER ndim 
DOUBLE PRECISION a (ndim,ndim) , b(ndim,ndim), c(ndim,ndim) 

do i=l,ndim 
do j=l,ndim 

c(i,j)=O.O 
enddo 

enddo 

do icc=l,ndim 



do ir=l,ndim 
do ic=l,ndim 

c(ir,icc)=c(ir,icc)+a(ir,ic)*b(ic,icc) 
enddo 

enddo 
enddo 

return 
end 

C ******************************************** 
SUBROUTINE matmult(ndim,a,b,c) 

C ******************************************** 
C Finds c = Ab, where A is matrix and c, b are vectors. 

INTEGER ndim 
DOUBLE PRECISION a (ndim,ndim) , b(ndim), c(ndim) 

do i=l,ndim 
c(i)=O.O 

enddo 

do ir=l,ndim 
do ic=l,ndim 

c(ir)=c(ir)+a(ir,ic)*b(ic) 
enddo 

enddo 

return 
end 

C *********************************************** 
SUBROUTINE showarrs(ndim,a,nra,nca) 

C *********************************************** 
C Shows the lower triangle of a N-by-N symmetric matrix 

INTEGER ndim, ileft, imax, nra, nca 
DOUBLE PRECISION a(ndim,ndim) 

do ig=1,nca/9 
write(*,'(x,9(5x,i3))') (ic+9*(ig-l), ic=1,9) 
do ir = 9*(ig-l)+1,nra 

imax = ir - 9*(ig-l) 
if (imax.gt.9) imax=9 
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write(*,'(i3,9(f8.3))') ir,(a(ic+9*(ig-l),ir), ic = l,imax) 
enddo 

enddo 

ileft = nca - 9*(nca/9) 
if (ileft.gt.O) then 

write(*,'(x,9(5x,i3))') (ic+9*(nca/9), ic=l,ileft) 
do ir = 9*(nca/9)+1, nra 

imax = ir - 9*(nca/9) 
write(*,'(i3,9(f8.3))') ir,(a(ic+9*(nca/9),ir), ic 

enddo 
endif 

return 
end 

l,imax) 



c *************************************** 
SUBROUTINE transpos(ndim,a,at) 

C *************************************** 
C Finds At = A (transpose) 

INTEGER ndim 
DOUBLE PRECISION a(ndim,ndim), at (ndim,ndim) 

do ir=l,ndim 
do ic=l,ndim 

at(ir,ic)=a(ic,ir) 
enddo 

enddo 

return 
end 

C ************************************************************* 
SUBROUTINE internal(ndim,noatoms,iodevice,array,R,A) 

C ************************************************************* 
C 
C 
C 

Converts a Cartesian coordinate array to internal coordinates 
and shows the internal bond length and bond angle to the screen 
and I/O device with iodevice 

PARAMETER (nmax=10) 
INTEGER ndim, noatoms,iodevice 
DOUBLE PRECISION array(ndim), X (nmax) , Y(nmax), Z(nmax) 
DOUBLE PRECISION R(nmax,nmax), A (nmax,nmax,nmax) 
DOUBLE PRECISION cosA(nmax,nmax,nmax) 

C Read in Cartesian coordinates from array 
do i=l,noatorns 

X(i)=array(3*i-2) 
Y(i)=array(3*i-l) 
Z(i)=array(3*i) 

enddo 

C Calculate internal coordinates: bond length 
write(*,*) 'Output Internal coordinates:' 
write(*,*) 'Definition Value' 
write(*,*) 'Bond length Angstroms' 
write(iodevice,*) 'Output Internal coordinates:' 
write(iodevice,*) 'Definition Value' 
write(iodevice,*) 'Bond length Angstroms' 
do i=l,noatoms 

do j=i+1,noatoms 
R(i,j)=sqrt((X(i)-X(j))**2+(Y(i)-Y(j))**2+(Z(i)-Z(j))**2) 
write(*,510) i, j, R(i,j) 
write (iodevice, 510) i, j, R(i,j) 

enddo 
enddo 

510 format(' R(' ,I2,',' ,I2, ')' ,T28,f5.3) 

C Calculate internal coordinates: bond angle 
if (noatoms .le. 2) go to 10 

write(*,*) 'Bond Angle 
write(iodevice,*) 'Bond Angle 

Degrees' 
Degrees' 
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do i=l,noatoms 
do j=l,noatoms 

Z(j))**2) 

Z(k))**2) 

Z(i))**2) 

x 

if (j .eq. i) go to 20 
do k=i+1,noatoms 

if (k .eq. j) go to 30 
R(i,j)=sqrt((X(i)-X(j))**2+(Y(i)-Y(j))**2+(Z(i)-

R(j, k) =sqrt ((X(j) -X(k)) **2+ (Y(j) -Y(k)) **2+ (Z (j)-

R(k,i)=sqrt((X(k)-X(i))**2+(Y(k)-Y(i))**2+(Z(k)-

coSA(i,j,k)=(R(j,j)**2+R(j,k)**2-R(k,i)**2)i 
(2*R(i,j)*R(j,k)) 

A(i,j,k)=acos(cosA(i,j,k))*360/2/3.141592654 
write(*,520) i. j, k, A(i,j,k) 
write (iodevice, 520) i, j, k, A(i,j,k) 

end do 30 
20 enddo 

enddo 
520 format (' A ( , ,I2, ' , ' ,I2, ' , ' ,I2, ' ) , ,T26, f7. 3) 

write(*,*) 
write(iodevice,*) 

10 return 
end 
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Program ROTATE 
Implicit double precision (A-H,O-Z) 

c Program to do molecule translation and rotation so that 
c center of mass is same and that there is no rotation of 
c molecule when calculating NC changes. 
c to the zeros. 

c For 6 atom molecule, modified by DLO, 7/27/96 
c For n atom molecule, along 3 axises, modified by C.X. 10/12/96 

integer nrnax, n1 
c Max number of atoms set with nrnax, currently 10. 

parameter (nrnax=1.0) 
real*8 MASS (nrnax) 

dimension Xl (nrnax) ,Y1(nrnax) ,Zl(nrnax) 
dimension X2(nrnax) ,Y2(nrnax),Z2(nrnax) 
dimension XN1(nrnax) ,YN1(nrnax),ZN1(nrnax) 
dimension XN2(nrnax) ,YN2(nrnax),ZN2(nrnax) 
dimension RX2(nrnax) ,RY2(nrnax),RZ2(nrnax) 
dimension XROT(2,2), YROT(2,2), ZROT(2,2) 
dimension XYN(2,nrnax), YZN(2,nrnax), ZXN(2,nrnax) 
dimension XY(2,nrnax), YZ(2,nrnax), ZX(2,nrnax) 

character*20 FNAMEIN1,FNAMEIN2,FNAMEINFO,FNAMEOUT 
character*l redo 

pi=3.141592654 

write(*,*) 'Name of file from which to get geometry of #1?' 
write(*,*) 'This will be the FIXED axis' 
read(*,*) FNAMEIN1 

write(*,*) 'Name of file from which to get geometry of #2?' 
write(*,*) 'This axis will be SHIFTED' 
read(*,*) FNAMEIN2 

write(*,*) 'Name of file from which to get mass info?' 
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write(*,*) 'The same file (*.info) to do normal mode calculation' 
read(*,*) FNAMEINFO 

1000 write(*,*) 'Rotate clockwise along X axis by what angle 
(degrees)?' 

read(*,*) ALPHA 

write(*,*) 'Rotate clockwise along Y axis by what angle 
(degrees)?' 

read(*,*) BETA 

write(*,*) 'Rotate clockwise along Z axis by what angle 
(degrees)?' 

read(*,*) GAMMA 

I NAME = index (FNAMEIN2, ' ')-1 
FNAMEOUT=FNAMEIN2(1:INAME)//' .rot' 

open(14,file=FNAMEINFO) 
read(14,*) n1 
write(*,*) 



write(*,*) 'Number of atoms: " nl 
do 50 i=l,nl 
read(14,*) MASS(i) 
write(*,*) 'Mass(', i, '): ',MASS(i) 

50 continue 
close(14) 
write(*,*) 

write(*,*) , Original Coordinate for #1:' 
open(10,file=FNAMEIN1) 
do 100 i=l, nl 
read(10,*) Xl(i) ,Y1(i),Zl(i) 
write(*,103) Xl(i) ,Yl(i) ,Zl(i) 

100 continue 
close(10) 
write(*,*) 
write(*,*) , Original Coordinate for #2:' 
open(12,file=FNAMEIN2) 
do 101 i=l,nl 
read(12,*) X2(i) ,Y2(i),Z2(i) 
write(*,103) X2(i) ,Y2(i),Z2(i) 

101 continue 
close(12) 
write(*,*) 

102 format(I3,2x,f9.6,3x,f9.6,3x,f9.6,3x,f9.6) 
103 format(f9.6,3x,f9.6,3x,f9.6) 

c Determine Center of Mass of molecule #1 
TMPX=O. 
TMPY=O. 
TMPZ=O. 

do 110 i=l, nl 
TMPX=TMPX+MASS(i)*Xl(i) 
TMPY=TMPY+MASS(i)*Yl(i) 
TMPZ=TMPZ+MASS(i)*Zl(i) 

110 continue 

c Calculate the total mass 
SUMMASS=O. 
do 112 i=l,nl 
SUMMASS=SUMMASS+MASS(i) 

112 continue 

CMX1=TMPX/SUMMASS 
CMY1=TMPY/SUMMASS 
CMZ1=TMPZ/SUMMASS 

TMPX=O. 
TMPY=O. 
TMPZ=O. 

c Determine Center of Mass of molecule #2 

do 113 i=l,nl 
TMPX=TMPX+MASS(i)*X2(i) 
TMPY=TMPY+MASS(i)*Y2(i) 
TMPZ=TMPZ+MASS(i)*Z2(i) 

113 continue 
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120 
121 
122 

CMX2=TMPX/SUMMASS 
CMY2=TMPY/SUMMASS 
CMZ2=TMPZ/SUMMASS 

wri te (* , *) , 
write(*,120) 
write(*,121) 
write(*,122) 
write(*,*) 

Center of mass of #1 located at:' 
CMXl 

wri te (* , *) , 
write(*,120) 
write(*,121) 
write(*,122) 
write(*,*) 
format (2x, 'X: 
format (2x, 'Y: 
format (2x, ' Z: 

CMYI 
CMZl 

Center 
CMX2 
CMY2 
CMZ2 

, ,f9. 6) 
, , f9. 6) 
, ,f9.6) 

of mass of #2 located at:' 

c Shift molecule #2 wrt #1 so that cm are at same point 

DX=CMXI-CMX2 
DY=CMYI-CMY2 
DZ=CMZI-CMZ2 

do 130 i=l,nl 
XNl(i)=Xl(i) 
YNl(i)=Yl(i) 
ZN1(i)=Zl(i) 
XN2(i)=X2(i)+DX 
YN2(i)=Y2(i)+DY 
ZN2(i)=Z2(i)+DZ 

130 continue 

write(*,*) , New Coordinates for #1 (fixed, no changed):' 

do 140 i=1,n1 
write(*,103) XN1(i),YN1(i),ZN1(i) 

140 continue 
write(*,*) 
write(*,*) , New Coordinates for #2:' 
do 150 i=l,nl 
write(*,103) XN2(i) ,YN2(i) ,ZN2(i) 

150 continue 
write(*,*) 

c Determine NEW Center of Mass of molecule #1 
TMPX=O. 
TMPY=O. 
TMPZ=O. 

do 160 i=l,nl 
TMPX=TMPX+MASS(i)*XN1(i) 
TMPY=TMPY+MASS(i)*YNl(i) 
TMPZ=TMPZ+MASS(i)*ZN1(i) 

160 continue 

CMXl=TMPX/SUMMASS 
CMYl=TMPY/SUMMASS 
CMZl=TMPZ/SUMMASS 
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TMPX=O. 
TMPY=O. 
TMPZ=O. 

c Determine NEW Center of Mass of molecule #2 

do 163 i=1,n1 
TMPX=TMPX+MASS(i)*XN2(i) 
TMPY=TMPY+MASS(i)*YN2(i) 
TMPZ=TMPZ+MASS(i)*ZN2(i) 

163 continue 

CMX2=TMPX/SUMMASS 
CMY2=TMPY/SUMMASS 
CMZ2=TMPZ/SUMMASS 

write(*,*) , 
write(*,120) 
write(*,121) 
write(*,122) 
write(*,*) 

write(*,*) , 
write(*,120) 
write(*,121) 
write(*,122) 
write(*,*) 

NEW Center of mass of #1 (fixed) located at:' 
CMX1 
CMY1· 
CMZ1 

NEW Center of mass of #2 located at:' 
CMX2 
CMY2 
CMZ2 

c To rotate, first move #2 so that cm is at origin 
do 170 i=l. n1 
RX2(i)=XN2(i)-CMX2 
RY2 (i)=YN2 (i)-CMY2 
RZ2(i)=ZN2(i)-CMZ2 

170 continue 

c Test that NEW Center of Mass of molecule #2 is at (0,0,0) 
TMPX=O. 
TMPY=O. 
TMPZ=O. 

do 173 i=1,n1 
TMPX=TMPX+MASS(i)*RX2(i) 
TMPY=TMPY+MASS(i)*RY2(i) 
TMPZ=TMPZ+MASS(i)*RZ2(i) 

173 continue 

RCMX2=TMPX/SUMMASS 
RCMY2=TMPY/SUMMASS 
RCMZ2=TMPZ/SUMMASS 
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write(*,*) , 
write(*,120) 
write(*,121) 
write(*,122) 
write(*,*) , 
do 195 i=1,n1 

Shift Center of mass of #2 for rotation step to:' 
RCMX2 

195 
write(*,103) 

continue 
write(*,*) 

RCMY2 
RCMZ2 
With atom positions:' 

RX2(i),RY2(i) ,RZ2(i) 



c Use rotation matrix to rotate the molecule by THETA degrees 
c 
c 

cos -sin 
sin cos 

ALPHARAD= (ALPHA*2. O*pi) 1360.0 
BETARAD=(BETA*2.0*pi) 1360.0 
GAMMARAD=(GAMMA*2.0*pi) 1360.0 

XROT(l,l)=cos(ALPHARAD) 
XROT(1,2)=-sin(ALPHARAD) 
XROT(2,1)=sin(ALPHARAD) 
XROT(2,2)=cos(ALPHARAD) 

YROT(l,l)=cos(BETARAD) 
YROT(1,2)=-sin(BETARAD) 
YROT(2,1)=sin(BETARAD) 
YROT(2,2)=cos(BETARAD) 

ZROT(l,l)=cos(GAMMARAD) 
ZROT(1,2)=-sin(GAMMARAD) 
ZROT(2,1)=sin(GAMMARAD) 
ZROT(2,2)=cos(GAMMARAD) 

wri te (* , *) , 
degrees) :' 

Rotation matrix (along X axis by', ALPHA, ' 

write(*,179) XROT(l,l), XROT(1,2) 
write(*,179) XROT(2,1), XROT(2,2) 

179 format(2x,f9.6,lx,f9.6) 
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write(*,*) 
write(*, *)' 
write(*,179) 
write(*,179) 
write(*,*) 
write(*,*) , 

Rotation matrix (along Y axis by', BETA, ' degrees):' 
YROT(l,l), YROT(1,2) 
YROT(2,1), YROT(2,2) 

Rotation matrix (along Z axis by', GAMMA, ' 
degrees) :' 

write(*,179) ZROT(l,l), ZROT(1,2) 
write(*,179) ZROT(2,1), ZROT(2,2) 
write(*,*) 

c Make planar matrix to multiply 

do 1 i=1,2 
do 2 j=l,nl 

XYN (i, j) =0.0 
ZXN(i,j)=O.O 
YZN (i, j ) = 0 . 0 

2 continue 
1 continue 

c Start rotation along X axis 
do 180 i=l,nl 
YZ(1,i)=RY2(i) 
YZ(2,i)=RZ2(i) 

180 continue 

do 10 i=1,2 
do 20 j=l,nl 

TEMP=O.O 
do 30 k=1,2 

YZN(i,j)=TEMP+XROT(i,k)*YZ(k,j) 



TEMP=YZN(i,j) 
30 continue 
20 continue 
10 continue 

c Finish rotation along X axis 

c Update new coordinates 
do 190 i=1,n1 

RY2(i)=YZN(1,i) 
RZ2(i)=YZN(2,i) 

190 continue 

c Start rotation along Y axis 
do 182 i=1,n1 

ZX(1,i)=RZ2(i) 
ZX(2,i)=RX2(i) 

182 continue 

do 12 i=1,2 
do 22 j=l,n1 

TEMP=O.O 
do 32 k=1,2 

ZXN(i,j)=TEMP+YROT(i,k)*ZX(k,j) 
TEMP=ZXN(i,j) 

32 continue 
22 continue 
12 continue 

c Finish rotation along Y axis 

c Update new coordinates 
do 192 i=1,n1 

RZ2(i)=ZXN(1,i) 
RX2(i)=ZXN(2,i) 

192 continue 

c Start rotation along Z axis 
do 184 i=1,n1 
XY(1,i)=RX2(i) 
XY(2,i)=RY2(i) 

184 continue 

do 14 i=1,2 
do 24 j=1,n1 

TEMP=O.O 
do 34 k=1,2 

XYN(i,j)=TEMP+ZROT(i,k)*XY(k,j) 
TEMP=XYN(i,j) 

34 continue 
24 continue 
14 continue 

c Finish rotation along Z axis 

c Update new coordinates 
do 194 i=1,n1 

RX2(i)=XYN(1,i) 
RY2(i)=XYN(2,i) 

194 continue 
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write(*,*)' Rotated and Translated Coordinates of Molecule #2, CM 
at (0,0,0):' 

do 240 i=1,n1 



write(*,103) RX2(i) ,RY2(i),RZ2(i) 
240 continue 

write(*,*) 

c Move back such that CM is same as cm of #1 
do 175 i=l,nl 

XN2 (i)=RX2 (i)+CMX2 
YN2(i)=RY2(i)+CMY2 
ZN2(i)=RZ2(i)+CMZ2 

175 continue 

open(16,file=FNAMEOUT) 
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write(*,*)' Rotated and Translated Coordinates of Molecule #2:' 
write(*,*)' # Mass X Y Z' 
do 245 i=l,nl 
write(16,103) XN2(i) ,YN2(i),ZN2(i) 
write(*,102) i, mass(i), XN2(i),YN2(i) ,ZN2(i) 

245 continue 
close (16) 
write(*,*) 

C Ask for retry 
write(*,*) 'Redo rotation with new angles [Yin]? ' 
read(*,' (Al)') redo 
if ((redo .ne. 'n') .and. (redo .ne. 'N')) then 

goto 1000 
endif 

stop' o.k. ' 
end 



PROGRAM infogen 
C This program generates the ##.info file for normal mode 
calculation 
C program normal. 
C 
C 11/15/96 C.X. 
C 

PARAMETER (nmax=10, ndim=30) 
INTEGER noatoms, imollen, anionmode(ndim), neutralmode(ndim), 

numdq 
CHARACTER*l linear, modeprint, extend, knowngeom, moredq 
CHARACTER*10 molecule 
CHARACTER*20 fname 
CHARACTER*79 comment 
REAL m(nmax), dq(ndim) 

C Read in molecule name: this defines the file name 
write(*,*) 'Molecule: ' 
read(*,' (A10) ') molecule 

C Generate info file name 
imollen=index(molecule, , ')-1 
fname=molecule(l:imollen) II' .~nfo' 
open(l,file=fname) 

C Ask for number of atoms 
write(*,*) 'Number of atoms? ' 
read(*,*) noatoms 
write(1,500) noatoms, 'Number of atoms' 

500 format (I2, 18X, A) 

C Ask for mass of each atom 
do i=l,noatoms 

write(*,*) 'Mass of #', i, ' atom: 
read ( * , *) m ( i ) 
write(1,510) m(i), 'Mass of each atom' 

enddo 
510 format(f8.4, 12X, A) 

C Ask for linear or nonlinear 
100 write(*,*) 'Is it a [L]inear or [N]onlinear molecule?' 

read(*,*) linear 
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if ((linear.ne. 'L') .and. (linear.ne.' 1') .and. (linear.ne. 'N') .-and. 
x (linear.ne.'n'» go to 100 
if ((linear .eq. 'L') .or. (linear .eq. '1'» then 

write(1,520) 'L', '[L]inear or [N]onlinear molecule' 
else 

write(1,520) 'N', '[L]inear or [N]onlinear molecule' 
endif 

520 format (Ai, 19X, A) 

C Ask for whether normal mode vectors to be printed 
write(*,*) 'Print normal mode vectors to output file [N,y]?' 
read(*,*) modeprint 
if ((modeprint .eq. 'Y') .or. (modeprint .eq. 'y'» then 

write(1,520) 'y', 'Whether normal mode vectors to be printed' 
else 

write(1,520) 'n', 'Whether normal mode vectors to be printed' 
endif 



e Ask for comments 
write(*,*) 'Please input the comment line' 
read(*,' (A79)') comment 
write(l,*) comment 

e Ask for whether use extended Fe analysis to derive geometry 
write(*,*) 'Use extended Fe analysis to derive geometry info 

[N/y] ?' 
read(*,*) extend 
if ((extend .eg. 'Y') .or. (extend .eg. 'y')) then 

write(1,520) 'y', 
x 

geometry' 
else 

write (1, 520) 
x 

geometry' 
endif 

'Whether use extended Fe analysis to derive 

'n' , 
'Whether use extended Fe analysis to derive 

e Ask for which species has known geometry 
200 if ((extend .eg. 'Y') .or. (extend .eg. 'y')) then 

write(*,*) 'Which species has known geometry [A]nion or 
[N]eutral?' 

read(*,*) knowngeom 
if ((knowngeom.ne.'A') .and. (knowngeom.ne.'a') .and. 
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x (knowngeom.ne. 'N') .and. (knowngeom.ne. 'n')) go to 200 
if ((knowngeom .eg. 'N') .or. (knowngeom .eg. 'n')) then 

write(1,520) 'N', , [A]nion or [N]eutral has known geometry' 
else 

write(1,520) 'A', , [A]nion or [N]eutral has known geometry' 
endif 

endif 

e Ask for dQ information for extended Fe analysis 
if ((extend .eg. 'Y') .or. (extend .eg. 'y')) then 

write(*,*) 'Input dQ information' 
do i=1,3*noatoms 

write(*,*) 'dQ(',i,'):' 
write(*,*) , correspond to which mode in anion?' 
read(*,*) anionmode(i) 
write(*,*) , correspond to which mode in neutral?' 
read(*,*) neutralmode(i) 
write(*,*) , dQ value in this mode: ' 
read(*,*) dg(i) 
numdg=i 
write(*,*) 'More [Yin]?' 
read(*,*) moredg 
if ((moredg .eg. 'N') .or. (moredg .eg. 'n')) go to 300 

enddo 

300 write(1,530) (anionmode(i), neutralmode(i), dg(i), i=l,numdg) 
530 format(I2,6X,I2,4X,f8.3) 

endif 

close(l) 

STOP 
END 
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