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Abstract<br>Chemical Transformations of Nanocrystals: Theory and Molecular Simulation<br>by<br>Layne B. Frechette<br>Doctor of Philosophy in Chemistry<br>University of California, Berkeley<br>Professor Phillip L. Geissler, Chair

Many of the intriguing optical, electronic, and mechanical properties of nanoparticles and their assemblies are strongly influenced by their size, shape, and composition. The range of different nanoparticles accessible by direct synthesis, however, is currently limited. Post-synthetic modification is thus an important avenue for chemists to tailor the properties of nanocrystals and to guide their assembly into functional materials. Yet, tuning such properties as nanocrystal shape and composition is often difficult because procedures for doing so take place far from equilibrium. In this thesis, we will discuss the progress we have made in understanding two such processes using statistical mechanical theory and computer simulation: (i) chemical etching, which produces concentration-dependent transformations of nanocrystal shape, and (ii) cation exchange, in which spontaneous swapping of ions of different identities effects compositional change.

For nanocrystal etching, we propose a simple kinetic model of etching which emphasizes the interplay between the concentration of etchant in the surrounding solution and the local energetics of the crystal surface. Monte Carlo simulations of this model reproduce experimentally observed etching trajectories over a broad range of parameters. We explain the observed transient nanocrystal shapes in terms of a balance between the external driving force for etching and the coordination number of nanocrystal surface atoms. Anisotropic particles such as nanorods present shape transformations which this kinetic model is unable to capture on its own. When we introduce additional kinetic moves which allow for mass transfer across the nanocrystal surface, we are able to capture nanorod shape transformations. Our microscopic explanation for this success invokes Ostwald ripening between distinct crystal facets on the nanoparticle surface.

For cation exchange, we develop an elastic Ising model which highlights the role of elastic strain due to lattice mismatch between different cation species. In its bulk incarnation, Monte Carlo simulations of this model reveal rich phase behavior featuring modulated order and surprising coexistence scenarios. These result from the extensive cost for coexistence between elastic phases. Based on this observation, we combine mean field theory with a modified Maxwell construction to predict a phase diagram which captures key features of
our simulations. If we switch to an ensemble where the net composition can fluctuate freely, the behavior of our model is vastly different. In lieu of modulated order, there is a single, mean-field critical point associated with spontaneous symmetry breaking of the net composition. We show that the long-ranged interactions responsible for this behavior arise naturally upon integrating out mechanical fluctuations. Mean field theory applied to the resulting effective Hamiltonian quantitatively captures both the thermodynamics and kinetics observed in Monte Carlo simulations. For nanocrystals, which break translational symmetry, a straightforward extension of mean field theory yields similarly accurate results. We further interrogate nanocrystal energetics by diagonalizing the nanocrystal effective Hamiltonian and its corresponding spin correlation function, revealing surface-localized soft modes. Detailed knowledge of nanocrystal energetics informs a nonequilibrium kinetic model for ion exchange focusing on surface exchange reactions and bulk diffusion of ions. Kinetic Monte Carlo simulations of this model for different choices of parameters reproduce a variety of nanocrystal morphologies seen in cation exchange experiments. Overall, our findings in this thesis demonstrate that the interplay between thermodynamics, kinetics, and geometry is key in determining the outcomes of nonequilibrium nanocrystal transformations.

To my family.
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## Chapter 1

## Introduction

A central goal of materials science is to understand how to design materials with specific physical and chemical properties. Such knowledge would allow scientists and engineers to tailor novel materials to particular applications. Contemporary research in this field is increasingly focused on fulfilling this goal using nanoscale building blocks [117]. Nanoparticles, whose dimensions are barely larger than those of individual molecules, show significant promise as the ingredients of modern energy devices such as solar cells and LEDs, as well as for use as medical imaging tools [63]. The excitement over nanoparticles stems from their unique properties, which differ significantly from those of their macroscopic counterparts. Their miniscule size discourages the formation of structural defects which often plague bulk materials [3]. Nanoparticles also exhibit striking optical and electronic properties [63]. Perhaps the most famous illustration of this is the size-dependent light emission of CdS quantum dots [2]. This example highlights a crucial point: because nanoparticles are so small, their properties can be highly dependent on such features as their size and shape. Their small size means that a significant fraction of their constituent atoms lies at or near their surfaces, which experience environments quite different their interiors. Moreover, distinct nanoparticle shapes yield distinct arrangements of surface atoms. Such variations are often important in processes such as surface catalysis [68] and self-assembly [54]. Nanoparticles with heterogeneous compositions also exhibit distinct optical and electronic properties, and these properties often depend on the precise spatial arrangement of atoms of differing chemical identity [24].

The diversity of possible nanoparticles suggests the tunability of their properties, which makes them promising candidates for serving as the basis of custom-designed materials. However, much work remains to be done in understanding how to control such features as their shape and composition. A large part of what makes this task difficult is the fact that protocols for synthesizing and modifying nanoparticles typically operate far from equilibrium. The products of such procedures are thus usually not under thermodynamic control, but rather are heavily influenced by nonequilibrium kinetics. This renders simple thermodynamic models for transformation mechanisms suspect and forces scientists to instead confront the full, microscopic dynamics. While experimental techniques for monitoring nanoparticle
transformations continue to advance [122], their resolution remains far too low to reveal these atomic details in liquid environments which colloidal nanoparticles inhabit. ${ }^{1}$ On the other hand, computer simulations can fully resolve the motions of individual atoms. They are limited instead by the computer time and memory required to obtain representative sampling on relevant physical time and length scales.

In this thesis, we use computer simulation and statistical mechanical theory to interrogate two transformations that significantly expand the diversity of synthetically accessible nanocrystals. The first - chemical etching - provides a way to alter the shape and size of nanocrystals. The second - cation exchange - offers an avenue to tune the composition of nanocrystals. We focus on the essential physical features of nanocrystals known to be important in these transformations. For etching, in which a metal nanocrystal is dissolved by oxidant molecules [121], the coordination and hence energetic stability of surface atoms ought to govern how easily they are stripped away. For cation exchange, in which the positively charged constituents of a semiconductor nanocrystal swap places with a different ionic species in the surrounding solution [108], the elastic strain associated with compositional defects is thought to significantly bias their spatial arrangement [102, 25]. Focusing on these aspects, we construct and study lattice models for both processes. By concentrating on simplified microscopic models, which intentionally omit what we expect (or hope) to be irrelevant features, we sacrifice some realism in exchange for the ability to thoroughly sample microscopic dynamics over long timescales. Such sampling is crucial for correctly capturing key features of reactions in these small and hence highly fluctuating systems.

This remainder of this thesis is organized as follows:
In chapter 2, we discuss our model for etching. Our collaborators have performed liquid cell TEM experiments to monitor the dissolution of gold nanocrystals [121, 52]. The nonequilibrium shape transformations which a nanocrystal undergoes depend both on the initial shape of the crystal and on the concentration of the oxidizing species. We construct a kinetic model for etching which accounts for the driving force for dissolution as well as the energetic stability associated with bonds between neighboring surface atoms. Monte Carlo simulations of this model reproduce the experimentally observed shape transformations quite well. Moreover, we are able to explain the shape transformations and their concentrationdependence microscopically, as a consequence of the balance between the magnitude of the driving force and the energy of nearest-neighbor contacts. An exception to this success occurs for nanorods. For these crystals, agreement with experiment is obtained only upon introduction of additional mechanisms of surface relaxation, namely mass transport of atoms across the crystal surface. Detailed inspection of the associated simulation trajectories suggests that altered shape transformations are largely a consequence of Ostwald ripening between different crystal facets.

Chapters 3-5 concern our elastic Ising model for ion exchange. In Chapter 3, we thoroughly investigate the bulk phase behavior of this model. Models which couple mechanical fluctuations to spin or composition variables have a rich history [4, 5, 36, 37, 79, 80]. We

[^0]build significantly upon extant work by using Monte Carlo simulations to survey phase behavior across a wide range of temperature and composition, revealing surprising coexistence scenarios. Specifically, we observe coexistence between phases without microscopic structure and phases with modulated order, but never coexistence between unstructured phases. We show that this is a consequence of the extensive energetic penalty for coexistence between elastic phases. By creating a graphical construction akin to the double-tangent construction of conventional thermodynamics, we fashion a mean-field phase diagram which captures the structures observed in our simulations. Such structures are strikingly absent when we switch ensembles in Chapter 4. Specifically, when the net composition is not held fixed but rather is allowed to fluctuate, Monte Carlo simulations of our model exhibit spontaneous symmetry breaking consistent with mean field universality. This behavior originates from long-ranged effective interactions, which we reveal by integrating out mechanical fluctuations of atoms about their lattice sites. Armed with this knowledge, we construct a mean field theory which quantitatively captures not only free energies and the critical temperature for spontaneous symmetry breaking, but also the dynamics of quenching and hysteresis. Having firmly established the behavior of our elastic Ising model in bulk, we turn to nanocrystals. A straightforward extension of mean field theory to incorporate spatial variations of the average composition allows us to accurately predict phase transitions in nanocrystals. In Chapter 5, we delve further into the energetics and dynamics of nanocrystals. Numerical energy minimization shows that compositional defects preferentially reside at the crystal surface rather than well within the interior. As a result, soft modes - which have very low or even zero energy - appear in the spectra of the nanocrystal effective potential and spatial correlation function. Turning to dynamics with these observations in mind, we propose a kinetic model for ion exchange reactions in which exchange events occur exclusively at the nanocrystal surface and diffusion transports different kinds of atoms throughout the crystal. Kinetic Monte Carlo simulations of this model exhibit patterns which resemble experimentally observed heterostructures, and which appear to be biased by bulk phase behavior. Notably, these nonequilibrium patterns are far different from nanocrystal configurations that minimize free energy.

## Chapter 2

## Etching: A Nonequilibrium Route to New Nanocrystal Shapes

The work described here draws significantly from Science 354 (6314), 874-877 [121]. Reprinted with permission from AAAS. The work is also reproduced in part from Nano Letters 18 (9), 5731-5737 [52]. Copyright 2018 American Chemical Society.

### 2.1 Introduction

Understanding nanoparticle dynamics and reactivity remains a major challenge in physical chemistry. Recently, Alivisatos and co-workers developed a novel technique - liquid cell TEM (transmission electron microscopy) - for imaging nanoscale reactions in liquid environments in real time [122]. As in conventional TEM, the sample is imaged via irradiation with an electron beam. What makes the technique novel is the ability to sample liquid phase environments, an advancement made possible by "sandwiching" the sample and its liquid environment between two graphene sheets. This has allowed the real-time imaging of such fundamental phenomena as nanoparticle nucleation and growth and inter-nanoparticle interactions [122, 93, 19]. Although such studies provide a new window into nanoscale transformations, they still do not operate at a sufficiently high resolution to fully unveil microscopic details. Theory and computer simulation can give additional microscopic insights into such processes that are unavailable even with the most advanced imaging techniques.

In this chapter, we show how theory and computer simulation of simple models shed light on the mechanisms of nanocrystal dissolution. This process can be initiated and observed directly in a liquid cell TEM setup. The liquid cell sample consists of an aqueous solution of ligand-coated gold nanoparticles as well as the compound $\mathrm{FeCl}_{3}$. Interaction between the electron beam and $\mathrm{FeCl}_{3}$ leads to the creation of hydroxyl radical species, which oxidize gold atoms, initiating dissolution or "etching" of the nanocrystals (see Fig. 2.1). In dissolution trajectories observed with TEM, nanocrystals transform from their initial shapes into distinct "transient intermediate" shapes which persist while the nanocrystals shrink. At very


Figure 2.1: Schematic of the electron beam-initiated oxidation reaction.
low etchant concentrations, nanocrystals tend towards a truncated octahedron (TO) shape, while at elevated concentrations the dominant shape motif is that of a tetrahexahedron (THH); see Ref. [121]. Notably, the precise intermediate shape depends both on the etchant concentration and on the initial shape of the nanoparticle.

We explain these shape transformations via a simple microscopic lattice model which takes into account the nanocrystal lattice geometry, local atomic coordination, and the driving force for etching. Monte Carlo (MC) simulations of this model reproduce the experimentally observed shape changes over a broad range of concentrations. These shape changes can be explained as a straightforward consequence of the interplay between local crystal geometry and nonequilibrium kinetics. Faithfully capturing the etching dynamics of anisotropic shapes such as nanorods appears to require the introduction of additional mechanisms of surface relaxation which compete with etching. Our results demonstrate how simple physical models can yield mechanistic insights into what appear to be complex nanoscale dynamics.

### 2.2 Kinetic Model of Etching

Our model for nanocrystal etching resolves only the collection $C$ of FCC lattice sites that are occupied by gold atoms at a given time. This list changes as a result of stochastic microscopic events whose rate constants we prescribe.

The dynamics of an atom detaching from the surface of a nanoparticle is shaped by many factors: the local surface structure, presence and arrangement of passivating ligand molecules, and the spatial distribution of oxidizing species, among others. We focus exclusively on the expectation that more highly coordinated atoms face higher energetic barriers to detachment, and are therefore etched less rapidly. Specifically, the removal rate constant
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$k(n)$ of a particular surface atom is taken to depend only on the number $n$ of its nearestneighbor lattice sites that are occupied.

Many features of the resulting etching trajectories are insensitive to the precise form of $k(n)$, requiring only that it declines sharply with $n$ for highly coordinated sites. The particular form we choose follows from a simple kinetic description of the association between oxidizing species in solution and the nanoparticle surface: oxidants bind to a given surface atom with rate constant $k_{\text {on }}$; upon binding, a surface atom (denoted Au ) becomes activated for etching. The activated surface atom (denoted $\mathrm{Au}^{*}$ ) may either deactivate (through unbinding of the oxidant, which occurs with rate constant $k_{\text {off }}$ ) or detach from the nanoparticle with rate constant $k_{\text {detach }}$, as represented in the chemical equation:

$$
\mathrm{Au} \stackrel{k_{\text {off }}}{\stackrel{k_{\text {on }}}{\rightleftharpoons}} \mathrm{Au}^{*} \xrightarrow{k_{\text {detach }}} \emptyset .
$$

The resulting rate of detachment, $r=k_{\text {detach }} p\left(\mathrm{Au}^{*}\right)$, thus depends on the probability $p\left(\mathrm{Au}^{*}\right)$ that the atom is activated. The quantity $p\left(\mathrm{Au}^{*}\right)$ is generally time-dependent; for simplicity, we employ a steady-state approximation $d p\left(\mathrm{Au}^{*}\right) / d t \approx 0$, which leads to:

$$
\begin{equation*}
k_{\mathrm{on}} p(\mathrm{Au})-\left(k_{\mathrm{off}}+k_{\mathrm{detach}}\right) p\left(\mathrm{Au}^{*}\right) \approx 0 \tag{2.1}
\end{equation*}
$$

yielding a effective rate constant for etching $k=r / p(\mathrm{Au})$,

$$
\begin{equation*}
k=\frac{k_{\mathrm{on}}}{1+k_{\mathrm{off}} / k_{\text {detach }}} . \tag{2.2}
\end{equation*}
$$

Surface atoms that detach readily once activated (relative to the rate of oxidant unbinding) thus etch at essentially the same rate, i.e., oxidant binding is the rate-limiting step. Sites that detach slowly even when activated etch at much lower rates.

We take an Arrhenius form for detachment kinetics,

$$
\begin{equation*}
k_{\operatorname{detach}}(n)=k_{0} e^{-\beta \epsilon n} \tag{2.3}
\end{equation*}
$$

with an energetic barrier that grows linearly with coordination number $n$, where the inverse temperature is $\beta=1 / k_{B} T$ ( $k_{B}$ is Boltzmann's constant). Assuming $k_{\text {off }}$ to be independent of $n$, and defining parameters $\mu$ and $n^{*}$ through:

$$
\begin{align*}
e^{\beta \mu} & =k_{\mathrm{off}} / k_{0}  \tag{2.4}\\
\mu & =-n^{*} \epsilon, \tag{2.5}
\end{align*}
$$

we finally have:

$$
\begin{equation*}
k(n)=\frac{k_{\mathrm{on}}}{1+e^{\beta \epsilon\left(n-n^{*}\right)}}, \tag{2.6}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
k(n)=\frac{k_{\mathrm{on}}}{1+e^{\beta(\epsilon n+\mu)}} . \tag{2.7}
\end{equation*}
$$
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We anticipate that reaction barriers are high, $\beta \epsilon \gg 1$, so that the Fermi function form of Eq. 2.6 implies:

$$
\begin{array}{ll}
k(n) \approx k_{\text {on }}, & n<n^{*} \\
k(n) \approx k_{\text {on }} e^{-\beta \epsilon\left(n-n^{*}\right)}, & n>n^{*} . \tag{2.9}
\end{array}
$$

The second expression for the effective etching rate, Eq. 2.7, highlights an isomorphism between our kinetic model and Monte Carlo sampling of a classic statistical mechanics model for phase separation, namely the lattice gas [18].

We generated a collection of stochastic etching trajectories for several different values of $n^{*}$ using the Gillespie algorithm [41] for kinetic Monte Carlo sampling with the rates given in Eq. 2.6. We obtain essentially indistinguishable results using a discrete-time Monte Carlo scheme based on the aforementioned lattice gas analogy (an explicit comparison between these two methods for $n^{*}=6.5$ is shown in Appendix A.1.) The latter approach offers significant practical advantages when the model is elaborated to describe surface diffusion. For this reason, most of the trajectories we report (except where noted) were generated with lattice gas Monte Carlo methods, which we detail below.

### 2.3 Lattice Gas Monte Carlo

The dynamical variables of a lattice gas specify the presence $\left(\rho_{i}=1\right)$ or absence $\left(\rho_{i}=0\right)$ of material at each of a collection of lattice sites $i$. Their equilibrium fluctuations in a grand canonical ensemble are governed by a distribution of $C=\left\{\rho_{1}, \rho_{2}, \ldots\right\}$ given by:

$$
\begin{equation*}
P(C) \propto e^{-\beta \mathcal{H}} \tag{2.10}
\end{equation*}
$$

with the Hamiltonian

$$
\begin{equation*}
\mathcal{H}=-\mu \sum_{i} \rho_{i}-\epsilon \sum_{\langle i, j\rangle} \rho_{i} \rho_{j}, \tag{2.11}
\end{equation*}
$$

where $\mu$ is an externally imposed chemical potential. The second summation in $\mathcal{H}$ includes all distinct pairs of nearest neighbor lattice sites, which contribute an attractive energy $-\epsilon$ when both are occupied. ${ }^{1}$

The simplest Monte Carlo scheme for sampling the distribution Eq. 2.10 would (i) select a lattice site $i$ at random, (ii) attempt to change its occupation state $\rho_{i} \rightarrow 1-\rho_{i}$ and (iii) accept the change with probability $A\left(C \rightarrow C^{\prime}\right)$, where $C$ and $C^{\prime}$ are the states of the system before and after the proposed change. Any choice of $A$ that satisfies detailed balance suffices for this purpose. The Glauber acceptance probability [43]:

$$
\begin{equation*}
A\left(C \rightarrow C^{\prime}\right)=\frac{1}{1+e^{\beta\left(\mathcal{H}\left(C^{\prime}\right)-\mathcal{H}(C)\right)}} \tag{2.12}
\end{equation*}
$$

[^1]
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is a common choice, particularly when trajectories are given a dynamical interpretation (associating a small time interval with each MC step). If the configurational distribution changes smoothly in time, then this discrete-time scheme is equivalent to a continuous-time kinetics with transition rates:

$$
\begin{equation*}
k\left(C \rightarrow C^{\prime}\right)=w_{0} A\left(C \rightarrow C^{\prime}\right) \tag{2.13}
\end{equation*}
$$

where $w_{0}$ is a constant with units of inverse time. In the particular case of a deletion move, which takes $\rho_{i}=1$ to $\rho_{i}=0$, this rate becomes:

$$
\begin{equation*}
k\left(C \rightarrow C^{\prime}\right)=\frac{w_{0}}{1+e^{\beta(\epsilon n+\mu)}}, \tag{2.14}
\end{equation*}
$$

where $n$ is the coordination number of site $i$ in configuration $C$. This rate corresponds precisely to the etching rate $k(n)$ described in the previous section, establishing an equivalence between our kinetic model of nanocrystal etching and the deletion moves of a discrete-time grand canonical Glauber Monte Carlo sampling. (In the limit $\beta \epsilon \gg 1$ of Eqs. 2.8 and 2.9, the rate takes the form of Metropolis dynamics [114]; see Appendix A. 1 for a comparison with Glauber dynamics.) In light of this equivalence, we interpret the chemical potential $\mu=-\epsilon n^{*}$ as a proxy for the driving force for etching. While it could be related in a complicated way to such underlying factors as etchant concentration and the electron beam strength, we treat it as an effective parameter that determines which coordination-number-dependent etching events are facile.

The precise lattice gas sampling scheme sketched above is not well-suited for etching trajectories, since for a given configuration only a small fraction of lattice sites - those at the nanocrystal surface - participate in etching reactions. We therefore propose Monte Carlo moves that attempt only to modify the occupation state of interfacial lattice sites. For deletion moves, the number of such changeable sites is $N_{\text {surf }}(C)$, i.e., the number of atoms that are incompletely coordinated. For insertion moves, the number of changeable sites is instead the number $N_{\text {vac }}(C)$ of vacancies that are adjacent to occupied sites (though in the strongly non-equilibrium etching regime, the probabilities of insertion moves are so small that these moves are insignificant.)

Our primary scheme for simulating the etching of a nanoparticle is thus as follows:

1. Determine whether to attempt deleting an atom or inserting an atom, with probability $1 / 2$ for either move.
2. If attempting insertion, select one vacancy $j$ at random from the $N_{\mathrm{vac}}(C)$ vacancies associated with the configuration. Then, accept the "trial move" of changing the current configuration $C$ into another configuration $C^{\prime}$ by changing $\rho_{j}=0$ to $\rho_{j}=1$ with probability:

$$
\begin{equation*}
A_{\text {insert }}\left(C \rightarrow C^{\prime}\right)=\frac{1}{1+\left(f\left(C, C^{\prime}\right)\right)^{-1}} \tag{2.15}
\end{equation*}
$$
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where:

$$
\begin{align*}
f\left(C, C^{\prime}\right) & =\frac{N_{\mathrm{vac}}(C)}{N_{\mathrm{surf}}\left(C^{\prime}\right)} e^{-\beta \Delta \mathcal{H}}  \tag{2.16}\\
\Delta \mathcal{H} & =\mathcal{H}\left(C^{\prime}\right)-\mathcal{H}(C)=-\mu-\epsilon n . \tag{2.17}
\end{align*}
$$

The ratio of $N \mathrm{~s}$ in the function $f$ preserves detailed balance (see Appendix A.2).

If attempting deletion, select one atom $j$ at random from the $N_{\text {surf }}(C)$ atoms associated with the configuration. Then, accept the trial move $C \rightarrow C^{\prime}$ by changing $\rho_{j}=1$ to $\rho_{j}=0$ with probability:

$$
\begin{equation*}
A_{\text {delete }}\left(C \rightarrow C^{\prime}\right)=\frac{1}{1+\left(g\left(C, C^{\prime}\right)\right)^{-1}} \tag{2.18}
\end{equation*}
$$

where:

$$
\begin{align*}
g\left(C, C^{\prime}\right) & =\frac{N_{\mathrm{surf}}(C)}{N_{\mathrm{vac}}\left(C^{\prime}\right)} e^{-\beta \Delta \mathcal{H}},  \tag{2.19}\\
\Delta \mathcal{H} & =\mathcal{H}\left(C^{\prime}\right)-\mathcal{H}(C)=\mu+\epsilon n . \tag{2.20}
\end{align*}
$$

3. Repeat until the nanoparticle has been fully etched - i.e., no atoms remain.

This scheme saves us significant computational expense and allows us to simulate large systems consisting of tens of millions of sites. We note that as a consequence of this choice of dynamics, the ensemble we consider only includes configurations in which a single interface separates occupied from unoccupied regions of the lattice.

In all simulations, the temperature was set to $k_{B} T=0.0259 \mathrm{eV}$ (corresponding to room temperature,) and the bond energy $\epsilon$ was set to 0.3275 eV , one-twelfth the bulk sublimation energy of gold [23], so that $\beta \epsilon \approx 12.6 .{ }^{2}$

### 2.4 Simulations of Nanocrystal Shape Change

Despite its simplicity, our model produces a THH intermediate from an initially cube-shaped nanoparticle for a relatively wide range of chemical potentials, $-8<\mu / \epsilon<-6$. In the language of the kinetic model, this corresponds to etching rates for which $6<n^{*}<8$. In Fig. 2.2 we show experimental and simulation (using $\mu / \epsilon=-6.5$ ) trajectories. The nonequilibrium THH structure is thus unlikely to be a consequence of the electron beam, the particular oxidation chemistry employed in the liquid cell, or the presence of surfacebound ligands, because these effects are not explicitly considered in our simulations. When
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Figure 2.2: a: Idealized THH shape, viewed along the [001] axis. b: Snapshots from nonequilibrium etching trajectories from experiment (top) and simulation (bottom.) Etching simulation was performed on an initially cubic $\approx 7$-million atom nanoparticle with $\mu / \epsilon=-6.5$.
the driving force for oxidation is reduced in experiments, cubes transform into truncated octahedra [121], the shape predicted by the Wulff construction for an FCC lattice [119, 56, $120,74]$. This same equilibrium transformation is observed in simulations near $\mu / \epsilon=-6$ or when additional mechanisms of surface relaxation are introduced (see Section 2.5.).

## Mechanism of THH Formation

The formation of a THH intermediate is driven by the interplay between the value of the driving force $\mu$ and the coordination number of surface sites. Specifically, the value of $\mu$ (or $\left.n^{*}=-\mu / \epsilon\right)$ determines which atoms are etched quickly and which are not. Surface atoms with $n<n^{*}$ all etch at approximately the same (rapid) rate $k_{\text {on }}$, while those with $n>n^{*}$ etch much more slowly, with a rate which becomes exponentially smaller with $n$ (see Eqs. 2.8 and 2.9.) For example, when $\mu / \epsilon=-6.5, n^{*}=6.5$, atoms with $n \leq 6$ are all etched with rate $\approx k_{\text {on }}$, while those with $n>6$ etch only very slowly. The formation of a THH intermediate thus appears to be contingent on the rapid removal of surface atoms with $n=6$. This can be understood by examining the geometry of an idealized nanocrystal surface (see Fig. 2.3). A perfect cube-shaped FCC crystal is bound by $\{100\}$ facets consisting of atoms with $n=8$ (see Appendix A. 3 for a description of different facets). Atoms on the edges adjoining such facets have coordination number $n=5$, while those on the corners have $n=3$. Removal of all atoms with $n \leq 6$ reveals new edges with coordination $n=6$ (see Fig. 2.3). Another removal of all atoms with $n \leq 6$ exposes additional $n=6$ surface atoms on the perimeter of the $\{100\}$ facets as well as another $n=6$ edge on the layer of atoms just beneath the receding top layer on each face of the cube (see Fig. 2.3). Clearly, repetition of this procedure will lead to a "train" of receding stepped "terraces," a mechanism which we have called "step-recession" by analogy to the well-known inverse process of step-flow [12, 64]. Continued step-recession creates square pyramid-shaped features on each side of the shrinking cube - which constitutes the THH shape. Once this shape is attained, additional etching serves mainly to reduce the size of the THH rather than change its shape. The

(b)

Figure 2.3: a: Idealized model of the first few steps of cubic nanoparticle etching, with atoms colored according to their coordination number $n$, viewed along two different directions. Arrows guide the eye to where etching is taking place. $\mathbf{b}$ : $h$-index (proportional to facet angle) over the course of a trajectory, as monitored by fraction of initial volume remaining. Schematic shows how the facet angle is defined. Simulation result is averaged over each of 24 possible angles (see Appendix A. 4 for details.) c: Snapshots from a simulation etching trajectory of an initially $\approx 7$-million atom nanoparticle with $\mu / \epsilon=-6.5$. Atoms are colored as in the idealized etching steps in a; snapshots are taken at remaining volumes corresponding to the red circles in $\mathbf{b}$.

THH shape might thus be thought of as a kind of transient "steady state." Although the stochasticity of our MC simulations prevents the steps from being atomically flat as they are in the idealized etching scenario, the sequence of shape changes we observe in simulations is largely consistent with the step-recession mechanism (see Fig. 2.3).

The THH is further characterized by the angle $\theta$ of each of its pyramidal features with respect to the $\{100\}$ plane. At an atomic level, this angle is determined by the ratio of step height to terrace width in the step train. Equivalently, one could describe the faces of the pyramid as "vicinal" $\{h k 0\}$ facets, where $h>k$ and:

$$
\begin{equation*}
\cos \theta=\frac{h}{\sqrt{h^{2}+k^{2}}} . \tag{2.21}
\end{equation*}
$$



Figure 2.4: a: Idealized THH shape, viewed along the [110] axis. b: Snapshots from nonequilibrium etching trajectories from experiment (top) and simulation (bottom.) Etching simulation was performed on an initially $\approx 7$-million atom RDD nanoparticle with $\mu / \epsilon=-6.5$.

Assuming facets with $k=1$, we measured the quantity $h$ (which we henceforth refer to as the " $h$ index;" see Appendix A. 4 for the details of its calculation) as a function of remaining nanoparticle mass (a proxy for time) in our simulations and compared the result to that of experiment. The general shapes of the curves are very similar, and they are quantitatively in fairly good agreement. (That the "asymptotic" value of the $h$ index is slightly higher in experiment than in simulation may have to do with etchant concentration; see following section.)

We also performed simulations of nanocrystals initially in the shape of rhombic dodecahedra (RDD). At a chemical potential $\mu / \epsilon=-6.5$, the RDD etched into a transient THH intermediate, just like the cube. Configurations along etching trajectories (viewed along the [110] axis) are very similar between experiment and simulation (see Fig. 2.4). The $h$ index trajectory is also qualitatively very similar to that of experiment (see Fig. 2.5). However, while the experimental results show an asymptotic value of $h \approx 3$, simulations show $h \approx 2$ for the THH and RDD. This suggests that additional factors that are not considered in simulations (e.g., ligand binding to the larger $\{100\}$ terrace area of $\{310\}$ facets [121]) may be important in dictating the precise facet morphology. Nonetheless, the THH transient intermediate appears to be a common motif for etching FCC nanocrystals.

## Dependence of Transient Intermediates on Concentration

The precise shape of the transient intermediate depends on oxidant concentration. As noted previously, for small enough concentrations, nanocrystals initially shaped like cubes and RDD transform to their equilibrium, TO shape in experiments. In simulations, at $\mu / \epsilon=-6,{ }^{3}$ the FCC lattice gas exhibits coexistence between macroscopic high-density and low-density phases, so that the crystal surfaces can relax substantially on the time scale of growth or
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Figure 2.5: $\mathbf{a}$ : $h$-index versus remaining nanoparticle volume computed from simulations of $\approx 7$-million atom RDD nanoparticles at different values of $\mu / \epsilon$. b: Idealized model of the first few steps of RDD nanoparticle etching, with atoms colored according to their coordination number $n$, viewed along the [100] axis. c: $h$-index versus time for RDD nanoparticles etched in experiments, for different concentrations.
etching. We find that the equilibrium truncated octahedron emerges in etching simulations at a value of $\mu / \epsilon$ slightly above coexistence, e.g. $\mu / \epsilon=-5.98$. For significantly higher values than this (around $\mu / \epsilon=-5.9$ and above), the shape evolution is instead dominated by growth of the nanoparticle. Precisely at $\mu / \epsilon=-6$, any finite initial structure constitutes a sub-critical nucleus, which dissolves as a consequence of interfacial tension on time scales that hinder surface relaxation [91]. (See Fig. 2.7 for snapshots at each of these conditions.) We also observe this shape when alternative mechanisms of surface relaxation are introduced (see subsequent section.)

At elevated concentrations the THH is the dominant motif, but the $h$ index which characterizes its pyramidal faces depends on the precise value of the concentration. In experiments [52], exposing cubes to higher oxidant concentrations produces transient THH shapes with higher values of $h$ ("shorter" pyramids). At the highest concentrations, cubes simply shrink, maintaining their shape. RDD, on the other hand, exhibit THH intermediates whose $h$ index is less sensitive to concentration. Like the cube, though, at the highest concentrations the RDD simply shrinks while retaining its shape. These observations can be understood, again, by considering the coordination of surface atoms.

As the cube etches, stochastic etching events on the $\{100\}$ terraces reveal $n=7$ surface atoms. For $\mu / \epsilon=-6.5$ these atoms are essentially inaccessible to etchant, but for $\mu / \epsilon=-7$
they are somewhat labile (though they etch less rapidly than $n=6$ atoms). For an even higher value of $\mu / \epsilon=-7.5$, atoms with $n=7$ are readily etched. The fact that a higher number of exposed atoms are rapidly etched leads to higher values of $h$, as well as rougher steps (see Fig. 2.6). For $\mu / \epsilon \leq-8$, even $n=8$ atoms etch at an appreciable rate. In that case, all atoms on the $\{100\}$ facets etch at similar rates, causing the cube shape to be maintained as the nanocrystal shrinks (see Fig. 2.7).

To understand the concentration-dependence of RDD etching, note that the RDD surface consists entirely of $\{110\}$ facets. These facets contain surface atoms with $n=7$ and $n=11$, and the edges separating these facets consist of $n=5$ atoms. For $-7<\mu / \epsilon<-6$, these $n=5$ atoms are readily removed, exposing rows of $n=6$ surface atoms which are also readily etched (see Fig. 2.5). Continued step-recession from the edges leads to the observed THH shape. The trajectory of the $h$ index does depend on the exact value of $\mu$ in this regime, but the asymptotic value of $h$ appears to be 2. (Occasionally, thermal fluctuations will cause one of the $n=7$ surface atoms to be removed, exposing two $n=6$ atoms which readily etch and lead to the entire row of atoms receding, somewhat akin to snapping a rubber band; see Fig. 2.8.) For $\mu / \epsilon \leq-7$, the $n=7$ atoms which comprise much of the exposed $\{110\}$ surfaces etch approximately as readily as atoms with $n \leq 6$, leading to a preservation of the RDD shape (reflected in the constant $h$ value of 1, ) much like the situation for the cube for $\mu / \epsilon \leq-8$.

### 2.5 Surface Relaxation

In the lattice gas scheme described previously, the equilibrium truncated octahedron shape is obtained only when the rate of insertion of atoms is approximately equal to the rate of deletion of atoms, which occurs within a narrow range of chemical potential. By contrast, in experiments the equilibrium shape is observed under a wider range of driving forces. This indicates that the dominant mechanism of surface relaxation may not be insertion moves as controlled by a chemical potential, but rather surface diffusion mediated by ligands and/or etchant. (In the absence of oxidizing conditions, surface diffusion on a nanoparticle is very slow) [103]. We therefore also performed simulations where we attempted to relax nanoparticles via such diffusion moves.

## Monte Carlo Moves

Diffusive surface relaxation moves consisted of attempts to swap the positions of randomly selected surface atoms and randomly selected surface vacancies; alternative surface relaxation moves are considered in Appendix A.5. For such moves the acceptance probability is given by:

$$
\begin{equation*}
A\left(C \rightarrow C^{\prime}\right)=\frac{1}{1+\left(d\left(C, C^{\prime}\right)\right)^{-1}} \tag{2.22}
\end{equation*}
$$



Figure 2.6: a: Snapshots of the initial steps of cube etching at different chemical potentials. Steps become more rough at more negative chemical potential. b: Ratio of number atoms on the perimeter of the topmost layer of atoms on a cube face ( $N_{\text {Edges }}$ ) to the total number of atoms on that face ( $N_{\text {Faces }}$ ), averaged over each face of the cube. As $\mu / \epsilon$ becomes more negative, this ratio increases more rapidly with time, reflecting the surface roughness observed in simulations. c: Stochastic etching events remove an $n=6$ atom on the perimeter of a face and reveal two atoms with $n=7$. If $-6>\mu / \epsilon>-7$, then such atoms are not readily etched; if $\mu / \epsilon \leq-7$ then atoms with $n=7$ etch nearly as readily as those with $n<7$, leading to a rough perimeter.


Figure 2.7: Snapshots from MC trajectories at different chemical potentials. Top row, left to right: $\mu / \epsilon=-5.98,-6,-6.25$. Bottom row, left to right: $\mu / \epsilon=-6.75,-7,-8$.


Figure 2.8: Top row: recession of a single row of atoms on a (110) surface initiated by the thermally-activated, stochastic removal of a single atom with $n=7$. The removal of this single atom reveals two atoms with $n=6$, which etch readily and reveal more $n=6$ atoms. Bottom row: Etching of an RDD nanocrystal. Row-recession is clearly visible on the $\{110\}$ facets.


Figure 2.9: Relaxation to the equilibrium FCC nanocrystal shape via surface relaxation moves.
where:

$$
\begin{align*}
d\left(C, C^{\prime}\right) & =\frac{N_{\mathrm{surf}}(C) N_{\mathrm{vac}}(C)}{N_{\mathrm{surf}}\left(C^{\prime}\right) N_{\mathrm{vac}}\left(C^{\prime}\right)} e^{-\beta \Delta E},  \tag{2.23}\\
\Delta E & =E\left(C^{\prime}\right)-E(C)=-\epsilon \Delta n \tag{2.24}
\end{align*}
$$

where $\Delta n$ is the total change in the number of bonds.

## Simulations of Surface Relaxation

To test our surface relaxation moves, we performed MC simulations consisting only of such moves (i.e. with no insertion or deletion moves.) Initially cubic nanocrystals steadily relax to the equilibrium TO shape expected from the Wulff construction [119] via mass transfer from low-coordination corners to high-coordination $\{100\}$ faces (see Fig. 2.9.)

We also performed simulations where both insertion/deletion and diffusion moves were allowed. Here, we set the chemical potential to $\mu / \epsilon=-6.5$ and attempted diffusion moves with a probability $R$ for values $R=0.9,0.99,0.999$. (For values much less than 0.9 , the inclusion of diffusion moves had essentially no effect on the shape evolution.) Deletion moves and insertion moves were both attempted with probability $(1-R) / 2$, though insertion moves were accepted at a rate so small as to be negligible. As can be seen in Fig. 2.10, for sufficiently large $R$, surface diffusion dominates over etching, resulting in the attainment of the equilibrium shape. For the smaller values of $R$, diffusion appears to "smooth out" sharp corners and edges of the intermediate THH shape compared to simulations using only insertion and deletion moves. Since experimental etching trajectories exhibit THH intermediates with more "smoothed out" features than simulation trajectories using only insertion and deletion moves, this suggests that the inclusion of surface relaxation moves may be important for capturing etching shape transformations precisely.


Figure 2.10: Snapshots from simulations of etching with surface relaxation moves included. Left to right: $R=0.9,0.99,0.999$.

## Simulations of Rod Etching

In the absence of surface relaxation moves, MC simulations of rod etching fail to capture nonequilibrium shape transformations observed in experiments. While near coexistence $(\mu / \epsilon=-5.98) \mathrm{MC}$ simulations do capture the experimentally observed elongated TO shape, for $\mu / \epsilon=-6.5$ simulations deviate significantly from experiments. Specifically, while in experiments nonequilibrium rods dissolve mainly at their tips, becoming "shorter", in simulations rods etch primarily on their sides, becoming "skinnier" ([121]). Snapshots from simulations consisting solely of insertion/deletion moves are shown in Figs. 2.11 and 2.12.

The addition of surface relaxation moves to rod simulations brings them into qualitative agreement with experiment. In Fig. 2.13 we show snapshots from a rod etching trajectory which includes surface relaxation moves with $R=0.99$. Clearly, the rod now loses mass from its tips rather than from its sides. The shape transformation that is effected is that of an ellipsoid whose aspect ratio gradually shrinks to 1 . To understand the origin of this change in behavior, we mapped out the mass transfer process by tracking individual diffusion moves, in the form of a score $s$ for each site. If an atom has most recently diffused from that site, we assign a score $s=-1$; if an atom has most recently diffused to that site, we assign a score $s=1$. Else, $s=0$. In Fig. 2.14, we show snapshots colored according to this scheme. There is clearly mass transfer from the tips of the rod to its edges.

We also break down diffusion moves by coordination number change (i.e., moving from an $n_{0}$-coordinate site to an $n_{1}$-coordinate site) to see what kinds of diffusion moves contributed most to the mass transfer. Histograms of these moves are shown in Fig. 2.15. Clearly, from6 -to- 6 moves are the most dominant. However, when only from-6-to- 6 moves are allowed, the rods fail to exhibit the ellipsoidal transformation. If we also allow from-5-to- 6 moves, then we recover the ellipsoidal transformation. These 5- and 6 -coordinate atoms are highly


Figure 2.11: Snapshot from an equilibrium simulation of nanorod (etching at $\mu / \epsilon=-5.98$ ).


Figure 2.12: Snapshots from a simulation of nanorod etching at $\mu / \epsilon=-6.5$ in the absence of surface relaxation.


Figure 2.13: Ellipsoid transformation.


Figure 2.14: Maps of diffusion during an etching+surface relaxation trajectory $(\mu / \epsilon=-6.5$, $R=0.99$ ). Sites are colored pink for $s=-1$ and blue for $s=1$.


Figure 2.15: Histograms of diffusion moves from a site with $n=n_{0}$ to a site with $n=n_{1}$ over the course of an etching+surface relaxation trajectory ( $\mu / \epsilon=-6.5, R=0.99$ ). The plot on the left shows the number of moves, while the plot on the right shows the logarithm of the number of moves.
concentrated along terrace steps (see Fig. 2.16). In other words, the ellipsoid transformation appears to be driven by energetically neutral or favorable mass transfer at terraces. Combined with the observation of mass transfer from nanorod tips to edges, we conjecture that there is an energetically downhill transfer of mass from $\{111\}$ edges to $\{100\}$ edges which promotes the ultimate etching away of the tips (where $\{111\}$ facets are located) and the preservation of $\{100\}$ facets on the sides of the rod.

We test this hypothesis in a simpler setting. Specifically, we consider a finite $\{100\}$ adlayer on an infinite $\{100\}$ substrate and a finite $\{111\}$ adlayer on an infinite $\{111\}$ substrate. Each of these adlayers is initialized in a shape that maximized the coordination number of surface atoms: a square with faces oriented along [110] directions for the (100) surface, and a hexagon for the (111) surface. In the absence of any driving force, there are no energetically favorable ways to modify these adlayers with single-atom moves. Indeed, when we perform MC simulations in which we attempted to swap atoms both within and between these adlayers using the diffusion moves of Eqs. 2.22, 2.23, and 2.24, we observe that at $T=0$ no such moves are accepted. Once a driving force is introduced (in the form of etching moves at $\mu / \epsilon=-6.5$,) removal of atoms with $n \leq 6$ by etching moves opens up new possibilities for energetically neutral or favorable movement of atoms between the (100) and (111) adlayers. Indeed, most of the trajectories we sampled exhibit growth of one adlayer at the expense of the other (though the driving force causes the net population of adlayer atoms to decrease.) Which adlayer grows at the expense of the other depends strongly on their relative initial sizes. In Fig. 2.18 we plot the population of the adlayers over time for a large number of trajectories and for several different choices of initial adlayer sizes, and in Fig. 2.19 we plot the fraction of trajectories exhibiting growth of (100) adlayers at the expense of (111) adlayers versus the ratio of the initial sizes of those adlayers. For a (100)


Figure 2.16: Snapshots from an etching+surface relaxation trajectory ( $\mu / \epsilon=-6.5, R=$ 0.99 ) showing only atoms with $n=6$ (light blue) and $n=5$ (red.)
adlayer with $N_{100}=100$, the probability that the (100) adlayer will grow at the expense of the (111) layer (rather than the reverse) is roughly $1 / 2$ when $N_{111} \approx 2.3 N_{100}$. The fact that this point does not occur when $N_{111} \approx N_{100}$ as in standard Ostwald ripening reflects the fact that the density of low-coordination perimeter atoms depends on the geometry of the facet. (The (100) square adlayer has four perimeter atoms with $n=6$, while the (111) hexagon has six such atoms.)

What the preceding analysis suggests is that unless the number of atoms comprising its (111) facets is at least $\approx 2$ times the number comprising its (100) facets, an etching nanocrystal will exhibit mass transfer from (111) facets to (100) facets. This is consistent with the etching trajectories of nanorods, which have a large number of atoms on their (100)dominated sides compared to their (111)-dominated tips. To test the hypothesis that Ostwald ripening underlies the difference between etching trajectories with and without diffusion, one could simulate etching with diffusion of a nanocrystal very rich in (111) atoms compared to (100) atoms. If our hypothesis is correct, then the resulting shape transformation should feature mass transfer from (100) facets to (111) facets. Such a simulation would also provide a prediction for an even more important test - comparison with an experimental etching trajectory.

Confirmation of this proposed mechanism awaits more systematic experiments on the shape-dependence of rod etching. It is possible that an anisotropic distribution of ligands on the nanorod surface also contributes to the discrepancy between simulations without diffusion and experiment.


Figure 2.17: Left: low-energy adlayer on (100) substrate. Right: low-energy adlayer on (111) substrate.

### 2.6 Conclusion

Our simple model for nanocrystal etching explains a surprising number of features observed in experimental dissolution trajectories. There are, however, a number of extensions which could be pursued to enhance its realism. Given the importance of surface-bound ligands in preventing nanoparticle aggregation and in modulating the accessibility of certain surface sites, one might try to include a description of them in the etching process. Additionally, surface reconstruction is known to be an important aspect of nanocrystal surface chemistry, but due to the assumption of a fixed lattice structure our model cannot capture this phenomenon. Allowing atoms to move off-lattice would certainly enhance the realism of our model, but would also make it significantly more time-consuming to simulate. It would, however, be very straightforward to investigate the nonequilibrium etching of nanocrystals with different lattice structures. In any case, the success of our rather generic model for crystal shape transformations should make it a good starting point for future investigations.


Figure 2.18: Plots of 100 independent trajectories of (100) and (111) adlayers with both etching (at $\mu / \epsilon=-6.5$ ) and surface relaxation moves ( $R=0.99$ ) for different relative initial sizes. In the top plot all trajectories result in (100) growth; in the middle plot $57 \%$ of trajectories result in (100) growth; in the bottom plot no trajectories result in (100) growth. Trajectories end once one adlayer has vanished.


Figure 2.19: Fraction $P(\{111\} \rightarrow\{100\})$ of trajectories which end in (100) adlayer growth at the expense of the (111) adlayer versus the ratio $N_{111} / N_{100}$ between initial (100) and (111) adlayer sizes. Here, $N_{100}=100$.

## Chapter 3

## Consequences of Lattice Mismatch for Phase Equilibrium in Heterostructured Solids

The work described here is reproduced in part with permission from Physical Review Letters 123 (13), 135701 [38]. Copyright 2019 American Physical Society.

### 3.1 Introduction

Lattice mismatch - the difference in preferred bond length between adjoining regions of a heterogeneous solid - is a natural consequence of mixing diverse components to build complex materials. It is well recognized that juxtaposing domains with different lattice spacings introduces local strain, significantly impacting material properties such as electronic structure [107, 20, 95] and the propensity to form dislocations [76, 94]. The resulting elastic energy can also significantly bias the spatial arrangement of compositional defects and interfaces. How these biases influence the thermodynamic stability of mixed phases, however, has not been thoroughly characterized. Here, we examine the phase behavior of a microscopic model for such systems, motivated by intriguing heterostructures adopted by $\mathrm{CdS} / \mathrm{Ag}_{2} \mathrm{~S}$ nanocrystals [102] in the course of cation exchange reactions [108, 71, 101, 24]. Their alternating stripes of Cd-rich and Ag-rich domains have been attributed to lattice mismatch between the CdS and $\mathrm{Ag}_{2} \mathrm{~S}$ domains [25], but an understanding of how they form, and whether they are thermodynamically stable, has been lacking.

Our model and analysis draw from those introduced by Fratzl and Penrose [36, 37], who represented a two-component solid by atoms on a flexible square lattice with bond length preferences that depend on local composition. By integrating out mechanical fluctuations, they obtained an approximate effective Hamiltonian for the composition field, whose atomic identities interact in a pairwise and anisotropic fashion. For the special case of a 1:1 mixture of the two species, they used mean field theory (MFT) to predict a second-order phase tran-
sition between a high-temperature disordered phase and a low-temperature ordered phase characterized by stripes of alternating composition.

This Chapter surveys the composition-temperature phase diagram of a similar model much more broadly, revealing an unanticipated richness with interesting implications for nanoscale transformations. Monte Carlo (MC) simulations confirm the predicted appearance of modulated-order phases with spontaneously broken symmetry. They further point to unusual scenarios of phase separation, with well-defined interfaces but a non-convex free energy. This behavior can be understood as a consequence of elastic energies for phase separation that scale extensively with system size. For this situation we devise a procedure, akin to the conventional Maxwell construction, to determine the boundaries of coexistence regions given equations of state for the corresponding bulk phases. Although the high temperature phase behavior is dominated by fluctuations on the triangular lattice, a straightforward mean field theory describes the required bulk properties quite faithfully at low temperature. We combine these approaches to predict a phase diagram that accounts for the full set of structures observed in our MC simulations, including those with system-spanning interfaces.

### 3.2 Model

We consider a model in which $N$ atoms are situated near the sites of a completely occupied two-dimensional triangular lattice, with periodic boundary conditions in both Cartesian directions. The atom at site $\mathbf{R}$ has two possible types ("spins"), indicated $\sigma_{\mathbf{R}}=+1$ (type $A)$ and $\sigma_{\mathbf{R}}=-1($ type $B)$. These atom types are distinguished by their size, so that nearest neighbor atoms at sites $\mathbf{R}$ and $\mathbf{R}+a \hat{\boldsymbol{\alpha}}$ prefer a bond distance $l$ dictated by their identities,

$$
l\left(\sigma_{\mathbf{R}}, \sigma_{\mathbf{R}+a \hat{\alpha}}\right)=\left\{\begin{array}{l}
l_{A A}, \text { for } \sigma_{\mathbf{R}}=\sigma_{\mathbf{R}+a \hat{\alpha}}=1  \tag{3.1}\\
l_{A B}, \text { for } \sigma_{\mathbf{R}} \neq \sigma_{\mathbf{R}+a \hat{\alpha}} \\
l_{B B}, \text { for } \sigma_{\mathbf{R}}=\sigma_{\mathbf{R}+a \hat{\alpha}}=-1
\end{array}\right.
$$

where $a$ is the lattice constant and $\hat{\boldsymbol{\alpha}}$ is a unit bond vector. We take $l_{B B}<l_{A A}$ and adopt the simple mixing rule $l_{A B}=\left(l_{A A}+l_{B B}\right) / 2$. The lattice mismatch $\Delta=\left(l_{A A}-l_{B B}\right) / 2$ will serve as our basic unit of length.

Both the atoms' identities and their displacements $\left(\mathbf{u}_{\mathbf{R}}\right)$ away from ideal lattice positions fluctuate according to a Boltzmann distribution $P\left(\left\{\mathbf{u}_{\mathbf{R}}\right\},\left\{\sigma_{\mathbf{R}}\right\}\right) \propto e^{-\beta \mathcal{H}}$, where $T=\left(k_{B} \beta\right)^{-1}$ is temperature and $\mathcal{H}\left(\left\{\mathbf{u}_{\mathbf{R}}\right\},\left\{\sigma_{\mathbf{R}}\right\}\right)$ is the energy of a given configuration. The net displacement $\sum_{\mathbf{R}} \mathbf{u}_{\mathbf{R}}=0$ and the net fraction of $A$ atoms $c=(2 N)^{-1} \sum_{\mathbf{R}}\left(\sigma_{\mathbf{R}}+1\right)$ are both implicitly held fixed. Fluctuations in the lattice constant $a$ (at zero external pressure), however, are included in the ensemble we consider; for large systems and small lattice mismatch, this freedom primarily allows the macroscopic geometry to adapt to the imposed composition, $a \approx l_{A B}+\Delta(2 c-1)+O\left(N^{-1 / 2}\right)$. The free energy $F(c)$ for this ensemble encodes the model's response to changing proportions of atom types, and in particular its phase transitions.

Deviations of bond distances away from their locally preferred lengths incur energy that grows quadratically,

$$
\begin{equation*}
\mathcal{H}=\frac{K}{4} \sum_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}\left[\left|a \hat{\boldsymbol{\alpha}}+\mathbf{u}_{\mathbf{R}}-\mathbf{u}_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right|-l\left(\sigma_{\mathbf{R}}, \sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right]^{2} \tag{3.2}
\end{equation*}
$$

where $K$ is a positive constant that sets the natural energy scale $\epsilon=K \Delta^{2} / 8$. All energies and lengths will henceforth be expressed in units of $\epsilon$ and $\Delta$, respectively. The ground states of Eq. 3.2 clearly occur in the absence of heterogeneity, i.e., $c=0$ or $c=1$. At intermediate composition, fixed connectivity prevents the collection of bonds from simultaneously attaining their preferred lengths. We have explored the resulting compositional correlations using MC simulations, as well as analytically using small-mismatch and mean-field approximations.

### 3.3 Monte Carlo simulations

## Protocol

We used MC simulations to explore the equilibrium properties of Eq. 3.2. Periodic boundary conditions were imposed in order to simulate bulk behavior. The numbers of unit cells in the $x$ and $y$ directions, $N_{x}$ and $N_{y}$, were chosen so as to make the dimensions $L_{x}, L_{y}$ of the box nearly equal. Many of the simulations were carried out with $N_{x}=12, N_{y}=14$ (making the total number of atoms $N=168$,) so that $L_{x} / L_{y} \approx 0.990$. A number of simulations were also performed at different system sizes, the largest being $N_{x}=36, N_{y}=40$, in order to assess finite-size effects. These will be described in more detail later.

Most simulations were conducted in the isothermal-isobaric (NPT) ensemble. This ensemble was sampled using two basic MC moves: spin flips and displacement moves. In both cases, an atom at lattice site $\mathbf{R}$ was selected at random. An attempt was then made to change either its spin, $\sigma_{\mathbf{R}} \rightarrow-\sigma_{\mathbf{R}}$, or its position, $\mathbf{R}+\mathbf{u}_{\mathbf{R}}=\mathbf{r}_{\mathbf{R}} \rightarrow \mathbf{r}_{\mathbf{R}}+\boldsymbol{d}$, where $\boldsymbol{d}=\left(d_{x}, d_{y}\right)$ is a two dimensional vector. The components of the vector were selected uniformly at random from an interval $\left[-d_{\max }, d_{\max }\right]$. The requisite random numbers were generated using the Mersenne Twister algorithm [75] as implemented in the GNU Scientific Library (GSL) [73]. For most of our simulations, $d_{\max }$ was chosen to be $0.1 l_{A A}$, although at the lowest temperatures we considered it was more efficient to use a smaller value of $0.05 l_{A A}$. After a move (either displacement or spin) was proposed, it was either accepted or rejected according to a Metropolis criterion [21]:

$$
\begin{equation*}
P\left(C \rightarrow C^{\prime}\right)=\min \left[1, e^{-\beta\left(\mathcal{H}(C)-\mathcal{H}\left(C^{\prime}\right)\right)}\right] \tag{3.3}
\end{equation*}
$$

where $C$ and $C^{\prime}$ represent configurations $\left\{\sigma_{\mathbf{R}}\right\},\left\{\mathbf{r}_{\mathbf{R}}\right\}$ before and after the proposed move, respectively, and $\beta=1 / k_{B} T$. The above form of the acceptance probability ensures that the MC algorithm satisfies detailed balance and hence properly samples the equilibrium distribution at temperature $T$.

Simulation runs consisted of performing a large number of MC sweeps. A single MC sweep consisted of $N$ attempted spin flips and $N$ attempted displacement moves. Constant pressure was maintained using a standard algorithm in which attempts to change the system's volume were proposed and then accepted or rejected according to a Metropolis criterion [21]. In our simulations, proposed volume moves consisted of changing the total volume by an amount $\delta V$, selected uniformly at random from the interval $\left[-\delta V_{\max }, \delta V_{\max }\right]$. We chose $\delta V_{\max }=0.01 V_{0}$, where $V_{0}$ is the volume at the beginning of a simulation run. Such volume moves were performed once every MC sweep.

Before collecting data from any molecular simulation, it is necessary to equilibrate the system in order to remove artifacts due to its initial preparation. In our simulations, initial configurations consisted of atoms arranged on a perfect triangular lattice, with a random distribution of spins, and with a volume consistent with the net composition. Before obtaining statistics, we equilibrated the system by running for $10^{7} \mathrm{MC}$ sweeps without collecting any data. Statistics were then collected for different observables once every sweep, over $10^{7}$ sweeps.

A central quantity of interest is the free energy as a function of composition, $F(c)$. We used umbrella sampling [21, 113] to obtain this quantity. For calculations at temperatures $T \geq 2.0$ we biased the system with a set of hard wall window potentials spaced equally over the range of possible compositions [21]. For the system size $N_{x}=12, N_{y}=14$, we used 100 overlapping windows. Within each window, statistics were collected as described in the previous paragraph. We then used the Weighted Histogram Analysis Method (WHAM) [65] to construct the full probability distribution (and hence free energy) as a function of composition. For lower temperatures $\left(k_{B} T / \epsilon<2.0\right)$, large free energy barriers necessitated a somewhat more involved procedure. Here we used the inverted free energy profile obtained at $k_{B} T=2.0$, in combination with a set of evenly spaced harmonic windows with spring constant $K^{\prime}=20 \epsilon / \Delta^{2}$, as a bias potential. For $N_{x}=12, N_{y}=14,100$ harmonic windows were used. Larger systems required more windows - for $N_{x}=24, N_{y}=28$, we used 400 windows. We again used WHAM to construct free energy profiles from this data.

The majority of our simulations were carried out with a mismatch of $\Delta=0.1$. The MC results presented here and in the main text were obtained using this value. However, we also ran the same simulations at a much smaller value of $\Delta=0.005$ and obtained essentially identical results.

In some cases we computed thermodynamic quantities at an explicitly fixed composition. This necessitated the use of Kawasaki (rather than Metropolis) dynamics [61]. In Kawasaki dynamics, one performs a spin exchange rather than a spin flip. Explicitly, two atoms are selected at random and, if their spins are different, an exchange of their values is attempted. This proposed move is accepted with the detailed balance-preserving probability of Eq. 3.3.

## Results

At high temperature, equilibrium states of this model are macroscopically uniform but exhibit suggestive microscopic correlations. A few such disordered configurations, selected
randomly from MC simulations, are shown in the top row of Fig. 3.1A. For nearly pure mixtures at modest $T(\approx 1.4$,$) defects cluster in space, but not compactly. Motifs of micro-$ scopically alternating composition are even more evident at intermediate net composition, where typical equilibrium states resemble interpenetrating networks of $A$ and $B$ atoms. At low temperature these structural tendencies produce four phases. The "superlattice" phases $S_{1}$ and $S_{2}$ feature periodic modulation of atom types with wavelengths on the order of a single lattice spacing. In the vein of previous studies of modulated order $[66,26]$ we characterize these phases by their average composition on three distinct sublattices. In $\mathrm{S}_{1}$ two sublattices are enriched in atom type $A$, while the third is enriched in type $B$. Roles of $A$ and $B$ are reversed in $\mathrm{S}_{2}$. The ideal forms of these phases, where the net composition per site $2 c_{\gamma}-1=(3 / N) \sum_{\mathbf{R}}^{(\gamma)} \sigma_{\mathbf{R}}$ is $\pm 1$ on each sublattice $\gamma$, occur at $c=1 / 3$ and $c=2 / 3$. In the "unstructured" phases $\mathrm{U}_{1}$ and $\mathrm{U}_{2}$, whose zero-temperature forms are compositionally pure, the average composition is independent of sublattice. Previous work anticipated the appearance of modulated order phases like $S_{1}$ and $S_{2}[36,37]$, but not their competition with unstructured phases.

The emergence of superlattice phases as temperature decreases at intermediate composition involves a breaking of symmetry between $A$ - and $B$-rich states. This symmetry is suggested by the form of Eq. 3.2, but not precisely implied. Despite its Hookean form, $\mathcal{H}$ is an anharmonic function of atomic displacements, with nonlinearities of order $\Delta / a$ that favor one atom type (B) for all $c \neq 0,1$. Symmetry with respect to a global transformation of the composition $\left\{\sigma_{\mathbf{R}}\right\} \rightarrow\left\{-\sigma_{\mathbf{R}}\right\}$ is thus not guaranteed. Nevertheless, MC simulations suggest symmetry of thermodynamic quantities about $c$ very near $1 / 2$ even for the substantial lattice mismatch $\Delta / a=0.15$, indicating that nonlinearities in $\mathcal{H}$ are intrinsically weak in effect (see Appendix B. 1 for more information.)

MC sampling further reveals states of coexistence among these four phases, as depicted in the bottom row of Fig. 3.1A. Specifically, $S_{1}$ and $S_{2}$ coexist at low temperature over a range of composition centered near $c=1 / 2$. Coexistence between $S_{1}$ and $U_{1}$, and between $\mathrm{S}_{2}$ and $\mathrm{U}_{2}$, are also observed. But under no conditions do simulations exhibit coexistence between $\mathrm{U}_{1}$ and $\mathrm{U}_{2}$.

The usual quantitative signature of phase separation in $d$ spatial dimensions is a subextensive non-convexity in the corresponding free energy, i.e., a barrier of $O\left(N^{-(d-1) / d}\right)$ in $F(c) / N$ as a function of $c$ that approaches the convex envelope in the thermodynamic limit. The free energies $F_{\mathrm{MC}}(c)$ we have determined from simulation (using methods of umbrella sampling and histogram reweighting $[21,113,65]$ ) do not follow this expectation. Specifically, plots of $F_{\mathrm{MC}}(c) / N$ in Fig. 3.1B show non-convex regions that persist as $N$ becomes large. We will argue that this behavior is generic to the coexistence of geometrically mismatched solids with a fixed macroscopic shape, and that the resulting negative curvature of $F(c)$ is simply related to their elastic properties.


Figure 3.1: Monte Carlo (MC) simulation results for the elastic model in Eq. 3.2. A: Survey of configurations exemplifying the disordered, unstructured ( $\mathrm{U}_{1}$ and $\mathrm{U}_{2}$ ), and superlattice ( $\mathrm{S}_{1}$ and $S_{2}$ ) phases. Blue and red spheres represent A and B atoms, respectively. B: Free energy per particle $F(c) / N$ as a function of composition $c$ at $T=0.24$. Circles numbered 1 to 7 refer to the corresponding configurations in $\mathbf{A}$. Results are shown in black for MC sampling, in pink for the mean field theory (MFT) of Eq. 3.70, and in blue for application of the quadratic construction (QC, Eq. 3.82) to mean-field thermodynamics. Lower panel shows the difference between MFT and MC results (pink), and the difference between MFT+QC and MC (blue).

### 3.4 Small mismatch approximation

For atom types that differ only slightly in size, $\Delta / a \ll 1$, the energy $\mathcal{H}$ is approximately quadratic in the displacement field $\mathbf{u}_{\mathbf{R}}$. This approximation makes our Hamiltonian analytically tractable. To see this, note that the natural bond length, Eq. 3.1, can be rewritten as:

$$
\begin{equation*}
l\left(\sigma_{\mathbf{R}}, \sigma_{\mathbf{R}^{\prime}}\right)=l_{A B}+\frac{\Delta}{2}\left(\sigma_{\mathbf{R}}+\sigma_{\mathbf{R}^{\prime}}\right) \tag{3.4}
\end{equation*}
$$

We then rewrite Eq. 3.2 as:

$$
\begin{equation*}
\mathcal{H} / \epsilon=\overline{\mathcal{H}}=2 \sum_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}\left[\frac{a}{\Delta}\left|\hat{\boldsymbol{\alpha}}+\left(\frac{\Delta}{a}\right)\left(\overline{\mathbf{u}}_{\mathbf{R}}-\overline{\mathbf{u}}_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right|-\left(\frac{l_{A B}}{\Delta}+\frac{1}{2}\left(\sigma_{\mathbf{R}}+\sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right)\right]^{2} \tag{3.5}
\end{equation*}
$$

Here we have defined a scaled Hamiltonian $\overline{\mathcal{H}}=\mathcal{H} / \epsilon$ and scaled displacement $\overline{\mathbf{u}}_{\mathbf{R}}=\mathbf{u}_{\mathbf{R}} / \Delta$. Now, let $\boldsymbol{\delta}=(\Delta / a)\left(\overline{\mathbf{u}}_{\mathbf{R}}-\overline{\mathbf{u}}_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)$. Then,

$$
\begin{align*}
|\hat{\boldsymbol{\alpha}}+\boldsymbol{\delta}|^{2} & =|\hat{\boldsymbol{\alpha}}|^{2}+2 \hat{\boldsymbol{\alpha}} \cdot \boldsymbol{\delta}+|\boldsymbol{\delta}|^{2} \\
& =1+2 \hat{\boldsymbol{\alpha}} \cdot \boldsymbol{\delta}+\mathcal{O}\left(\delta^{2}\right) \\
\Longrightarrow|\hat{\boldsymbol{\alpha}}+\boldsymbol{\delta}| & =\sqrt{1+2 \hat{\boldsymbol{\alpha}} \cdot \boldsymbol{\delta}+\mathcal{O}\left(\delta^{2}\right)} \tag{3.6}
\end{align*}
$$

For small $x$, we have $\sqrt{1+x}=1+\frac{x}{2}+\mathcal{O}\left(x^{2}\right)$, so:

$$
\begin{equation*}
|\hat{\boldsymbol{\alpha}}+\boldsymbol{\delta}| \approx 1+\hat{\boldsymbol{\alpha}} \cdot \boldsymbol{\delta} \tag{3.7}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\overline{\mathcal{H}} & \approx 2 \sum_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}\left[\frac{a}{\Delta}+\frac{a}{\Delta} \hat{\boldsymbol{\alpha}} \cdot \boldsymbol{\delta}-\frac{l_{A B}}{\Delta}-\frac{1}{2}\left(\sigma_{\mathbf{R}}+\sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right]^{2} \\
& =2 \sum_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}\left[\hat{\boldsymbol{\alpha}} \cdot\left(\overline{\mathbf{u}}_{\mathbf{R}}-\overline{\mathbf{u}}_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)+\frac{a-l_{A B}}{\Delta}-\frac{1}{2}\left(\sigma_{\mathbf{R}}+\sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right]^{2} \tag{3.8}
\end{align*}
$$

We define the quantity:

$$
\begin{equation*}
\delta \sigma_{\mathbf{R}}=\sigma_{\mathbf{R}}-\frac{a-l_{A B}}{\Delta} \tag{3.9}
\end{equation*}
$$

allowing us to write our small-mismatch Hamiltonian as:

$$
\begin{equation*}
\overline{\mathcal{H}} \approx 2 \sum_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}\left(\hat{\boldsymbol{\alpha}} \cdot\left(\overline{\mathbf{u}}_{\mathbf{R}}-\overline{\mathbf{u}}_{\mathbf{R}+a \hat{\alpha}}\right)-\frac{1}{2}\left(\delta \sigma_{\mathbf{R}}+\delta \sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right)^{2} . \tag{3.10}
\end{equation*}
$$

From the above expression it is clear that, in the small-mismatch limit, our Hamiltonian is quadratic in both displacement and spin variables, and that the displacements and spins are linearly coupled. We drop the overbar on the displacements and Hamiltonian in what follows.

### 3.5 Fourier Space Hamiltonian

In our Hamiltonian, variables at different sites are coupled. We can take advantage of translational symmetry to locate uncoupled modes, by writing our Hamiltonian in Fourier space. We first write the displacement and spin fields in terms of their Fourier coefficients:

$$
\begin{align*}
\mathbf{u}_{\mathbf{R}} & =\frac{1}{N} \sum_{\mathbf{q}} \tilde{\mathbf{u}}_{\mathbf{q}} e^{-i \mathbf{q} \cdot \mathbf{R}}  \tag{3.11a}\\
\delta \sigma_{\mathbf{R}} & =\frac{1}{N} \sum_{\mathbf{q}} \delta \tilde{\sigma}_{\mathbf{q}} e^{-i \mathbf{q} \cdot \mathbf{R}} \tag{3.11b}
\end{align*}
$$

where the sum is taken over values within the first Brillouin zone, specifically $\mathbf{q}=n_{1} \mathbf{b}_{1} / N_{1}+$ $n_{2} \mathbf{b}_{2} / N_{2}$, where $N_{1} N_{2}=N ; n_{1}=0,1, \ldots, N_{1}-1 ; n_{2}=0,1, \ldots, N_{2}-1$; and the reciprocal lattice vectors for the triangular lattice are given by [77]:

$$
\begin{align*}
& \mathbf{b}_{1}=\frac{2 \pi}{\sqrt{3} a}(\sqrt{3},-1)  \tag{3.12a}\\
& \mathbf{b}_{2}=\frac{4 \pi}{\sqrt{3} a}(0,1) \tag{3.12b}
\end{align*}
$$

Inserting eqs. 3.11a and 3.11b into eq. 3.10, and using the relation:

$$
\begin{equation*}
\sum_{\mathbf{R}} e^{-i\left(\mathbf{q}+\mathbf{q}^{\prime}\right) \cdot \mathbf{R}}=N \delta_{-\mathbf{q}, \mathbf{q}^{\prime}} \tag{3.13}
\end{equation*}
$$

where $\delta_{-\mathbf{q}, \mathbf{q}^{\prime}}$ denotes the Kronecker delta function, we obtain a Fourier-space version of our Hamiltonian:

$$
\begin{equation*}
\mathcal{H}=\frac{2}{N} \sum_{\mathbf{q}}\left[\tilde{\mathbf{u}}_{\mathbf{q}} \cdot \mathbf{F}_{\mathbf{q}} \cdot \tilde{\mathbf{u}}_{-\mathbf{q}}+\frac{1}{4} g_{\mathbf{q}} \delta \tilde{\sigma}_{\mathbf{q}} \delta \tilde{\sigma}_{-\mathbf{q}}-\frac{1}{2} \mathbf{h}_{\mathbf{q}} \cdot\left(\tilde{\mathbf{u}}_{\mathbf{q}} \delta \tilde{\sigma}_{-\mathbf{q}}-\tilde{\mathbf{u}}_{-\mathbf{q}} \delta \tilde{\sigma}_{\mathbf{q}}\right)\right] . \tag{3.14}
\end{equation*}
$$

The quantities $\mathbf{F}, \mathbf{h}$, and $g$ encode information about the lattice structure:

$$
\begin{align*}
& \mathbf{F}_{\mathbf{q}}=\sum_{\hat{\alpha}} f_{\hat{\alpha}, \mathbf{q}} \hat{\boldsymbol{\alpha}} \hat{\boldsymbol{\alpha}}  \tag{3.15a}\\
& \mathbf{h}_{\mathbf{q}}=\sum_{\hat{\alpha}} h_{\hat{\alpha}, \mathbf{q}} \hat{\boldsymbol{\alpha}}  \tag{3.15b}\\
& g_{\mathbf{q}}=\sum_{\hat{\alpha}} g_{\hat{\alpha}, \mathbf{q}} \tag{3.15c}
\end{align*}
$$

where:

$$
\begin{align*}
f_{\hat{\boldsymbol{\alpha}}, \mathbf{q}} & =\left(e^{-i a \mathbf{q} \cdot \hat{\boldsymbol{\alpha}}}-1\right)\left(e^{i a \mathbf{q} \cdot \hat{\alpha}}-1\right)  \tag{3.16a}\\
h_{\hat{\boldsymbol{\alpha}}, \mathbf{q}} & =\left(e^{-i a \mathbf{q} \cdot \hat{\boldsymbol{\alpha}}}-1\right)\left(e^{i a \mathbf{q} \cdot \hat{\alpha}}+1\right)  \tag{3.16b}\\
g_{\hat{\boldsymbol{\alpha}}, \mathbf{q}} & =\left(e^{-i a \mathbf{q} \cdot \hat{\alpha}}+1\right)\left(e^{i a \mathbf{q} \cdot \hat{\alpha}}+1\right) . \tag{3.16c}
\end{align*}
$$
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It is revealing to single out the longest-wavelength $(\mathbf{q}=0)$ component of the Hamiltonian. In particular, we write:

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{\mathbf{q} \neq 0}+\mathcal{H}_{\mathbf{q}=0}, \tag{3.17}
\end{equation*}
$$

where $\mathcal{H}_{\mathbf{q} \neq 0}$ is simply Eq. 3.14 with the $\mathbf{q}=0$ term excluded, and $\mathcal{H}_{\mathbf{q}=0}$ is:

$$
\begin{equation*}
\mathcal{H}_{\mathbf{q}=0}=\frac{2 Z}{N} \delta \hat{\sigma}_{0}^{2} \tag{3.18}
\end{equation*}
$$

since $f_{\hat{\boldsymbol{\alpha}}, \mathbf{q}}$ and $h_{\hat{\boldsymbol{\alpha}}, \mathbf{q}}$ are both zero when $\mathbf{q}=0$, and $g_{0}=4 Z$, where $Z$ is the coordination number of the lattice. Now, by taking the Fourier transform of $\delta \sigma_{\mathbf{R}}=\sigma_{\mathbf{R}}-\left(a-l_{A B}\right) / \Delta$, we obtain:

$$
\begin{equation*}
\delta \tilde{\sigma}_{\mathbf{q}}=\tilde{\sigma}_{\mathbf{q}}-N \delta_{\mathbf{q}, 0}\left(\frac{a-l_{A B}}{\Delta}\right), \tag{3.19}
\end{equation*}
$$

where $\tilde{\sigma}_{\mathbf{q}}=\sum_{\mathbf{R}} \sigma_{\mathbf{R}} e^{i \mathbf{q} \cdot \mathbf{R}}$. (This fact allows us to drop the $\delta$ in front of $\sigma$ for all but the $\mathbf{q}=0$ mode.) Using the fact that $\tilde{\sigma}_{0}=\sum_{\mathbf{R}} \sigma_{\mathbf{R}}=N\langle\sigma\rangle$, where $\langle\cdots\rangle$ denotes a spatial average, we can substitute Eq. 3.19 into Eq. 3.18 to obtain:

$$
\begin{equation*}
\mathcal{H}_{\mathbf{q}=0}=2 Z N\left(\langle\sigma\rangle-\left(\frac{a-l_{A B}}{\Delta}\right)\right)^{2} . \tag{3.20}
\end{equation*}
$$

Thus, if the composition $c$ is fixed (so $\langle\sigma\rangle=2 c-1$ ), the lattice constant $a$ will exhibit harmonic fluctuations about the minimum-energy value:

$$
\begin{equation*}
a=l_{A B}+\Delta(2 c-1) \tag{3.21}
\end{equation*}
$$

However, the energy penalty for these fluctuations is manifestly extensive and so such fluctuations can be neglected in the thermodynamic limit. We thus see that the net composition effectively sets the system's volume. Finite-sized simulations exhibit fluctuations in $a$ that are consistent with this prediction.

### 3.6 Effective Hamiltonian

Mechanical fluctuations in the small-mismatch (Gaussian) limit can be integrated out exactly [36], yielding marginal statistics of the composition field that corresponds to a Boltzmann distribution with effective energy $\mathcal{H}_{\text {eff }}$. To derive this energy function, we first write the composition and displacement fields in terms of their real and imaginary parts:

$$
\begin{align*}
\tilde{\mathbf{u}}_{\mathbf{q}} & =\mathbf{a}_{\mathbf{q}}+i \mathbf{b}_{\mathbf{q}}  \tag{3.22a}\\
\tilde{\mathbf{u}}_{-\mathbf{q}} & =\mathbf{a}_{\mathbf{q}}-i \mathbf{b}_{\mathbf{q}}  \tag{3.22b}\\
\tilde{\sigma}_{\mathbf{q}} & =c_{\mathbf{q}}+i d_{\mathbf{q}}  \tag{3.22c}\\
\tilde{\sigma}_{-\mathbf{q}} & =c_{\mathbf{q}}-i d_{\mathbf{q}} . \tag{3.22d}
\end{align*}
$$
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$$
\begin{equation*}
\mathcal{H}_{\mathbf{q} \neq 0}=\frac{2}{N} \sum_{\mathbf{q} \neq 0}\left[\mathbf{a}_{\mathbf{q}} \cdot \mathbf{F}_{\mathbf{q}} \cdot \mathbf{a}_{\mathbf{q}}+\mathbf{b}_{\mathbf{q}} \cdot \mathbf{F}_{\mathbf{q}} \cdot \mathbf{b}_{\mathbf{q}}+\frac{1}{4}\left(c_{\mathbf{q}}^{2}+d_{\mathbf{q}}^{2}\right) g_{\mathbf{q}}-i \Delta \mathbf{h}_{\mathbf{q}} \cdot\left(c_{\mathbf{q}} \mathbf{b}_{\mathbf{q}}-d_{\mathbf{q}} \mathbf{a}_{\mathbf{q}}\right)\right] \tag{3.23}
\end{equation*}
$$

Now we need to integrate out the fields $\mathbf{a}_{\mathbf{q}}$ and $\mathbf{b}_{\mathbf{q}}$. This is equivalent (up to an unimportant constant) to minimizing the Hamiltonian with respect to $\mathbf{a}_{\mathbf{q}}$ and $\mathbf{b}_{\mathbf{q}}$, since their fluctuations are harmonic. Setting the derivatives of Eq. 3.23 with respect to $\mathbf{a}_{\mathbf{q}}$ and $\mathbf{b}_{\mathbf{q}}$ equal to zero, we find:

$$
\begin{align*}
& \mathbf{a}_{\mathbf{q}}=-i \frac{1}{2} d_{\mathbf{q}} \mathbf{F}_{\mathbf{q}}^{-1} \cdot \mathbf{h}_{\mathbf{q}}  \tag{3.24}\\
& \mathbf{b}_{\mathbf{q}}=i \frac{1}{2} c_{\mathbf{q}} \mathbf{F}_{\mathbf{q}}^{-1} \cdot \mathbf{h}_{\mathbf{q}} . \tag{3.25}
\end{align*}
$$

Plugging these values into our Hamiltonian and simplifying gives us an effective Hamiltonian:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}=\frac{1}{2 N} \sum_{\mathbf{q} \neq 0}\left|\tilde{\sigma}_{\mathbf{q}}\right|^{2}\left(\mathbf{h}_{\mathbf{q}} \cdot \mathbf{F}_{\mathbf{q}}^{-1} \cdot \mathbf{h}_{\mathbf{q}}+g_{\mathbf{q}}\right) \tag{3.26}
\end{equation*}
$$

where we have used the fact that $c_{\mathbf{q}}^{2}+d_{\mathbf{q}}^{2}=\left|\tilde{\sigma}_{\mathbf{q}}\right|^{2}$. We identify the term in parentheses as a Fourier-space effective potential:

$$
\begin{equation*}
\tilde{U}_{\mathbf{q}}=\mathbf{h}_{\mathbf{q}} \cdot \mathbf{F}_{\mathbf{q}}^{-1} \cdot \mathbf{h}_{\mathbf{q}}+g_{\mathbf{q}} \tag{3.27}
\end{equation*}
$$

so we can write the effective Hamiltonian as:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}=\frac{1}{2 N} \sum_{\mathbf{q} \neq 0} \tilde{U}_{\mathbf{q}}\left|\tilde{\sigma}_{\mathbf{q}}\right|^{2} \tag{3.28}
\end{equation*}
$$

Instead of excluding the $\mathbf{q}=0$ term from the sum, it is convenient to define a new effective potential:

$$
\tilde{V}_{\mathbf{q}}= \begin{cases}\tilde{U}_{\mathbf{q}}, & \mathbf{q} \neq 0  \tag{3.29}\\ 0, & \mathbf{q}=0\end{cases}
$$

so that our effective Hamiltonian is:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}=\frac{1}{2 N} \sum_{\mathbf{q}} \tilde{V}_{\mathbf{q}}\left|\tilde{\sigma}_{\mathbf{q}}\right|^{2} \tag{3.30}
\end{equation*}
$$

In real space, $\mathcal{H}_{\text {eff }}$ is a sum of pair interactions:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}=\frac{1}{2} \sum_{\mathbf{R}, \mathbf{R}^{\prime} \neq \mathbf{R}} \sigma_{\mathbf{R}} V_{\mathbf{R}-\mathbf{R}^{\prime}} \sigma_{\mathbf{R}^{\prime}} \tag{3.31}
\end{equation*}
$$

where $V_{\mathbf{R}}=\sum_{\mathbf{q}} \tilde{V}_{\mathbf{q}} e^{-i \mathbf{q} \cdot \mathbf{R}} / N$. In order to examine the features of the effective potential in more detail, we must specify a lattice structure. For the triangular lattice, the bond vectors are:

$$
\begin{align*}
\hat{\boldsymbol{\alpha}}_{1} & =\binom{1 / 2}{\sqrt{3} / 2}  \tag{3.32a}\\
\hat{\boldsymbol{\alpha}}_{2} & =\binom{1}{0}  \tag{3.32b}\\
\hat{\boldsymbol{\alpha}}_{3} & =\binom{1 / 2}{-\sqrt{3} / 2}, \tag{3.32c}
\end{align*}
$$

as well as their additive inverses $-\hat{\boldsymbol{\alpha}}_{1},-\hat{\boldsymbol{\alpha}}_{2},-\hat{\boldsymbol{\alpha}}_{3}$. The sum over bond vectors $\hat{\boldsymbol{\alpha}}$ includes all six of these vectors. For this choice, the Fourier components of the effective interaction potential $V_{\mathbf{R}}$ is given by:

$$
\begin{equation*}
\tilde{V}_{\mathbf{q}}=\frac{4\left(2 \cos \frac{q_{x} a}{2} \cos \frac{\sqrt{3} q_{y} a}{2}+\cos q_{x} a-3\right)^{2}}{\left(\cos q_{x} a-2\right)\left(4 \cos \frac{q_{x} a}{2} \cos \frac{\sqrt{3} q_{y} a}{2}-3\right)+\cos \sqrt{3} q_{y} a} \tag{3.33}
\end{equation*}
$$

where $x$ and $y$ indicate Cartesian components. The real-space effective potential is computed as the (numerical) inverse Fourier transform of Eq. 3.33; it asymptotically scales as $1 /|\mathbf{R}|^{4}$ (see Appendix B.2.) Fig. 3.2 shows the effective compositional potential in both real- and reciprocal-space representations. Like the result of Ref. [36] for more complicated mechanical coupling on a square lattice, $\tilde{V}_{\mathbf{q}}$ has local minima near the boundary of the first Brillouin zone. Periodic variations in composition are thus least costly at microscopic wavelengths and along particular lattice directions, echoing the stability of superlattice phases observed in simulations. The modulated microstructure of these phases is suggested even more strongly by the dependence of $V_{\mathbf{R}}$ on atom separation, which we obtain by numerical inversion of the Fourier transform. Elastic interactions clearly disfavor the placement of defects on neighboring lattice sites (see Appendix B. 3 for a detailed analysis of defect configurations.)

It is worth noting that the potential is discontinuous at $\mathbf{q}=0$. We have $\lim _{\mathbf{q} \rightarrow 0} \tilde{V}_{\mathbf{q}}=8$, but $\tilde{V}_{\mathbf{q}=0}=0$. This results in an infinitely long-ranged contribution to the potential whose magnitude scales with $1 / N$. We will explore the implications of this contribution in more detail in Chapter 4; here, at fixed net composition, the value of $\tilde{V}_{0}$ is irrelevant.

### 3.7 Energetic Stability of Phase Coexistence

The structures observed in MC simulations suggest that phases with modulated order, and coexistence among such phases, are stable at low temperatures. Here we assess the stability of coexisting elastic phases of different compositions with respect to the creation of interfaces. To do so, we explicitly evaluate the energy of configurations with macroscopic spatial


Figure 3.2: Effective pair potential $V$ for the composition field in the small-mismatch approximation of Eq. 3.10. A: Reciprocal space representation $\tilde{V}_{\boldsymbol{q}}$, plotted in the first Brillouin zone. The black dot in the center indicates the discontinuity at $\boldsymbol{q}=\mathbf{0}$, where $\tilde{V}_{\mathbf{0}}=0$. B: Effective interaction between an A (or B) atom at the origin (marked by the outlined hexagon) and another A (or B) atom at R. Mixed interactions between A and B have opposite sign.
modulations of varying wavelength $\lambda$. If this energy decreases with increasing $\lambda$, then coexistence is energetically stable. The stability of coexistence will turn out to depend on the internal structure of the phases. In particular, we will see that while superlattice phases can stably coexist with each other or with an unstructured phase (at least at zero temperature,) coexistence between two unstructured phases is energetically unstable.

## Form of the spatial modulations in Fourier space

We first write the spatially modulated composition field in Fourier space. In real space, a composition field $\sigma(\mathbf{r})$ which consists of a series of domains of alternating composition separated by sharp interfaces ("stripes") can be written as:

$$
\begin{equation*}
\sigma(\mathbf{r})=\frac{1}{2}\left(\sigma_{1}(\mathbf{r})+\sigma_{2}(\mathbf{r})\right)+s(\mathbf{r})\left(\sigma_{1}(\mathbf{r})-\sigma_{2}(\mathbf{r})\right), \tag{3.34}
\end{equation*}
$$
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where $s(\mathbf{r})$ is a square wave whose direction of modulation is along an as-yet-unspecified axis, and where $\sigma_{\mu}(\mathbf{r})(\mu=1,2)$ are the (potentially spatially-dependent) composition fields of the two different macroscopic phases. In Fourier space, this field can be written as:

$$
\begin{equation*}
\left.\tilde{\sigma}(\mathbf{q})=\frac{1}{2}\left(\tilde{\sigma}_{1}(\mathbf{q})\right)+\tilde{\sigma}_{2}(\mathbf{q})\right)+\frac{1}{N} \sum_{\mathbf{q}^{\prime}} \tilde{s}\left(\mathbf{q}-\mathbf{q}^{\prime}\right)\left(\tilde{\sigma}_{1}\left(\mathbf{q}^{\prime}\right)-\tilde{\sigma}_{2}\left(\mathbf{q}^{\prime}\right)\right), \tag{3.35}
\end{equation*}
$$

where we have used the fact that the Fourier transform of a product of two functions in real space is their convolution in Fourier space. Before we can go any further, we need to determine the forms of $\tilde{\sigma}_{\mu}(\mathbf{q})$. In real space, since we allow for the possibility that the individual macroscopic phases can have periodic microscopic order, we write the composition field as:

$$
\begin{equation*}
\sigma_{\mu}(\mathbf{r})=\sum_{\mathbf{b}_{\mu}} c_{\mathbf{b}_{\mu}} e^{i \mathbf{b}_{\mu} \cdot \mathbf{r}} \tag{3.36}
\end{equation*}
$$

where $\mathbf{b}_{\mu}$ are reciprocal lattice vectors. In Fourier space, this becomes:

$$
\begin{equation*}
\tilde{\sigma}_{\mu}(\mathbf{q})=\sum_{\mathbf{b}_{\mu}} N c_{\mathbf{b}_{\mu}} \delta\left(\mathbf{q}, \mathbf{b}_{\mu}\right) . \tag{3.37}
\end{equation*}
$$

This expression can be derived straightforwardly:

$$
\begin{aligned}
\tilde{\sigma}_{\mu}(\mathbf{q}) & =\sum_{\mathbf{r}} \sigma_{\mu}(\mathbf{r}) e^{-i \mathbf{q} \cdot \mathbf{r}} \\
& =\sum_{\mathbf{r}}\left(\sum_{\mathbf{b}_{\mu}} c_{\mathbf{b}_{\mu}} e^{i \mathbf{b}_{\mu} \cdot \mathbf{r}}\right) e^{-i \mathbf{q} \cdot \mathbf{r}} \\
& =\sum_{\mathbf{b}_{\mu}} c_{\mathbf{b}_{\mu}}\left(\sum_{\mathbf{r}} e^{i\left(\mathbf{b}_{\mu}-\mathbf{q}\right) \cdot \mathbf{r}}\right) \\
& =\sum_{\mathbf{b}_{\mu}} N c_{\mathbf{b}_{\mu}} \delta\left(\mathbf{q}, \mathbf{b}_{\mu}\right) .
\end{aligned}
$$

The Fourier coefficients $c_{\mathbf{b}_{\mu}}$ can be determined by examining the real space composition field. For a phase with spatially uniform composition, $\sigma_{\mu}(\mathbf{r})=\bar{\sigma}$, we have:

$$
\begin{equation*}
c_{\mathbf{b}_{\mu}}=\bar{\sigma} \delta\left(\mathbf{b}_{\mu}, 0\right) \tag{3.38}
\end{equation*}
$$

while for a superlattice phase, where $\sigma_{\mu}(\mathbf{r})=-\frac{1}{3}+\frac{4}{3} \cos (\Delta \mathbf{G} \cdot \mathbf{r})$ (or its negative): ${ }^{1}$

$$
\begin{equation*}
c_{\mathbf{b}_{\mu}}=-\frac{1}{3} \delta\left(\mathbf{b}_{\mu}, 0\right)+\frac{2}{3} \delta\left(\mathbf{b}_{\mu}, \Delta \mathbf{G}\right)+\frac{2}{3} \delta\left(\mathbf{b}_{\mu},-\Delta \mathbf{G}\right) . \tag{3.39}
\end{equation*}
$$
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EQUILIBRIUM IN HETEROSTRUCTURED SOLIDS
Now, for both spatially uniform and superlattice phases, $c_{\mathbf{b}_{\mu}}=c_{-\mathbf{b}_{\mu}}$, so we can write:

$$
\begin{equation*}
\tilde{\sigma}_{\mu}(\mathbf{q})=\sum_{\mathbf{b}_{\mu}}^{\prime} N c_{\mathbf{b}_{\mu}}\left(\delta\left(\mathbf{q}, \mathbf{b}_{\mu}\right)+\delta\left(\mathbf{q},-\mathbf{b}_{\mu}\right)\right), \tag{3.40}
\end{equation*}
$$

where the prime symbol indicates that the sum is to be taken over the positive half space, and implies a factor of $1 / 2$ when $\mathbf{b}_{\mu}=0$. Furthermore we separate the $\mathbf{b}_{\mu}=0$ component from the sum and write:

$$
\begin{equation*}
\tilde{\sigma}_{\mu}(\mathbf{q})=N c_{0, \mu} \delta(\mathbf{q}, 0)+\sum_{\mathbf{b}_{\mu}}^{\prime \prime} N c_{\mathbf{b}_{\mu}}\left(\delta\left(\mathbf{q}, \mathbf{b}_{\mu}\right)+\delta\left(\mathbf{q},-\mathbf{b}_{\mu}\right)\right), \tag{3.41}
\end{equation*}
$$

where the extra prime symbol indicates that the $\mathbf{b}_{\mu}=0$ term is excluded from the sum. The Fourier coefficient $c_{0, \mu}$ is equal to $\bar{\sigma}_{\mu}$, the net composition of phase $\mu$. With this expression for the single-phase, Fourier-space composition fields in hand, we can write the overall Fourierspace composition field as:

$$
\begin{align*}
\tilde{\sigma}(\mathbf{q}) & =N\left(\frac{\bar{\sigma}_{1}+\bar{\sigma}_{2}}{2}\right) \delta(\mathbf{q}, 0)+\left(\bar{\sigma}_{1}-\bar{\sigma}_{2}\right) \tilde{s}(\mathbf{q}) \\
& +\sum_{\mathbf{b}_{1}}^{\prime \prime} c_{\mathbf{b}_{1}}\left(\frac{N}{2} \delta\left(\mathbf{q}, \mathbf{b}_{1}\right)+\frac{N}{2} \delta\left(\mathbf{q},-\mathbf{b}_{1}\right)+\tilde{s}\left(\mathbf{q}-\mathbf{b}_{1}\right)+\tilde{s}\left(\mathbf{q}+\mathbf{b}_{1}\right)\right) \\
& +\sum_{\mathbf{b}_{2}}^{\prime \prime} c_{\mathbf{b}_{2}}\left(\frac{N}{2} \delta\left(\mathbf{q}, \mathbf{b}_{2}\right)+\frac{N}{2} \delta\left(\mathbf{q},-\mathbf{b}_{2}\right)-\tilde{s}\left(\mathbf{q}-\mathbf{b}_{2}\right)-\tilde{s}\left(\mathbf{q}+\mathbf{b}_{2}\right)\right) \tag{3.42}
\end{align*}
$$

where $\tilde{s}(\mathbf{q})$ is given by (see Appendix B.4):

$$
\tilde{s}\left(k_{1}, k_{2}\right)=\left(1-e^{2 \pi i k_{2} / N_{2}}\right)^{-1} \delta\left(k_{1}, 0\right) \frac{N_{1} N_{2}}{\lambda} \sum_{j= \pm 1, \pm 3, \ldots}^{\lambda}-\delta\left(k_{2}, \frac{N_{2} j}{2 \lambda}\right) .
$$

## Evaluating stripe energies

Now we evaluate the energies for stripes with different kinds of microscopic structure.

## Case 1: No microscopic structure

In the case of no microscopic structure in either phase, we have $c_{\mathbf{b}_{\mu}}=\bar{\sigma}_{\mu} \delta\left(\mathbf{b}_{\mu}, 0\right)$. Hence the composition field is given by:

$$
\begin{equation*}
\tilde{\sigma}(\mathbf{q})=N\left(\frac{\bar{\sigma}_{1}+\bar{\sigma}_{2}}{2}\right) \delta(\mathbf{q}, 0)+\left(\bar{\sigma}_{1}-\bar{\sigma}_{2}\right) \tilde{s}(\mathbf{q}) \tag{3.43}
\end{equation*}
$$
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 EQUILIBRIUM IN HETEROSTRUCTURED SOLIDSThe energy of this field is:

$$
\begin{aligned}
E & =\frac{1}{2 N} \sum_{\mathbf{q}}|\tilde{\sigma}(\mathbf{q})|^{2} \tilde{V}(\mathbf{q}) \\
& =\frac{\left(\bar{\sigma}_{1}-\bar{\sigma}_{2}\right)^{2}}{2 N} \sum_{\mathbf{q}}|\tilde{s}(\mathbf{q})|^{2} \tilde{V}(\mathbf{q}) \\
& =\frac{\Delta \bar{\sigma}^{2}}{2} \sum_{k_{1}, k_{2}} \frac{\delta\left(k_{2}, 0\right)}{2-2 \cos \left(2 \pi k_{1} / N_{1}\right)} \frac{1}{\lambda^{2}} \sum_{j= \pm 1, \ldots}^{\lambda} \delta\left(k_{1}, \frac{N_{1} j}{2 \lambda}\right) \tilde{V}\left(k_{1}, k_{2}\right) \\
& =\frac{\Delta \bar{\sigma}^{2}}{2 \lambda^{2}} \sum_{k_{1}} \frac{1}{2-2 \cos \left(2 \pi k_{1} / N_{1}\right)} \sum_{j= \pm 1, \ldots}^{\lambda} \delta\left(k_{1}, \frac{N_{1} j}{2 \lambda}\right) \tilde{V}\left(k_{1}, 0\right) \\
& =\frac{\Delta \bar{\sigma}^{2}}{2 \lambda^{2}} \sum_{j= \pm 1, \ldots}^{\lambda} \frac{\tilde{V}\left(\frac{N_{1} j}{2 \lambda}, 0\right)}{2-2 \cos (\pi j / \lambda)} .
\end{aligned}
$$

(In the above we made the definition $\Delta \bar{\sigma}=\bar{\sigma}_{1}-\bar{\sigma}_{2}$.) If we view $\tilde{V}$ as a function of $q_{x}, q_{y}$ rather than $k_{1}, k_{2}$, then since $\mathbf{q} \cdot \hat{\mathbf{x}}=2 \pi j / \lambda$, we have:

$$
\begin{equation*}
E(\lambda)=\frac{\Delta \bar{\sigma}^{2}}{2 \lambda^{2}} \sum_{j= \pm 1, \ldots}^{\lambda} \frac{\tilde{V}\left(\frac{2 \pi j}{\lambda}, 0\right)}{2-2 \cos (\pi j / \lambda)} \tag{3.44}
\end{equation*}
$$

## Case 2: One spatially uniform phase, one superlattice phase

In the case of one spatially uniform phase and one superlattice phase, we have:

$$
\begin{aligned}
& c_{\mathbf{b}_{1}}=\delta\left(\mathbf{b}_{1}, 0\right) \\
& c_{\mathbf{b}_{2}}=\frac{1}{3} \delta\left(\mathbf{b}_{2}, 0\right)-\frac{2}{3} \delta\left(\mathbf{b}_{2}, \Delta \mathbf{G}\right)-\frac{2}{3} \delta\left(\mathbf{b}_{2},-\Delta \mathbf{G}\right) .
\end{aligned}
$$

The composition field is then given by:

$$
\begin{align*}
\tilde{\sigma}(\mathbf{q}) & =N\left(\frac{\bar{\sigma}_{1}+\bar{\sigma}_{2}}{2} \delta(\mathbf{q}, 0)\right)+\Delta \bar{\sigma}^{2}|\tilde{s}(\mathbf{q})|^{2} \\
& -\frac{2}{3}\left(\frac{N}{2} \delta(\mathbf{q}, \Delta \mathbf{G})+\frac{N}{2} \delta(\mathbf{q},-\Delta \mathbf{G})-\tilde{s}(\mathbf{q}-\Delta \mathbf{G})-\tilde{s}(\mathbf{q}+\Delta \mathbf{G})\right) \tag{3.45}
\end{align*}
$$

Taking the square modulus of the field (noting that many of the possible terms vanish due to the factor $\delta\left(k_{2}, 0\right)$ contained in $\tilde{s}$, we have:

$$
\begin{align*}
|\tilde{\sigma}(\mathbf{q})|^{2} & =N^{2}\left(\frac{\bar{\sigma}_{1}+\bar{\sigma}_{2}}{2}\right)^{2} \delta(\mathbf{q}, 0)+\Delta \bar{\sigma}^{2}|\tilde{s}(\mathbf{q})|^{2} \\
& +\frac{4}{9}\left(N^{2} \delta(\mathbf{q}, \Delta \mathbf{G})+N^{2} \delta(\mathbf{q},-\Delta \mathbf{G})+|\tilde{s}(\mathbf{q}-\Delta \mathbf{G})|^{2}+|\tilde{s}(\mathbf{q}+\Delta \mathbf{G})|^{2}\right) . \tag{3.46}
\end{align*}
$$

## CHAPTER 3. CONSEQUENCES OF LATTICE MISMATCH FOR PHASE EQUILIBRIUM IN HETEROSTRUCTURED SOLIDS

The energy is:

$$
\begin{aligned}
E(\lambda) & =\frac{1}{2 N} \sum_{\mathbf{q}}|\tilde{\sigma}(\mathbf{q})|^{2} \tilde{V}(\mathbf{q}) \\
& =\frac{\Delta \bar{\sigma}^{2}}{2 N} \sum_{\mathbf{q}}|\tilde{s}(\mathbf{q})|^{2} \tilde{V}(\mathbf{q})+\frac{1}{9} N(\tilde{V}(\Delta \mathbf{G})+\tilde{V}(-\Delta \mathbf{G})) \\
& +\frac{2}{9} \frac{1}{N} \sum_{\mathbf{q}}\left(|\tilde{s}(\mathbf{q}-\Delta \mathbf{G})|^{2}+|\tilde{s}(\mathbf{q}+\Delta \mathbf{G})|^{2}\right) \tilde{V}(\mathbf{q}) .
\end{aligned}
$$

Writing:

$$
\begin{equation*}
\Delta \mathbf{G}=\frac{\alpha_{1}}{N_{1}} \mathbf{b}_{1}+\frac{\alpha_{2}}{N_{2}} \mathbf{b}_{2} \tag{3.47}
\end{equation*}
$$

we have:

$$
\begin{aligned}
\tilde{s}(\mathbf{q}-\Delta \mathbf{G}) & =\tilde{s}\left(k_{1}-\alpha_{1}, k_{2}-\alpha_{2}\right) \\
& =\left(1-e^{2 \pi i\left(k_{1}-\alpha_{1}\right) / N_{1}}\right)^{-1} \delta\left(k_{2}, \alpha_{2}\right) \frac{N_{1}}{\lambda} \sum_{j= \pm 1, \ldots}^{\lambda} \delta\left(k_{1}, \alpha_{1}+\frac{N_{1} j}{2 \lambda}\right) .
\end{aligned}
$$

Thus we can write the energy as:

$$
\begin{aligned}
E(\lambda) & =\frac{\Delta \bar{\sigma}^{2}}{2 \lambda^{2}} \sum_{j= \pm 1, \ldots}^{\lambda} \frac{\tilde{V}\left(\frac{N_{1} j}{2 \lambda}, 0\right)}{2-2 \cos (\pi j / \lambda)}+\frac{2}{9} N \tilde{V}(\Delta \mathbf{G}) \\
& +\frac{2}{9 \lambda^{2}}\left(\sum_{j= \pm 1, \ldots .}^{\lambda} \frac{\tilde{V}\left(\alpha_{1}+\frac{N_{1} j}{2 \lambda}, \alpha_{2}\right)}{2-2 \cos (\pi j / \lambda)}+\sum_{j= \pm 1, \ldots}^{\lambda} \frac{\tilde{V}\left(-\alpha_{1}+\frac{N_{1} j}{2 \lambda},-\alpha_{2}\right)}{2-2 \cos (\pi j / \lambda)}\right) .
\end{aligned}
$$

Collecting terms,

$$
\begin{align*}
E(\lambda) & =\frac{1}{9} N \tilde{V}(\Delta \mathbf{G})+\frac{1}{2 \lambda^{2}} \sum_{j= \pm 1, \ldots}^{\lambda}\left(\frac{\Delta \bar{\sigma}^{2} \tilde{V}\left(\frac{N_{1} j}{2 \lambda}, 0\right)}{2-2 \cos (\pi j / \lambda)}\right. \\
& \left.+\frac{4}{9} \frac{\left(\tilde{V}\left(\alpha_{1}+\frac{N_{1 j}}{2 \lambda}, \alpha_{2}\right)+\tilde{V}\left(-\alpha_{1}+\frac{N_{1 j}}{2 \lambda},-\alpha_{2}\right)\right)}{2-2 \cos (\pi j / \lambda)}\right) \tag{3.48}
\end{align*}
$$

Again, we could express $\tilde{V}$ in terms of $q_{x}$ and $q_{y}$ instead of $k_{1}$ and $k_{2}$. To do so, note that:

$$
\begin{aligned}
3 \Delta \mathbf{G} & =2 \pi(1,-\sqrt{3}) \\
& =-3 \mathbf{b}_{2}-\mathbf{b}_{1} \\
\Longrightarrow \Delta \mathbf{G} & =-\frac{1}{3} \mathbf{b}_{1}-\mathbf{b}_{2} \\
& =-\frac{N_{1} / 3}{N_{1}} \mathbf{b}_{1}-\frac{N_{2}}{N_{2}} \mathbf{b}_{2} .
\end{aligned}
$$
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$$
\begin{aligned}
& \alpha_{1}=-N_{1} / 3 \\
& \alpha_{2}=-N_{2} .
\end{aligned}
$$

Then it is just a matter of computing $\mathbf{q} \cdot \hat{\mathbf{x}}$ and $\mathbf{q} \cdot \hat{\mathbf{y}}$ from the definition of $\mathbf{q}$.

## Case 3: Two superlattice phases in register

In the case of two superlattice phases, we have:

$$
\begin{aligned}
& c_{\mathbf{b}_{1}}=\frac{1}{3} \delta\left(\mathbf{b}_{2}, 0\right)-\frac{2}{3} \delta\left(\mathbf{b}_{2}, \Delta \mathbf{G}\right)-\frac{2}{3} \delta\left(\mathbf{b}_{2},-\Delta \mathbf{G}\right) \\
& c_{\mathbf{b}_{2}}=-\frac{1}{3} \delta\left(\mathbf{b}_{2}, 0\right)+\frac{2}{3} \delta\left(\mathbf{b}_{2}, \Delta \mathbf{G}\right)+\frac{2}{3} \delta\left(\mathbf{b}_{2},-\Delta \mathbf{G}\right) .
\end{aligned}
$$

In this section we shall assume that the two phases are "in register," i.e. that the interface between the superlattices is not offset by some vector. In this case, the composition field is:

$$
\begin{equation*}
\tilde{\sigma}(\mathbf{q})=\Delta \bar{\sigma} \tilde{s}(\mathbf{q})-\frac{4}{3}(\tilde{s}(\mathbf{q}-\Delta \mathbf{G})+\tilde{s}(\mathbf{q}+\Delta \mathbf{G})) \tag{3.49}
\end{equation*}
$$

so,

$$
\begin{equation*}
|\tilde{\sigma}(\mathbf{q})|^{2}=\Delta \bar{\sigma}^{2}|\tilde{s}(\mathbf{q})|^{2}+\frac{16}{9}\left(|\tilde{s}(\mathbf{q}-\Delta \mathbf{G})|^{2}+|\tilde{s}(\mathbf{q}+\Delta \mathbf{G})|^{2}\right) . \tag{3.50}
\end{equation*}
$$

The energy is:

$$
\begin{align*}
E(\lambda) & =\frac{1}{2 N} \sum_{\mathbf{q}}|\tilde{\sigma}(\mathbf{q})|^{2} \tilde{V}(\mathbf{q}) \\
& =\frac{\Delta \bar{\sigma}^{2}}{2 N} \sum_{\mathbf{q}}|\tilde{s}(\mathbf{q})|^{2} \tilde{V}(\mathbf{q})+\frac{8}{9 N} \sum_{\mathbf{q}}\left(\left.\tilde{s}(\mathbf{q}-\Delta \mathbf{G})\right|^{2}+|\tilde{s}(\mathbf{q}+\Delta \mathbf{G})|^{2}\right) \tilde{V}(\mathbf{q}) \\
& =\frac{1}{2 \lambda^{2}} \sum_{j= \pm 1, \ldots}^{\lambda} \frac{\Delta \bar{\sigma}^{2} \tilde{V}\left(\frac{N_{1 j}}{2 \lambda}, 0\right)+\frac{16}{9}\left(\tilde{V}\left(\alpha_{1}+\frac{N_{1} j}{2 \lambda}, \alpha_{2}\right)+\tilde{V}\left(-\alpha_{1}+\frac{N_{1} j}{2 \lambda},-\alpha_{2}\right)\right)}{2-2 \cos (\pi j / \lambda)} . \tag{3.51}
\end{align*}
$$

## Case 4: Two superlattice phases out of register

In this section we shall allow for the possibility that the two phases are out of register by some vector a. The composition fields of the individual phases are given by:

$$
\begin{aligned}
& \sigma_{1}(\mathbf{r})=\frac{1}{3}-\frac{4}{3} \cos (\mathbf{r} \cdot \Delta \mathbf{G}) \\
& \sigma_{2}(\mathbf{r})=-\frac{1}{3}+\frac{4}{3} \cos ((\mathbf{r}+\mathbf{a}) \cdot \Delta \mathbf{G})
\end{aligned}
$$
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$$
\begin{aligned}
& c_{\mathbf{b}_{1}}=\frac{1}{3} \delta\left(\mathbf{b}_{2}, 0\right)-\frac{2}{3} \delta\left(\mathbf{b}_{2}, \Delta \mathbf{G}\right)-\frac{2}{3} \delta\left(\mathbf{b}_{2},-\Delta \mathbf{G}\right) \\
& c_{\mathbf{b}_{2}}=-\frac{1}{3} \delta\left(\mathbf{b}_{2}, 0\right)+\frac{2}{3} e^{i \Delta \mathbf{G} \cdot \mathbf{a}} \delta\left(\mathbf{b}_{2}, \Delta \mathbf{G}\right)+\frac{2}{3} e^{-i \Delta \mathbf{G} \cdot \mathbf{a}} \delta\left(\mathbf{b}_{2},-\Delta \mathbf{G}\right)
\end{aligned}
$$

In this case, the composition field is:

$$
\begin{aligned}
\tilde{\sigma}(\mathbf{q})=\Delta \bar{\sigma} \tilde{s}(\mathbf{q}) & +\frac{N}{3}\left(e^{i \Delta \mathbf{G} \cdot \mathbf{a}}-1\right)(\delta(\mathbf{q}, \Delta \mathbf{G})+\delta(\mathbf{q},-\Delta \mathbf{G})) \\
& -\frac{2}{3}\left(e^{i \Delta \mathbf{G} \cdot \mathbf{a}}+1\right)(\tilde{s}(\mathbf{q}-\Delta \mathbf{G})+\tilde{s}(\mathbf{q}+\Delta \mathbf{G})),
\end{aligned}
$$

so,

$$
\begin{aligned}
|\tilde{\sigma}(\mathbf{q})|^{2}=\Delta \bar{\sigma}^{2}|\tilde{s}(\mathbf{q})|^{2} & +\frac{N^{2}}{9}(2-2 \cos (\Delta \mathbf{G} \cdot \mathbf{a}))(\delta(\mathbf{q}, \Delta \mathbf{G})+\delta(\mathbf{q},-\Delta \mathbf{G})) \\
& +\frac{4}{9}(2+2 \cos (\Delta \mathbf{G} \cdot \mathbf{a}))\left(|\tilde{s}(\mathbf{q}-\Delta \mathbf{G})|^{2}+|\tilde{s}(\mathbf{q}+\Delta \mathbf{G})|^{2}\right)
\end{aligned}
$$

and hence the energy is:

$$
\begin{aligned}
E(\lambda)= & \frac{1}{2 N} \sum_{\mathbf{q}}|\tilde{\sigma}(\mathbf{q})|^{2} \tilde{V}(\mathbf{q}) \\
= & \frac{\Delta \bar{\sigma}^{2}}{2 N} \sum_{\mathbf{q}}|\tilde{s}(\mathbf{q})|^{2} \tilde{V}(\mathbf{q})+\frac{N}{18}(2-2 \cos (\Delta \mathbf{G} \cdot \mathbf{a}))(\tilde{V}(\Delta \mathbf{G})+\tilde{V}(-\Delta \mathbf{G})) \\
& +\frac{2}{9 N}(2+2 \cos (\Delta \mathbf{G} \cdot \mathbf{a})) \sum_{\mathbf{q}}\left(|\tilde{s}(\mathbf{q}-\Delta \mathbf{G})|^{2}+|\tilde{s}(\mathbf{q}+\Delta \mathbf{G})|^{2}\right) \tilde{V}(\mathbf{q}) .
\end{aligned}
$$

Plugging in $\tilde{s}$ and simplifying we have, finally,

$$
\begin{align*}
E(\lambda) & =\frac{1}{9} N(2-2 \cos (\Delta \mathbf{G} \cdot \mathbf{a})) \tilde{V}(\Delta \mathbf{G})+\frac{1}{2 \lambda^{2}} \sum_{j= \pm 1, \ldots .}^{\lambda}\left(\frac{\Delta \bar{\sigma}^{2} \tilde{V}\left(\frac{N_{1} j}{2 \lambda}, 0\right)}{2-2 \cos (\pi j / \lambda)}\right. \\
& \left.+\frac{4}{9} \frac{(2+2 \cos (\Delta \mathbf{G} \cdot \mathbf{a}))\left(\tilde{V}\left(\alpha_{1}+\frac{N_{1} j}{2 \lambda}, \alpha_{2}\right)+\tilde{V}\left(-\alpha_{1}+\frac{N_{1} j}{2 \lambda},-\alpha_{2}\right)\right)}{2-2 \cos (\pi j / \lambda)}\right) \tag{3.52}
\end{align*}
$$

## A single superlattice domain

We need the energy of a single bulk superlattice in order to compare stripe energies. To do so, note that for a superlattice the composition field is given by:

$$
\begin{equation*}
\tilde{\sigma}(\mathbf{q})=-\frac{1}{3} N \delta(\mathbf{q}, 0)+\frac{2}{3} N \delta(\mathbf{q}, \Delta \mathbf{q})+\frac{2}{3} N \delta(\mathbf{q},-\Delta \mathbf{q}) \tag{3.53}
\end{equation*}
$$

so the energy is:

$$
\begin{aligned}
E_{\text {super }} & =\frac{1}{2 N} \sum_{\mathbf{q}}|\tilde{\sigma}(\mathbf{q})|^{2} \tilde{V}(\mathbf{q}) \\
& \left.=\frac{2}{9} N \tilde{V}(\Delta \mathbf{G})+\tilde{V}(-\Delta \mathbf{G})\right) \\
& =\frac{4}{9} N \tilde{V}(\Delta \mathbf{G})
\end{aligned}
$$

## Numerical evaluation of energies

Now we can numerically evaluate the energies of different stripe configurations. Since $\tilde{V}(\Delta \mathbf{G})=6$, the energy, per atom, of a single superlattice domain is:

$$
\begin{equation*}
E_{\text {super }} / N=\frac{4}{9} \tilde{V}(\Delta \mathbf{G})=\frac{8}{3} \tag{3.54}
\end{equation*}
$$

Our theoretical results for $E(\lambda)$ agree essentially exactly with the results of energy minimization of our simulated system. Plots comparing these results are shown in Figs. 3.3, 3.4 and 3.5. We see that the energy of stripes consisting of unstructured phases increases with $\lambda$, but that of stripes consisting of an unstructured phase and a superlattice phase, or of two superlattice phases, decreases with $\lambda$. This means that coexistence between large unstructured domains is energetically unstable, while coexistence between a large unstructured domain and a large superlattice domain or between two large superlattice domains is energetically stable. These results are consistent with the observations of coexistence in MC simulations between two modulated phases and between a modulated and an unstructured phase, but not between two unstructured phases.

In the limit $\lambda \rightarrow \infty$, the expressions for $E(\lambda)$ above yield the energies associated with coexistence between two different macroscopic domains present in equal proportions. We compute these energies numerically, truncating their associated sums at large $\lambda$ (we choose $\lambda=10000$; including further terms only change the sums by fractions of a percent. $)^{2}$ They are given by:

$$
\begin{aligned}
E_{\text {unstruct+unstruct }} / N & \approx 4.01492 \\
E_{\text {unstruct+super }} / N-\frac{1}{2} E_{\text {super }} / N & \approx 0.446148 \\
E_{\text {super+super }} / N-E_{\text {super }} / N & \approx 0.446280 .
\end{aligned}
$$

These are the energy penalties associated with coexistence between two unstructured phases, an unstructured and a superlattice phase, and two (in-register) superlattice phases, respectively. (Note that we have subtracted off the energies of the bulk phases.) These calculations tell us that, unlike in conventional systems, the energy of coexistence scales linearly with
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Figure 3.3: Energy associated with unstructured stripes (with uniform compositions.)


Figure 3.4: Energy of superlattice/unstructured stripes.
system size $N$ rather than with the interfacial area between domains. Furthermore, the fact that $E_{\text {unstruct+unstruct }}>E_{\text {super+super }}$ even though the net composition is the same in both coexistence scenarios provides a reason for why we do not see coexistence between unstructured phases in simulations.

### 3.8 Mean Field Theory

While the preceding analysis of perfectly ordered phases reveals the energetically preferred patterns of composition at zero temperature, it cannot tell us about the stability of phases at finite temperature. For that, we turn to mean field theory (MFT.) The effective Hamiltonian


Figure 3.5: Energy of superlattice/superlattice stripes. The black line and green dots are for an in-register interface; the gray line and purple dots are for an out-of-register interface.
$\mathcal{H}_{\text {eff }}\left(\left\{\sigma_{\mathbf{R}}\right\}\right)$ for compositional fluctuations can serve as the basis for a simple MFT. ${ }^{3}$ Following standard treatments [18, 26], we consider a reference system of noninteracting spins in an external field that may differ among the three sublattices, subject to the requirement that the net composition $c$ (which can take on real values between 0 and 1 ) be fixed:

$$
\begin{equation*}
\bar{m}=2 c-1=\frac{1}{N} \sum_{\mathbf{R}} \sigma_{\mathbf{R}} . \tag{3.55}
\end{equation*}
$$

In analogy with magnetic systems, we refer to $\bar{m}$ as the net magnetization. Anticipating modulated order, we write a reference Hamiltonian in which each of $n$ sublattices is subject to a different effective field [26]:

$$
\begin{equation*}
\mathcal{H}_{0}=-\sum_{\gamma=1}^{n} h_{\gamma} \sum_{\mathbf{R}}{ }^{(\gamma)} \sigma_{\mathbf{R}}, \tag{3.56}
\end{equation*}
$$

where $h_{\gamma}$ is an effective field that acts only on sublattice $\gamma$, and the $\gamma$ superscript in the sum over lattice sites emphasizes that the sum is taken only over sites on sublattice $\gamma$. The corresponding reference partition function is:

$$
\begin{equation*}
Q_{0}=\sum_{\left\{\sigma_{\mathbf{R}}\right\}}{ }^{\prime} e^{-\beta \mathcal{H}_{0}\left(\left\{\sigma_{\mathbf{R}}\right\}\right)}, \tag{3.57}
\end{equation*}
$$

where the prime symbol reminds us that the sum must respect the constraint $\frac{1}{N} \sum_{\mathbf{R}} \sigma_{\mathbf{R}}=$ $\bar{m}$. Performing the constrained sum directly is difficult. Instead, we introduce a Lagrange
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$$
\begin{aligned}
Q_{0} & =\sum_{\left\{\sigma_{\mathbf{R}}\right\}} e^{\beta \mu\left(\sum_{\mathbf{R}} \sigma_{\mathbf{R}}-N \bar{m}\right)-\beta \mathcal{H}_{0}} \\
& =e^{-\beta \mu N \bar{m}} \prod_{\gamma} \prod_{\mathbf{R}}(\gamma) 2 \cosh \beta\left(\mu+h_{\gamma}\right) \\
& =e^{-\beta \mu N \bar{m}} \prod_{\gamma}\left[2 \cosh \beta\left(\mu+h_{\gamma}\right)\right]^{N_{\gamma}},
\end{aligned}
$$

where $N_{\gamma}$ is the number of sites on sublattice $\gamma$. The sublattice magnetization, defined as:

$$
\begin{equation*}
m_{\gamma}=\left\langle\sigma_{\mathbf{R}}\right\rangle^{(\gamma)}=\frac{1}{N_{\gamma}} \sum_{\mathbf{R}}{ }^{(\gamma)} \sigma_{\mathbf{R}} \tag{3.58}
\end{equation*}
$$

is determined by the soon-to-be self-consistent equation:

$$
\begin{equation*}
m_{\gamma}=\frac{1}{N_{\gamma}} \frac{\partial \log Q_{0}}{\partial \beta h_{\gamma}}=\tanh \beta\left(\mu+h_{\gamma}\right) . \tag{3.59}
\end{equation*}
$$

Now we apply the Gibbs-Bogoliubov-Feynman estimate [18]:

$$
\begin{equation*}
Q_{\text {est }}=Q_{0} e^{-\beta\langle\Delta \mathcal{H}\rangle_{0}}, \tag{3.60}
\end{equation*}
$$

where $\Delta \mathcal{H}=\mathcal{H}_{\text {eff }}-\mathcal{H}_{0}$, and where $\langle\ldots\rangle_{0}$ indicates an average with respect to the reference Hamiltonian. To determine the optimal effective fields we maximize the logarithm of $Q_{\text {est }}$ :

$$
\begin{align*}
0 & =\frac{\partial \log Q_{\text {est }}}{\partial \beta h_{\gamma}} \\
& =\underbrace{\frac{\partial \log Q_{0}}{\partial \beta h_{\gamma}}}_{(i)}-\underbrace{\beta \frac{\partial\left\langle\mathcal{H}_{\text {eff }}\right\rangle_{0}}{\partial \beta h_{\gamma}}}_{(i i)}+\underbrace{\beta \frac{\partial\left\langle\mathcal{H}_{0}\right\rangle_{0}}{\partial \beta h_{\gamma}}}_{(i i i)} . \tag{3.61}
\end{align*}
$$

We evaluate Eq. 3.61 term-by-term:

$$
\begin{align*}
(i): \frac{\partial \log Q_{0}}{\partial \beta h_{\gamma}} & =\left\langle\sum_{\mathbf{R}}{ }^{(\gamma)} \sigma_{\mathbf{R}}\right\rangle_{0} \\
& =N_{\gamma} m_{\gamma} . \tag{3.62}
\end{align*}
$$
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$$
\begin{align*}
(i i):\left\langle\mathcal{H}_{\mathrm{eff}}\right\rangle_{0} & =\left\langle\frac{1}{2} \sum_{\mathbf{R}, \mathbf{R}^{\prime} \neq \mathbf{R}} V_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}} \sigma_{\mathbf{R}^{\prime}}\right\rangle_{0} \\
& =\frac{1}{2}\left\langle\sum_{\gamma, \delta} \sum_{\mathbf{R}}{ }^{(\gamma)} \sum_{\mathbf{R}^{\prime} \neq \mathbf{R}}{ }^{(\delta)} V_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}}^{(\gamma)} \sigma_{\mathbf{R}^{\prime}}^{(\delta)}\right\rangle_{0} \\
& =\frac{1}{2} \sum_{\gamma, \delta} \sum_{\mathbf{R}}{ }^{(\gamma)} \sum_{\mathbf{R}^{\prime} \neq \mathbf{R}}{ }^{(\delta)} V_{\mathbf{R}, \mathbf{R}^{\prime}}\left\langle\sigma_{\mathbf{R}}^{(\gamma)}\right\rangle_{0}\left\langle\sigma_{\mathbf{R}^{\prime}}^{(\delta)}\right\rangle_{0} \\
& =\sum_{\gamma, \delta} J_{\gamma \delta} m_{\gamma} m_{\delta}, \tag{3.63}
\end{align*}
$$

where we have defined:

$$
\begin{equation*}
J_{\gamma \delta}=\frac{1}{2} \sum_{\mathbf{R}}{ }^{(\gamma)} \sum_{\mathbf{R}^{\prime} \neq \mathbf{R}}{ }^{(\delta)} V_{\mathbf{R}, \mathbf{R}^{\prime}}, \tag{3.64}
\end{equation*}
$$

which describes the net coupling between sublattices $\gamma$ and $\delta$. Now we can take the derivative:

$$
\begin{align*}
\frac{\partial\left\langle\mathcal{H}_{\mathrm{eff}}\right\rangle_{0}}{\partial h_{\gamma}} & =2 \sum_{\delta} m_{\delta} \frac{\partial m_{\delta}}{\partial h_{\gamma}} J_{\delta \delta}+2 \sum_{\delta, \theta \neq \delta} m_{\delta} \frac{\partial m_{\theta}}{\partial h_{\gamma}} J_{\delta \theta} \\
& =2 \sum_{\delta, \theta} m_{\delta} \frac{\partial m_{\delta}}{\partial h_{\gamma}} J_{\delta \theta .} . \tag{3.65}
\end{align*}
$$

Our last term is:

$$
\begin{align*}
(i i i):\left\langle\mathcal{H}_{0}\right\rangle_{0} & =\left\langle-\sum_{\gamma} h_{\gamma} \sum_{\mathbf{R}}{ }^{(\gamma)} \sigma_{\mathbf{R}}\right\rangle_{0} \\
& =-\sum_{\gamma} h_{\gamma} m_{\gamma} N_{\gamma} \\
\Longrightarrow \frac{\partial\left\langle\mathcal{H}_{0}\right\rangle_{0}}{\partial h_{\gamma}} & =-m_{\gamma} N_{\gamma}-\sum_{\delta} h_{\delta} \frac{\partial m_{\delta}}{\partial h_{\gamma}} N_{\delta} . \tag{3.66}
\end{align*}
$$

Putting everything together, we have:

$$
\begin{equation*}
0=2 \sum_{\delta, \theta} m_{\delta} \frac{\partial m_{\theta}}{\partial h_{\gamma}} J_{\delta \theta}+\sum_{\delta} N_{\delta} \frac{\partial m_{\delta}}{\partial h_{\gamma}} h_{\delta}, \tag{3.67}
\end{equation*}
$$

or, grouping terms by derivatives,

$$
\begin{equation*}
0=\sum_{\delta} \frac{\partial m_{\delta}}{\partial h_{\gamma}}\left(2 \sum_{\theta} m_{\theta} J_{\delta \theta}+N_{\delta} h_{\delta}\right) . \tag{3.68}
\end{equation*}
$$

A solution to the above is:

$$
\begin{equation*}
h_{\delta}=-\frac{2}{N_{\delta}} \sum_{\theta} m_{\theta} J_{\delta \theta} \tag{3.69}
\end{equation*}
$$

We thus have a set of self-consistent equations:

$$
\begin{equation*}
m_{\gamma}=\tanh \beta\left(\mu-\frac{2}{N_{\gamma}} \sum_{\delta} m_{\delta} J_{\gamma \delta}\right) \tag{3.70}
\end{equation*}
$$

subject to the constraint:

$$
\begin{equation*}
\bar{m}=\sum_{\gamma} m_{\gamma} x_{\gamma} \tag{3.71}
\end{equation*}
$$

where $x_{\gamma}=N_{\gamma} / N$. There may be multiple possible solutions to the above self-consistent equations, but the physically acceptable ones will minimize the free energy:

$$
\begin{align*}
F(\bar{m}) & =-k_{B} T \log Q_{\mathrm{est}}(\bar{m}) \\
& =-k_{B} T \sum_{\gamma} N_{\gamma} \log \left[2 \cosh \left(\tanh ^{-1} m_{\gamma}\right)\right]-\sum_{\gamma, \delta} J_{\gamma, \delta} m_{\gamma} m_{\delta}+\mu N \bar{m} . \tag{3.72}
\end{align*}
$$

Eqs. 3.70, 3.71, and 3.72 constitute the mean field solution to the problem of modulated order at a fixed net composition. To apply it, we simply need to specify the sublattices and evaluate the coupling constants $J_{\gamma \delta}$. The sublattices comprising the triangular lattice are shown in Fig. 3.6. The self-consistent equations can be solved numerically to yield the equilibrium values for the sublattice magnetizations (and $\mu$.) We did so using Scipy's [57] root-finding routine "brentq" in the "optimize" package [10]. In Fig. 3.7 we plot our order parameter $\Delta m$, defined as the (magnitude of the) difference between the largest sublattice magnetization and the smallest sublattice magnetization, for a fixed composition of $c=$ $2 / 3(\bar{m}=1 / 3$.) We see that mean field theory predicts a (first-order) transition from a high temperature disordered state to a low-temperature state in which the sublattices attain net magnetizations different from $\bar{m}$. Specifically, one sublattice attains a negative magnetization, and the other two attain a positive magnetization. That is, one sublattice is occupied by predominantly $B$ atoms, while the other two are occupied by predominantly $A$ atoms.

Numerical solution of the mean field equations also determines an estimate $F_{\mathrm{MFT}}(c)$ for the free energy. This mean-field approximation successfully captures some of the general features of our simulation results, particularly at low temperature. For the example plotted in Fig. 3.1B, discrepancies are small over the entire range of $c$, and significant only where simulations show two phases coexisting in similar proportions. Since the states considered in MFT are macroscopically uniform by construction, a failure to describe phase equilibrium is expected. From such a theory of uniform states, assessing the thermodynamics of coexistence would typically proceed by Maxwell construction, removing non-convex regions of $F_{\mathrm{MFT}}(c)$ that usually signal instability to the formation of interfaces. For a case in which the true free


Figure 3.6: The triangular lattice naturally decomposes into three intercalating sublattices, as labeled above.


Figure 3.7: Plot of the order parameter $\Delta m$ as a function of temperature, computed by solving the mean-field equations (3.70, 3.71, and 3.72) at a composition $c=2 / 3$. The discontinuous jump in $\Delta m$ at $k_{B} T / \epsilon \approx 1.2$ (indicated by the dashed line) marks a first order phase transition from a disordered phase to a superlattice phase. A schematic superlattice configuration is shown on the left, while a schematic disordered configuration is shown on the right.


Figure 3.8: Schematic of a phase-separated configuration.
energy is non-convex, a different procedure is clearly needed. As has been noted previously in the context of capillary wave suppression in elastic solids [104], here we must specifically acknowledge an extensive thermodynamic penalty to accommodate domains with differing lattice constants in a rectangular macroscopic geometry.

### 3.9 Free Energy of Elastic Coexistence

Linear elasticity theory associates an energy $E=Y\left(L-L_{0}\right)^{2}$ with deforming a solid from its natural length $L_{0}$ to a length $L$, where $Y$ is Young's modulus [67, 96]. From this rule we can estimate the cost of phase coexistence in a lattice-mismatched solid. Consider two phases with compositions $c_{1}$ and $c_{2}$, whose macroscopically uniform realizations have free energies per particle $f\left(c_{1}\right)$ and $f\left(c_{2}\right)$. We assume for simplicity that the interface between these domains is parallel to the $y$-axis. Domains 1 and 2 have numbers of atoms $N_{1}$ and $N_{2}$, and widths of $L_{x_{1}}$ and $L_{x_{2}}$, respectively. Both domains have length $L_{y}$. This constraint on the dimensions of the domains causes elastic strain. A schematic of this setup is shown in Fig. 3.8. We define:

$$
\begin{equation*}
l_{y}=L_{y} / N_{y}, \tag{3.73}
\end{equation*}
$$

where $N_{y}$ is the number of lattice sites along the $y$ direction, and:

$$
\begin{equation*}
n_{i}=N_{i} / N \tag{3.74}
\end{equation*}
$$

where $i=1,2$. Additionally, we have the following constraints:

$$
\begin{align*}
n_{1}+n_{2} & =1  \tag{3.75a}\\
n_{1} c_{1}+n_{2} c_{2} & =c . \tag{3.75b}
\end{align*}
$$
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Now let us consider the free energy of coexistence. This is given by:

$$
\begin{equation*}
F_{\text {coex }}\left(c_{1}, c_{2} ; c\right)=N_{1} f\left(c_{1}, l_{y}\right)+N_{2} f\left(c_{2}, l_{y}\right)+(\text { int. }), \tag{3.76}
\end{equation*}
$$

where $f$ is the free energy density of a homogeneous phase, and the final term denotes energetic contributions that scale with the interfacial length (and which we neglect in the thermodynamic limit.) Noting that in an elastic medium there is a restoring force against changes in length, and that for small enough changes the associated energy is quadratic in the change, we write the free energy density as:

$$
\begin{equation*}
f\left(c_{1}, l_{y}\right)=f\left(c_{1}, \bar{l}_{y}\left(c_{1}\right)\right)+Y_{y}\left(l_{y}-\bar{l}_{y}\right)^{2}, \tag{3.77}
\end{equation*}
$$

where $\bar{l}_{y}\left(c_{1}\right)$ is the unstrained value of $l_{y}$ for a homogeneous medium with composition $c_{1}$, and $Y_{y}$ is a Young's modulus for stretching or compressing the medium in the $y$ direction. In what follows, we shall drop the subscripts to make things cleaner, i.e. let $l_{y}=l$ and $Y_{y}=Y$. Now we make an assumption about the dependence of $\bar{l}$ on concentration, namely:

$$
\begin{equation*}
\bar{l}(c)=\bar{l}(0)+c \Delta l, \tag{3.78}
\end{equation*}
$$

where $\Delta l \equiv \bar{l}(1)-\bar{l}(0)$. This assumption is known as Vegard's law [112] and we have observed in simulations that it holds for our microscopic elastic model.

Before proceeding to analyze the free energy, let us ask what the equilibrium value of $l$ is for the phase-separated system. This is determined by minimizing the free energy with respect to $l$ :

$$
\begin{align*}
0=\frac{\partial F_{\text {coex }}\left(c_{1}, c_{2} ; c\right) / N}{\partial l} & =2 n_{1} Y\left(l-\bar{l}\left(c_{1}\right)\right)+2 n_{2} Y\left(l-\bar{l}\left(c_{2}\right)\right) \\
\Longrightarrow 0 & =\left(n_{1}+n_{2}\right) l-\left(n_{1} \bar{l}\left(c_{1}\right)+n_{2} \bar{l}\left(c_{2}\right)\right) \\
& =l-n_{1}\left(\bar{l}(0)+c_{1} \Delta l\right)-n_{2}\left(\bar{l}(0)+c_{2} \Delta l\right) \\
& =l-\bar{l}(0)-\left(n_{1} c_{1}+n_{2} c_{2}\right) \Delta l \\
& =l-\bar{l}(0)-c \Delta l \\
\Longrightarrow l & =\bar{l}(0)+c \Delta l, \tag{3.79}
\end{align*}
$$

where we have used eqs. 3.75 a and 3.75 b . This shows that the phase-separated system also obeys Vegard's Law. Let us use this fact to rewrite the free energy expression. Note that:

$$
\begin{aligned}
l-\bar{l}\left(c_{j}\right) & =\bar{l}(0)+c \Delta l-\left(\bar{l}(0)+c_{j} \Delta l\right) \\
& =-\Delta c_{j} \Delta l,
\end{aligned}
$$

where we have defined $\Delta c_{j}=c_{j}-c$. The free energy of phase separation can now be rewritten as:

$$
\begin{equation*}
F_{\text {coex }}\left(c_{1}, c_{2} ; c\right) / N=n_{1}\left(f\left(c_{1}\right)+Y \Delta l^{2} \Delta c_{1}^{2}\right)+n_{2}\left(f\left(c_{2}\right)+Y \Delta l^{2} \Delta c_{2}^{2}\right) . \tag{3.80}
\end{equation*}
$$
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We can eliminate $n_{1}$ and $n_{2}$ by making use of the following:

$$
\begin{align*}
c & =n_{1} c_{1}+n_{2} c_{2} \\
& =n_{1}\left(c+\Delta c_{1}\right)+n_{2}\left(c+\Delta c_{2}\right) \\
\Longrightarrow n_{1} \Delta c_{1} & =-n_{2} \Delta c_{2} \\
& =\left(n_{1}-1\right) \Delta c_{2} \\
\Longrightarrow n_{1} & =\frac{-\Delta c_{2}}{\Delta c_{1}-\Delta c_{2}} . \tag{3.81a}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
n_{2}=\frac{\Delta c_{1}}{\Delta c_{1}-\Delta c_{2}} \tag{3.81b}
\end{equation*}
$$

Also, defining $\Delta f=f\left(c_{2}\right)-f\left(c_{1}\right)$, we write the free energy as:

$$
\begin{align*}
F_{\text {coex }}\left(c_{1}, c_{2} ; c\right) / N & =\frac{\Delta c_{2}}{\Delta c_{2}-\Delta c_{1}}\left(f\left(c_{1}\right)+Y \Delta l^{2} \Delta c_{1}^{2}\right) \\
& -\frac{\Delta c_{1}}{\Delta c_{2}-\Delta c_{1}}\left(f\left(c_{1}\right)+\Delta f+Y \Delta l^{2} \Delta c_{2}^{2}\right) \\
& =f\left(c_{1}\right)-\frac{\Delta c_{1}}{\Delta c_{2}-\Delta c_{1}} \Delta f+Y \Delta l^{2} \frac{\Delta c_{2} \Delta c_{1}^{2}-\Delta c_{1} \Delta c_{2}^{2}}{\Delta c_{2}-\Delta c_{1}} \\
& =f\left(c_{1}\right)-\frac{\Delta c_{1}}{\Delta c_{2}-\Delta c_{1}} \Delta f-Y \Delta l^{2} \Delta c_{1} \Delta c_{2} \tag{3.82}
\end{align*}
$$

Eq. 3.82 is our final result for the elastic free energy of coexistence. Absent lattice mismatch $(\Delta l=0)$, minimizing Eq. 3.82 with respect to $c_{1}$ and $c_{2}$ (at fixed $c$ ) corresponds to the conventional double-tangent construction. For $\Delta l \neq 0$, coexistence instead entails a free energy that connects points $\left(c_{1}^{*}, f\left(c_{1}^{*}\right)\right)$ and $\left(c_{2}^{*}, f\left(c_{2}^{*}\right)\right)$ in the $c$ - $f$ plane with a parabola of curvature $\kappa_{\text {coex }}=-Y \Delta l^{2}$. We term this procedure the "quadratic construction" (QC).

## Quadratic Construction

We identify the equilibrium compositions $c_{j}^{*}$ by evaluating $F_{\text {coex }}\left(c_{1}, c_{2} ; c\right)$ for all values of $c_{1}$ and $c_{2}$ consistent with a given $c$, and selecting the pair that yields minimum free energy. Taking a graphical view of this solution, we could equivalently bring a parabola $f_{0}-\left(\kappa_{\text {coex }} / 2\right)\left(c-c_{0}\right)^{2}$ from below $f(c)$, varying parameters $f_{0}$ and $c_{0}$ until the two curves meet at a pair of points without crossing. All intervals of $c$ on which $\partial^{2} f(c) / \partial c^{2}<2 \kappa_{\text {coex }}$ are replaced in the QC by a parabola representing coexistence. The result of applying this procedure to a fictitious homogeneous free energy profile is shown in Fig. 3.9. The value of $\kappa_{\text {coex }}$ appropriate to our triangular lattice is -16 ; we derive this fact in Appendix B.7.

Applying the QC to our MFT estimate $F_{\mathrm{MFT}}(c)$, correspondence with MC results can be greatly improved. In the case of Fig. 3.1B, mean-field predictions for $F(c)$ deviate from simulations by less than $1 \%$, comparable to random sampling error. This excellent agreement


Figure 3.9: Standard double-tangent construction and quadratic construction performed on a fictitious homogeneous free energy profile. For this fictitious quadratic construction, $\kappa_{\text {coex }}$ is taken to be -50 .
emphasizes a predominance of macroscopically heterogeneous states in the temperature range $T \lesssim 0.4$, despite the non-convexity of $F(c)$. We attribute this agreement to the appreciable spatial range of $V_{\mathbf{R}}$, which includes substantial coupling between sites separated by several lattice spacings.

### 3.10 MFT vs MC: The impact of fluctuations

The low-q form of $\tilde{V}_{\mathbf{q}}$, which varies quadratically with $q$ to lowest order, suggests an eventual failure of MFT near criticality [34]. Quantitative agreement indeed deteriorates with increasing temperature, and above $T \approx 0.46$ the fluctuations neglected by MFT influence phase behavior even qualitatively. The phase diagram for our elastic model, as determined from MC simulations (see Appendix B.8) and plotted in Fig. 3.10B, is equivalent in form to a spin model on the same lattice with couplings that resemble $V_{\mathbf{R}}$ at short range [66]. In contrast to predictions of MFT (see Fig. 3.10A,) (i) the loss of superlattice order upon heating is continuous, with critical properties belonging to the three-state Potts model universality class, and (ii) in the temperature range $T \approx 0.46$ to $T \approx 0.56$, phases $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ are separated by a line of Kosterlitz-Thouless critical points. Away from these exotic features, first order transitions are well described by Eqs. 3.70 and 3.82. The absence of a first order transition between unstructured phases $\mathrm{U}_{1}$ and $\mathrm{U}_{2}$ is also captured by MFT and the QC, consistent with our finding of energetic instability for this scenario in Section 3.7.


Figure 3.10: Phase diagram for our elastic model in the plane of temperature and composition. A: Mean-field prediction resulting from the quadratic construction of Eq. 3.82. Black circle indicates a critical point at $T \approx 1.3$; elsewhere, lines indicate first-order transitions. Orange lines separate the disordered phase from superlattice phases $S_{1}$ or $S_{2}$. Blue lines bound coexistence regions, which are shaded in light blue. B: Numerically exact results from Monte Carlo sampling. In this case, the disordered-to-superlattice transitions (orange lines) are continuous. A line of Kosterlitz-Thouless critical points between $T_{c}^{\text {lower }} \approx 0.46$ and $T_{c}^{\text {upper }} \approx 0.56$ is shown in red.

### 3.11 Conclusion

Our results demonstrate that lattice mismatch can generate more nuanced thermodynamic behaviors than was previously appreciated. They also indicate a central importance of lattice geometry and boundary conditions. The modulated order of phases $S_{1}$ and $S_{2}$ owes its stability to the fixed macroscopic shape implied by periodic boundary conditions. Such a constraint on boundary shape could arise in real systems from strong interactions that bind a nanocrystal to a substrate, a notion consistent with the observation of stable Cu superlattices within two-dimensional $\mathrm{Bi}_{2} \mathrm{Se}_{3}$ nanocrystals [11]. It could also be imposed by core-shell interactions in hetero-nanostructures, a possibility which we have explored with MC simulations (see Appendix B.9.) Core/shell arrangements, moreover, are natural intermediates in the course of exchange reactions that proceed most rapidly at surface sites [44].

The precise form of the phase diagram in Fig. 3.10B is likely specific to the dimensionality and lattice symmetry of the elastic model we have studied. Several of its interesting
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features, however, we expect to be general for heterostructured solids under appropriate boundary conditions. A tendency for modulated order, for example, is evident in threedimensional systems explored previously [47]. Additional simulations and theory, described in Appendix B.10, confirm the existence of modulated phases in three dimensional crystals. Thermodynamic potentials with indefinite convexity, and their implications for phase coexistence, are similarly anticipated as generic consequences of the elastic forces attending lattice mismatch. Testing these predictions in the laboratory may be most straightforward for materials that can be manipulated more readily than the internal structure of nanocrystals, for instance assemblies of DNA-coated nanoparticles [40] or spin-crossover compounds [30, 84, $86,87,106,109]$, where elasticity is known to play a significant role.

## Chapter 4

## The Origin of Mean-Field Behavior in an Elastic Ising Model

The work described here is reproduced in part from arxiv:2004.10373 [39].

### 4.1 Introduction

The impact of spin-lattice interactions on materials' phase behavior has long been a topic of interest in condensed matter physics and materials science [100, 27, 4, 89]. Microscopic coupling between spin and geometry in an extended material can endow it with intriguing and useful properties, such as susceptibility of crystal structure to light or pressure [70,51, 98, 49]. Elastic Ising models can provide a minimal representation of such materials. In a simple variant, the atoms of a crystal lattice interact with their neighbors via Hookean springs. The natural length of these springs is determined by the participating atoms' internal "spin" (which could represent either a literal spin state or a chemical identity.) This type of model has been employed in studies of lattice-mismatched semiconductor alloys [28, 115] and spin-crossover compounds [79, 80]. Despite its substantial history, one of the most basic aspects of this model's behavior remains unresolved. The aforementioned studies employed Monte Carlo (MC) simulations to demonstrate that elastic Ising models can exhibit demixing transitions governed by mean-field critical exponents. However, the microscopic origin of this behavior has not been explicitly identified, nor has a quantitative framework for predicting its consequences been developed.

Here, we present a thorough explanation for the origin of this mean-field behavior. Drawing from our recent work on a similar elastic Ising model [38], we show how the coupling of mechanical fluctuations to spins engenders effective inter-atomic interactions with infinite spatial extent. These give rise to the observed mean-field critical behavior. With an explicit form for the interactions in hand, we develop a straightforward mean field theory (MFT) which accurately predicts the free energy as a function of magnetization as well as the critical temperature for spontaneous symmetry breaking. MFT yields similarly faithful predictions
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for relaxation dynamics of the magnetization in the presence of an external field. Finally, we extend our theory to describe spatially heterogeneous systems such as nanocrystals. Our results provide a theoretical basis not only for interpreting the results of a number of previous computer simulation studies, but also for the design of switchable elastic materials. The work described here draws largely from arxiv:2004.10373 [39].

### 4.2 Elastic Fluctuations Produce Long-Ranged Interactions

We consider a collection of $N$ atoms located near the sites $\mathbf{R}$ of a $d$-dimensional crystal lattice characterized by unit bond vectors $\hat{\boldsymbol{\alpha}}$. Spin variables $\sigma_{\mathbf{R}}= \pm 1$ determine the natural bond length between neighboring atoms:

$$
l\left(\sigma_{\mathbf{R}}, \sigma_{\mathbf{R}+a \hat{\alpha}}\right)=\left\{\begin{array}{l}
l_{A A}, \text { for } \sigma_{\mathbf{R}}=\sigma_{\mathbf{R}+a \hat{\alpha}}=1  \tag{4.1}\\
l_{A B}, \text { for } \sigma_{\mathbf{R}} \neq \sigma_{\mathbf{R}+a \hat{\alpha}} \\
l_{B B}, \text { for } \sigma_{\mathbf{R}}=\sigma_{\mathbf{R}+a \hat{\alpha}}=-1
\end{array}\right.
$$

where $a$ is the lattice parameter, $l_{B B}<l_{A A}$, and $l_{A B}=\left(l_{A A}+l_{B B}\right) / 2$. We choose the lattice mismatch $\Delta=\left(l_{A A}-l_{B B}\right) / 2$ to be our basic unit of length. An external pressure $p$ couples directly to the volume $c N a^{d}$, where $c$ is a geometry-dependent constant of $\mathcal{O}(1)$. The Hamiltonian governing the system is quadratic in deviations of bond lengths from their preferred $\sigma$-dependent values:

$$
\begin{equation*}
\mathcal{H}=\frac{K}{4} \sum_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}\left[\left|a \hat{\boldsymbol{\alpha}}+\mathbf{u}_{\mathbf{R}}-\mathbf{u}_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right|-l\left(\sigma_{\mathbf{R}}, \sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right]^{2}+p c N a^{d} . \tag{4.2}
\end{equation*}
$$

where $\mathbf{u}_{\mathbf{R}}$ is the displacement of an atom from its ideal lattice sites. The spring constant $K>0$ determines the elastic energy scale $\epsilon=K \Delta^{2} / 8$. We express all quantities henceforth in units of $\Delta$ and $\epsilon$. Eq. 4.2 manifestly couples spin and displacement variables. We will show how the effect of fluctuations in the displacements can be captured by an effective energy function $\mathcal{H}_{\text {eff }}$ of the remaining spin variables:

$$
\begin{align*}
\mathcal{H}_{\mathrm{eff}}\left[\left\{\sigma_{\mathbf{R}}\right\}\right] & =\mathcal{H}^{\mathrm{SR}}+\mathcal{H}^{\mathrm{LR}}-h \sum_{\mathbf{R}} \sigma_{\mathbf{R}}  \tag{4.3}\\
\mathcal{H}^{\mathrm{SR}} & =\frac{1}{2} \sum_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}} V_{\mathbf{R}-\mathbf{R}^{\prime}}^{\mathrm{SR}} \sigma_{\mathbf{R}^{\prime}}  \tag{4.4}\\
\mathcal{H}^{\mathrm{LR}} & =\frac{1}{2 N} V^{\mathrm{LR}}\left(\sum_{\mathbf{R}} \sigma_{\mathbf{R}}\right)^{2} \tag{4.5}
\end{align*}
$$
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where "SR" and "LR" stand for "short-ranged" and "long-ranged," respectively. $V_{\mathbf{R}}^{\mathrm{SR}}$ is an effective interaction potential that decays steadily with distance $|\mathbf{R}|$, and $V^{\mathrm{LR}}$ is a positive constant that sets the strength of long-range coupling. This form of spin interactions guarantees mean field critical behavior, as will be discussed below.

We first simplify Eq. 4.2 by noting that if $\Delta$ is not too large, $\mathcal{H}$ can be written approximately as (see [38] and Appendix C.1):

$$
\begin{equation*}
\mathcal{H} \approx 2 \sum_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}\left(\hat{\boldsymbol{\alpha}} \cdot\left(\mathbf{u}_{\mathbf{R}}-\mathbf{u}_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)-\frac{1}{2}\left(\delta \sigma_{\mathbf{R}}+\delta \sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)-\left(\tilde{\sigma}_{0} / N-\delta a\right)\right)^{2}-N h \delta a, \tag{4.6}
\end{equation*}
$$

where $h=-p c d l_{A B}^{d-1}$ is a dimensionless pressure and $\delta a=a-l_{A B}$. We have partitioned the spin variables into two components, namely the net magnetization $\tilde{\sigma}_{0}=\sum_{\mathbf{R}} \sigma_{\mathbf{R}}$ and the local deviation $\delta \sigma_{\mathbf{R}}=\sigma_{\mathbf{R}}-\tilde{\sigma}_{0} / N$. Using $\sum_{\mathbf{R}} \mathbf{u}_{\mathbf{R}}=0$, we expand Eq. 4.6:

$$
\begin{equation*}
\left.\mathcal{H}=\Delta \mathcal{H}\left(\left\{\mathbf{u}_{\mathbf{R}}\right\}\right),\left\{\delta \sigma_{\mathbf{R}}\right\}\right)+2\left(\tilde{\sigma}_{0} / N-\delta a\right)^{2} N Z-N h \delta a \tag{4.7}
\end{equation*}
$$

where $Z$ is the coordination number of the lattice and

$$
\begin{equation*}
\Delta \mathcal{H}=2 \sum_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}\left(\hat{\boldsymbol{\alpha}} \cdot\left(\mathbf{u}_{\mathbf{R}}-\mathbf{u}_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)-\frac{1}{2}\left(\delta \sigma_{\mathbf{R}}+\delta \sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right)^{2} . \tag{4.8}
\end{equation*}
$$

Gaussian fluctuations in the global lattice parameter $\delta a$ evidently couple solely to $\tilde{\sigma}_{0}$. Working in an ensemble with fixed $N, p$, and inverse temperature $\beta=1 / k_{B} T$, where $k_{B}$ is Boltzmann's constant, we integrate out these fluctuations:

$$
\begin{align*}
\overline{\mathcal{H}} & =-\beta^{-1} \log \left(\int d(\delta a) \exp (-\beta \mathcal{H})\right)  \tag{4.9}\\
& =\Delta \mathcal{H}-h \tilde{\sigma}_{0}+\text { const. } \tag{4.10}
\end{align*}
$$

Pressure $h$ simply plays the role of an effective field acting on $\tilde{\sigma}_{0}$, and so spin coupling is contained entirely in $\Delta \mathcal{H}$. We interrogate this coupling by further integrating out Gaussian fluctuations in the displacement field (dropping the unimportant constant term in Eq. 4.10):

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}=-\beta^{-1} \log \left(\int \prod_{\mathbf{R}} d \mathbf{u}_{\mathbf{R}} \exp (-\beta \Delta \mathcal{H})\right)-h \tilde{\sigma}_{0} \tag{4.11}
\end{equation*}
$$

If we assume that our system is subject to periodic boundary conditions, then the required integrals are most easily performed in Fourier space. This yields (see [38]):

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}\left[\left\{\sigma_{\mathbf{R}}\right\}\right]=\frac{1}{2 N} \sum_{\mathbf{q}} \tilde{V}_{\mathbf{q}}\left|\tilde{\sigma}_{\mathbf{q}}\right|^{2}-h \tilde{\sigma}_{0} \tag{4.12}
\end{equation*}
$$
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where $\tilde{f}_{\mathbf{q}}$ denotes the Fourier transform of a generic function $f_{\mathbf{R}}{ }^{1}$. The explicit form of the effective potential $\tilde{V}_{\mathbf{q}}$ is given in Ch. 3, Eq. 3.33.

The existence of a long-ranged coupling is not immediately evident from this analysis, since the longest-wavelength component of the potential $\left(\tilde{V}_{0}\right)$ is zero. However, the limit of the potential as $\mathbf{q} \rightarrow 0$ is not approached smoothly (see Fig. 4.1) a required condition for short-ranged interactions [22, 110]. Observe that a simple modification of $\tilde{V}_{\mathbf{q}}$ does vanish smoothly as $\mathbf{q} \rightarrow 0$ :

$$
\begin{equation*}
\tilde{V}_{\mathbf{q}}^{\mathrm{SR}}=\tilde{V}_{\mathbf{q}}-\left(1-\delta_{\mathbf{q}, 0}\right) \lim _{\mathbf{q} \rightarrow 0} \tilde{V}_{\mathbf{q}} . \tag{4.13}
\end{equation*}
$$

Its inverse transform $V_{\mathbf{R}}^{\text {SR }}$ is therefore a well-defined short-ranged interaction ${ }^{2}$. The remainder of $\tilde{V}_{\mathbf{q}}$ is:

$$
\begin{align*}
\tilde{V}_{\mathbf{q}}^{\mathrm{LR}} & =\tilde{V}_{\mathbf{q}}-\tilde{V}_{\mathbf{q}}^{\mathrm{SR}}  \tag{4.14}\\
& =\text { const. }-\delta_{\mathbf{q}, 0} \lim _{\mathbf{q} \rightarrow 0} \tilde{V}_{\mathbf{q}}, \tag{4.15}
\end{align*}
$$

where the constant term simply generates an irrelevant self-interaction, which we drop. Plugging this back into the sum in Eq. 4.12 and writing all quantities in terms of real-space sums gives us the promised form Eq. 4.3, with:

$$
\begin{equation*}
V^{\mathrm{LR}}=-\lim _{\mathbf{q} \rightarrow 0} \tilde{V}_{\mathbf{q}} . \tag{4.16}
\end{equation*}
$$

The value of the limit depends on the lattice structure:

$$
\begin{align*}
\lim _{\mathbf{q} \rightarrow 0} \tilde{V}_{\mathbf{q}} & =2 Z-4 \mathbf{a}(\hat{\mathbf{q}}) \cdot \mathbf{A}^{-1}(\hat{\mathbf{q}}) \cdot \mathbf{a}(\hat{\mathbf{q}})  \tag{4.17}\\
\mathbf{a}(\hat{\mathbf{q}}) & =\sum_{\hat{\boldsymbol{\alpha}}}(\hat{\mathbf{q}} \cdot \hat{\boldsymbol{\alpha}}) \hat{\boldsymbol{\alpha}}  \tag{4.18}\\
\mathbf{A}(\hat{\mathbf{q}}) & =\sum_{\hat{\boldsymbol{\alpha}}}(\hat{\mathbf{q}} \cdot \hat{\boldsymbol{\alpha}})^{2} \hat{\boldsymbol{\alpha}} \hat{\boldsymbol{\alpha}} \tag{4.19}
\end{align*}
$$

where $\hat{\mathbf{q}}$ is a unit vector. For the triangular lattice, this simplifies to $\lim _{\mathbf{q} \rightarrow 0} \tilde{V}_{\mathbf{q}}=8$.
That long-ranged interactions are operative in spin-crossover compounds has been suggested by several authors [118, 109, 62, 9, 35]. Miyashita et al. [79] conjectured that the long-ranged interactions responsible for mean-field behavior in their model had the same $1 /\left|\mathbf{R}-\mathbf{R}^{\prime}\right|^{3}$ decay as that between point defects in three-dimensional continuum elastic media. We have demonstrated that, instead, an infinitely long-ranged interaction arises from a discontinuity in the spectrum $\tilde{V}_{\mathbf{q}}$. This nonanalytic feature originates physically in a mismatch between the elastic energy associated with $\mathbf{q}=0$ and small (but nonzero) wavevector variations in the magnetization. Schulz et al. [104] argued that precisely those long-wavelength elastic modes ought to be responsible for the mean-field behavior of elastic models of binary alloys.
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Figure 4.1: Fourier-space effective potential for the triangular lattice. Note that $\tilde{V}_{\mathbf{q}}$ is smooth everywhere except $\mathbf{q}=0$, since $\tilde{V}_{0}=0$, but $\lim _{\mathbf{q} \rightarrow 0}=8$.

### 4.3 Mean-Field Thermodynamics

A model which consists solely of interactions of the form $\mathcal{H}^{\mathrm{LR}}$ is described exactly by MFT $[59,15,116,81]$. Its mean-field critical exponents are robust to the addition of arbitrary short-ranged interactions $[16,85]$ (a fact which we confirmed numerically for several different lattice structures; see Appendix C. 3 for details). There is no such guarantee for non-universal quantities such as the critical temperature $T_{c}$, but if the magnitude of $V_{\mathbf{R}}^{\mathrm{SR}}$ is small, then MFT may still predict their values with reasonable accuracy. We obtained such predictions using standard techniques of MFT [18], which yield a self-consistent equation for the net magnetization per atom $m=\tilde{\sigma}_{0} / N$ :

$$
\begin{equation*}
m=\tanh (2 \beta \bar{V} m+h) \tag{4.20}
\end{equation*}
$$

as well as a simple expression for the free energy $F(m)$ :

$$
\begin{align*}
F_{\mathrm{MF}}(m) & =E_{\mathrm{MF}}(m)-T S_{\mathrm{MF}}(m)  \tag{4.21}\\
E_{\mathrm{MF}} & =-N \bar{V} m^{2}-h m  \tag{4.22}\\
S_{\mathrm{MF}} / k_{B} & =-\left[\frac{1-m}{2} \log \frac{1-m}{2}+\frac{1+m}{2} \log \frac{1+m}{2}\right], \tag{4.23}
\end{align*}
$$

where $\bar{V}=-\sum_{\mathbf{R} \neq 0} V_{\mathbf{R}} / 2$ characterizes both long- and short-ranged contributions to the mean field. When $h=0$, Eq. 4.20 implies a critical temperature $T_{c}=2 \bar{V}$ for spontaneous symmetry breaking. To test the accuracy of MFT, we performed MC simulations of the elastic Hamiltonian Eq. 4.2 on a periodic triangular lattice (see Appendix C. 2 for details.) Specifically, we employed umbrella sampling [113] combined with histogram reweighting [65] to compute free energies. In addition, we located $T_{c}$ from the intersection of Binder cumulants computed at different system sizes [7]. The results agree quantitatively with our mean-field


Figure 4.2: A: Free energy as a function of magnetization $F(m)$ at $T=6, p=0$ for a periodic triangular lattice. The MC curve was computed with umbrella sampling of Eq. 4.2, while the MFT curve was obtained from Eq. 4.21. B: MFT estimates for the triangular lattice critical temperature $T_{c}^{\mathrm{MF}}=2 \bar{V} \approx 7.31$ and the corresponding value of the Binder cumulant $U^{\mathrm{MF}}\left(T_{c}^{\mathrm{MF}}\right)$ closely predict the intersection point of MC Binder cumulants $U$ for different system sizes. Specifically, MC indicates $T_{c}^{\mathrm{MC}} \approx 7.2$, so the MFT result is accurate within $\approx 2 \%$. MC results for the Binder cumulants were computed by sampling configurations generated under Eq. 4.3 rather than Eq. 4.2 so as to avoid mitigate any minor errors associated with insufficient sampling of mechanical fluctuations.
predictions, as shown in Fig. 4.2. We found similarly excellent agreement between MC and MFT for several different lattice structures in both two and three dimensions (see Appendix C.3.)

### 4.4 Mean-Field Kinetics

As a more stringent test of MFT, we consider dynamics of our elastic Ising model. Free energy profiles like that in Fig. 4.2 are suggestive of time-dependent response that would follow a
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sudden change in external control parameters. But this relaxation advances in the highdimensional space of spin configurations, through sequential flips of spins that are correlated in space and in time. Resolving few of these details, MFT asserts that thermodynamic driving forces determine time evolution in a simple way. Its success in a dynamical context would provide powerful tools to predict and understand nonequilibrium response.

The model energy function in Eq. 4.2 constrains microscopic rules for time evolution but does not specify them uniquely. To craft a dynamical model we must additionally assign rates to microscopic transitions which are consistent with Boltzmann statistics. As a simplification, we take relaxation of the displacement variables $\mathbf{u}_{\mathbf{R}}$ to be much faster than that of spin variables. This rapid mechanical equilibration allows us to consider time variations of the spin field $\sigma_{\mathbf{R}}$ alone, biased by an effective Hamiltonian. In the smallmismatch limit this effective energy is given by Eq. 4.3. We adopt transition rates $\pi\left(\sigma_{\mathbf{R}} \rightarrow\right.$ $\left.\sigma_{\mathbf{R}}^{\prime}\right)$ among spin configurations proportional to their Metropolis Monte Carlo acceptance probabilities, $\pi\left(\sigma_{\mathbf{R}} \rightarrow \sigma_{\mathbf{R}}^{\prime}\right)=\tau^{-1} \min \left[1, \exp \left[-\beta \Delta \mathcal{H}_{\text {eff }}\right]\right.$, where $\tau$ is an arbitrary reference time scale.

The ordering dynamics that follow a rapid quench from $T>T_{c}$ to $T<T_{c}$ are strongly influenced by the long-range component of $\mathcal{H}_{\text {eff }}$. Models with exclusively short-ranged interactions, such as described by $\mathcal{H}^{\mathrm{SR}}$, develop finite-wavelength instabilities upon such quenching [13]. These Ising-like instabilities are visually manifest in the coarsening of spin domains en route to a state of broken symmetry. By contrast, a model with exclusively infinite-range interactions, such as described by $\mathcal{H}^{\mathrm{LR}}$, lacks finite-wavelength spatial correlations entirely and therefore does not exhibit a slowly growing length scale upon quenching. In dynamical simulations of our elastic Ising model, we observe no distinct domain growth upon quenching from $T=8>T_{c}$ to $T=4<T_{c}$, consistent with the observations of Miyashita et al. [79].s Indeed, our measurements of the time-dependent spin structure factor $\left.\mathcal{M}(\mathbf{q}, t)=\left.\langle | \tilde{\sigma}(\mathbf{q}, t)\right|^{2}\right\rangle / N^{2}$ (where $\langle\cdots\rangle$ denotes an ensemble average) show that only the $\mathbf{q}=0$ mode becomes unstable upon quenching (Fig. 4.3). This can be understood in detail as a consequence of the energy gap between the $\mathbf{q}=0$ mode and the finite-wavelength modes depicted in Fig. 4.1. The lack of participation of the finite-wavelength modes in the quench dynamics suggests that a mean-field model - in which the only dynamical quantity is the net magnetization - should also provide a sensible description of other dynamical features.

In addition to changes in temperature, one can probe a system's response to a cyclically varying parameter that crosses and recrosses a phase boundary. In the resulting loop, the distinctness of forward and backward branches reports on the system's "memory" owing to a slow degree of freedom (the net magnetization, in our case.) If such an experiment were performed sufficiently slowly, one would normally expect differences between the two branches to vanish. For our model, hysteresis instead appears to persist for arbitrarily slow cycling. Normally, the free energy barrier for nucleating a stable phase is subextensive in scale, since the thermodynamic cost is interfacial in nature. For our model, finite-size scaling of MC simulation results indicate that the barrier separating minima in $F(m)$ instead scales linearly with system size $N$. This feature is inherent to MFT, which presumes spatial heterogeneity and thus a lack of interfaces. Thermal fluctuations are insufficient to overcome


Figure 4.3: Time evolution of two Fourier components of the spin structure factor $\mathcal{M}(\mathbf{q}, t)=$ $\left.\left.\langle | \tilde{\sigma}(\mathbf{q}, t)\right|^{2}\right\rangle / N^{2}$ after a quench. In the plots, $q=|\mathbf{q}|$. Curves were obtained by averaging over $10^{3}$ independent trajectories initialized from equilibrium configurations sampled at $T=8$, $p=0$ and propagated with MC dynamics at $T=4, p=0$. Note the rapid initial growth of the $q=0$ mode.
such an extensive barrier in the thermodynamic limit, and so the system is bistable even at long times. The mean-field nature of the barrier in $F(m)$ is reflected in Fig. 4.4, which shows excellent agreement between hysteresis loops computed from MC and the corresponding prediction of MFT.

At the ends of the hysteresis loop, $F(m)$ is no longer bistable, and a system initialized at the location of the formerly-metastable well $m_{\mathrm{i}}$ can relax to the single stable well at $m_{\mathrm{f}}$ without crossing a barrier. Within MFT, this dynamics can be regarded as a random walk of the magnetization with step length $\Delta m=2 / N$ taken in discrete time steps $\Delta t$ on the mean-field energy surface. The probability distribution $p(m, t)$ for the magnetization at time


Figure 4.4: Hysteresis loop at $T=6$ from MFT and MC. The MFT curve was obtained by numerical solution of Eq. 4.20. Solutions to this equation which are also local free energy minima (of which there are at least one and at most two) comprise the mean-field hysteresis loop. MC Dyn. (dynamic) results were obtained by sweeping the field from $h=-0.8$ to $h=0.8$ and back again for a system with $N=2688$. For each field value, there were 10 MC sweeps of equilibration and 10 MC sweeps of production. MC Eq. (equilibrium) results we obtained by initializing the system with all spins +1 (upper branch) or all spins -1 (lower branch), equilibrating for 100 MC sweeps, and then collecting data over $10^{3} \mathrm{MC}$ sweeps.
$t$ is governed by a master equation ${ }^{3}$ :

$$
\begin{align*}
p(m, t) & =p(m-\Delta m, t-\Delta t) \Pi_{+}(m-\Delta m) \\
& +p(m+\Delta m, t-\Delta t) \Pi_{-}(m+\Delta m) \\
& +p(m, t-\Delta t)\left(1-\left(\Pi_{+}(m)+\Pi_{-}(m)\right)\right) \tag{4.24}
\end{align*}
$$

with transition rates

$$
\begin{equation*}
\Pi_{ \pm}(m)=\frac{1 \mp m}{2} \min \left[1, e^{-\beta\left(E_{\mathrm{MF}}(m \pm \Delta m)-E_{\mathrm{MF}}(m)\right)}\right] \tag{4.25}
\end{equation*}
$$

for incrementally increasing (decreasing) $m$. The factor $(1 \mp m) / 2$ accounts for the number of available down (up) spins at magnetization $m$, which imposes an entropic bias at the mean-field level. In the limit of large $N$, these rates satisfy detailed balance with respect to the probability distribution $e^{-\beta F_{\mathrm{MF}}(m)}$. Furthermore, we impose the boundary conditions:

$$
\begin{align*}
& p(m, 0)= \begin{cases}1, & m=m_{\mathrm{i}} \\
0, & \text { otherwise }\end{cases}  \tag{4.26}\\
& p\left(m_{\mathrm{f}}, t\right)=0 \tag{4.27}
\end{align*}
$$
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so that the system always begins at $m=m_{\mathrm{i}}$, and the magnetization can never exceed $m=m_{\mathrm{f}}$.
Defining the column vector $\mathbf{p}(t)=(p(-1, t), p(-1+\Delta m, t), \ldots p(1, t))^{T}$, we can rewrite the master equation 4.24 as:

$$
\begin{equation*}
\mathbf{p}(t+\Delta t)=\Omega \cdot \mathbf{p}(t) \tag{4.28}
\end{equation*}
$$

where the elements of the transition matrix $\Omega$ are given by:

$$
\begin{equation*}
\Omega_{m, m^{\prime}}=\delta_{m, m^{\prime}}\left(1-\Pi_{+}(m)-\Pi_{-}(m)\right)+\delta_{m, m^{\prime}+\Delta m} \Pi_{-}(m)+\delta_{m, m^{\prime}-\Delta m} \Pi_{+}(m) \tag{4.29}
\end{equation*}
$$

Letting $t=n \Delta t$, we can write the formal solution to Eq. 4.28 as:

$$
\begin{equation*}
\mathbf{p}(t)=\boldsymbol{\Omega}^{n} \cdot \mathbf{p}(0) \tag{4.30}
\end{equation*}
$$

Numerical propagation of Eq. 4.30 is straightforward, and with access to $p(m, t)$ we can compute the average magnetization as a function of time:

$$
\begin{equation*}
\langle m(t)\rangle=\sum_{m=-1}^{m_{\mathrm{f}}} m p(m, t) \tag{4.31}
\end{equation*}
$$

as well as the first passage time distribution $P(t)$ :

$$
\begin{equation*}
P(t)=\frac{\mathscr{S}(t)-\mathscr{S}(t-\Delta t)}{\Delta t} \tag{4.32}
\end{equation*}
$$

where the survival probability $\mathscr{S}(t)$ is:

$$
\begin{equation*}
\mathscr{S}(t)=\sum_{m=-1}^{m_{\mathrm{f}}} p(m, t) \tag{4.33}
\end{equation*}
$$

We compare the quantities $\langle m(t)\rangle$ and $P(t)$ to their counterparts computed from MC simulations in Fig. 4.5. In Fig. 4.6 we plot first passage time distributions of relaxation from the formerly-metastable well to the stable well. As is evident in these figures, the dynamics of both the average magnetization and its fluctuations are captured very well by MFT.

### 4.5 Ensemble Inequivalence

We have thus far sidestepped a subtle, but important, caveat. Specifically, while the factor of $1 / N$ in $V^{\mathrm{LR}}$ ensures that the energy is extensive, the arbitrarily-long interaction range means that the energy is no longer additive [82, 14]. In turn, this means that derivatives of the free energy $F(m)$ no longer have a definite sign, and hence its Legendre transform is no longer a single-valued function [124]. In other words, the ensemble in which $m$ is fixed and the ensemble in which $m$ can fluctuate are no longer equivalent ${ }^{4}$. Thus, the modulated structures observed in an ensemble with fixed magnetization - as in our previous work [38] - are not equilibrium states in the present ensemble, where the net magnetization can fluctuate.
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Figure 4.5: Average magnetization versus time at the end of the hysteresis loop (left) with $T=6$ and free energy at the end of the hysteresis loop (right) with $T=6, h=0.5$. Gray dashed lines indicate the positions of the formerly-metastable well and the single stable well. The MFT result for the average magnetization was computed via Eq. 4.31. The MC result was computed by averaging over $10^{4}$ independent trajectories, which were initialized with configurations equilibrated at a constant magnetization of $m=-0.7$ using Kawasaki dynamics [61].

### 4.6 Nanocrystals

In our analysis thus far we have assumed periodic boundary conditions. While this may be appropriate for a macroscopic system, many elastic materials, in particular spin-crossover compounds, have nanoscale dimensions and hence a significant fraction of atoms at the periphery $[8,46,29,78]$. We therefore studied the impact of open boundary conditions on our model. While the analysis of fluctuations in $\delta a$ is insensitive to the choice of boundary conditions, broken translational invariance means that a Fourier transform will not diagonalize $\Delta \mathcal{H}$. As a result, the required integrals in Eq. 4.11 are more complicated, but still numerically tractable. For a given nanocrystal size and shape, they can be performed numerically exactly to yield an effective Hamiltonian:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}=\frac{1}{2} \sum_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}} V_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}^{\prime}}-h \sum_{\mathbf{R}} \sigma_{\mathbf{R}} \tag{4.34}
\end{equation*}
$$

where due to broken translational symmetry, the effective potential depends on both $\mathbf{R}$ and $\mathbf{R}^{\prime}$, not just their difference. Plots of this potential for a hexagonally-shaped nanocrystal with triangular lattice structure are shown in Fig. 4.7. Interactions between sites towards the interior of the crystal closely resemble bulk interactions, though interactions between sites towards the perimeter of the crystal differ significantly from bulk interactions (see [38].) Importantly, these interior interactions largely retain the long-ranged component, meaning


Figure 4.6: Distribution of mean first passage times at the end of the hysteresis loop plotted on linear (top) and logarithmic (bottom) scales. MFT result was computed via Eq. 4.32. For each MC trajectory, the first passage time was defined as the number of MC steps taken to go from the initial state with $m=-0.7$ to the bottom of the stable well where $m=0.76$. The long-time exponential tail is characteristic of diffusion on a bounded interval; its timescale is governed by the smallest-magnitude eigenvalue of Eq. 4.29 [99].
that MFT might still prove reasonably accurate. Unlike in bulk, sites in the nanocrystal do not all experience the same average environment. An accurate MFT must take this spatial variation into account. A set of self-consistent equations for the average magnetization $m_{\mathbf{R}}$ of each site in the nanocrystal can be written (see Appendix C. 5 for a derivation):

$$
\begin{equation*}
m_{\mathbf{R}}=\tanh \left(-\beta \sum_{\mathbf{R}^{\prime} \neq \mathbf{R}} V_{\mathbf{R}, \mathbf{R}^{\prime}} m_{\mathbf{R}^{\prime}}\right) \tag{4.35}
\end{equation*}
$$

An example of solutions to this set of equations, computed using the same techniques as in [38], is shown in Fig. 4.8. The average net magnetization is then simply computed as:

$$
\begin{equation*}
m=\frac{1}{N} \sum_{\mathbf{R}} m_{\mathbf{R}} \tag{4.36}
\end{equation*}
$$
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We used Eqs. 4.35 and 4.36 to compute mean-field predictions for $m$ as a function of temperature for hexagonal nanocrystals of different sizes. Due to their finite sizes, thermal fluctuations will cause the system to cross the barrier separating degenerate free minima increasingly frequently as $T_{c}$ is approached from below, so that straightforward averaging of an equilibrium MC trajectory will result in $m \approx 0$. In order to compare to MFT predictions, we instead computed MC estimates for $m(T)$ by locating the minima of free energy profiles computed with umbrella sampling. MC results obtained in this way correspond quite closely with MFT predictions (see Fig. 4.9), consistent with long-ranged interactions in the nanocrystal effective potential. Furthermore, we found that the height of the nanocrystal free energy barrier computed from umbrella sampling MC simulations for $T<T_{c}$ scales linearly with system size $N$, just as in bulk (see Fig. 4.10.) We thus anticipate similar agreement between MFT and MC for nanocrystal dynamics.

### 4.7 Conclusion

Our findings have significant implications for functional elastic materials. We have shown that long-ranged interactions are a generic consequence of elastic fluctuations in latticemismatched solids. They should thus be operative, for instance, in spin-crossover compounds. One of the intriguing features of these compounds is the bistability of their high-spin-rich and low-spin-rich phases near room temperature [51, 53, 8, 92], which makes them promising for use as molecular switches in next-generation data storage devices. Our results provide an underlying reason for this behavior: the extensive free energy barrier separating these phases means that spin-crossover materials are robust to fluctuations typically responsible for the decay of metastable states. This barrier scaling also explains why transitions between highand low-spin phases under an applied field are macroscopically sharp. We thus anticipate that our MFT will provide a simple, quantitative framework in which to explain and predict further features of these materials.


Figure 4.7: Pair interaction function $V_{\mathbf{R}, \mathbf{R}^{\prime}}$ for different locations $\mathbf{R}$ of the tagged atom (outlined in black.)


Figure 4.8: Numerical solutions to Eq. 4.35 for a hexagonal nanocrystal of size $N=271$ with triangular lattice structure. Sites near the perimeter of the crystal have lower magnetization than sites well within the interior; all sites transition from zero to nonzero magnetization at a temperature $T_{c} \approx 6.2$.


Figure 4.9: Nanocrystal magnetization as a function of temperature for different system sizes. MFT curves were obtained as the numerical solutions of Eqs. 4.35 and 4.36. MC points were obtained as the minima of free energy profiles computed via umbrella sampling of the effective Hamiltonian, Eq. 4.34, for each system size.


Figure 4.10: Nanocrystal free energies for different system sizes at $T=3, h=0$. Curves were computed via umbrella sampling of the effective Hamiltonian, Eq. 4.34, for each system size.

## Chapter 5

## Ion Exchange Dynamics

### 5.1 Introduction

Cation exchange is an important method for post-synthetic modification in which the cations in a semiconductor nanocrystal are replaced by a different type of cation, while the anion sublattice remains intact [108, 6, 101, 24]. This process has been exploited to synthesize technologically useful nanocrystal heterostructures, including metastable structures [71], that are inaccessible via conventional synthesis techniques [6]. However, the microscopic mechanisms by which cation exchange occurs remain unclear. We would like to understand the physical principles which govern this process using theory and molecular simulation.

One approach to understanding the dynamics of ion exchange is to simply perform straightforward molecular dynamics simulations, as some researchers have done [32]. However, there are a few pitfalls to this approach. For one, the timescales of ion exchange (milliseconds to hours or days $[108,24]$ ) are very long compared to the timescales associated with basic molecular motions (femtoseconds to nanoseconds,) and hence are inaccessible to standard molecular dynamics simulations (which, with current technology, are capable of looking at, at most, $\sim 10$ s of microseconds.) One way to overcome this is to simply raise the temperature so as to accelerate activated, barrier-crossing events; however, the dynamics observed at such elevated temperatures may not be representative of those at lower temperatures. Moreover, there may be significant issues with standard force fields [97, 45, 31], which are largely parametrized against bulk thermodynamic properties and not necessarily designed to handle intermixing of multiple ionic species. Indeed, Michael Grünwald observed (in a personal communication) that certain unusual defect structures occur in simulations of interstitial ions in CdS using standard pair-potential-based force fields which are absent in more reliable DFT-based, ab initio simulations. (We have corroborated this observation for a couple of different interstitial ion species and force fields.) Other work has avoided the timescale problem by recognizing that changes in the spatial distribution of cations takes place on timescales much longer than that of lattice vibrations. Instead, the authors performed DFT calculations of different ion exchage defect structures and used these as input
for kinetic Monte Carlo simulations [90], although those simulations were still limited in timescale. Nevertheless, such studies have shed some light on the microscopic processes underlying ion exchange in some specific semiconductor materials.

At a higher level, though, one might ask whether there are some general physical principles which govern the fates of ion exchange in different materials. Why, for instance, do some reactions tend to produce Janus nanoparticles, while others result in core-shell structures? A particularly intriguing case is that of $\mathrm{Ag}_{2} \mathrm{~S} / \mathrm{CdS}$ nanorods studied by Alivisatos et al. $[102,25]$. There, the authors observed the formation of alternating "stripes" of Ag-rich and Cd-rich domains, which persisted over long periods of time even though DFT calculations by those authors suggested that such structures should only be metastable. The authors attributed this to the significant lattice mismatch between $\mathrm{Ag}_{2} \mathrm{~S}$ and CdS , which, their calculations indicated, led to a preferred nonzero separation distance between two Ag domains in a Cd nanorod. Meanwhile, later authors found a similar phenomenon in other materials, where materials with more lattice mismatch resulted in modulated composition, unlike those with less mismatch which resulted in phase separation [123]. Our model for ion exchange is inspired largely by these observations.

We adopt the elastic Ising model studied in Chs. 3 and 4 as a model for a nanocrystal which can undergo cation exchange. In Ising model language, ions of different types are associated with different "spins," $\sigma_{\mathbf{R}}= \pm 1$. (These are not literal spins, but simply a convenient shorthand for the variable representing the identity of an atom.) The length of the bond between neighboring atoms depends on their spins, mimicking lattice mismatch. In this chapter, we first investigate how the free surface of a nanocrystal impacts the elastic energy associated with compositional defects. It turns out, perhaps not surprisingly, that such defects face less severe energetic penalties at the surface than in the interior of the crystal. What is surprising is that this surface "softness" reflects some fairly exotic properties in the spectrum of the nanocrystal elastic Hamiltonian. Motivated by the special role of the surface, we then construct a kinetic model for cation exchange which focuses on the interplay between exchange events occuring at the surface and transport of ions through bulk diffusion. Although simple, this scheme is able to capture an array of reaction outcomes consistent with the diversity of experimentally observed nanocrystal heterostructures.

### 5.2 Elastic Behavior of the Nanocrystal Surface

## Elastic Energy of Compositional Defects

We first calibrate our intuition regarding nanocrystal elastic energy by examining some special cases of compositional defects. The translational symmetry of a bulk crystal means that the energy of an isolated compositional defect (e.g. an atom with $\sigma_{\mathbf{R}}=-1$ in a crystal where all other atoms have $\sigma_{\mathbf{R}}=1$ ) is independent of its position. The free surface of a nanocrystal breaks that symmetry. Hence, the elastic energy associated with a compositional defect is a function of its location in the nanocrystal. It is reasonable to suspect that this


Figure 5.1: Energy $E_{\mathbf{R}}$ associated with introducing a compositional defect in an otherwise compositionally uniform nanocrystal, minus the energy $E_{\text {center }}$ of a compositional defect placed precisely in the center of the crystal. Units of energy are $\epsilon$, the elastic energy scale defined in Ch. 3. It is clearly more favorable to place a defect at or near the perimeter than the interior of the crystal.
energy is lowest when the defect is located at the nanocrystal surface, and indeed this is the case. In Fig. 5.1 we plot the energy associated with introducing a single compositional defect at different locations in a two-dimensional, hexagon-shaped nanocrystal cut out of a triangular lattice. The energy is clearly lowest at the surface, in particular at the corners of the hexagon. This behavior has an intuitive explanation: introducing a compositional defect causes strain in the lattice, but there are fewer nearby bonds to strain at the perimeter of the crystal than deep in its interior. We show the bond strains associated with a surface defect versus a defect at the center of the nanocrystal in Fig. 5.2. As we saw in Ch. 4, pair interactions between sites near the perimeter are also significantly different from those in bulk. However, the microscopic basis for these spatial variations is less straightforward to analyze than the energy of a single defect.

## Surface Modes

In order to further interrogate the energetics of the nanocrystal surface, we shall diagonalize the nanocrystal Hamiltonian. In bulk this is accomplished with a Fourier transform, but broken translational symmetry prevents us from using this trick in the nanocrystal. We can nevertheless numerically diagonalize the nanocrystal Hamiltonian. Specifically, we diagonalize the effective potential matrix $\mathbf{V}$ whose elements are $V_{\mathbf{R}, \mathbf{R}^{\prime}}$ :

$$
\begin{equation*}
\mathbf{V} \xi_{k}^{\mathbf{V}}=\lambda_{k}^{\mathbf{V}} \xi_{k}^{\mathbf{V}}, \quad k=1, \ldots, N \tag{5.1}
\end{equation*}
$$



Figure 5.2: Plots illustrating strain associated with a compositional defect at the center (top) and corner (bottom) of a nanocrystal consisting of $N=271$ atoms. Strain is defined as $\left|\mathbf{r}_{\mathbf{R}}-\mathbf{r}_{\mathbf{R}+a \hat{\alpha}}\right| / l\left(\sigma_{\mathbf{R}}, \sigma_{\mathbf{R}+a \hat{\alpha}}\right)$, where $\mathbf{r}_{\mathbf{R}}$ is the mechanical equilibrium position of the atom at site $\mathbf{R}$ at zero temperature. Defects are marked with white circles. There is clearly much less strain at the corner than in the center of the crystal.
where $\xi_{k}^{\mathbf{V}}$ are eigenvectors and $\lambda_{k}^{\mathbf{V}}$ are eigenvalues. We plot the eigenvalues in Fig. 5.3. This yields a surprise; there are a number of modes with eigenvalue zero! ${ }^{1}$ In fact, the number of such modes is equal to the number of surface atoms (we have checked that this holds true for differently-sized and -shaped triangular lattice nanocrystals; see Appendix D.1.) The corresponding eigenvectors span a degenerate subspace, and hence are not unique. We choose to consider the eigenvectors which are maximally localized in space; the procedure for obtaining them is detailed in Appendix D.1. Some representative eigenvectors are plotted in Fig. 5.4. Clearly, these modes are localized at the surface of the nanocrystal. That the effective potential would contain low-energy surface modes is perhaps not surprising, but

[^10]

Figure 5.3: Eigenvalues of $V_{\mathbf{R}, \mathbf{R}^{\prime}}$ for a triangular lattice nanocrystal with $N=271$. The quantity $k$ indexes the modes, here from smallest to largest eigenvalue. This nanocrystal has 54 surface atoms, precisely the number of zero eigenvalues in the spectrum above.


Figure 5.4: Eigenvectors of $V_{\mathbf{R}, \mathbf{R}^{\prime}}$ corresponding to zero eigenvalues for a triangular lattice nanocrystal with $N=169$. White indicates a value of zero, while blue indicates negative values (darkest blue is -1 ) and red indicates positive values (darkest red is -1 ).
the fact that their eigenvalues are precisely zero suggests that there may be some deeper underlying physics at play.

## Mechanical Topological Modes and Mode Counting

The aforementioned features of the surface zero modes are reminiscent of the behavior of topological insulators [50]. While the typical settings for such physics are fairly exotic, similar behavior has been identified in more prosaic, mechanical systems. In particular, Kane and Lubensky [60] showed that mechanical lattices with the special property of "isostaticity" tend to exhibit boundary-localized vibrational modes. An isostatic lattice is one which


Figure 5.5: Zero-mode eigenvectors of a nanocrystal with surface disorder.
has as many constraints as degrees of freedom. Specifically, the authors recall Maxwell's argument that a lattice in $d$ spatial dimensions with $N$ atoms and $N_{b}$ bonds is mechanically stable if $d N-N_{b}>0$. An isostatic lattice is one which lies at the threshold of mechanical stability, $d N-N_{b}=0$. The square lattice with only nearest-neighbor bonds, for example, is isostatic. Furthermore, under certain conditions the boundary-localized modes are topologically protected in the same sense as electronic boundary modes in the quantum Hall effect and topological insulators [50]. A major consequence of this topological protection is that such zero modes are robust to surface disorder. Our zero eigenvectors exhibit just such a property. In Fig. 5.5 we show a few zero eigenvectors for a nanocrystal in which we have randomly deleted or inserted surface atoms. These eigenvectors are still largely localized to the surface, and the number of such zero modes is equal to the number of surface atoms in the surface-disordered crystal.

Inspired by Kane and Lubensky's framework and by our observations of robust surface zero modes, we test whether an analogous relation between isostaticity and zero modes holds for our elastic Ising model. We have two kinds of degrees of freedom (spins and displacements); for the purpose of counting, we treat them on the same footing. For the triangular lattice, for instance, our elastic Ising model has three degrees of freedom per atom
(two components of the displacement vector and one spin.) Our condition for (generalized) isostaticity is thus:

$$
\begin{equation*}
(d+1) N-N_{b}=0 \tag{5.2}
\end{equation*}
$$

We have checked whether generalized isostaticity (in bulk) is associated with zero modes (in nanocrystals) for different nanocrystal sizes and for different lattice structures. In Table 5.1 we compile information for several of the systems we have investigated. The data suggests that nanocrystals with an isostatic lattice structure exhibit a number of zero modes which scales as the number of surface atoms. Non-isostatic lattices may exhibit some zero modes, but their number does not scale with the nanocrystal surface area. Interestingly, the square lattice (with both nearest- and next-nearest-neighbor bonds) also exhibits "soft" modes which are very close to (but not exactly) zero (see Fig. 5.6.) We identify the soft modes as the set of eigenvectors whose energies appear to increase continuously from zero and are separated from the other modes by a discontinuity in the spectrum (which occurs at $k=36$ in the plot.) The number of such modes appears to scale with the number of surface atoms. The corresponding eigenvectors, a few of which are shown in Fig. 5.7, are localized to the nanocrystal surface.

| Lattice | 1d |  | Triangular |  | Square |  | FCC |  | Simple Cubic |  | BCC |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Isostatic? | Yes |  | Yes |  | No |  | No |  | No |  | Yes |  |
| Shape | chain |  | hexagon |  | square |  | cube |  | cube |  | sphere |  |
| $N_{\text {atom }}$ | 10 | 100 | 7 | 271 | 16 | 100 | 108 | 256 | 64 | 216 | 65 | 256 |
| $N_{0}$ | 2 | 2 | 6 | 54 | 4 | 4 | 14 | 14 | 0 | 0 | 50 | 170 |
| $N_{\text {surf }}$ | 2 | 2 | 6 | 54 | 12 | 36 | 76 | 148 | 37 | 91 | 50 | 143 |
| $N_{\text {soft }}$ | 0 | 0 | 0 | 0 | 8 | 32 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 5.1: Isostaticity and zero modes for different lattices. The 1d, square, and simple cubic lattices have both nearest- and next-nearest-neighbor bonds (to ensure mechanical stability;) all other lattices have only nearest-neighbor bonds. "Isostatic?" here is understood to refer to generalized isostaticity. $N_{\text {atom }}$ is the number of atoms in the nanocrystal; $N_{0}$ is the number of zero modes; $N_{\text {surf }}$ is the number of surface atoms; $N_{\text {soft }}$ is the number of soft modes. The "sphere" shape for the BCC lattice refers to the fact that the nanocrystals studied were constructed by excerpting atoms from a spherical volume of an infinite BCC lattice.

Although our evidence for association between generalized isostaticity and surface-localized zero modes is suggestive, we have yet to prove that the former implies the latter. Furthermore, while we have shown that the zero modes of the triangular lattice are robust to surface disorder D.1, we have not explicitly proven that they are topologically protected. Answering these questions will require a much more detailed analysis. Specifically, following Kane and Lubensky, we could attempt to compute the topological invariants associated with the


Figure 5.6: Eigenvalues of $V_{\mathbf{R}, \mathbf{R}^{\prime}}$ for a square lattice nanocrystal with $N=100$. The quantity $k$ indexes the modes, here from smallest to largest eigenvalue. Note the small but nonzero "soft" modes from $k=4$ to $k=36$.


Figure 5.7: "Soft" eigenvectors of $V_{\mathbf{R}, \mathbf{R}^{\prime}}$ corresponding to small, nonzero eigenvalues for the square lattice. Left to right: $k=4,5,6$, with eigenvalues $0.005120,0.006831,0.009331$, respectively (units of $\epsilon$.) White indicates a value of zero, while blue indicates negative values (darkest blue is -1 ) and red indicates positive values (darkest red is 1 ).
"square root" of the (full, rather than effective) Hamiltonian. From this we could say something about whether the zero modes are topologically protected and perhaps derive an index theorem that indicates how many zero modes should occur in a nanocrystal. This work is still in progress; it might be aided by pursuing an analysis along the lines of other recent work on topological phases in classical systems [111].

## Modes of the Correlation Matrix

An awkward feature of the analysis in the previous section is that spins are treated as continuous variables, i.e. the elements of the eigenvectors can take on a continuous range of values. By contrast, for the physical system we wish to study spin variables are restricted to the discrete values $\sigma_{\mathbf{R}}= \pm 1$ (so for a given composition, $\delta \sigma_{\mathbf{R}}$ can take on only one of two values.) In other words, the eigenvectors of the previous section are not realizable as physical states of the elastic Ising model. One way to circumvent this problem is to consider the spin correlation function rather than the interaction matrix itself. Physically, one could think of the inverse of this correlation function as an effective interaction between different spatial components of the spin field. The correlation function is given by:

$$
\begin{equation*}
\mathcal{X}_{\mathbf{R}_{\mathbf{R}} \mathbf{R}^{\prime}}=\left\langle\delta \sigma_{\mathbf{R}} \delta \sigma_{\mathbf{R}^{\prime}}\right\rangle \tag{5.3}
\end{equation*}
$$

where $\langle\cdots\rangle$ denotes an average with respect to the Boltzmann distribution:

$$
\begin{equation*}
P\left(\left\{\mathbf{u}_{\mathbf{R}}\right\},\left\{\sigma_{\mathbf{R}}\right\}\right)=\frac{\exp (-\beta \mathcal{H})}{\prod_{\mathbf{R}} \int d \mathbf{u}_{\mathbf{R}} \sum_{\sigma_{\mathbf{R}}} \exp (-\beta \mathcal{H})} \tag{5.4}
\end{equation*}
$$

The spectrum of the correlation matrix is defined by:

$$
\begin{equation*}
\mathcal{X} \xi_{k}=\lambda_{k}^{\mathcal{X}} \xi_{k}, \quad k=1, \ldots, N, \tag{5.5}
\end{equation*}
$$

where $\lambda_{k}^{\mathcal{X}}$ is the $k$ th eigenvalue and $\xi_{k}$ is the $k$ th eigenvector. The advantage of considering the correlation matrix compared to the effective Hamiltonian is that the discreteness of the spin variables is "built in" by sampling physical configurations. It is, however, more computationally demanding than simply interrogating the potential because now the Boltzmann distribution must be sampled for each temperature (and possibly composition) of interest.

We have computed the nanocrystal correlation matrix $\mathcal{X}$ and its spectrum for one temperature $T=0.5$ and size $N=169$ in an ensemble where the composition can fluctuate. Sampling of $\mathcal{H}_{\text {eff }}$ was performed with a Metropolis Monte Carlo algorithm. The system was equilibrated for $10^{4} \mathrm{MC}$ sweeps and data was collected every sweep for $10^{5} \mathrm{MC}$ sweeps. Plots of $\mathcal{X}_{\mathbf{R}, \mathbf{R}^{\prime}}$ are shown for a few different values of $\mathbf{R}$ in Fig. 5.8 A plot of the eigenvalue spectrum is shown in Fig. 5.9. The spectrum exhibits "jumps" between sets of nearly degenerate modes. These different sets of eigenvalues correspond to eigenvectors localized to distinct regions of space; the highest eigenvalues correspond to eigenvectors localized to the nanocrystal corners, while the smallest eigenvalues correspond to eigenvectors localized


| -0.00100 | -0.00075 | -0.00050 | -0.00025 | 0.00000 | 0.00025 | 0.00050 | 0.00075 | 0.00100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathcal{X}_{\mathbf{R}, \mathbf{R}}$ |  |  |  |  |  |  |

Figure 5.8: Columns of $\boldsymbol{\mathcal { X }}$ at $N=169, T=0.5$ for selected values of $\mathbf{R}$ (indexed by $k$.) The tagged spin at $\mathbf{R}$ is colored black. The scale of the color bar is reduced in order to emphasize spatial variations in the correlation function, but most of the entries in the columns are fairly small (magnitude $\leq 0.01$.)


Figure 5.9: Eigenvalues of the correlation matrix $\mathcal{X}$ for $N=169, T=0.5$. The quantity $k$ indexes the modes.
in the interior (see Fig. 5.10.) The eigenvalues of the inverse correlation matrix tell us the "stiffness" or energetic cost associated with each of its eigenvectors (modes.) Thus, the lowest values of $\lambda_{k}^{\mathcal{X}}$ correspond to stiff modes, while the largest values of $\lambda_{k}^{\mathcal{X}}$ correspond to soft modes. The fact that these soft modes are localized at the nanocrystal surface reflects the fact that compositional defects are readily accommodated at the surface compared to bulk, and suggests that the surface should play an important role in cation exchange reactions.


Figure 5.10: Representative eigenvectors of the correlation matrix $\mathcal{X}$ for $N=169, T=0.5$.

### 5.3 Kinetic Monte Carlo Simulations

Having undertaken a detailed analysis of nanocrystal energetics, we now consider a simple model for ion exchange reactions. We assume that exchange occurs only at the surface of the nanocrystal, and that dopants can subsequently diffuse through the entire crystal by swapping identities with a neighboring host atom. These events are represented a spin flip $\left(\sigma_{\mathbf{R}} \rightarrow-\sigma_{\mathbf{R}}\right)$ at a surface site $\mathbf{R}$, and a spin swap $\left(\sigma_{\mathbf{R}} \rightarrow \sigma_{\mathbf{R}^{\prime}}, \sigma_{\mathbf{R}^{\prime}} \rightarrow \sigma_{\mathbf{R}}\right)$ between two adjacent sites $\mathbf{R}$ and $\mathbf{R}^{\prime}$ where $\sigma_{\mathbf{R}} \neq \sigma_{\mathbf{R}^{\prime}}$. We shall refer to these as "exchange" events and "diffusion" events, respectively. Such events are assumed to obey first-order kinetics with rate constants $k_{\text {ex }}$ and $k_{\text {diff }}$. The rate of an event depends on the initial and final configurations $C$ and $C^{\prime}$ through the Hamiltonian $\mathcal{H}$, and in order to be consistent with the Boltzmann distribution its associated rate constant must satisfy detailed balance:

$$
\begin{align*}
k_{\mathrm{ex}} & =k_{\mathrm{ex}}^{0} e^{-\beta\left(\mathcal{H}\left(C^{\prime}\right)-\mathcal{H}(C)\right)}  \tag{5.6}\\
k_{\mathrm{diff}} & =k_{\mathrm{diff}}^{0} e^{-\beta\left(\mathcal{H}\left(C^{\prime}\right)-\mathcal{H}(C)\right)} \tag{5.7}
\end{align*} .
$$

The "bare" rate constants $k_{\text {ex }}^{0}$ and $k_{\text {diff }}^{0}$ set the fundamental timescales for exchange and diffusion. Their precise values are likely to be influenced by a number of factors; here, we simply treat them as phenomenological.

We can simulate these dynamics straightforwardly via a kinetic Monte Carlo (KMC) scheme employing the Gillespie algorithm [41]. The most straightforward implementation is as follows:

1. Given an initial configuration, determine all possible exchange and diffusion moves and compute their rate constants.
2. Label each of the $n$ events with an index $i=1, \ldots, n$, and let the rate constant of the $i$ th event be $k_{i}$.
3. Compute the total rate constant $k_{\text {total }}$ as the sum of all exchange and diffusion rate constants.
4. Generate a number $r$ uniformly at random between 0 and $k_{\text {total }}$, and execute the event $j$ for which $k_{j-1} \leq r<k_{j}$ (defining $k_{0}=0$.)
5. Update the time $t \rightarrow t+\Delta t$, where $\Delta t$ is sampled from the exponential distribution $P(\Delta t)=k_{\text {total }} \exp \left(-k_{\text {total }} \Delta t\right)$.
6. Repeat.

Our initial configuration consists of a nanocrystal with $\sigma_{\mathbf{R}}=1$ for all $\mathbf{R}$. Enumeration of, and calculation of the rates of, all possible events at each iteration may be expensive, and more efficient versions of this algorithm exist [42]. For our purposes, the above algorithm has been sufficient.

We illustrate the basic features of these dynamics by considering the simple case of a non-interacting Hamiltonian:

$$
\begin{equation*}
\mathcal{H}_{0}=-h \sum_{\mathbf{R}} \sigma_{\mathbf{R}} . \tag{5.8}
\end{equation*}
$$

The field $h$, which represents the thermodynamic driving force for ion exchange, acts to bias the net composition $\sum_{\mathbf{R}} \sigma_{\mathbf{R}}$. We take $h<0$ so that the spin state $\sigma_{\mathbf{R}}=-1$ is thermodynamically favored. The rate constants can then be written as:

$$
\begin{align*}
k_{\mathrm{ex}} & =k_{\mathrm{ex}}^{0} e^{ \pm 2 \beta h}  \tag{5.9}\\
k_{\mathrm{diff}} & =k_{\mathrm{diff}}^{0} \tag{5.10}
\end{align*}
$$

where $\beta=1 / k_{B} T$ is the inverse temperature and where the $\pm$ correspond to moves $\sigma_{\mathbf{R}}=$ $1 \rightarrow-1$ and $\sigma_{\mathbf{R}}=-1 \rightarrow 1$, respectively. The field $h$ acts as the natural energy scale; we choose to simulate the nanocrystal at a fairly low temperature, $\beta h=5$. Because of the thermodynamic favorability of surface exchange, we expect that the rate of change of nanocrystal composition is limited by the rate of diffusion of -1 spins inwards (making room for exchange of new -1 spins at the surface, ) even though the bare rate constants might be similar. In Fig. 5.11 we plot the composition over time, averaged over 100 independent trajectories, as well as representative configurations along a single trajectory. As can be seen, the composition exhibits exponential decay, indicative of an overall first order kinetics. By looking at the configurations, we can see how compositional change proceeds: exchange (at the surface) is rapid, and subsequent decay of the population of blue ( $\sigma_{\mathbf{R}}=1$ ) atoms is limited by the speed at which those atoms can randomly diffuse to the surface.

Were ion exchange reactions as simple as the non-interacting model, we would not see the variety of intriguing nanocrystal heterostructures observed in experiments. These spatial patterns arise as a result of interactions between atoms of different identities. The spatial



Figure 5.11: Composition vs. time, averaged over 100 independent trajectories, and representative configurations for the noninteracting model. Here $k_{B} T / h=1 / 5, k_{\mathrm{diff}}^{0} / k_{\mathrm{ex}}^{0}=1$, $N=271$. Inset is a log-linear plot of the same data, showing exponential decay of the composition. Configurations shown are from a single trajectory at times $t \approx 1,4,13$ from left to right. Blue atoms have $\sigma_{\mathbf{R}}=1$, while red atoms have $\sigma_{\mathbf{R}}=-1$.
distribution of composition in nanocrystal heterostructures has been previously thought of in terms of the interplay between short-ranged "chemical" and long-ranged elastic interactions [25]. We mimic these interactions in simulations by defining an energy function:

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{\text {chemical }}+\mathcal{H}_{\text {elastic }}+\mathcal{H}_{0} \tag{5.11}
\end{equation*}
$$

where:

$$
\begin{align*}
\mathcal{H}_{\text {chemical }} & =-\frac{J}{2} \sum_{\mathbf{R}, \hat{\boldsymbol{\alpha}}} \sigma_{\mathbf{R}} \sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}  \tag{5.12}\\
\mathcal{H}_{\text {elastic }} & =\frac{1}{2} \sum_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}} V_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}^{\prime}} . \tag{5.13}
\end{align*}
$$

The attractive chemical energy of strength $J>0$ between like nearest-neighbor spins discourages the growth of interfaces between domains of differing composition. Meanwhile, as we have seen in Ch. 3, the effective elastic pair potential $V_{\mathbf{R}, \mathbf{R}^{\prime}}$ encourages short-wavelength modulations of the composition. One might therefore suspect that varying the relative
strengths of such interactions affects which heterostructures form as a result of cation exchange. Our goal for the remainder of this section is to test this hypothesis.

We first consider the case in which there are no elastic interactions, only the Ising-like chemical energy and the external field. Here, we measure energy in units of $J$, and take $k_{B} T / J=2$ (below the critical temperature of the triangular lattice Ising model [33].) The field is set to $h / J=5$. To mimic the timescales of surface exchange and bulk diffusion in nanocrystals [44], we assume that $k_{\mathrm{ex}}^{0} \gg k_{\mathrm{diff}}^{0}$. In Fig. 5.12 we show the composition versus time, averaged over 100 trajectories, along with representative nanocrystal configurations. As in the non-interacting case, the initial decay of the composition is rapid. After this initial perdiod of surface exchange, though, changes in the composition slow down dramatically. A survey of nanocrystal configurations reveals that the thin shell that forms due to exchange grows progressively more slowly with time. This is likely because the Ising-like interactions penalize increases in surface area between domains of differing composition. Once a shell has formed, in order for subsequent exchange to occur, a blue atom must diffuse from the core through the red shell to the surface of the crystal. Since the first step in this process - a blue atom intruding into the red shell - is energetically unfavorable, it occurs as a rare thermal fluctuation. This is underscored by the fact that dynamics gets much slower as the temperature is lowered (see Fig. 5.13.) As the shell grows, so does the distance that this atom must diffuse once it has broken through. Thus the rate of change of composition should become progressively slower as the reaction proceeds. (In this way, exchange might be thought of as "self-limiting" [58].) This behavior is strongly reminiscent of certain cation exchange reactions involving cation species which are similar in size [24] (and hence have low lattice mismatch.)

When chemical interactions are absent and elastic interactions (due to lattice mismatch) dominate instead, the observed exchange pathways are dramatically different. In Fig. 5.14 we show the composition over time, averaged over 100 trajectories run at $k_{B} T / \epsilon=0.2$, $h / \epsilon=-5$. The observed dynamics is much faster than in the case of no elastic interactions. Furthermore, configurations taken from the trajectories show that even after an initial shell has formed, additional red $\left(\sigma_{\mathbf{R}}=-1\right)$ atoms diffuse inward fairly quickly and form spatial patterns closely similar to those of superlattice phases observed in the bulk elastic Ising model in Ch. 3. More specifically, as the reaction proceeds, the interior of the nanocrystal exhibits motifs from each of the bulk phases in turn, from blue-rich $S_{1}$, to coexistence between $S_{1}$ and red-rich $S_{2}$, to $S_{2}$ alone. Moreover, these patterns stand in striking contrast to equilibrium nanocrystal configurations harvested from umbrella sampling simulations [113]. These configurations exhibit "phase separation" into red and blue-rich domains, similar to Janus nanostructures observed in some experiments [24] (see Fig. 5.15.) Our KMC simulations evidently produce highly nonequilibrium patterns. This is a consequence of the fast kinetics of surface exchange: if we make $k_{\mathrm{diff}}^{0} \gg k_{\mathrm{ex}}^{0}$, then KMC trajectories exhibit configurations which much more closely resemble those of the equilibrium umbrella sampling simulations. In effect, because diffusion is fast, spins have time to "equilibrate" after each change in composition due to an exchange event. In contrast, when exchange is fast, surface sites tend to saturate with spins of the thermodynamically favored type, and further changes


Figure 5.12: Composition vs. time, averaged over 100 independent trajectories, and representative configurations for the chemical interaction-only case. Here $k_{B} T / J=2, h / J=-5$, $k_{\mathrm{diff}}^{0} / k_{\mathrm{ex}}^{0}=10^{-2}, N=271$. Inset is a semilog plot of the same data, showing "stepped" changes in the composition corresponding to the formation of new layers in the shell. Configurations shown are from a single trajectory at times $t \approx 30,230,900$ from left to right.
in the composition must be facilitated by diffusion of the thermodynamically disfavored spin to the surface. The shell appears to prevent deformation of the nanocrystal (evident in equilibrium simulations) and instead acts as a "frame," creating boundary conditions similar to periodic boundary conditions seen in bulk (in fact, if we perform equilibrium simulations with infinitely stiff surface sites, then nanocrystals exhibit modulated order rather than phase separation as the equilibrium state: see Appendix B.9.) This results in modulated order being energetically favorable in the interior of the nanocrystal. Though not of precisely the same form, the striped patterns observed in lattice-mismatched CdS $/ \mathrm{Ag}_{2} \mathrm{~S}$ nanorods [102, 25] might share a similar origin to our superlattices.

We have not yet performed extensive simulations in which both chemical and elastic interactions are comparable in magnitude. However, one might expect that competition between short-ranged chemical attractions and longer-ranged, anisotropic elastic interactions could lead to novel patterns, for example by changing the wavelength of spatially modulated order. This could certainly be a fertile direction for future research. Yet, even the limited parameter space we have explored thus far has revealed intriguing behaviors that echo those seen in experiments.


Figure 5.13: Temperature dependence of dynamics with only chemical interactions. Recall that the critical temperature of the triangular lattice Ising model is $T_{c} \approx 3.64$ [Fisher 1967].

### 5.4 Conclusion

Our model for cation exchange admittedly has limitations. We have not been able to reproduce exactly the striped nanorod structures which served a significant source of inspiration for this work. Our model does not resolve the individual anion and cation sublattices, and hence cannot explain the intriguing observation that many cation exchange reactions result in drastic compositional change of the cations yet leaves the geometry of the anion sublattice intact, even when the resulting structure is no longer the thermodynamically stable one [71, 72]. Indeed, it contains no reference to charge at all - and hence cannot account for charged defects that have been thought to be important for these reactions [90]. Nor can our model distinguish between vacancy- and interstitial-mediated mechanisms for ion transport [69]. In a sense, our model is coarse-grained: we have integrated out explicit vibrational motion, and moreover our "atoms" are really probably better thought of as unit cells. It may be feasible to resolve atomic details within our KMC framework by employing a more realistic force field for common semiconductor nanocrystals. Lastly, we have not allowed for the possibility of bond breaking or forming. The occurrence of point defects or even dislocations could profoundly impact the elastic energy associated with compositional change and hence the pathways taken during reactions. Finally, we have made no attempt in our model to resolve the organic ligands which usually coat the surfaces of nanoparticles. The density of ligands often varies from one facet of a nanocrystal surface to another [55], which could result in the exchange rate varying from one facet to another. In lieu of explicitly representing the ligands, one might be able to capture this effect simply by making $k_{\text {ex }}$ depend on crystal



Figure 5.14: Composition vs. time, averaged over 100 independent trajectories, and representative configurations for the elastic interaction-only case. Here $k_{B} T / \epsilon=0.2, h=-5 \epsilon$, $k_{\mathrm{diff}}^{0} / k_{\mathrm{ex}}^{0}=10^{-2}, N=271$. Inset is a semilog plot of the same data. Configurations shown are from a single trajectory at times $t \approx 5,130,900$ from left to right.
facet.
Despite these limitations, our model has produced a rich phenomenology. Importantly, it has recapitulated some key features of real-world ion exchange reactions. An advantage of our model's simplicity, in addition to giving us access to long time and length scales, is that it allows us to explain those features in a transparent manner. Moreover, it suggests how one might change certain parameters in an attempt to achieve a desired heterostructure. For example, if one wants to create a Janus structure, one might select a dopant with high mobility within the host lattice (increasing the rate of diffusion relative to exchange.) In addition to further exploration of parameter space, the aforementioned elaborations of our model designed to enhance its realism should provide fertile ground for future investigations.


Figure 5.15: Equilibrium configurations taken from umbrella sampling simulations [113] of an elastic Ising nanocrystal with $h=0, k_{B} T / \epsilon=2, N=271$. We used the full elastic Hamiltonian, Eq. 3.2 in Ch. 3, for these simulations. Configurations were taken from windows centered at $c \approx 0.02,0.5,0.98$ from left to right. Note the significant distortion apparent in the phase-separated $c \approx 0.5$ configuration. Periodic boundary conditions (appropriate to a bulk crystal) or a very stiff outer "shell" preclude such deformation at equilibrium (see Ch. 3.) Nonequilibrium conditions in our KMC simulations can evidently skirt phase separation as well.
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## Appendix A

## Appendix for "Etching: A Nonequilibrium Route to New Nanocrystal Shapes"

## A. 1 Choice of Microscopic Dynamics

Here we compare Glauber dynamics [43] to Metropolis dynamics [114] and to the kinetic Glauber scheme described in Chap. 2. Metropolis dynamics is implemented in a way nearly identical to Glauber dynamics; for Metropolis dynamics, though, the acceptance probabilities are given by:

$$
\begin{align*}
A_{\text {insert }}\left(C \rightarrow C^{\prime}\right) & =\min \left[1, \frac{N_{\mathrm{vac}}(C)}{N_{\text {surf }}\left(C^{\prime}\right)} e^{-\beta \Delta \mathcal{H}}\right],  \tag{A.1}\\
A_{\text {delete }}\left(C \rightarrow C^{\prime}\right) & =\min \left[1, \frac{N_{\text {surf }}(C)}{N_{\mathrm{vac}}\left(C^{\prime}\right)} e^{-\beta \Delta \mathcal{H}}\right],  \tag{A.2}\\
\Delta \mathcal{H} & =\mathcal{H}\left(C^{\prime}\right)-\mathcal{H}(C) \tag{A.3}
\end{align*}
$$

When the chemical potential is set to $\mu / \epsilon=-6.5$ (for the Glauber and Metropolis dynamics), the etching structures that result from the three different algorithms appear nearly identical; quantification of the $h$-index over time shows that they are statistically indistinguishable (Fig. A.1.) The appearance of a THH during etching thus appears to be robust to the choice of dynamics.


Figure A.1: Plot of $h$ versus remaining volume, as well as snapshots from etching trajectories, for the three different choices of dynamics.

## A. 2 Detailed Balance

In order to sample an equilibrium ensemble, the acceptance probability $A$ must satisfy detailed balance:

$$
\begin{equation*}
P(C) P_{\text {gen }}\left(C \rightarrow C^{\prime}\right) A\left(C \rightarrow C^{\prime}\right)=P\left(C^{\prime}\right) P_{\text {gen }}\left(C^{\prime} \rightarrow C\right) A\left(C^{\prime} \rightarrow C\right), \tag{A.4}
\end{equation*}
$$

where $P_{\text {gen }}\left(C \rightarrow C^{\prime}\right)$ is the probability of generating the proposed move from $C$ to $C^{\prime}$ and $P(C)$ is the equilibrium Boltzmann probability of observing configuration $C$. Once choice for $A$ which satisfies Eq. A. 4 is that of Metropolis [114]:

$$
\begin{equation*}
P_{\mathrm{acc}}\left(C \rightarrow C^{\prime}\right)=\min \left[1, \frac{P_{\mathrm{gen}}\left(C^{\prime} \rightarrow C\right)}{P_{\mathrm{gen}}\left(C \rightarrow C^{\prime}\right)} e^{-\beta\left(\mathcal{H}\left(C^{\prime}\right)-\mathcal{H}(C)\right)}\right] \tag{A.5}
\end{equation*}
$$

Another satisfactory choice is due to Glauber [43]:

$$
\begin{equation*}
P_{\mathrm{acc}}\left(C \rightarrow C^{\prime}\right)=\frac{1}{1+\frac{P_{\operatorname{gen}}\left(C \rightarrow C^{\prime}\right)}{P_{\operatorname{gen}}\left(C^{\prime} \rightarrow C\right)} e^{\beta\left(\mathcal{H}\left(C^{\prime}\right)-\mathcal{H}(C)\right)}} \tag{A.6}
\end{equation*}
$$

Let us focus on the Glauber acceptance probability. Suppose that we are attempting an atom insertion move. In this case, the generation probability is just the probability of selecting a particular surface vacancy:

$$
\begin{equation*}
P_{\mathrm{gen}}\left(C \rightarrow C^{\prime}\right)=\frac{1}{N_{\mathrm{vac}}(C)} \tag{A.7}
\end{equation*}
$$

and the generation probability of the reverse move is:

$$
\begin{equation*}
P_{\mathrm{gen}}\left(C \rightarrow C^{\prime}\right)=\frac{1}{N_{\mathrm{surf}}\left(C^{\prime}\right)}, \tag{A.8}
\end{equation*}
$$

where $N_{\text {surf }}(C)$ and $N_{\text {vac }}(C)$ denote the number of surface atoms and surface vacancies, respectively, in configuration $C$. The acceptance probability for insertion moves can thus be written as:

$$
\begin{equation*}
P_{\mathrm{acc}}\left(C \rightarrow C^{\prime}\right)=\frac{1}{1+\frac{N_{\text {surf }}\left(C^{\prime}\right)}{N_{\text {vac }}(C)} e^{\beta\left(\mathcal{H}\left(C^{\prime}\right)-\mathcal{H}(C)\right)}} \tag{A.9}
\end{equation*}
$$

Acceptance probabilities for other kinds of moves are derived similarly.

## A. 3 FCC Crystal Facets

Crystal facets are conveniently described using Miller indices [77]. Given a set of real space vectors $\mathbf{a}_{i}, i=1,2,3$ for the crystal's unit cell, the reciprocal space vectors $\mathbf{b}_{i}$ are defined by $\mathbf{a}_{i} \cdot \mathbf{b}_{j}=2 \pi \delta_{i j}$. Any other reciprocal space vector $\mathbf{q}$ can then be written as:

$$
\begin{equation*}
\mathbf{q}=h \mathbf{b}_{1}+k \mathbf{b}_{2}+l \mathbf{b}_{3} . \tag{A.10}
\end{equation*}
$$

The integers $h, k, l$ are Miller indices. The notation $(h, k, l)$ refers to the plane to which the vector $\mathbf{q}$ is perpendicular; $\{h, k, l\}$ refers to all such planes which are equivalent by lattice symmetry. The related notation $[h k l]$ refers to the direction in real space given by the plane's outward normal vector. For cubic lattices, such as the FCC lattice, it is conventional to choose the vectors $\mathbf{a}_{i}$ to be the Cartesian basis vectors, i.e. $\mathbf{a}_{1}=\hat{\mathbf{x}}, \mathbf{a}_{2}=\hat{\mathbf{y}}, \mathbf{a}_{3}=\hat{\mathbf{z}}$.

Cutting a crystal along different lattice planes exposes surfaces with different geometries. Of particular importance is the coordination number of surface atoms. In Fig. A. 2 we depict the geometry of selected facets of an FCC lattice. Clearly, both the arrangement of atoms and their coordination is sensitive to the particular facet. So-called "vicinal" facets present more spatially heterogeneous distributions of atoms. The (210) and (310) facets of an FCC lattice exhibit "steps" which are just one atom thick, as shown in Fig. A.3.


Figure A.2: Different facets of the FCC lattice. The coordination number $n$ as well as the precise local arrangement of atoms on the surface varies with facet.


Figure A.3: Different vicinal facets of the FCC lattice. Light blue atoms have $n=6$, while gray atoms have $n \geq 8$.

## A. 4 Calculation of $h$ index

We used simple geometry to calculate the $h$-index in our simulations. Consider the vectors $\mathbf{v}_{100}, \mathbf{v}_{010}$ and $\mathbf{v}_{110}$, which extend from the center of a THH nanoparticle to its surface in the [100], [010], and [110] directions, respectively. We define the $h$ vector as $\mathbf{v}_{h}=\mathbf{v}_{100}-\mathbf{v}_{110}$. Also defining the unit vectors $\hat{\mathbf{v}}_{100}=\mathbf{v}_{100} /\left|\mathbf{v}_{100}\right|$ and $\hat{\mathbf{v}}_{010}=\mathbf{v}_{010} /\left|\mathbf{v}_{010}\right|$, we compute $h$ as:

$$
\begin{equation*}
h=\left(\frac{\mathbf{v}_{h} \cdot \hat{\mathbf{v}}_{100}}{\mathbf{v}_{h} \cdot \hat{\mathbf{v}}_{010}}\right)^{-1} \tag{A.11}
\end{equation*}
$$

Our reported values of $h$ were computed by averaging the result of Eq. A. 11 over 24 permutations of indices ( 6 pyramidal features, 4 faces on each pyramid.)

## A. 5 Surface Relaxation Moves

We considered three different types of diffusion moves: "local" diffusion moves, where a surface atom can hop to a nearest-neighbor vacancy; "global" diffusion moves, where a surface atom can move to any unoccupied surface site on the nanoparticle; and an intermediate type
of move, where a surface atom can hop to a nearest-neighbor vacancy or a second nearestneighbor vacancy. We call this last type of move a " 2 -local" move.

To execute a local or global diffusion move, a surface atom is selected at random and a vacancy (chosen in a way appropriate to the type of diffusion that is being used) is also selected at random. (2-local moves are chosen in a somewhat different manner, which will be explained separately). These trial moves are then accepted with probabilities that preserve detailed balance; for local moves the probability is:

$$
\begin{equation*}
A_{\text {local }}\left(C \rightarrow C^{\prime}\right)=\frac{1}{1+\left(d_{l}\left(C, C^{\prime}\right)\right)^{-1}} \tag{A.12}
\end{equation*}
$$

where:

$$
\begin{align*}
d_{l}\left(C, C^{\prime}\right) & =\frac{N_{\mathrm{surf}}(C) n_{\mathrm{vac}}(i)}{N_{\mathrm{surf}}\left(C^{\prime}\right) n_{\mathrm{vac}}(j)} e^{-\beta \Delta E},  \tag{A.13}\\
\Delta E & =E\left(C^{\prime}\right)-E(C)=-\epsilon \Delta n . \tag{A.14}
\end{align*}
$$

Here, $n_{\mathrm{vac}}(i)$ is the number of vacancies adjacent to atom $i$ of configuration $C$ and $\Delta n$ is the total change in the number of contacts between occupied sites ("bonds") in going from $C$ to $C^{\prime}$. The ratio of $N \mathrm{~s}$ and $n \mathrm{~s}$ in $d_{l}$ is chosen so as to preserve detailed balance. For global moves the probability is:

$$
\begin{equation*}
A_{\text {global }}\left(C \rightarrow C^{\prime}\right)=\frac{1}{1+\left(d_{g}\left(C, C^{\prime}\right)\right)^{-1}} \tag{A.15}
\end{equation*}
$$

where:

$$
\begin{align*}
d_{g}\left(C, C^{\prime}\right) & =\frac{N_{\mathrm{surf}}(C) N_{\mathrm{vac}}(C)}{N_{\mathrm{surf}}\left(C^{\prime}\right) N_{\mathrm{vac}}\left(C^{\prime}\right)} e^{-\beta \Delta E},  \tag{A.16}\\
\Delta E & =E\left(C^{\prime}\right)-E(C)=-\epsilon \Delta n \tag{A.17}
\end{align*}
$$

Again, $\Delta n$ is the total change in the number of bonds.
For 2-local moves, surface atoms are still selected at random, but the vacancies are selected slightly differently. In particular, instead of selecting a single vacancy from a list of all eligible vacancies, one of the nearest neighbors of the selected atom is chosen at random (regardless of whether that neighboring site is occupied or unoccupied), and then a neighbor of that site is chosen at random (again, regardless of whether that neighbor is occupied or unoccupied). This site is rejected if it is not a surface vacancy, i.e. a vacancy that is a nearest neighbor of a surface atom. ${ }^{1}$ If the site is a surface vacancy, then the diffusion move is accepted with probability:

$$
\begin{equation*}
A_{2 \text {-local }}\left(C \rightarrow C^{\prime}\right)=\frac{1}{1+\left(d_{21}\left(C, C^{\prime}\right)\right)^{-1}} \tag{A.18}
\end{equation*}
$$

[^11]

Figure A.4: Relaxation to the equilibrium fcc nanocrystal shape.
where:

$$
\begin{align*}
d_{21}\left(C, C^{\prime}\right) & =\frac{N_{\text {surf }}(C)}{N_{\text {surf }}\left(C^{\prime}\right)} e^{-\beta \Delta E},  \tag{A.19}\\
\Delta E & =E\left(C^{\prime}\right)-E(C)=-\epsilon \Delta n . \tag{A.20}
\end{align*}
$$

We performed MC simulations using each of the three different surface relaxation moves. Snapshots from these simulations for an initially cube-shaped nanocrystal containing $\approx 130,000$ atoms at a temperature $\beta \epsilon \approx 2.5$ are shown in Fig. A. 4 All simulations were run for $10^{9}$ MC sweeps. All the simulations show that the nanoparticles approaching a truncated octahedron shape - the corners disappear resulting in $\{111\}$ facets while the $\{100\}$ faces of the cube shrink in surface area but accumulate additional layers. However, it is clear that global diffusion is the most effective move for reaching the equilibrium TO shape in a given number of sweeps.

## A. 6 Effect of Varying System Size

We performed etching simulations at several system sizes to check the robustness of our conclusions about shape changes. The largest such simulation consisted (initially) of $\approx 55$ million atoms, corresponding to a cube of about 100 nm . Simulations at different system sizes and $\mu / \epsilon=-6.5$ all produced THH intermediates, shown in Fig. A.5. Perhaps not surprisingly, the largest nanocrystal exhibited a transient THH shape most clearly.


Figure A.5: Left to right: snapshots from etching simulations at $\mu / \epsilon=-6.5$ of initially $\approx 1$ million-, 7 million-, and 55 million-atom cubic nanocrystals.

## Appendix B

## Appendix for "Consequences of Lattice Mismatch for Phase Equilibrium in Heterostructured Solids"

## B. 1 Numerical evidence for accuracy of small-mismatch approximation

Our elastic model is described by the Hamiltonian:

$$
\begin{equation*}
\mathcal{H} / \epsilon=4 \sum_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}\left[\frac{a}{\Delta}\left|\hat{\boldsymbol{\alpha}}+\left(\frac{\Delta}{a}\right)\left(\overline{\mathbf{u}}_{\mathbf{R}}-\overline{\mathbf{u}}_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right|-\left(\frac{l_{A B}}{\Delta}+\frac{1}{2}\left(\sigma_{\mathbf{R}}+\sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right)\right]^{2} \tag{B.1}
\end{equation*}
$$

However, an approximate form of this Hamiltonian which assumes that the quantity $\boldsymbol{\delta}=$ $(\Delta / a)\left(\overline{\mathbf{u}}_{\mathbf{R}}-\overline{\mathbf{u}}_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)$ is small captures the energetics very accurately when compared to Monte Carlo simulations. This approximate Hamiltonian - the small-mismatch Hamiltonian - is given by:

$$
\begin{equation*}
\overline{\mathcal{H}} \approx 4 \sum_{\mathbf{R}, \hat{\alpha}}\left(\hat{\boldsymbol{\alpha}} \cdot\left(\overline{\mathbf{u}}_{\mathbf{R}}-\overline{\mathbf{u}}_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)-\frac{1}{2}\left(\delta \sigma_{\mathbf{R}}+\delta \sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right)^{2} . \tag{B.2}
\end{equation*}
$$

In the scaled units we have adopted, this Hamiltonian is independent of the mismatch $\Delta$. To test how well this approximation works, we can measure the (minimum) energy of different configurations. A plot of the small-mismatch prediction for the energy of a superlattice $(E / N \epsilon=8 / 3)$ versus the energy measured by performing numerical energy minimization of a superlattice configuration governed by the full Hamiltonian is shown in Fig. B.1. The agreement is excellent: there is no visible difference between the predictions on the scale of the plot. An analogous plot, corresponding to an average over 1000 random configurations


Figure B.1: Superlattice energy as a function of mismatch, $\Delta=\left(l_{A A}-l_{B B}\right) / 2$.


Figure B.2: Average energy of 1000 randomly initialized configurations with a composition $c=1 / 3$ as a function of $\Delta$. The small mismatch approximation predicts $E / N \epsilon=8 V_{0} / 9$.
with the same composition, is shown in Fig. B.2. Here, the energy does have a visible dependence on mismatch (amounting to roughly a percent of the energy.) Additionally, the average energy of the random configurations changes upon global spin flips (although the effect is small; see Fig. B.3) while the superlattice energy does not (it is symmetric with respect to global spin flips.) Why does the superlattice do better than the random configurations?

The answer can be found by looking at the displacement fields of these configurations. As Fig. B. 4 shows, the displacement field for the superlattice vanishes. This configuration nevertheless has energy because the bonds are still strained relative to their local, naturallypreferred lengths. This is illustrated in Fig. B.5. There is no guarantee of the random configuration's displacement field vanishing, a fact emphasized by Fig. B. 6 (the corresponding strain field is shown in Fig. B.7.) Nevertheless, the magnitude of the displacement field


Figure B.3: Average energy difference between 1000 randomly initialized configurations with $c=1 / 3$ and their globally spin-flipped counterparts. Error bars represent the standard deviation and reflect variability in the energy differences of different configurations. The small mismatch approximation predicts that this energy difference is zero. The anharmonicity of the Hamiltonian evidently favors $B$-rich compositions $(c=1 / 3)$ over $A$-rich compositions ( $c=2 / 3$.)
for the random configuration is still not huge.
The leading order correction to the small-mismatch approximation can be straighforwardly obtained by keeping terms first order in $\Delta$. To be explicit, note that:

$$
\begin{align*}
|\hat{\boldsymbol{\alpha}}+\boldsymbol{\delta}| & =\sqrt{1+2 \hat{\boldsymbol{\alpha}} \cdot \boldsymbol{\delta}+\boldsymbol{\delta}^{2}}  \tag{B.3}\\
& =1+\hat{\boldsymbol{\alpha}} \cdot \boldsymbol{\delta}+\frac{1}{2} \boldsymbol{\delta}^{2}-\frac{1}{2}(\hat{\boldsymbol{\alpha}} \cdot \boldsymbol{\delta})^{2}+\mathcal{O}\left(\boldsymbol{\delta}^{3}\right) \tag{B.4}
\end{align*}
$$

The small-mismatch approximation entails keeping only the first-order term in $\boldsymbol{\delta}$. When plugged back into the Hamiltonian, this term will be zero-th order in $\Delta$ (due to our scaling of variables.) If we keep the terms second-order in $\boldsymbol{\delta}$, we will get terms first-order in $\Delta$ in the Hamiltonian. Doing so, and noting that we can write:

$$
\begin{equation*}
\frac{1}{2}\left(\boldsymbol{\delta}^{2}-(\hat{\boldsymbol{\alpha}} \cdot \boldsymbol{\delta})^{2}\right)=\frac{1}{2} \boldsymbol{\delta} \cdot(\mathbb{1}-\hat{\boldsymbol{\alpha}} \hat{\boldsymbol{\alpha}}) \cdot \boldsymbol{\delta} \tag{B.5}
\end{equation*}
$$

where $\mathbb{1}$ is the identity matrix, we have:

$$
\begin{equation*}
\overline{\mathcal{H}} \approx 4 \sum_{\mathbf{R}, \hat{\alpha}}\left(\hat{\boldsymbol{\alpha}} \cdot \mathbf{v}_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}+\frac{1}{2} \frac{\Delta}{a} \mathbf{v}_{\mathbf{R}, \hat{\boldsymbol{\alpha}}} \cdot(\mathbb{1}-\hat{\boldsymbol{\alpha}} \hat{\boldsymbol{\alpha}}) \cdot \mathbf{v}_{\mathbf{R}, \hat{\boldsymbol{\alpha}}}-\frac{1}{2}\left(\delta \sigma_{\mathbf{R}}+\delta \sigma_{\mathbf{R}+a \hat{\boldsymbol{\alpha}}}\right)\right)^{2} . \tag{B.6}
\end{equation*}
$$

where we have defined $\mathbf{v}_{\mathbf{R}, \hat{\alpha}}=\overline{\mathbf{u}}_{\mathbf{R}}-\overline{\mathbf{u}}_{\mathbf{R}+a \hat{\alpha}}$. The new (second) term in the above equation has a nice physical interpretation. The first term, present in the small-mismatch approximation, corresponds to energy due to longitudinal fluctuations, parallel to the bond vectors $\hat{\boldsymbol{\alpha}}$. The


Figure B.4: The displacement field (indicated in gray) is zero for the superlattice. Here the mismatch is $20 \%$ (the result is the same for $50 \%$.)


Figure B.5: Strain in the bonds of the superlattice with $20 \%$ mismatch, which results in a nonzero total energy.


Figure B.6: The displacement field (indicated with gray arrows) for a random configuration with $c=1 / 3$. The mismatch here is $50 \%$.


Figure B.7: Strain in the bonds of the random configuration with $20 \%$ mismatch.


Figure B.8: Energies, as a function of mismatch $\Delta$, of a 7 -atom crystal with a compositional defect (red) placed either at the center or at a corner. The displacement fields, shown with white arrows, are for a mismatch of $\Delta=0.25$ ( $50 \%$.)
second term represents transverse fluctuations - those perpendicular to the bond vectors, a fact which can be deduced from the projection-operator-like form of this term. This is nicely illustrated with an example. In Fig. B. 8 we show the energies and displacement fields of a 7 -atom crystal with a single compositional impurity placed either at the center or at a corner. When the compositional defect is placed in the center, the small-mismatch approximation works very well, reflecting the fact that in this case the displacement vectors all point along the bond vectors. A compositional defect placed at a corner, though, generates a displacement field with a significant transverse component. The resulting energy is hence more sensitive to the value of the mismatch.

## B. 2 Asymptotic Scaling of Effective Potential

In the low- $q$ limit, Taylor expansion of our effective potential yields leading order terms $\sim 4-a(\hat{\mathbf{q}}) q^{2}$, where $a$ is a function of the direction of $\mathbf{q}$ but not its magnitude. The inverse Fourier transform is anisotropic, but scales as $\sim 1 / R^{4}$ [34]. We confirmed this scaling by


Figure B.9: Effective potential along the direction defined by the unit vector $\hat{\mathbf{a}}=(1,0)$. Data was obtained from the numerical inverse Fourier transform of $\tilde{V}_{\mathbf{q}}$ on a 300 by 300 unit cell triangular lattice. The solid black line is a fit to the data, excluding the first 10 points and last 90 points (which are sensitive to the finite size of the lattice.)


Figure B.10: Effective potential along the direction defined by the unit vector $\hat{\mathbf{a}}=$ $(\sqrt{3} / 2,1 / 2)$. Data was obtained from the numerical inverse Fourier transform of $\tilde{V}_{\mathbf{q}}$ on a 300 by 300 unit cell triangular lattice. The solid black line is a fit to the data, excluding the first 10 points and last 90 points (which are sensitive to the finite size of the lattice.)
plotting the numerical inverse Fourier transform of $\tilde{V}_{\mathbf{q}}$ along different directions. Figs. B. 9 and B. 10 show the magnitude of the effective potential along two different lattice directions (one along one of the six principal lattice directions, here $\hat{\mathbf{a}}=(1,0)$ and another along a vector halfway between two principal lattice directions, $\hat{\mathbf{a}}=(\sqrt{3} / 2,1 / 2)$. In both cases, fits to the tail of the energy yield a power law with exponent -4 , consistent with our theoretical prediction.


Figure B.11: Strain (defined as $\left.\left|\mathbf{r}_{\mathbf{R}}-\mathbf{r}_{\mathbf{R}+a \hat{\alpha}}\right| / l\left(\sigma_{\mathbf{R}}, \sigma_{\mathbf{R}+a \hat{\alpha}}\right)\right)$ of bonds due to the presence of a single $B$ defect surrounded by $A$ atoms. The defect is denoted with a white circle.

## B. 3 Energetics of Impurity Configurations

The effective potential arises from the microscopic strain required to accommodate atoms of different sizes in the same lattice. Here we plot configurations of bonds, along with their associated strain, for a few "impurity" configurations, in which one or two atoms of type $B$ have been substituted in an otherwise perfect $A$ crystal. These zero-temperature configurations were generated by performing energy minimization via gradient descent.

Fig. B. 11 shows a single $B$ atom surrounded by $A$ atoms. The "inner shell" of bonds emanating from the $B$ atom have natural length $l_{A B}$, but in this minimum-energy configuration they do not achieve this length. They are instead stretched out by $A$ atoms, which prefer a longer bond length. Meanwhile, the "second shell" of bonds connecting those of the inner shell are compressed relative to their natural length of $l_{A A}$.

Fig. B. 12 shows the result of making two such impurities nearest neighbors. The bond connecting them has a natural length $l_{B B}<l_{A B}$. Evidently, minimizing the total energy means that this bond is far from its natural length. Lattice strain is highly localized in this bond and its immediate neighbors to the left and right. The resulting large energy contribution disfavors this configuration relative to a configuration in which the $B$ atoms are very far apart. This is a consequence of the fact that a pair of $B$ atoms prefers a bond distance $l_{B B}$ that is smaller than either $l_{A A}$ or $l_{A B}$. This preference is strongly frustrated when adjacent $B$ defects are surrounded by an excess of $A$ atoms, making this arrangement especially costly. The two defects are more readily accommodated on next-nearest neighbor sites. In this configuration, the energy is lower than that of infinite separation (see Fig. B.13). Similarly, two $A$ defects in a $B$-rich environment can mitigate the cost of local expansion by sharing an intervening $B$ neighbor. Inspection of the configuration reveals that the "second shell" bond shared by the $B$ atoms bears a significant amount of strain, although


Figure B.12: Strain due to the presence of two nearest-neighbor $B$ defects surrounded by $A$ atoms.


Figure B.13: Strain due to the presence of two next-nearest-neighbor $B$ defects surrounded by $A$ atoms.
much less than the $B-B$ bond in the nearest-neighbor configuration. Additional strain appears to be shared more equitably (compared to the nearest-neighbor configuration) among neighboring bonds, resulting in a lower total energy. Despite the more even distribution of strain, compression of the shared second shell bond appears to be necessary for the energetic favorability of this configuration; if we fix bond's length to the value it would have if the impurity were isolated, then the next-nearest neighbor configuration becomes energetically unfavorable compared to two isolated impurities. This reasoning allows us to microscopically rationalize the anisotropy of our effective potential.

## B. 4 Fourier-space representation of the square wave

Writing the square wave in Fourier space requires some care. Let us start by choosing a basis in which to evaluate it. The standard choice is:

$$
\begin{align*}
& \mathbf{a}_{1}=(1,0)  \tag{B.7a}\\
& \mathbf{a}_{2}=\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right) . \tag{B.7b}
\end{align*}
$$

The corresponding reciprocal lattice vectors are:

$$
\begin{align*}
& \mathbf{b}_{1}=\left(2 \pi,-\frac{2 \pi}{\sqrt{3}}\right)  \tag{B.8a}\\
& \mathbf{b}_{2}=\left(0, \frac{4 \pi}{\sqrt{3}}\right) . \tag{B.8b}
\end{align*}
$$

If the stripes have normal vectors parallel to the $y$ direction $\hat{\mathbf{y}}$, then $\mathbf{b}_{2}$ is parallel to those normal vectors, which makes life easier. Restricting ourselves to the first Brillouin zone of reciprocal space, we write:

$$
\begin{align*}
& \mathbf{q}=\frac{k_{1}}{N_{1}} \mathbf{b}_{1}+\frac{k_{2}}{N_{2}} \mathbf{b}_{2}  \tag{B.9}\\
& \mathbf{r}=n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2} . \tag{B.10}
\end{align*}
$$

So, $s(\mathbf{r})$ is indexed by $\left(n_{1}, n_{2}\right)$ and $\tilde{s}(\mathbf{q})$ is indexed by $\left(k_{1}, k_{2}\right)$. For stripes along $\hat{\mathbf{y}}$, we have:

$$
s\left(n_{1}, n_{2}\right)-s\left(n_{1}, n_{2}-1\right)= \begin{cases}-1, & n_{2}=2 \lambda, 4 \lambda, \ldots  \tag{B.11}\\ 1, & n_{2}=\lambda, 3 \lambda, \ldots \\ 0, & \text { otherwise }\end{cases}
$$

where $\lambda$ is the width of the stripe. Making the definitions:

$$
\begin{align*}
& \tilde{s}\left(k_{1}, k_{2}\right)=\sum_{n_{1}, n_{2}} s\left(n_{1}, n_{2}\right) e^{2 \pi i\left(\frac{n_{1} k_{1}}{N_{1}}+\frac{n_{2} k_{2}}{N_{2}}\right)}  \tag{B.12}\\
& s\left(n_{1}, n_{2}\right)=\frac{1}{N_{1} N_{2}} \sum_{k_{1}, k_{2}} \tilde{s}\left(k_{1}, k_{2}\right) e^{-2 \pi i\left(\frac{n_{1} k_{1}}{N_{1}}+\frac{n_{2} k_{2}}{N_{2}}\right)} \tag{B.13}
\end{align*}
$$

we can write:

$$
\begin{align*}
s\left(n_{1}, n_{2}\right)-s\left(n_{1}, n_{2}-1\right) & =\frac{1}{N_{1} N_{2}} \sum_{k_{1}, k_{2}} \tilde{s}\left(k_{1}, k_{2}\right)\left(e^{-2 \pi i\left(\frac{n_{1} k_{1}}{N_{1}}+\frac{n_{2} k_{2}}{N_{2}}\right)}-e^{-2 \pi i\left(\frac{n_{1} k_{1}}{N_{1}}+\frac{\left(n_{2}-1\right) k_{2}}{N_{2}}\right)}\right) \\
& =\frac{1}{N_{1} N_{2}} \sum_{k_{1}, k_{2}} \tilde{s}\left(k_{1}, k_{2}\right) e^{-i \mathbf{q} \cdot \mathbf{r}}\left(1-e^{2 \pi i k_{2} / N_{2}}\right) \tag{B.14}
\end{align*}
$$

At the same time, we can write:

$$
\begin{align*}
s\left(n_{1}, n_{2}\right)-s\left(n_{1}, n_{2}-1\right)= & \delta\left(n_{2}, \lambda\right)-\delta\left(n_{2}, 2 \lambda\right)+\delta\left(n_{2}, 3 \lambda\right)-\cdots \\
= & \frac{1}{N_{2}} \sum_{k_{2}}\left(e^{-2 \pi i k_{2}\left(n_{2}-\lambda\right) / N_{2}}-e^{-2 \pi i k_{2}\left(n_{2}-2 \lambda\right) / N_{2}}+\cdots\right) \\
& \times \frac{1}{N_{1}} \sum_{k_{1}} e^{-2 \pi i k_{1} n_{1} / N_{1}} N_{1} \delta\left(k_{1}, 0\right) . \tag{B.15}
\end{align*}
$$

Comparing eqs. B. 14 and B.15, we have:

$$
\begin{aligned}
& \tilde{s}\left(k_{1}, k_{2}\right)\left(1-e^{2 \pi i k_{2} / N_{2}}\right)=N_{1} \delta\left(k_{1}, 0\right)\left(e^{2 \pi i k_{2} \lambda / N_{2}}-e^{2 \pi i k_{2}(2 \lambda) / N_{2}}+\cdots\right) \\
\Longrightarrow & \tilde{s}\left(k_{1}, k_{2}\right)=\left(1-e^{2 \pi i k_{2} / N_{2}}\right)^{-1} \delta\left(k_{1}, 0\right) \frac{N_{1} N_{2}}{\lambda} \sum_{j= \pm 1, \pm 3, \ldots}^{\lambda}-\delta\left(k_{2}, \frac{N_{2} j}{2 \lambda}\right) .
\end{aligned}
$$

If, on the other hand, the stripes are parallel to the x direction $\hat{\mathbf{x}}$, then the previous choice of basis is awkward because neither reciprocal lattice vector is parallel to $\hat{\mathbf{x}}$. (It is very convenient to describe a spatial modulation when one of the reciprocal lattice vectors points in the direction of that modulation.) Instead we pick a new basis:

$$
\begin{align*}
& \mathbf{a}_{1}=\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right)  \tag{B.16a}\\
& \mathbf{a}_{2}=(0, \sqrt{3}) \tag{B.16b}
\end{align*}
$$

in which the corresponding reciprocal lattice vectors are:

$$
\begin{align*}
& \mathbf{b}_{1}=(4 \pi, 0)  \tag{B.17a}\\
& \mathbf{b}_{2}=\left(-2 \pi, \frac{2 \pi}{\sqrt{3}}\right) . \tag{B.17b}
\end{align*}
$$

(Note that $\mathbf{a}_{2}$ is not normalized.) Now $\mathbf{b}_{1}$ is parallel to $\hat{\mathbf{x}}$, which is the direction of modulation. Again, we write:

$$
\begin{align*}
& \mathbf{q}=\frac{k_{1}}{N_{1}} \mathbf{b}_{1}+\frac{k_{2}}{N_{2}} \mathbf{b}_{2}  \tag{B.18}\\
& \mathbf{r}=n_{1} \mathbf{a}_{1}+n_{2} \mathbf{a}_{2} . \tag{B.19}
\end{align*}
$$

Now, our square wave will satisfy:

$$
s\left(n_{1}, n_{2}\right)-s\left(n_{1}-1, n_{2}\right)= \begin{cases}-1, & n_{1}=2 \lambda, 4 \lambda, \ldots  \tag{B.20}\\ 1, & n_{1}=\lambda, 3 \lambda, \ldots \\ 0, & \text { otherwise }\end{cases}
$$

Pulling the same computational tricks as before, we arrive at:

$$
\begin{equation*}
\tilde{s}\left(k_{1}, k_{2}\right)=\left(1-e^{2 \pi i k_{1} / N_{1}}\right)^{-1} \delta\left(k_{2}, 0\right) \frac{N_{1} N_{2}}{\lambda} \sum_{j= \pm 1, \pm 3, \ldots}^{\lambda}-\delta\left(k_{1}, \frac{N_{1} j}{2 \lambda}\right) . \tag{B.21}
\end{equation*}
$$

This is essentially the same form we had before, but we have switched the role of $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$.

## B. 5 Exact energy of phase separation

We can compute the energy of (zero-temperature) phase separation exactly by taking the limit $\lambda \rightarrow \infty$. Focusing on unstructured domains and abbreviating $E_{\text {unstruct+unstruct }}$ as $E_{\mathrm{ps}}$, we have:

$$
\begin{equation*}
E_{\mathrm{ps}} / N=\lim _{\lambda \rightarrow \infty} \frac{2 \Delta \bar{\sigma}^{2}}{\lambda^{2}} \sum_{j=1,3 \ldots}^{\lambda} \frac{\tilde{V}\left(\frac{N_{1} j}{2 \lambda}, 0\right)}{2-2 \cos (\pi j / \lambda)} . \tag{B.22}
\end{equation*}
$$

For large $\lambda$, we Taylor expand the denominator:

$$
\begin{equation*}
2-2 \cos (\pi j / \lambda)=(\pi j / \lambda)^{2}+(\pi j / \lambda)^{4} / 12+\mathcal{O}\left(\lambda^{-6}\right) \tag{B.23}
\end{equation*}
$$

So:

$$
\begin{align*}
E_{\mathrm{ps}} / N & =2 \Delta \bar{\sigma}^{2} \lim _{\lambda \rightarrow \infty} \sum_{j=1,3, \ldots}^{\lambda} \frac{\tilde{V}\left(\frac{N_{1 j}}{2 \lambda}, 0\right)}{\lambda^{2}\left[(\pi j / \lambda)^{2}+(\pi j / \lambda)^{4} / 12+\mathcal{O}\left(\lambda^{-6}\right)\right]} \\
& =2 \Delta \bar{\sigma}^{2} \lim _{\lambda \rightarrow \infty} \sum_{j=1,3, \ldots}^{\lambda} \frac{\tilde{V}\left(\frac{N_{1} j}{2 \lambda}, 0\right)}{(\pi j)^{2}+(\pi j)^{4} / \lambda^{2} / 12+\mathcal{O}\left(\lambda^{-4}\right)} \\
& =2 \Delta \bar{\sigma}^{2} \sum_{j=1,3, \ldots}^{\infty} \frac{\lim _{q \rightarrow 0} \tilde{V}(q, 0)}{\pi^{2} j^{2}} . \tag{B.24}
\end{align*}
$$

We have made the last step by noting that when $j$ is small only the first term in the denominator contributes significantly to the value of the denominator, but when $j$ is large (comparable to $\lambda$ ) the denominator diverges while the numerator stays bounded, so large- $j$ terms contribute negligibly to the sum. Using the identity:

$$
\begin{equation*}
\sum_{j \text { odd }}^{\infty} \frac{1}{j^{2}}=\frac{\pi^{2}}{8} \tag{B.25}
\end{equation*}
$$

we can write:

$$
\begin{equation*}
E_{\mathrm{ps}} / N=\frac{\Delta \bar{\sigma}^{2}}{4} \lim _{q \rightarrow 0} \tilde{V}(q, 0) \tag{B.26}
\end{equation*}
$$

For $\Delta \bar{\sigma}=2$, which is the case for compositionally pure unstructured phases $(\bar{\sigma}= \pm 1)$, this simplifes to:

$$
\begin{equation*}
E_{\mathrm{ps}} / N=\lim _{q \rightarrow 0} \tilde{V}(q, 0)=4 \tag{B.27}
\end{equation*}
$$

in agreement with our numerical result.

## B. 6 Fratzl-Penrose-Style Mean Field Theory

Here we perform a mean field theory in the style of Fratzl and Penrose (which we refer to as MFT-2) [36], and compare it to the results of our mean field theory described in the previous section (which we refer to as MFT-1). The mean field free energy is given by:

$$
\begin{align*}
F_{\mathrm{MF}} & =E-T S  \tag{B.28}\\
& =\sum_{\mathbf{R}, \mathbf{R}^{\prime} \neq \mathbf{R}} V_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}} \sigma_{\mathbf{R}^{\prime}}+k_{B} T \sum_{\mathbf{R}}\left(\frac{1+\sigma_{\mathbf{R}}}{2} \log \left(\frac{1+\sigma_{\mathbf{R}}}{2}\right)+\frac{1-\sigma_{\mathbf{R}}}{2} \log \left(\frac{1-\sigma_{\mathbf{R}}}{2}\right)\right) . \tag{B.29}
\end{align*}
$$

Noting that $\sum_{\mathbf{R}, \mathbf{R}^{\prime} \neq \mathbf{R}} V_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}} \sigma_{\mathbf{R}^{\prime}}=\sum_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}}\left(V_{\mathbf{R}, \mathbf{R}^{\prime}}-V_{0} \delta_{\mathbf{R}, \mathbf{R}^{\prime}}\right) \sigma_{\mathbf{R}^{\prime}}$, and setting the derivative with respect to the spin field to zero,

$$
\begin{equation*}
0=\frac{\delta F_{\mathrm{MF}}}{\delta \sigma_{\mathbf{R}}}=k_{B} T \frac{1}{2} \log \left(\frac{1+\sigma_{\mathbf{R}}}{1-\sigma_{\mathbf{R}}}\right)+2 \sum_{\mathbf{R}^{\prime}} \sigma_{\mathbf{R}^{\prime}}\left(V_{\mathbf{R}, \mathbf{R}^{\prime}}-V_{0} \delta_{\mathbf{R}, \mathbf{R}^{\prime}}\right) \tag{B.30}
\end{equation*}
$$

Some algebra shows that:

$$
\begin{equation*}
\frac{1}{2} \log \left(\frac{1+\sigma_{\mathbf{R}}}{1-\sigma_{\mathbf{R}}}\right)=-\tanh ^{-1}\left(-\sigma_{\mathbf{R}}\right) \tag{B.31}
\end{equation*}
$$

and so:

$$
\begin{equation*}
\sigma_{\mathbf{R}}=\tanh \left(-2 \beta \sum_{\mathbf{R}^{\prime}} \sigma_{\mathbf{R}^{\prime}}\left(V_{\mathbf{R}, \mathbf{R}^{\prime}}-V_{0} \delta_{\mathbf{R}, \mathbf{R}^{\prime}}\right)\right) \tag{B.32}
\end{equation*}
$$

Now we write the spin field as:

$$
\begin{equation*}
\sigma_{\mathbf{R}}=\bar{m}+\Delta m \cos (\Delta \mathbf{G} \cdot \mathbf{R}) \tag{B.33}
\end{equation*}
$$

where $\Delta \mathbf{G}$ is the wavevector on which superlattice ordering occurs. We will write eq. B. 32 in terms of $\Delta m$, anticipating that at high temperatures in the absence of order, $\Delta m$ will be zero, whereas at low temperatures it will be nonzero. Plugging eq. B. 33 into eq. B.32, writing cosine as a sum of complex exponentials, writing $V$ in terms of its Fourier coefficients, and simplifying, we find:

$$
\begin{equation*}
\bar{m}+\Delta m=\tanh \left[2 \beta\left(\left(V_{0}-\tilde{V}_{0}\right) \bar{m}+\Delta m\left(V_{0}-\tilde{V}_{\Delta \mathbf{G}}\right)\right)\right] . \tag{B.34}
\end{equation*}
$$

Unless $\bar{m}=0$ eq. B. 34 will not have $\Delta m=0$ as a solution (as can be seen by taking the first term in a Taylor series expansion of the right hand side.) This is unphysical, because at high enough temperature there must be a solution $\Delta m=0$ corresponding to a disordered phase. However, if we take $\bar{m}=0$, we have:

$$
\begin{equation*}
\Delta m=\tanh \left[2 \beta \Delta m\left(V_{0}-\tilde{V}_{\Delta \mathbf{G}}\right)\right] \tag{B.35}
\end{equation*}
$$



Figure B.14: Illustration of a triangular plaquette undergoing a deformation applied in the $y$ (vertical) direction.

The transition will occur when $2 \beta\left(V_{0}-\tilde{V}_{\Delta \mathbf{G}}\right)=1$, or:

$$
\begin{equation*}
k_{B} T_{c}=2\left(V_{0}-\tilde{V}_{\Delta \mathbf{G}}\right) \tag{B.36}
\end{equation*}
$$

For our triangular lattice, $V_{0} \approx 3.654$ and $\tilde{V}_{\Delta \mathbf{G}}=3$. Therefore,

$$
\begin{equation*}
k_{B} T_{c} \approx 1.307 \tag{B.37}
\end{equation*}
$$

This agrees quite well with our MFT-1 result:

$$
\begin{equation*}
k_{B} T_{c} \approx 1.308 \tag{B.38}
\end{equation*}
$$

Hence, while MFT-2 cannot work for compositions other than $c=1 / 2$, it actually quantitatively agrees with MFT-1 at $c=1 / 2$.

## B. 7 Microscopic Expression for Young's Modulus

It is possible to derive the Young's Modulus, and hence the energy of phase separation, microscopically. To do so, we decompose the triangular lattice into plaquettes - three-bond triangular loops. When phase separation occurs, two macroscopic domains with different natural sizes need to be stretched (or compressed) in order to have the same length. As long as we can think of the resultant strain in an individual domain as being uniform across plaquettes, we can obtain the energy associated with phase separation simply by evaluating the energy of an individual plaquette. Consider a triangle with side lengths $a_{1}$ (lying along the $x$-axis) and $a_{2}=a_{3}$ (with components in both $x$ and $y$.) When unstrained, these lengths are all equal to the lattice constant $a$. We denote the height of this triangle as $l_{y}=\sqrt{3} a / 2$. When a uniform strain is applied to the elastic domain in, say, the $y$ direction, the bonds in the plaquettes will adopt new lengths in order to minimize the elastic energy. This situation is illustrated in Fig. B.14. Given a lattice mismatch $\Delta$ between the two coexisting elastic domains, the new height $l_{y}^{\prime}$ is given by:

$$
\begin{equation*}
l_{y}^{\prime}=\frac{\sqrt{3}}{2}(a+\Delta) . \tag{B.39}
\end{equation*}
$$

Our task now is to find the strained values of $a_{1}, a_{2}$, and $a_{3}$. We do so by minimizing the energy of the strained plaquette. The energies of the individual bonds are given by:

$$
\begin{align*}
\epsilon_{1} & =\frac{K}{2}\left(a_{1}-a\right)^{2}  \tag{B.40}\\
\epsilon_{2}=\epsilon_{3} & =\frac{K}{2}\left(a_{2}\left(a_{1}\right)-a\right)^{2}, \tag{B.41}
\end{align*}
$$

where, by geometry, we have written $a_{2}$ as a function of $a_{1}$ :

$$
\begin{equation*}
a_{2}\left(a_{1}\right)=\sqrt{\left(\frac{a_{1}}{2}\right)^{2}+\frac{3}{4}(a+\Delta)^{2}} \tag{B.42}
\end{equation*}
$$

The total energy of the plaquette is then given by:

$$
\begin{align*}
\epsilon_{\mathrm{tot}} & =\epsilon_{1}+\epsilon_{2}+\epsilon_{3}  \tag{B.43}\\
& =\frac{K}{2}\left[\left(a_{1}-a\right)^{2}+2\left(a_{2}\left(a_{1}\right)-a\right)^{2}\right] . \tag{B.44}
\end{align*}
$$

To obtain the minimum energy and associated bond lengths, we minimize $\epsilon_{\text {tot }}$ with respect to $a_{1}$ :

$$
\begin{align*}
0 & =\frac{\partial \epsilon_{\mathrm{tot}}}{\partial a_{1}}=K\left(a_{1}-a\right)+2 K\left(a_{2}\left(a_{1}\right)-a\right) \frac{\partial a_{2}}{\partial a_{1}}  \tag{B.45}\\
\Longrightarrow 0 & =a_{1}\left(1+\frac{1}{2}\left(\frac{a_{2}-a}{a_{2}}\right)\right)-a . \tag{B.46}
\end{align*}
$$

Rearranging, we obtain a self-consistent equation for $a_{1}$ :

$$
\begin{equation*}
a_{1}=\frac{a}{\frac{3}{2}-\frac{a}{2 a_{2}\left(a_{1}\right)}} \tag{B.47}
\end{equation*}
$$

Assuming that $a_{1}$ is not too different from $a$, we can linearize the self-consistent equation about $a_{1}=a$. Expanding the resulting expression to first order in $\Delta$ (assumed to be small,) we find:

$$
\begin{equation*}
a_{1} \approx a-\frac{\Delta}{3} \tag{B.48}
\end{equation*}
$$

Plugging this expression into the equation for $a_{2}$ and again expanding to first order in $\Delta$, we have:

$$
\begin{equation*}
a_{2} \approx a+\frac{2}{3} \Delta \tag{B.49}
\end{equation*}
$$

The plaquette energy is therefore:

$$
\begin{equation*}
\epsilon_{\mathrm{tot}} \approx \frac{K}{2} \Delta^{2} \tag{B.50}
\end{equation*}
$$

Multiplying by $N$, the total number of plaquettes, gives the total energy of phase separation. To extract the Young's modulus, compare this expression for the energy of phase separation with Eq. 3.77. This yields:

$$
\begin{equation*}
Y=\frac{2}{3} K \tag{B.51}
\end{equation*}
$$

which agrees with the value of $Y$ we infer by applying mechanical deformation in a simulated, zero-temperature elastic domain and measuring the resulting elastic energy as a function of deformation. In terms of the energy unit $\epsilon=K \Delta^{2} / 8$, we have $Y \Delta l^{2}=16$.

## B. 8 Construction of MC Phase Diagram

Previous work by D. Landau [66] showed that a triangular lattice spin model with nearestneighbor attraction and next-nearest neighbor repulsion (henceforth referred to as the "Landau model,") produces rich phase behavior. Of particular interest is the fact that mean field theory fails to capture some major features of the phase diagram. While mean field theory accounts for the low temperature phases and their coexistence scenarios, it entirely misses a higher-temperature region which exhibits critical lines with 3-state Potts universality and which end in tricritical points, as well as a line of Kosterlitz-Thouless critical points. We have determined a very similar phase diagram for our elastic model. In this section, we outline how we established various features of the phase behavior.

## 3-State Potts Critical Lines

As previously mentioned, Landau found that for compositions $c \neq 1 / 2$ there are critical lines separating a high-temperature disordered phase and lower-temperature modulatedorder ("superlattice") phases. Symmetry arguments have been advanced which state that in models like Landau's such critical lines should have three-state Potts universality [1]. This phase behavior is also very similar to that of the triangular lattice antiferromagnet in an external field. Transfer matrix results for that model are also consistent with three-state Potts universality [88]. We used finite-size scaling methods in order to locate critical lines in our model and to show that these critical lines have three-state Potts universality.

A common method for locating critical points involves computation of the Binder cumulant [7]:

$$
\begin{equation*}
U_{N}=1-\frac{\left\langle\Delta m^{4}\right\rangle}{3\left\langle\Delta m^{2}\right\rangle^{2}}, \tag{B.52}
\end{equation*}
$$

where $\Delta m$ is the order parameter. One can identify the critical point as the point of intersection of Binder cumulants for different system sizes. We used this technique to locate the critical lines. For several different fixed compositions, we computed $U_{N}$ as a function of temperature for several different system sizes. This is illustrated for a composition $c=1 / 3$ in Fig. B.15.


Figure B.15: Binder cumulants as a function of temperature for different system sizes at a fixed composition $c=1 / 3$. Averages were taken over $10^{6} \mathrm{MC}$ sweeps. The transition temperature was identified as $T_{c} \approx 0.76$.

We also used finite-size scaling to confirm that the critical points located with the Binder cumulants have the critical exponents associated with the 3 -state Potts model. Near a critical point, thermodynamic quantities like the specific heat $C=\left(\left\langle E^{2}\right\rangle-\langle E\rangle^{2}\right) /\left(N k_{B} T^{2}\right)$, the susceptibility $\chi=\left\langle\Delta m^{2}\right\rangle$, and the correlation length $\xi$ exhibit power-law dependencies on the reduced temperature $t=\left(T-T_{c}\right) / T_{c}$ [17]:

$$
\begin{align*}
C & \propto|t|^{-\alpha}  \tag{B.53a}\\
\Delta m & \propto|t|^{\beta}  \tag{B.53b}\\
\chi & \propto|t|^{-\gamma}  \tag{B.53c}\\
\xi & \propto|t|^{-\nu} . \tag{B.53d}
\end{align*}
$$

For the two-dimensional three-state Potts model, $\alpha=1 / 3, \beta=1 / 9, \gamma=13 / 9$, and $\nu=$ $5 / 6$ [66]. Extracting these exponents directly from measurements of these thermodynamic quantities in simulations is complicated by finite-size effects. Rather than trying to estimate these quantities directly, we can take advantage of finite-size scaling theory to confirm the values of the critical exponents. Specifically, one can write finite-size scaling expressions for thermodynamic quantities [66]:

$$
\begin{align*}
C & =L^{\alpha / \nu} f_{1}(x)  \tag{B.54a}\\
\Delta m & =L^{-\beta / \nu} f_{2}(x)  \tag{B.54b}\\
\chi & =L^{\gamma / \nu} f_{3}(x) \tag{B.54c}
\end{align*}
$$

where $x=t L^{1 / \nu}$ is a scaled temperature and the functions $f_{1}, f_{2}$, and $f_{3}$ depend only on $x$. Therefore, the quantities $L^{-\alpha / \nu} C, L^{\beta / \nu} \Delta m$, and $L^{-\gamma / \nu} \chi$ as functions of $x$ are independent of system size. When plotted, data for different system sizes should therefore lie on top of each


Figure B.16: Heat capacity for different system sizes at $c=1 / 3$. Averages were taken over $10^{6} \mathrm{MC}$ sweeps.


Figure B.17: Order parameter for different system sizes at $c=1 / 3$. Averages were taken over $10^{6} \mathrm{MC}$ sweeps.
other close to $t=0$. (This is known as "data collapse.") We made such plots to confirm that our critical lines indeed obey 3 -state Potts universality. Examples are shown in Figs. B.16, B.17, and B.18.

## Kosterlitz-Thouless Transition Line

At a composition $c=1 / 2$ the Landau model exhibits a line of Kosterlitz-Thouless transitions, with upper critical temperature $T_{c}^{\text {upper }}$ and lower critical temperature $T_{c}^{\text {lower }}$. Near such a transition, the correlation length diverges exponentially [66]:

$$
\begin{equation*}
\xi=\xi_{0} \exp \left(a t^{-1 / 2}\right) \tag{B.55}
\end{equation*}
$$



Figure B.18: Susceptibility for different system sizes at $c=1 / 3$. Here, $t^{\prime}=\left|1-T_{c} / T\right|$. Averages were taken over $10^{6} \mathrm{MC}$ sweeps.


Figure B.19: Order parameter for different system sizes at $c=1 / 2$. Here, $t=(T-$ $\left.T_{c}^{\text {lower }}\right) / T_{c}^{\text {lower }}$. Data collapse is observed for all but the smallest system size. Averages were taken over $10^{6} \mathrm{MC}$ sweeps.

This leads to finite-size scaling expressions:

$$
\begin{align*}
\Delta m & =L^{-b} g_{1}\left(L^{-1} \exp \left(a t^{-1 / 2}\right)\right)  \tag{B.56a}\\
\chi & =L^{c} g_{2}\left(L^{-1} \exp \left(a t^{-1 / 2}\right)\right) \tag{B.56b}
\end{align*}
$$

where the functions $g_{1}$ and $g_{2}$ depend only on the quantity $L^{-1} \exp \left(a t^{-1 / 2}\right)$. Landau states that $a=0.9, b=0.095$, and $c=1.72$. Using these values, we observed reasonable data collapse for $T_{c}^{\text {upper }} \approx 0.56$ and $T_{c}^{\text {lower }} \approx 0.46$. Plots of the scaled susceptibility and order parameter are shown in Figs. B. 19 and B.20.

We confirmed that the correlation length upon approaching $T_{c}^{\text {upper }}$ scales as Eq. B. 55 by computing correlation functions at $c=1 / 2$ for various temperatures and fitting these to the


Figure B.20: Susceptibility for different system sizes at $c=1 / 2$. Here, $t=(T-$ $\left.T_{c}^{\text {upper }}\right) / T_{c}^{\text {upper }}$. Averages were taken over $10^{6} \mathrm{MC}$ sweeps.
form:

$$
\begin{equation*}
c(r)=\frac{A e^{-r / \xi}}{r^{\eta}} . \tag{B.57}
\end{equation*}
$$

Finite size effects cause an apparent divergence of $\xi$ prior to our independently measured value of $T_{c}^{\text {upper }}$. Nevertheless, the scaling of Eq. B. 55 appears to be satisfied, as shown in Fig. B.21. Between $T_{c}^{\text {lower }}$ and $T_{c}^{\text {upper }}$, Landau states that while the correlation function should have power law behavior, the associated exponent will depend on temperature, i.e. $\eta=\eta(T)$. To confirm this, we fit correlation functions between $T_{c}^{\text {lower }}$ and $T_{c}^{\text {upper }}$ to a power law. A plot of the resulting exponent versus temperature is shown in Fig. B.22, confirming that $\eta$ is indeed temperature-dependent.

## Coexistence Regions

To identify low-temperature coexistence regions (which are reasonably well-described by mean field theory combined with the quadratic construction,) we performed umbrella sampling simulations of our effective Hamiltonian at various temperatures. (Because the effective Hamiltonian contains only composition variables and not mechanical variables, it is easier to sample than the full Hamiltonian.) We then subtracted off the energy associated with coexistence at zero temperature, $E_{\text {coex }}(c)$. This simply consists of parabolic segments with curvature -16 connecting compositions $c=0$ to $c=1 / 3, c=1 / 3$ to $c=2 / 3$, and $c=2 / 3$ to $c=1$. These special compositions have energies $E(c=0)=E(c=1)=0$ and $E(c=1 / 3)=E(c=2 / 3)=8 / 3$. A plot of the free energies is shown in Fig. B.23. There are clearly three distinct regions in this plot: $0<c<1 / 3,1 / 3<c<2 / 3$, and $2 / 3<c<1$, each of which, taken individually, develop non-convexities as temperature decreases. We associated these regions with coexistence. Specifically, we identified coexistence lines as the boundaries of these non-convex regions, which we located with the standard double-tangent


Figure B.21: Correlation lengths extracted from fit to $c(r)$. These correlation functions were obtained from MC simulations of an $N=1440$ system at $c=1 / 2$ using $10^{7}$ configurations for averaging. The linear behavior of the plot as $t \rightarrow 0$ indicates that the scaling of Eq. B. 55 is satisfied.


Figure B.22: Power law exponent $\eta$ extracted from fit to $c(r)$ between $T_{c}^{\text {lower }}$ and $T_{c}^{\text {upper }}$.

## APPENDIX B. APPENDIX FOR "CONSEQUENCES OF LATTICE MISMATCH FOR

 PHASE EQUILIBRIUM IN HETEROSTRUCTURED SOLIDS"construction. We justify this procedure as follows. Recall our expression for the free energy of elastic coexistence:

$$
\begin{equation*}
f(c)=f\left(c_{1}\right)-\frac{\Delta c_{1}}{\Delta c_{2}-\Delta c_{1}} \Delta f-Y \Delta l^{2} \Delta c_{1} \Delta c_{2} \tag{B.58}
\end{equation*}
$$

Non-convexity in the thermodynamic limit stems from the last term. We can remove this non-convexity by defining:

$$
\begin{equation*}
\tilde{f}(c)=f(c)+Y \Delta l^{2}\left(c_{1}^{*}-c\right)\left(c_{2}^{*}-c\right), \tag{B.59}
\end{equation*}
$$

where $c_{1}^{*}, c_{2}^{*}$ are the compositions of coexisting phases at zero temperature. We wish to prove that for $\tilde{f}(c)$, coexistence regions $\left[c_{1}, c_{2}\right]$ satisfy the conditions of the double tangent construction. To do so, we must show:

$$
\begin{align*}
\left.\frac{\partial \tilde{f}}{\partial c}\right|_{c_{1}} & =\left.\frac{\partial \tilde{f}}{\partial c}\right|_{c_{2}}  \tag{B.60a}\\
\tilde{f}\left(c_{2}\right)-\tilde{f}\left(c_{1}\right) & =\left.\frac{\partial \tilde{f}}{\partial c}\right|_{c_{1}} \Delta c . \tag{B.60b}
\end{align*}
$$

Eq. B.60a is easy to demonstrate. The necessary derivative is:

$$
\begin{align*}
\frac{\partial \tilde{f}}{\partial c} & =\frac{\partial f}{\partial c}+Y \Delta l^{2}\left(2 c-\left(c_{1}^{*}+c_{2}^{*}\right)\right) \\
& =\frac{\Delta f}{\Delta c}-Y \Delta l^{2}\left[\left(c_{1}^{*}+c_{2}^{*}\right)-\left(c_{1}+c_{2}\right)\right] \tag{B.61}
\end{align*}
$$

which is independent of $c$, proving the equality. Eq. B.60b is also straightforward to prove. The left hand side can be written:

$$
\begin{aligned}
\tilde{f}\left(c_{2}\right)-\tilde{f}\left(c_{1}\right) & =\Delta f+Y \Delta l^{2}\left[\left(c_{1}^{*}-c_{2}\right)\left(c_{2}^{*}-c_{2}\right)-\left(c_{1}^{*}-c_{1}\right)\left(c_{2}^{*}-c_{1}\right)\right] \\
& =\Delta f+Y \Delta l^{2}\left(-c_{2} c_{2}^{*}-c_{1}^{*} c_{2}+c_{2}^{2}+c_{1} c_{2}^{*}+c_{1}^{*} c_{1}-c_{1}^{2}\right)
\end{aligned}
$$

as can the right hand side:

$$
\begin{aligned}
\left.\frac{\partial \tilde{f}}{\partial c}\right|_{c_{1}} \Delta c & =\Delta f-Y \Delta l^{2}\left[\left(c_{1}^{*}+c_{2}^{*}\right)-\left(c_{1}+c_{2}\right)\right]\left(c_{2}-c_{1}\right) \\
& =\Delta f+Y \Delta l^{2}\left[-\left(c_{1}^{*}+c_{2}^{*}\right)\left(c_{2}-c_{1}\right)+\left(c_{1}+c_{2}\right)\left(c_{2}-c_{1}\right)\right] \\
& =\Delta f+Y \Delta l^{2}\left(-c_{1}^{*} c_{2}-c_{2} c_{2}^{*}+c_{1}^{*} c_{1}+c_{1} c_{2}^{*}+c_{2}^{2}-c_{1}^{2}\right)
\end{aligned}
$$

The right and left hand sides are clearly equal, showing that the conditions of the double tangent construction are indeed satisfied. For any finite-sized system, the free energy will not be strictly convex - surface tension will result in a non-convex contribution to $f(c)$ scaling as $O\left(N^{-1 / 2}\right)$ (in two dimensions.) Knowing that in the thermodynamic limit this contribution vanishes and the free energy of coexistence satisfies the above conditions, we applied the double tangent construction to the finite system free energy and took the coexisting compositions thus inferred as proxies for the coexisting compositions for an infinite system.

| - | $T=0.24$ | - | $T=0.40$ |
| :--- | :--- | :--- | :--- |
| - | $T=0.28$ | - | $T=0.44$ |
| - | $T=0.32$ | - | $T=0.48$ |
| - | $T=0.36$ | - | $T=0.52$ |



Figure B.23: Free energy minus the coexistence energy for different temperatures. Free energies were obtained for systems with $N=360$ atoms, using umbrella sampling with 100 evenly-spaced harmonic windows. In each window, we performed $10^{7} \mathrm{MC}$ sweeps of equilibration and subsequently collected data every sweep for $10^{7} \mathrm{MC}$ sweeps.

## B. 9 Modulated Order in a Core-Shell Nanocrystal

To test the extent to which bulk phase behavior influences pattern formation in nanocrystals, we performed MC simulations of a model "core-shell" nanocrystal. Specifically, we simulated a hexagonal excerpt of an infinite triangular lattice. In our caricature the perimeter of this hexagonal crystal is comprised of atoms whose identity is consistent with a natural bond length of $l_{A B}$, and that bonds connecting these atoms are infinitely stiff. These atoms comprise the "shell." Such atoms have composition variables $\sigma_{\mathbf{R}}=0$ and bonds with other atoms follow the simple mixing rule $l\left(\sigma_{\mathbf{R}}, \sigma_{\mathbf{R}^{\prime}}\right)=l_{A B}+\Delta\left(\sigma_{\mathbf{R}}+\sigma_{\mathbf{R}^{\prime}}\right) / 2$. The "core" consists of a mixture of $A$ and $B$ atoms with a net composition $c=2 / 3$. Starting from a random initial configuration of core atoms, we performed MC sampling to obtain representative configurations. The nanocrystal core quickly (within a few thousand sweeps) rearranged to yield configurations closely resembling the bulk superlattice phase, as shown in Fig. B.24.


Figure B.24: "Core-shell" nanocrystal configuration obtained from an MC simulation consisting of $2 \times 10^{4}$ sweeps at a temperature $T=0.6$.

## B. 10 Impact of Lattice Geometry on Phase Behavior

Following the same procedure we used for the two-dimensional triangular lattice, we obtained an effective potential for the three-dimensional FCC lattice. The bond vectors are:

$$
\begin{align*}
& \hat{\boldsymbol{\alpha}}_{1}=\left(\begin{array}{r}
1 / \sqrt{2} \\
1 / \sqrt{2} \\
0
\end{array}\right)  \tag{B.62a}\\
& \hat{\boldsymbol{\alpha}}_{2}=\left(\begin{array}{r}
1 / \sqrt{2} \\
0 \\
1 / \sqrt{2}
\end{array}\right)  \tag{B.62b}\\
& \hat{\boldsymbol{\alpha}}_{3}=\left(\begin{array}{r}
0 \\
1 / \sqrt{2} \\
1 / \sqrt{2}
\end{array}\right)  \tag{B.62c}\\
& \hat{\boldsymbol{\alpha}}_{4}=\left(\begin{array}{r}
0 \\
-1 / \sqrt{2} \\
1 / \sqrt{2}
\end{array}\right)  \tag{B.62d}\\
& \hat{\boldsymbol{\alpha}}_{5}=\left(\begin{array}{r}
-1 / \sqrt{2} \\
0 \\
1 / \sqrt{2}
\end{array}\right)  \tag{B.62e}\\
& \hat{\boldsymbol{\alpha}}_{6}=\left(\begin{array}{r}
-1 / \sqrt{2} \\
1 / \sqrt{2} \\
0
\end{array}\right), \tag{B.62f}
\end{align*}
$$

(as well as their additive inverses) and the effective potential is:

$$
\begin{equation*}
\tilde{V}_{\mathbf{q}}=A(\mathbf{q}) / B(\mathbf{q}) \tag{B.63}
\end{equation*}
$$

where now $\mathbf{q}=\left(q_{x}, q_{y}, q_{z}\right)$ and:

$$
\begin{align*}
A(\mathbf{q}) & =4\left(8 \operatorname { c o s } ( \frac { q _ { z } } { \sqrt { 2 } } ) \operatorname { c o s } ( \frac { q _ { x } - q _ { y } } { 2 \sqrt { 2 } } ) \left(-41 \cos \left(\frac{q_{x}}{\sqrt{2}}\right) \cos \left(\frac{q_{y}}{\sqrt{2}}\right)+\cos \left(\sqrt{2} q_{x}\right)\right.\right. \\
& \left.\times\left(\cos \left(\sqrt{2} q_{y}\right)+3\right)+3 \cos \left(\sqrt{2} q_{y}\right)+64\right) \\
& \times \cos \left(\frac{q_{x}+q_{y}}{2 \sqrt{2}}\right)+8 \cos \left(\frac{3 q_{z}}{\sqrt{2}}\right) \cos \left(\frac{q_{x}-q_{y}}{2 \sqrt{2}}\right)\left(\cos \left(\frac{q_{x}}{\sqrt{2}}\right) \cos \left(\frac{q_{y}}{\sqrt{2}}\right)+1\right) \\
& \times \cos \left(\frac{q_{x}+q_{y}}{2 \sqrt{2}}\right)+\cos \left(\sqrt{2} q_{z}\right) \\
& \times\left(\cos \left(\frac{q_{x}-3 q_{y}}{\sqrt{2}}\right)-34 \cos \left(\frac{q_{x}-q_{y}}{\sqrt{2}}\right)+6 \cos \left(\sqrt{2}\left(q_{x}-q_{y}\right)\right)+\cos \left(\frac{3 q_{x}-q_{y}}{\sqrt{2}}\right)\right. \\
& -34 \cos \left(\frac{q_{x}+q_{y}}{\sqrt{2}}\right)+6 \cos \left(\sqrt{2}\left(q_{x}+q_{y}\right)\right)+\cos \left(\frac{3 q_{x}+q_{y}}{\sqrt{2}}\right)+\cos \left(\frac{q_{x}+3 q_{y}}{\sqrt{2}}\right) \\
& \left.-4 \cos \left(\sqrt{2} q_{x}\right)-4 \cos \left(\sqrt{2} q_{y}\right)-36\right)+3 \cos \left(\frac{q_{x}-3 q_{y}}{\sqrt{2}}\right) \\
& +90 \cos \left(\frac{q_{x}-q_{y}}{\sqrt{2}}\right)-2 \cos \left(\sqrt{2}\left(q_{x}-q_{y}\right)\right)+3 \cos \left(\frac{3 q_{x}-q_{y}}{\sqrt{2}}\right)+90 \cos \left(\frac{q_{x}+q_{y}}{\sqrt{2}}\right) \\
& -2 \cos \left(\sqrt{2}\left(q_{x}+q_{y}\right)\right)+3 \cos \left(\frac{3 q_{x}+q_{y}}{\sqrt{2}}\right)+3 \cos \left(\frac{q_{x}+3 q_{y}}{\sqrt{2}}\right) \\
& \left.-36 \cos \left(\sqrt{2} q_{x}\right)-36 \cos \left(\sqrt{2} q_{y}\right)-276\right), \tag{B.64}
\end{align*}
$$



Figure B.25: Cross section of $\tilde{V}_{\mathbf{q}}$ for the FCC lattice at $q_{z}=0$. The color indicates the magnitude of $\tilde{V}_{\mathbf{q}}$. The black dot in the center indicates the fact that the potential is zero at $\mathbf{q}=0$.

$$
\begin{align*}
B(\mathbf{q}) & =2 \cos \left(\frac{q_{z}}{\sqrt{2}}\right)\left(\cos \left(\frac{q_{x}}{\sqrt{2}}\right)\left(22-8 \cos \left(\sqrt{2} q_{y}\right)\right)+\cos \left(\frac{q_{y}}{\sqrt{2}}\right)\left(-8 \cos \left(\sqrt{2} q_{x}\right)\right.\right. \\
& \left.+2 \cos \left(\sqrt{2} q_{y}\right)+21\right) \\
& \left.+\cos \left(\frac{3 q_{x}}{\sqrt{2}}\right)\right)+2 \cos \left(\frac{3 q_{z}}{\sqrt{2}}\right)\left(\cos \left(\frac{q_{x}}{\sqrt{2}}\right)+\cos \left(\frac{q_{y}}{\sqrt{2}}\right)\right) \\
& +4 \cos \left(\sqrt{2} q_{z}\right)\left(-4 \cos \left(\frac{q_{x}}{\sqrt{2}}\right) \cos \left(\frac{q_{y}}{\sqrt{2}}\right)\right. \\
& \left.+\cos \left(\sqrt{2} q_{x}\right) \cos \left(\sqrt{2} q_{y}\right)-3\right)+\cos \left(\frac{q_{x}-3 q_{y}}{\sqrt{2}}\right)+22 \cos \left(\frac{q_{x}-q_{y}}{\sqrt{2}}\right) \\
& +\cos \left(\frac{3 q_{x}-q_{y}}{\sqrt{2}}\right)+22 \cos \left(\frac{q_{x}+q_{y}}{\sqrt{2}}\right)+\cos \left(\frac{3 q_{x}+q_{y}}{\sqrt{2}}\right)+\cos \left(\frac{q_{x}+3 q_{y}}{\sqrt{2}}\right) \\
& -12 \cos \left(\sqrt{2} q_{x}\right)-12 \cos \left(\sqrt{2} q_{y}\right)-64 . \tag{B.65}
\end{align*}
$$

A plot is shown in Fig. B.25. The potential discourages spatial modulations of the composition which do not lie along the $\hat{\mathbf{x}}, \hat{\mathbf{y}}$, or $\hat{\mathbf{z}}$ directions. However, it is equally permissive of modulations of any wavelength along these principal directions, owing to the fact that the potential is essentially flat along these directions. This vast degeneracy could in principle be broken by the introduction of an additional spatially short-ranged interaction or, alternatively, the addition of next-nearest-neighbor springs [47]. We also computed the effective potential for a simple cubic lattice, on which next-nearest-neighbor springs are required to
provide resistance to shear [5]. The nearest-neighbor bond vectors in that case are:

$$
\begin{align*}
& \hat{\boldsymbol{\alpha}}_{1}=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)  \tag{B.66a}\\
& \hat{\boldsymbol{\alpha}}_{2}=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)  \tag{B.66b}\\
& \hat{\boldsymbol{\alpha}}_{3}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \tag{B.66c}
\end{align*}
$$

as well as additive inverses, and the next-nearest-neighbor bond vectors $\left\{\hat{\boldsymbol{\beta}}_{j}\right\}$ are identical to the nearest-neighbor bond vectors on the FCC lattice. The associated effective potential is given by:

$$
\begin{equation*}
\tilde{V}_{\mathbf{q}}=4\left(C(\mathbf{q})-\frac{D_{1}(\mathbf{q})+D_{2}(\mathbf{q})+D_{3}(\mathbf{q})}{E(\mathbf{q})}\right) \tag{B.67}
\end{equation*}
$$

where:

$$
\begin{align*}
C(\mathbf{q}) & =\cos \left(q_{x}-q_{y}\right)+\cos \left(q_{x}+q_{y}\right)+\cos \left(q_{x}-q_{z}\right) \\
& +\cos \left(q_{x}+q_{z}\right)+\cos \left(q_{x}\right)+\cos \left(q_{y}-q_{z}\right)+\cos \left(q_{y}+q_{z}\right)+\cos \left(q_{y}\right)+\cos \left(q_{z}\right)+9 \tag{B.68a}
\end{align*}
$$

$$
D_{1}(\mathbf{q})=2 \sin ^{2}\left(q_{z}\right)\left(\sqrt{2} \cos \left(q_{x}\right)+\sqrt{2} \cos \left(q_{y}\right)+1\right)
$$

$$
\times\left(4 \operatorname { s i n } ^ { 2 } ( q _ { x } ) ( \sqrt { 2 } \operatorname { c o s } ( q _ { y } ) + \sqrt { 2 } \operatorname { c o s } ( q _ { z } ) + 1 ) \left(\cos \left(q_{y}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{z}\right)+1\right)\right.\right.
$$

$$
\left.+\sin ^{2}\left(q_{y}\right)-3\right)
$$

$$
+4 \sin ^{2}\left(q_{y}\right)\left(\sqrt{2} \cos \left(q_{x}\right)+\sqrt{2} \cos \left(q_{z}\right)+1\right) \times\left(\cos \left(q_{x}\right)\left(\cos \left(q_{y}\right)+\cos \left(q_{z}\right)+1\right)\right.
$$

$$
\left.+\sin ^{2}\left(q_{x}\right)-3\right)
$$

$$
+\left(\sqrt{2} \cos \left(q_{x}\right)+\sqrt{2} \cos \left(q_{y}\right)+1\right)\left(\left(2 \cos \left(q_{y}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{z}\right)+1\right)-6\right)\right.
$$

$$
\begin{equation*}
\left.\left.\times\left(2 \cos \left(q_{x}\right)\left(\cos \left(q_{y}\right)+\cos \left(q_{z}\right)+1\right)-6\right)-4 \sin ^{2}\left(q_{x}\right) \sin ^{2}\left(q_{y}\right)\right)\right) \tag{B.68b}
\end{equation*}
$$

$$
D_{2}(\mathbf{q})=2 \sin ^{2}\left(q_{y}\right)\left(\sqrt{2} \cos \left(q_{x}\right)+\sqrt{2} \cos \left(q_{z}\right)+1\right)
$$

$$
\times\left(4 \operatorname { s i n } ^ { 2 } ( q _ { x } ) ( \sqrt { 2 } \operatorname { c o s } ( q _ { y } ) + \sqrt { 2 } \operatorname { c o s } ( q _ { z } ) + 1 ) \left(\cos \left(q_{z}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{y}\right)+1\right)\right.\right.
$$

$$
\left.+\sin ^{2}\left(q_{z}\right)-3\right)
$$

$$
+4 \sin ^{2}\left(q_{z}\right)\left(\sqrt{2} \cos \left(q_{x}\right)+\sqrt{2} \cos \left(q_{y}\right)+1\right)\left(\cos \left(q_{x}\right)\left(\cos \left(q_{y}\right)+\cos \left(q_{z}\right)+1\right)\right.
$$

$$
\left.+\sin ^{2}\left(q_{x}\right)-3\right)
$$

$$
+\left(\sqrt{2} \cos \left(q_{x}\right)+\sqrt{2} \cos \left(q_{z}\right)+1\right)\left(\left(2 \cos \left(q_{z}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{y}\right)+1\right)-6\right)\right.
$$

$$
\begin{equation*}
\left.\left.\times\left(2 \cos \left(q_{x}\right)\left(\cos \left(q_{y}\right)+\cos \left(q_{z}\right)+1\right)-6\right)-4 \sin ^{2}\left(q_{x}\right) \sin ^{2}\left(q_{z}\right)\right)\right) \tag{B.68c}
\end{equation*}
$$

$$
D_{3}(\mathbf{q})=2 \sin ^{2}\left(q_{x}\right)\left(\sqrt{2} \cos \left(q_{y}\right)+\sqrt{2} \cos \left(q_{z}\right)+1\right)
$$

$$
\times\left(4 \operatorname { s i n } ^ { 2 } ( q _ { y } ) ( \sqrt { 2 } \operatorname { c o s } ( q _ { x } ) + \sqrt { 2 } \operatorname { c o s } ( q _ { z } ) + 1 ) \left(\cos \left(q_{z}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{y}\right)+1\right)\right.\right.
$$

$$
\left.+\sin ^{2}\left(q_{z}\right)-3\right)
$$

$$
+4 \sin ^{2}\left(q_{z}\right)\left(\sqrt{2} \cos \left(q_{x}\right)+\sqrt{2} \cos \left(q_{y}\right)+1\right)\left(\cos \left(q_{y}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{z}\right)+1\right)\right.
$$

$$
\left.+\sin ^{2}\left(q_{y}\right)-3\right)
$$

$$
+\left(\sqrt{2} \cos \left(q_{y}\right)+\sqrt{2} \cos \left(q_{z}\right)+1\right)\left(\left(2 \cos \left(q_{z}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{y}\right)+1\right)-6\right)\right.
$$

$$
\begin{equation*}
\left.\left.\times\left(2 \cos \left(q_{y}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{z}\right)+1\right)-6\right)-4 \sin ^{2}\left(q_{y}\right) \sin ^{2}\left(q_{z}\right)\right)\right) \tag{B.68d}
\end{equation*}
$$

$$
E(\mathbf{q})=8 \sin ^{2}\left(q_{y}\right) \sin ^{2}\left(q_{z}\right)\left(\cos \left(q_{x}\right)\left(\cos \left(q_{y}\right)+\cos \left(q_{z}\right)+1\right)+\sin ^{2}\left(q_{x}\right)-3\right)
$$

$$
+8 \sin ^{2}\left(q_{x}\right) \sin ^{2}\left(q_{z}\right)\left(\cos \left(q_{y}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{z}\right)+1\right)+\sin ^{2}\left(q_{y}\right)-3\right)
$$

$$
+\left(6-2 \cos \left(q_{z}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{y}\right)+1\right)\right)
$$

$$
\times\left(\left(2 \cos \left(q_{y}\right)\left(\cos \left(q_{x}\right)+\cos \left(q_{z}\right)+1\right)-6\right)\left(2 \cos \left(q_{x}\right)\left(\cos \left(q_{y}\right)+\cos \left(q_{z}\right)+1\right)-6\right)\right.
$$

$$
\begin{equation*}
\left.-4 \sin ^{2}\left(q_{x}\right) \sin ^{2}\left(q_{y}\right)\right) \tag{B.68e}
\end{equation*}
$$



Figure B.26: Cross section of $\tilde{V}_{\mathbf{q}}$ for the simple cubic lattice at $q_{z}=0$. The color indicates the magnitude of $\tilde{V}_{\mathbf{q}}$. The black dot in the center indicates the fact that the potential is zero at $\mathbf{q}=0$.

A plot is shown in B.26. Unlike the FCC lattice, the minima here occur at isolated, nonzero, points. This suggests that finite-wavelength modulated order is energetically favorable on the simple cubic lattice, which we confirm with an exploratory MC simulation. In Fig. B. 27 we show a configuration taken from one such MC simulation of atoms interacting via the effective potential Eq. B.67. The simulation consisted of $10^{5} \mathrm{MC}$ sweeps on a $10 \times 10 \times 10$ simple cubic lattice at a temperature $T=0.5$ and fixed composition $c=1 / 2$. Starting from a random initial configuration, the system quickly reorganized into what we surmise is a modulated order ground state for this value of $c$, consisting of single-species columns of atoms arranged in an alternating "checkerboard" pattern.

We obtained phase diagrams for the cubic lattice from both MFT and MC using the same techniques described in Ch. 3.8 and App. B.8. Here we describe modulated order by imagining the cubic lattice to be composed of four interpenetrating sublattices (rather than three as on the triangular lattice, ) allowing for unstructured phases $\mathrm{U}_{1}$ and $\mathrm{U}_{2}$, modulated phases $S_{1}$ and $S_{2}$ in which one sublattice is enriched in one species relative to the three others which are enriched in the other species, and a modulated "checkerboard" phase $\mathrm{S}_{3}$ in which two sublattices are enriched in one species and the other two sublattices are enriched in the other species. The phase diagrams are shown in Fig. B. 28 Unlike for the triangular lattice, here MFT and MC are in qualitative agreement at all temperatures. Both predict first order phase boundaries separating coexisting modulated and unstructured phases, terminating in a single critical point. Finite-size scaling analysis indicates that the MC critical point lies in the Ising universality class (see Fig. B.29.)


Figure B.27: Configuration taken from an MC simulation of atoms interacting according to the pair potential in Eq. B.67. Columns of single-color (-species) stripes alternate in a checkerboard pattern. Red atoms (species B) are made translucent for clarity.


Figure B.28: Phase diagram for our elastic model on the three-dimensional simple cubic lattice in the plane of temperature and composition. A: Mean-field prediction resulting from the quadratic construction of Eq. 3.82. Black circle indicates a critical point at $T \approx 6.1$; elsewhere, lines indicate first-order transitions. Green lines represent phase boundaries where no coexistence could be found withing the tolerance of our self-consistent algorithm. Blue lines bound coexistence regions, which are shaded in light blue. B: Numerically exact results from Monte Carlo sampling. There is an Ising critical point at $T \approx 4.2$; colors have the same meaning as in Panel A.


Figure B.29: Susceptibility of the cubic lattice for different system sizes at $c=1 / 2$. Here, $t^{\prime}=\left|1-T_{c} / T\right|$. Averages were taken over $10^{6} \mathrm{MC}$ sweeps. The critical exponents $\gamma \approx 1.24$ and $\nu \approx 0.63$ are those of the 3d Ising model [48].

## Appendix C

## Appendix for "The Origin of Mean-Field Behavior in an Elastic Ising Model"

## C. 1 Pressure in the Small-Mismatch Limit

In the small-mismatch limit, we can simplify the pressure-volume contribution to our Hamiltonian, which we label here as $E(p V)$ :

$$
\begin{equation*}
E(p V)=p c N a^{d} \tag{C.1}
\end{equation*}
$$

To begin, we use the the fact that $a=\delta a+l_{A B}$ :

$$
\begin{align*}
E(p V) & =p c N\left(\delta a+l_{A B}\right)^{d}  \tag{C.2}\\
& =p c N l_{A B}^{d}+p c N d l_{A B}^{d-1} \delta a+\mathcal{O}\left(\Delta^{2}\right), \tag{C.3}
\end{align*}
$$

since $\delta a$ is of order $\Delta$. Dropping the constant first term and the terms of order $\mathcal{O}\left(\Delta^{2}\right)$, which vanish in the small-mismatch limit, we arrive at:

$$
\begin{equation*}
E(p V) \approx p c N d l_{A B}^{d-1} \delta a \tag{C.4}
\end{equation*}
$$

in agreement with our small-mismatch Hamiltonian in Ch. 4.

## C. 2 MC Simulation Details

We used MC simulations to compute both equilibrium and dynamic properties of our elastic model. We used a value of $\Delta=0.1$ for the lattice mismatch. For simulations of bulk crystals consisting of $N=N_{x} N_{y}$ atoms, periodic boundary conditions were imposed in the $x$ and $y$ (and for three-dimensional simulations, $z$ ) directions. Simulations of nanocrystals employed
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hexagonal systems with open boundary conditions. Bulk equilibrium properties were computed by performing simulations of Eq. 4.2 in the isothermal-isobaric (NPT) ensemble. As in Ch. 3, this ensemble was sampled using two basic MC moves: spin flips and displacement moves. In both cases, an atom at lattice site $\mathbf{R}$ was selected at random. An attempt was then made to change either its spin, $\sigma_{\mathbf{R}} \rightarrow-\sigma_{\mathbf{R}}$, or its position, $\mathbf{R}+\mathbf{u}_{\mathbf{R}}=\mathbf{r}_{\mathbf{R}} \rightarrow \mathbf{r}_{\mathbf{R}}+\boldsymbol{d}$, where $\boldsymbol{d}=\left(d_{x}, d_{y}\right)$ is a two dimensional vector. The components of the vector were selected uniformly at random from an interval $[-0.1,0.1]$. Random numbers were generated using the Mersenne Twister algorithm [75] as implemented in the GNU Scientific Library (GSL) [73]. A Metropolis criterion was used to accept or reject proposed moves, ensuring detailed balance: [21]:

$$
\begin{equation*}
P\left(C \rightarrow C^{\prime}\right)=\min \left[1, e^{-\beta\left(\mathcal{H}(C)-\mathcal{H}\left(C^{\prime}\right)\right)}\right] \tag{C.5}
\end{equation*}
$$

where $C$ and $C^{\prime}$ represent configurations $\left\{\sigma_{\mathbf{R}}\right\},\left\{\mathbf{r}_{\mathbf{R}}\right\}$ before and after the proposed move, respectively. Simulation runs consisted of performing a large number of MC sweeps. A single MC sweep consisted of $N$ attempted spin flips and $N$ attempted displacement moves. Constant pressure was maintained using a standard algorithm in which attempts to change the system's volume were proposed and then accepted or rejected according to a Metropolis criterion [21]. Proposed volume moves consisted of changing the total volume by an amount $\delta V$, selected uniformly at random from the interval $\left[-\delta V_{\max }, \delta V_{\max }\right]$. We chose $\delta V_{\max }=0.01 V_{0}$, where $V_{0}$ is the volume at the beginning of a simulation run. Such volume moves were performed once every MC sweep. Initial configurations consisted of atoms arranged on a perfect triangular lattice, with a random distribution of spins, and with a volume consistent with the net composition. Before obtaining statistics, we equilibrated the system by running at least 100 MC sweeps without collecting any data. Data was then recorded for different observables once every sweep. Umbrella sampling simulations [113], used in combination with WHAM [65] to compute the equilibrium free energy, employed $n_{\text {window }}=50$ (100 for the largest systems studied) evenly spaced harmonic biases with spring constants of strength $0.1 \epsilon$. Dynamical bulk properties were computed via simulations of Eq. 4.12 in the canonical ensemble, employing the spin-flip moves and Metropolis criterion described previously. Properties of the nanocrystals were computed using simulations of the effective Hamiltonian (Eq. 4.34) in the canonical ensemble. Spin-flip moves and the Metropolis criterion were used as in bulk simulations. Umbrella sampling simulations for the nanocrystals used spring constants of strength $0.2 \epsilon$ for the 50 evenly spaced harmonic biases.

## C. 3 Critical Temperature and Scaling on Different Lattices

Here we assess mean-field predictions for the critical temperature ( $T_{c}$ ) and exponents of spontaneous symmetry breaking of the elastic Ising model on different lattices. Mean-field scaling as measured by critical exponents should hold for each lattice (as long as there is a gap at $\mathbf{q}=0$, ) since mean-field exponents are known to be robust to the addition
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of short-ranged interactions [16, 85]. However, since it is a non-universal quantity, the accuracy of mean-field predictions for $T_{c}$ will depend on the lattice structure, in particular the magnitude of short-ranged interactions compared to the long-ranged interaction. We examine five different lattices, spanning one to three spatial dimensions, and show that each exhibits mean-field critical exponents, as expected. Mean field theory (MFT) predicts $T_{c}$ with reasonable accuracy for all lattices except the one-dimensional (1d) lattice. This is likely a consequence of the significant magnitude of short-ranged interactions for that lattice.

## Theory \& Methods

As argued in Ch. 4, MFT predicts that the critical temperature for spontaneous symmetry breaking of the magnetization $m$ is given by:

$$
\begin{align*}
T_{c} & =2 \bar{V}  \tag{C.6}\\
\bar{V} & =-\sum_{\mathbf{R} \neq 0} V_{\mathbf{R}} / 2 . \tag{C.7}
\end{align*}
$$

The mean-field potential $\bar{V}$ is composed of a long-ranged part $\bar{V}^{\mathrm{LR}}=\lim _{\mathbf{q} \rightarrow 0} \tilde{V}_{\mathbf{q}} / 2$ and a short-ranged part $\bar{V}$ SR $=\bar{V}-\bar{V}^{\mathrm{LR}}$. If the magnitude of $\bar{V}^{\mathrm{SR}}$ is small compared to that of $\bar{V}^{\mathrm{LR}}$ then we expect MFT to give a reasonable estimate for $T_{c}$. MFT also predicts [79] that the average squared magnetization $\left\langle m^{2}\right\rangle$ obeys:

$$
\begin{equation*}
\left\langle m^{2}\right\rangle=N^{-1 / 2} f_{1}\left(t N^{1 / 2}\right) \tag{C.8}
\end{equation*}
$$

where $t=\left(T-T_{c}\right) / T_{c}$ and $N$ is the system size, and the Binder cumulant $U=1-$ $\left\langle m^{4}\right\rangle /\left(3\left\langle m^{2}\right\rangle^{2}\right)$ obeys:

$$
\begin{equation*}
U=f_{2}\left(t N^{1 / 2}\right) \tag{C.9}
\end{equation*}
$$

The scaling functions $f_{1}$ and $f_{2}$ depend only on the scaled temperature $t N^{1 / 2}$, and hence plots of $N^{1 / 2}\left\langle m^{2}\right\rangle$ and $U$ versus $t N^{1 / 2}$ for different system sizes should fall on top of one another. Additionally, in MFT the Binder cumulant attains a universal value of $\approx 0.27$ at $T_{c}$ [79].

To verify these relationships, we employ MC simulations using the effective Hamiltonian for each lattice, which improves sampling since we do not have to explicitly evolve mechanical degrees of freedom. With these simulations, we compute the quantities $U$ and $\left\langle m^{2}\right\rangle$ as functions of temperature for several system sizes. At each temperature and system size we equilibrate the system for $10^{3} \mathrm{MC}$ sweeps ( 1 sweep is $N$ attempts to flip a spin) and then collect data every sweep for $10^{6}$ sweeps. The MC estimate for $T_{c}$ is given by the intersection of Binder cumulants for different system sizes.

## 1d Lattice

MFT does not accurately predict $T_{c}$ for the 1d lattice (with both nearest- and next-nearestneighbor springs):

$$
\begin{align*}
& T_{c}^{\mathrm{MF}} \approx 3.57  \tag{C.10}\\
& T_{c}^{\mathrm{MC}} \approx 2.79 . \tag{C.11}
\end{align*}
$$

See Fig. 1. That is because $\bar{V}^{\mathrm{LR}}=0.8$ is comparable to $\bar{V}^{\mathrm{SR}}=0.987\left(\bar{V}^{\mathrm{SR}}\right.$ is $\approx 55 \%$ of $\bar{V}$.) When $U$ and $\left\langle m^{2}\right\rangle$ are scaled using $T_{c}^{\mathrm{MF}}$, data collapse is poor; however, when they are scaled using $T_{c}^{\mathrm{MC}}$, data collapse is excellent (see Figs. 2 and 3.) Thus the critical exponents of the 1d lattice have mean-field scaling, as expected.


Figure C.1: Binder cumulants for the 1d lattice.


Figure C.2: Scaling of $U$ for different choices of $T_{c}$ on the 1d lattice.

(a) $T_{c}$ computed from MFT.

(b) $T_{c}$ computed from MC.

Figure C.3: Scaling of $\left\langle m^{2}\right\rangle$ for different choices of $T_{c}$ on the 1d lattice.

## Triangular Lattice

MFT accurately predicts $T_{c}$ for the 2d triangular lattice:

$$
\begin{align*}
& T_{c}^{\mathrm{MF}} \approx 7.31  \tag{C.12}\\
& T_{c}^{\mathrm{MC}} \approx 7.20 \tag{C.13}
\end{align*}
$$

See Fig. 4. That is because $\bar{V}^{\mathrm{LR}}=4.0$ is much larger in magnitude than $\bar{V}^{\mathrm{SR}}=-0.346$ ( $\bar{V}^{\mathrm{SR}}$ is $\approx 8.7 \%$ of $\bar{V}$.) When $U$ and $\left\langle m^{2}\right\rangle$ are scaled using $T_{c}^{\mathrm{MF}}$, data collapse is excellent (see Figs. 5 and 6.)


Figure C.4: Binder cumulants for the triangular lattice.


Figure C.5: Scaling of $U$ for the triangular lattice.


Figure C.6: Scaling of $\left\langle m^{2}\right\rangle$ for the triangular lattice.

## Square Lattice

MFT predicts $T_{c}$ for the 2d square lattice (with nearest- and next-nearest-neighbor springs) with reasonable accuracy:

$$
\begin{align*}
& T_{c}^{\mathrm{MF}} \approx 11.1  \tag{C.14}\\
& T_{c}^{\mathrm{MC}} \approx 10.6 . \tag{C.15}
\end{align*}
$$

See Fig. 7. That is because $\bar{V}^{\mathrm{LR}}=4.34$ is fairly large in magnitude compared to $\bar{V}^{\mathrm{SR}}=1.20$ ( $\bar{V}^{\mathrm{SR}}$ is $\approx 21.6 \%$ of $\bar{V}$.) When $U$ and $\left\langle m^{2}\right\rangle$ are scaled using $T_{c}^{\mathrm{MF}}$, data collapse is good (see Figs. 8 and 9.)


Figure C.7: Binder cumulants for the square lattice.


Figure C.8: Scaling of $U$ for the square lattice.

## FCC Lattice

MFT accurately predicts $T_{c}$ for the 3d FCC lattice:

$$
\begin{align*}
& T_{c}^{\mathrm{MF}} \approx 18.3  \tag{C.16}\\
& T_{c}^{\mathrm{MC}} \approx 18.0 . \tag{C.17}
\end{align*}
$$

See Fig. 10. That is because $\bar{V}^{\mathrm{LR}}=8$ is much larger in magnitude than $\bar{V}^{\mathrm{SR}}=1.13\left(\bar{V}^{\mathrm{SR}}\right.$ is $\approx 14.1 \%$ of $\bar{V}$.) When $U$ and $\left\langle m^{2}\right\rangle$ are scaled using $T_{c}^{\mathrm{MF}}$, data collapse is excellent (see Figs. 11 and 12.)


Figure C.9: Scaling of $\left\langle m^{2}\right\rangle$ for the square lattice.


Figure C.10: Binder cumulants for the FCC lattice.

## Simple Cubic Lattice

MFT accurately predicts $T_{c}$ for the 3d simple cubic lattice (with nearest- and next-nearestneighbor springs):

$$
\begin{align*}
& T_{c}^{\mathrm{MF}} \approx 30.3  \tag{C.18}\\
& T_{c}^{\mathrm{MC}} \approx 29.8 . \tag{C.19}
\end{align*}
$$

See Fig. 13. That is because $\bar{V}^{\mathrm{LR}}=16.5$ is much larger in magnitude than $\bar{V}^{\mathrm{SR}}=-1.31$ ( $\bar{V}^{\mathrm{SR}}$ is $\approx 7.9 \%$ of $\bar{V}$.) When $U$ and $\left\langle m^{2}\right\rangle$ are scaled using $T_{c}^{\mathrm{MF}}$, data collapse is excellent (see Figs. 14 and 15.)


Figure C.11: Scaling of $U$ for the FCC lattice.


Figure C.12: Scaling of $\left\langle m^{2}\right\rangle$ for the FCC lattice.

## C. 4 Mean-Field Dynamics

Here we compare two methods for propagating mean-field dynamics: explicit MC simulation of a mean-field Hamiltonian, and numerical solution of a mean-field Master equation.

The most straightforward way to study the relaxation dynamics is simply to harvest many MC trajectories of a mean-field Hamiltonian. We label this approach "MFMC." We harvested $10^{5}$ such trajectories for a mean-field Hamiltonian:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{MF}}=-\frac{\bar{V}}{N} \sum_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}} \sigma_{\mathbf{R}^{\prime}} \tag{C.20}
\end{equation*}
$$

where $\bar{V}=\sum_{\mathbf{R}} V_{\mathbf{R}} / 2$. Trajectories were initialized at configurations sampled from an equilibrium distribution $\propto \exp (-\beta \mathcal{H})$ at fixed magnetization $m=-0.7$, inverse temperature $\beta=1 / 6$, and external field $h=0.5$. Each trajectory consisted of 100 sweeps (a sweep


Figure C.13: Binder cumulants for the simple cubic lattice.


Figure C.14: Scaling of $U$ for the simple cubic lattice.
consists of $N$ attempted spin flips.)Rather than harvesting many trajectories, one could compute the first passage time distribution by solving a mean-field master equation for the time-dependent magnetization probability distribution, $p(m, t)$ (as we have done in Chapter 4.) We compare the MFMC and master equation approaches to dynamics in Figs. C. 16 and C.17. Excellent agreement is evident for both the average magnetization versus time and the mean first passage time distribution.

## C. 5 Single-Site MFT

Standard MFT assumes that the order parameter $m$ is spatially uniform. This assumption is a poor one in systems such as nanocrystals which are intrinsically spatially non-uniform. It is more appropriate to consider a spatially-resolved order parameter $m(\mathbf{R})$ which is capable


Figure C.15: Scaling of $\left\langle m^{2}\right\rangle$ for the simple cubic lattice.


Figure C.16: Average magnetization versus time. MFMC results were obtained averaged over $10^{5}$ Monte Carlo trajectories.
of capturing spatial inhomogeneities. With this in mind, consider a spin Hamiltonian with pair interactions:

$$
\begin{equation*}
\mathcal{H}=\sum_{\mathbf{R}, \mathbf{R}^{\prime} \neq \mathbf{R}} \frac{1}{2} \sigma_{\mathbf{R}} V_{\mathbf{R}, \mathbf{R}^{\prime}} \sigma_{\mathbf{R}^{\prime}} \tag{C.21}
\end{equation*}
$$

where we have excluded self-interactions for the purpose of our theory. As our mean-field ansatz we take a one-body Hamiltonian with spatially-varying field:

$$
\begin{equation*}
\mathcal{H}_{0}=-\sum_{\mathbf{R}} h_{\mathbf{R}} \sigma_{\mathbf{R}} \tag{C.22}
\end{equation*}
$$




Figure C.17: First passage time distributions. MFMC histogram was made from $10^{5}$ Monte Carlo trajectories.

The associated partition function is:

$$
\begin{align*}
Q_{0} & =\sum_{\left\{\sigma_{\mathbf{R}}\right\}} \exp \left(-\beta \mathcal{H}_{0}\right) \\
& =\sum_{\sigma_{1}} \exp \left(\beta h_{1} \sigma_{1}\right) \sum_{\sigma_{2}} \exp \left(\beta h_{2} \sigma_{2}\right) \cdots \\
& =\prod_{\mathbf{R}} 2 \cosh \beta h_{\mathbf{R}} . \tag{C.23}
\end{align*}
$$

The spatially-varying magnetization is easily extracted:

$$
\begin{aligned}
m(\mathbf{R})=\left\langle\sigma_{\mathbf{R}}\right\rangle_{0} & =\frac{\partial \log Q_{0}}{\partial \beta h_{\mathbf{R}}} \\
& =\tanh \beta h_{\mathbf{R}} .
\end{aligned}
$$

To obtain the optimal value of $h_{\mathbf{R}}$, we apply the Gibbs-Bogoliubov-Feynman bound [18]:

$$
\begin{equation*}
Q_{\text {est }}=Q_{0} e^{-\beta\langle\Delta \mathcal{H}\rangle_{0}}, \tag{C.24}
\end{equation*}
$$

where $\Delta \mathcal{H}=\mathcal{H}-\mathcal{H}_{0}$. We variationally optimize $h_{\mathbf{R}}$ by setting the derivative of (the logarithm of) this partition function to zero:

$$
\begin{aligned}
0 & =\frac{\partial \log Q_{\text {est }}}{\partial \beta h_{\mathbf{R}}} \\
& =\frac{\partial \log Q_{0}}{\partial \beta h_{\mathbf{R}}}-\frac{\partial}{\partial \beta h_{\mathbf{R}}} \beta\langle\Delta \mathcal{H}\rangle_{0}
\end{aligned}
$$

The necessary average is given by:

$$
\begin{equation*}
\langle\Delta \mathcal{H}\rangle_{0}=\frac{1}{2} \sum_{\mathbf{R}, \mathbf{R}^{\prime}} V_{\mathbf{R}, \mathbf{R}^{\prime}}\left\langle\sigma_{\mathbf{R}}\right\rangle_{0}\left\langle\sigma_{\mathbf{R}^{\prime}}\right\rangle_{0}+\sum_{\mathbf{R}} h_{\mathbf{R}}\left\langle\sigma_{\mathbf{R}}\right\rangle_{0} . \tag{C.25}
\end{equation*}
$$

Evaluating the derivative,

$$
\begin{equation*}
\frac{\partial}{\partial h_{\mathbf{R}}}\langle\Delta \mathcal{H}\rangle_{0}=\left(\sum_{\mathbf{R}^{\prime}} V_{\mathbf{R}, \mathbf{R}^{\prime}}\left\langle\sigma_{\mathbf{R}^{\prime}}\right\rangle_{0}+h_{\mathbf{R}}\right) \frac{\partial\left\langle\sigma_{\mathbf{R}}\right\rangle_{0}}{\partial h_{\mathbf{R}}}+\left\langle\sigma_{\mathbf{R}}\right\rangle_{0} . \tag{C.26}
\end{equation*}
$$

Using the fact that $\partial \log Q_{0} / \partial \beta h_{\mathbf{R}}=\left\langle\sigma_{\mathbf{R}}\right\rangle_{0}$, we find an expression for the optimal field:

$$
\begin{equation*}
h_{\mathbf{R}}=-\sum_{\mathbf{R}^{\prime}} V_{\mathbf{R}, \mathbf{R}^{\prime}}\left\langle\sigma_{\mathbf{R}^{\prime}}\right\rangle_{0} . \tag{C.27}
\end{equation*}
$$

This finally yields a self-consistent equation for the spatially-varying order parameter:

$$
\begin{equation*}
m(\mathbf{R})=\tanh \left(-\beta \sum_{\mathbf{R}^{\prime}} V_{\mathbf{R}, \mathbf{R}^{\prime}} m\left(\mathbf{R}^{\prime}\right)\right) \tag{C.28}
\end{equation*}
$$

## Appendix D

## Appendix for "Ion Exchange Dynamics"

## D. 1 Maximally Localized Eigenvectors

A consequence of of having a set of degenerate, zero-eigenvalue modes is that the associated eigenvectors are not unique. Consequently, the eigenvectors located by a standard matrix diagonalization algorithm show no obvious symmetries and are thus difficult to interpret. Bearing in mind the potential analogy with topological insulators, in which special modes are exponentially localized to the surface, we sought that orthonormal set of zero modes which both span the degenerate subspace and maximize a localization functional:

$$
\begin{equation*}
\Omega=\sum_{\alpha}\left[\sum_{R}\left(\xi_{R}^{(\alpha)}\right)^{2} R^{2}-\left|\sum_{R}\left(\xi_{R}^{(\alpha)}\right)^{2} \boldsymbol{R}\right|^{2}\right], \tag{D.1}
\end{equation*}
$$

where $\xi_{R}^{(\alpha)}$ is the component of the $\alpha$ th degenerate eigenvector at lattice site $\boldsymbol{R}$.
To be explicit, let us imagine that we begin with a set of "scrambled" eigenvectors contained in a matrix $U_{i R}$. The entry in the $i$ th row and $R$ th column of this matrix is the $R$ th component of the $i$ th scrambled eigenvector. We seek a new set of "unscrambled" eigenvectors:

$$
\begin{equation*}
\xi_{R}^{(\alpha)}=\sum_{i} c_{i}^{(\alpha)} U_{i R} \tag{D.2}
\end{equation*}
$$

which satisfy the orthonormality constraint:

$$
\begin{align*}
\delta_{\alpha \beta} & =\sum_{R} \xi_{R}^{(\alpha)} \xi_{R}^{(\beta)} \\
& =\sum_{i, j} \sum_{R} c_{i}^{(\alpha)} c_{j}^{(\beta)} U_{i R} U_{j R} \\
& =\sum_{i, j} c_{i}^{(\alpha)} c_{j}^{(\beta)} \delta_{i j} \\
& =\sum_{i} c_{i}^{(\alpha)} c_{i}^{(\beta)} . \tag{D.3}
\end{align*}
$$

The functional $\Omega$ can be rewritten in terms of these coefficients:

$$
\begin{equation*}
\Omega=\sum_{\alpha}\left(\sum_{i j} c_{i}^{(\alpha)} c_{j}^{(\alpha)}\left[R^{2}\right]_{i j}-\sum_{i j k l} c_{i}^{(\alpha)} c_{j}^{(\alpha)} c_{k}^{(\alpha)} c_{l}^{(\alpha)}[\boldsymbol{R}]_{i j} \cdot[\boldsymbol{R}]_{k l}\right) \tag{D.4}
\end{equation*}
$$

where we have defined:

$$
\begin{equation*}
[f(\boldsymbol{R})]_{i j}=\sum_{R} U_{i R} f(\boldsymbol{R}) U_{j R} \tag{D.5}
\end{equation*}
$$

for an arbitrary function $f$. Were there no constraint, one could locate the desired coefficients through simple application of gradient descent: updating the coefficients via

$$
\begin{equation*}
c_{i}^{(\alpha)} \rightarrow c_{i}^{(\alpha)}+\epsilon \Delta c_{i}^{(\alpha)} \tag{D.6}
\end{equation*}
$$

where $\epsilon$ is small and

$$
\begin{equation*}
\Delta c_{i}^{(\alpha)}=-\frac{\partial \Omega}{\partial c_{i}^{(\alpha)}}=-2 \sum_{j} c_{j}^{(\alpha)}\left[R^{2}\right]_{i j}+4 \sum_{j k l} c_{j}^{(\alpha)} c_{k}^{(\alpha)} c_{l}^{(\alpha)}[\boldsymbol{R}]_{i j} \cdot[\boldsymbol{R}]_{k l} \tag{D.7}
\end{equation*}
$$

and iterating until convergence. In order to ensure orthonormality of the coefficients, one could introduce Lagrange multipliers, but the resulting nonlinear eigenvalue problem is unwieldy. Alternatively, one can project out components of the gradient which violate the constraint to first order in $\Delta c$. To do so, note that preservation of orthonormality under Eq. D. 6 requires that:

$$
\begin{equation*}
\delta_{\alpha \beta}=\delta_{\alpha \beta}+\sum_{i} c_{i}^{(\alpha)} \Delta c_{i}^{(\beta)}+\sum_{i} c_{i}^{(\beta)} \Delta c_{i}^{(\alpha)}+\mathcal{O}\left(\Delta c^{2}\right) \tag{D.8}
\end{equation*}
$$

Thus our constraint, to first order in $\Delta c$, can be written as:

$$
\begin{equation*}
\mathcal{C}_{\alpha \beta}=\sum_{i} c_{i}^{(\alpha)} \Delta c_{i}^{(\beta)}+\sum_{i} c_{i}^{(\beta)} \Delta c_{i}^{(\alpha)}=0 \tag{D.9}
\end{equation*}
$$

A vector normal to the constraint is given by the gradient:

$$
\begin{equation*}
n_{\alpha \beta}^{(j \gamma)}=\frac{\partial \mathcal{C}_{\alpha \beta}}{\partial \Delta c_{j}^{(\gamma)}}=\delta_{\beta \gamma} c_{j}^{(\alpha)}+\delta_{\alpha \gamma} c_{j}^{(\beta)} \tag{D.10}
\end{equation*}
$$

As written, this vector is not normalized. In fact,

$$
\begin{equation*}
\sum_{j \gamma} n_{\alpha \beta}^{(j \gamma)} n_{\alpha \beta}^{(j \gamma)}=2\left(1+\delta_{\alpha \beta}\right) . \tag{D.11}
\end{equation*}
$$

We define the normalized normal vector as:

$$
\begin{equation*}
\hat{n}_{\alpha \beta}^{(j \gamma)}=\left(2\left(1+\delta_{\alpha \beta}\right)\right)^{-1 / 2} n_{\alpha \beta}^{(j \gamma)} . \tag{D.12}
\end{equation*}
$$

Finally, we can define a modified gradient descent step:

$$
\begin{equation*}
\tilde{\Delta} c_{i}^{(\varepsilon)}=\Delta c_{i}^{(\varepsilon)}-\hat{n}_{\alpha \beta}^{(i \varepsilon)}\left(\sum_{j \gamma} \Delta c_{j}^{(\gamma)} \hat{n}_{\alpha \beta}^{(j \gamma)}\right) \tag{D.13}
\end{equation*}
$$

where the subtraction is carried out sequentially for each $\alpha$ and $\beta$. This modified step is guaranteed to satisfy the orthonormality constraint to first order in $\Delta c$.

In practice, the finite size of a gradient descent step means that deviations from orthonormality of order $\mathcal{O}\left(\Delta c^{2}\right)$ will accumulate and eventually become significant. A simple remedy is to simply re-orthogonalize the vectors after every step (or every few steps,) for example using a Gram-Schmidt algorithm. Additionally, one ought to re-compute the eigenvectors $U_{i R}$ and reset the coefficients $c_{i}^{(\gamma)}$ after each step.

In Fig. D. 1 we plot three "scrambled" eigenvectors alongside three "unscrambled" eigenvectors produced by the algorithm outlines above. The unscrambled eigenvectors show clear surface localization. The extent of localization appears to be independent of system size, which we demonstrate in Fig. D.2.


Figure D.1: Zero-mode eigenvectors for a 169 -atom nanocrystal on the triangular lattice. Red corresponds to $\sigma_{\mathbf{R}}>0$; blue corresponds to $\sigma_{\mathbf{R}}<0$; white corresponds to $\sigma_{\mathbf{R}}=0$. Top row: three "scrambled" eigenvectors. Bottom row: three "unscrambled" eigenvectos.


Figure D.2: Zero-mode eigenvectors for 271-atom (top row,) 169-atom (middle row,) and 91-atom (bottom row) nanocrystals on the triangular lattice.


[^0]:    ${ }^{1}$ In vacuum, in situ TEM can directly reveal atomic dynamics: see, for example, [125].

[^1]:    ${ }^{1}$ More realistic interaction potentials for gold exist and have a more complex structure [83, 105]; however the excellent agreement between our results and experiment indicate our simple Hamiltonian suffices.

[^2]:    ${ }^{2}$ While the solution-phase environment likely has a significant influence on the thermodynamics of surface atom removal and hence on the value of $\epsilon$, we anticipate reaction barriers will still be high relative to $k_{B} T$, and so the precise value of $\epsilon$ should not have a significant impact on our conclusions. Simulations performed with different values of $\beta \epsilon$ support this assertion.

[^3]:    ${ }^{3}$ The classic lattice gas model exhibits coexistence between macroscopic high-density and low-density phases at a chemical potential $\mu / \epsilon=-Z / 2$, where $Z$ is the coordination number of the bulk lattice [18]. For the FCC lattice, $Z=12$.

[^4]:    ${ }^{1}$ The quantity $\Delta \mathbf{G}=\mathbf{G}_{1}-\mathbf{G}_{2}$ is determined by $\mathbf{r} \cdot \Delta \mathbf{G}=\frac{2 \pi}{3}\left(n_{1}-n_{2}\right)$.

[^5]:    ${ }^{2}$ The exact energy of phase separation can in fact be evaluated analytically; see Appendix B.5.

[^6]:    ${ }^{3}$ Fratzl and Penrose [36] wrote down a very simple MFT to predict the critical temperature on a square elastic lattice; we consider an MFT in the vein of theirs in Appendix B.6.

[^7]:    ${ }^{1}$ Note that we have dropped the $\delta$ in front of $\tilde{\sigma}_{\mathbf{q}}$. That is because $\delta \tilde{\sigma}_{\mathbf{q}}=\tilde{\sigma}_{\mathbf{q}}-\delta_{\mathbf{q}, 0} \tilde{\sigma}_{0}$, but $\tilde{V}_{0}=0$, so $\tilde{\sigma}_{0}$ simply does not contribute to the sum.
    ${ }^{2}$ The function $V_{\mathbf{R}}^{\mathrm{SR}}$ is generally anisotropic; for the triangular lattice, its slowest decay is $1 /|\mathbf{R}|^{4}$ along (certain linear combinations of) triangular lattice basis vectors [38].

[^8]:    ${ }^{3}$ Mean-field dynamics can also be accessed by directly simulating the MC dynamics of a mean-field Hamiltonian; see Appendix C. 4 for details.

[^9]:    ${ }^{4}$ In a related context, Vandeworpe and Newman [115]. previously noted inequivalence between canonical and grand canonical ensembles for a Keating model of a semiconductor mixture.

[^10]:    ${ }^{1}$ Note that these modes include neither the trivial modes associated with center-of-mass translation and net rotation, nor the $\mathbf{q}=0$ compositional mode.

[^11]:    ${ }^{1}$ For a given atom in an FCC lattice there are $12 \times 12=144$ ways to a select a nearest or next-nearest neighbor site. Many of these sites will not be surface vacancies and so a number of them will be rejected; nevertheless, we found this approach simpler than explicitly finding and listing all the nearest and nextnearest neighbor surface vacancies.

