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Abstract

Deep reinforcement learning agents such as AlphaZero have
achieved superhuman strength in complex combinatorial
games. By contrast, the cognitive science of planning has
mostly focused on simple tasks for experimental and compu-
tational tractability. Using a board game that strikes a balance
between complexity and tractability, we find that AlphaZero
agents improve in value function quality and planning depth
through learning, similar to human in previous modeling work.
In addition, these metrics reflect causal contributions to Al-
phaZero’s playing strength. Yet the strongest contributor is
the policy quality. The decrease in policy entropy also drives
the increase in planning depth. The contribution of planning
depth to performance is lessened in late training. These re-
sults contribute to a joint understanding of machine and human
planning, providing an interpretable way of understanding the
learning and strength of AlphaZero, while generating novel hy-
pothesis on human planning.

Keywords: Human-DNN comparison; Planning; Learning;
Interpretable Machine Learning;

Introduction

There has long been a positive mutual influence between re-
search on artificial intelligence (AI) and research on human
intelligence (Turing, 2009; Lake, Ullman, Tenenbaum, &
Gershman, 2017). The recent success of deep learning has
inspired a plethora of work comparing deep neural networks
(DNN) and biological neural networks, on both neuronal and
behavioral levels, using such comparison to further our under-
standing of both sides. For instance, DNNs have been shown
to be good models of neuronal activities in the human ventral
visual cortex (Yamins & DiCarlo, 2016). Shape bias in ob-
ject categorization similar to that of human children has been
found in a DNN model of one-shot learning (Ritter, Barrett,
Santoro, & Botvinick, 2017).

Despite the fruitful comparisons in the field of vision, they
have been less common in the field of planning, defined as a
cognitive process in which the decision-maker mentally sim-
ulates future states, actions or outcomes in a decision tree.
One obstacle comes from the lack of alignment of the tasks:
artificial intelligence research has focused on solving com-
plex tasks like Chess (Silver et al., 2018) and Go (Silver et
al., 2017), while cognitive science and psychology have fa-
vored detailed modeling using simple tasks like the two-step
task in (Daw, Gershman, Seymour, Dayan, & Dolan, 2011).

When comparisons do happen, the tasks used still lie on either
extreme. Wang et al. (2018) proposed a meta-reinforcement
learning (RL) model performed by a recurrent neural net-
work that explained well diverse findings regarding the role
of dopamine and pre-frontal cortex in reward-based learning.
They compared human behavior and neural activities with the
model on the two-step task, the simplest task that allows for
planning (Daw et al., 2011). The model generated reward
prediction error related activities similar to those in the hu-
man ventral striatum, yet the behavior of the model is fully
model-based, in contrast to human’s mixed strategy. On the
other hand, in addition to using human players as baselines,
AI research on Chess and Go often examines moves made un-
der specific situations by the AIs to see if and when they have
learned human concepts about the game (Tian et al., 2019;
McGrath et al., 2021), or have developed non-standard strate-
gies beyond the scope of traditional human knowledge (Silver
et al., 2017; Dou, Ma, Nguyen, & Nguyen, 2020).

We aim to complement the above line of comparative work
by using a task that is challenging enough for both humans
and artificial agents while being computationally tractable.
Therefore, we use 4-in-a-row, a variant of tic-tac-toe in which
two players alternate placing pieces on a 4-by-9 board, aim-
ing to get four pieces in a row horizontally, vertically, or di-
agonally. van Opheusden et al. (2021) developed a computa-
tional model for human planning in 4-in-a-row. They showed
that the playing strength of human subjects increased with
experience. More specifically, the quality of their value func-
tions and planning depth increased.

In the present study, we compare how AI and human learn
4-in-a-row. We adapt our agents from the AlphaZero fam-
ily, the state-of-the-art deep RL algorithm that learns to play
board games at superhuman levels, which includes AlphaGo
Zero (Silver et al., 2017), AlphaZero (Silver et al., 2018),
and MuZero (Schrittwieser et al., 2020). For simplicity, we
will refer to our agent as AlphaZero. We characterize Alp-
haZero’s performance using three derived metrics: planning
depth, value function quality and policy quality. Note that
we are not using AlphaZero as a model for human. The goal
is simply to dissect AlphaZero learning and playing strength
using the similar planning metrics as in the human studies
(with one additional metric for AlphaZero). We then com-
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pare how these metrics change during learning in AlphaZero
and human and study how they contribute to AlphaZero per-
formance.

Similar to human, the agent improves in all the metrics with
training. Using a combination of observation and causal ma-
nipulations, we show that planning metric improvements are
not epiphenomena of training, but mediate the increase in
playing strength. We also find phenomena that have not been
reported in human study. Policy quality contributes the most
to performance. The increase in planning depth is mediated
through a decrease in the entropy of the policy, reflecting a
more concentrated search process. The contribution of plan-
ning depth to playing strength diminishes at later stages of
learning. These discrepancies might either reflect mechanis-
tic differences between machine and human planning, point
to phenomena only observable in the more extreme end of
the spectrum in human expertise, or highlight alternative hy-
potheses about human planning. Our result not only disen-
tangles contributions to the playing strength and learning of
AlphaZero, but also inspires future research directions in hu-
man planning.

Results
We trained AlphaZero type deep RL agents to play 4-in-a-
row. AlphaZero uses a DNN to guide its Monte-Carlo tree
search (MCTS). Given the input (a board and optionally the
player’s color), the DNN returns an immediate value v of a
board, indicating how likely the current player will win/lose
from this board. The DNN also returns a policy p (or p(a|s)
for a board s and move a), a prior probability of selecting an
action before doing any tree search. MCTS simulates future
actions and states in a way that balances exploration and ex-
ploitation. It then integrates those results to inform current
decision. The training involves using self-play to generate
training data. Stochastic gradient descent (SGD) based opti-
mization is used to train the DNN to predict past game results
and its own post-MCTS action probabilities. After ten train-
ing epochs, the updated model plays against the current best
agent to determine its acceptance/rejection. The accepted
model will become the new data generator. If the updated
model is rejected, it is either kept to be trained again (same
as in AlphaGo Zero), or reverted back to the previous best
model. One training iteration consists of a whole cycle of data
generation, DNN parameter update, and evaluative games.

Using thirteen sets of hyperparameters, we produce thirteen
Networks. We call models sharing the same hyperparameter
set and initialization during training a “Network”, to distin-
guish this concept from an individual iteration saved during
training, which we call an “agent” or a “model”. Thirteen net-
works (497 agents) show diverse playing strength and plan-
ning metrics (Figure 1). The choice of the hyperparameters is
not systematic. The goal is simply to add variations in play-
ing strength and planning metrics. A round-robin tournament
is held among all the models. The results are used to derive

Elo ratings, a standard way to measure play strength in board
games (Coulom, 2008).

Figure 1: Elo and planning metric comparison between
AlphaZero and human. Playing strength (Elo rating, A),
value function quality (B) and planning depth (C) of both Al-
phaZero and human increase with training. Solid lines rep-
resent Networks. Dotted line in (A) represents the Elo of a
strong human player, and the shade reflects the 95-confidence
interval of this Elo estimate. Human results are reproduced
from data in van Opheusden et al. (2021). The scale of
Elo ratings are different between AlphaZero (left) and hu-
man (right) and the numbers are not directly comparable be-
cause there is no tournament between human players from
prior study with our AlphaZero agents.

Playing strength increases
AlphaZero’s playing strength increases over training across
all Networks (Figure 1A; left). To obtain a human bench-
mark, we have the strongest human player we could find play
4 games each against 8 selected agents, with Elo ratings rang-
ing from 140 to 242 (the best). Agents at middle training it-
erations already start to surpass the human bench mark, with
later agents lying above the 95-confidence interval. Human
learning curve from the previous study is recreated here (1A;
right). Our question is what aspects of the agents’ capac-
ity have improved to enable such an improvement in playing
strength.
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Evidence for smarter trees
Prior human modeling studies in 4-in-a-row used planning
metrics to explain human learning and playing strength.
Value function quality measures how closely people’s heuris-
tic evaluation of a board aligns with the game-theoretic value
of a board (see Methods). Planning depth reflects how many
steps into the future can one look ahead. Feature dropping
rate reflects how often people ignore features on the board
(van Opheusden et al., 2021). The study showed a learn-
ing effect on value function quality when the initial quality
is not too high, on planning depth, and on feature dropping
rate. Since AlphaZero agents don’t have human-like atten-
tional lapses, nor are their values directly computed from on
explicit features (like controlling a 3-in-a-row on the board),
feature dropping rate is not included in our comparisons.

For each AlphaZero agent, we compute the value function
quality by calculating the Pearson correlation between the
DNN-returned immediate values of the probe boards and their
game-theoretic values obtained in previous work (see Meth-
ods). We measure planning depth by having each agent make
a move at probe boards, and average across the probes the
length of the deepest branch of each resulting MCTS tree.
Both value function quality and planning depth increase as
training progresses (Figure 1B and C; left). We plot pre-
vious human results here to aid comparison (Figure 1B and
C; right) (van Opheusden et al., 2021). Compared to human
learning, the increase in planning metrics are more drastic in
AlphaZero, which is expected given that human is not a blank
slate to begin with.

The increase of planning depth in human learning has been at-
tributed only to an increase in the number of search iterations
(van Opheusden et al., 2021). By contrast, we discover that
planning depth of AlphaZero increases over training despite
the number of MCTS searches, NMCTS, being fixed. This sug-
gests either a potential difference between humans and ma-
chines in how their decision trees change during learning, or
a potential alternative hypothesis for the mechanism of the
depth increase in humans. Here we only provide a mecha-
nism of depth increase in AlphaZero.

Entropy of action prior mediates the increase in
planning depth
When the total search budget is fixed, one possible mecha-
nism for the increase in planning depth could be a more tar-
geted and less scattered search process. In AlphaZero the
targetedness of the search is largely modulated by the policy.
The policy starts out uniform and evolves to match the post-
MCTS action probabilities. Since the search process makes
the action probabilities be less uniform, the policy should be-
come less uniform and thus have a lower entropy over train-
ing, defined as H(s) = −∑a p(a|s) log p(a|s). A decrease in
entropy over training is confirmed in Figure 2B. (Similar to
planning depth, the entropy here is also averaged across probe
boards.)

Policy quality improves
A more concentrated prior does not necessarily imply
“smarter” searches. A bad prior can lead a deep but mis-
guided search. We therefore develop a metric, policy quality,
to quantify how good AlphaZero’s policies are. Policy qual-
ity reflects the correlation between AlphaZero’s policies and
the optimal policies, derived from the game-theoretic values
(see Methods). The policy quality improves over training for
all Networks (Figure 2A. So not only are the priors more con-
centrated, but they also align better with optimal policies, and
thus lead the search in more promising directions.

Figure 2: Policy quality and policy entropy. A) Policy qual-
ity of AlphaZero agents increases with training. B) Policy en-
tropy of AlphaZero agents decreases with training

The increase in playing strength is mediated by
planning metrics
Playing strength of AlphaZero agents increases with training
(Fig 1A; left), and we hypothesize that the effect of training
on playing strength is mediated by planning metrics. Media-
tion analysis shows that policy quality, value function quality
and planning depth all have a significant mediated effect on
Elo ratings (Figure 3). (We test the significance using boot-
strapping procedures.)

Policy quality matters the most
Mediation analysis on each planning metric shows that
learning-induced Elo changes are mediated by planning met-
rics. However we cannot reliably conclude the relative con-
tribution of each metric, since the metrics are correlated
with each other (value-policy:0.94, value-depth:0.80, depth-
policy:0.85). We first demonstrate the dominant contribution
of policy quality to performance through observational data
and then in the later sections use causal manipulations to dis-
sect the role of value function quality and planning depth.

Policy quality, planning depth and value function quality to-
gether explain 0.95 of the variance in Elo in a linear re-
gression, with weights: βpolicy = 0.92 (p < 10−20), whereas
βdepth = 0.09 (p< 10−5) and βvalue =−0.03 (p= 0.334). We
also test the dominance of policy quality by first regressing
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Figure 3: Mediation analysis: illustration and results. The
effect of training on Elo ratings is mediated via three planning
metrics: policy quality, value quality and planning depth.
ACME is the average causal mediation effect. Numbers next
to arrows represent the regression coefficients between vari-
ables. Asterisks denote statistical significance.

out all the other confounders (training iterations, value qual-
ity and depth) from Elo. Policy quality explains the residuals
significantly well (F = 29.11, p < 10−6). By contrast, nei-
ther a similar residual regression for value function quality
(F = 0.18, p= 0.668) nor one for depth (F = 2.69,p= 0.101)
is significant.

Causal manipulations reveal contributions from all
planning metrics
The planning depth and value function quality do not show
significant contribution to Elo once all the confounding fac-
tors are regressed out. But this fact by itself does not rule
out the possibility of their contribution. To arbitrate the role
of planning depth in playing strength, we causally manipu-
late planning depth for each iteration in the best Network,
while holding everything else about an agent constant. To
do this, we replicate an agent and then set its number of
MCTS searches (NMCTS) to four different levels. The result-
ing agents are then included in the tournament. For the same
iteration (dots connected by the same line in Figure 4A.), a
higher NMCT S induces a high planning depth, which corre-
lates positively with Elo in all iterations. As training pro-
gresses, the positive effect of planning depth on Elo dimin-
ishes, as seen from the decreasing of the slopes of the lines
in Figure 4A. We perform a linear regression (Elo ∼ depth)
for each iteration within the Network to obtain its “depth effi-
ciency” (Figure 4B). The depth efficiency decreases as train-
ing progresses. One possible explanation for why the benefit

of depth diminishes is that the good action priors of well-
trained models are sufficient to guide actions. Adding more
depth in the search might not advise major changes to the
preferences provided by the prior.

Figure 4: The effect of NMCTS manipulation on depth and
Elo. A) Elo vs planning depth for selected iterations and all
NMCTS manipulation of the chosen Network. Color indicates
training iteration, and marker style indicates the number of
MCTS searches. Agents with the same training iteration are
connected by a line. B) Depth efficiency vs Training iteration
for all agents. Depth efficiency is defined as the slope of each
line in A (as well as the lines for other iterations not shown
in A), which represents the efficiency of depth increase in in-
creasing Elo. Error bars reflects the 95% confidence intervals.

For the value and policy manipulation, we select eleven mod-
els from a Network that spans early, middle and late epochs
of training (this Network has the highest policy quality and is
different from the one in the NMCT S manipulation). We swap
either the value or the policy function of a model with the
value/policy function of low, middle or the best quality. These
swap targets come from the initial, a middle (iter 22) or the
final iteration of the model within the Network, respectively.
Models from one training epoch do not have swaps with mod-
els from the same training epoch (e.g. the policy/value func-
tions of models from early iterations (iter 1-20) will only be
replaced by those from the middle and final models).

The result shows that both value and policy contribute to per-
formance, as equipping early models with a well-trained pol-
icy or value function improves their Elo (Figure 5). The gain
is larger with the policy swap initially, but the value swap
catches up during the middle epoch (20-35 iters), suggesting
value and policy quality can complement each other in this
intermediate range, i.e. a good performance does not require
both value and policy to be really high, but only one to be
high and the other intermediate. Swapping the policy func-
tion of a well-trained model to a naive policy is unambigu-
ously more disruptive than swapping the value function, again
echoing the previous section in terms of the overall domi-
nance of policy. Swapping the components of the late models
to those of the middle ones produces qualitatively similar but
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Figure 5: Elo ratings as a result of the value or policy func-
tion manipulation. Black markers (solid line) are the orig-
inal agents across training. Colored diamond markers (half
solid line) are agents with policy functions swapped. Colored
cross markers (dotted lines) are agents with value functions
swapped. Color reflects the quality of the target of the swap:
low-blue, middle-green, best-red.

quantitatively less drastic reduction, compared to swapping
to early ones. Surprisingly, replacing the value functions of
the early models with those of the middle ones provides a
larger improvement than swapping the policy functions. This
phenomenon awaits further investigations.

Discussion
We analyzed what capacity changes underlie AlphaZero’s
learning in a game of intermediate complexity. We found
that although value function quality, planning depth and pol-
icy quality all improve during training, the improvement in
performance is driven the most by policy quality. The inter-
mediate complexity of 4-in-a-row allowed us to compute the
game-theoretical values of board positions and therefore the
value function quality and policy quality metrics, which are
difficult to obtain in complex games such as Go.

The distinction between value and policy is worth emphasiz-
ing. Value provides a context independent common scale for
measuring all possible states (immediate value), and can be
updated during the planning/reinforcement learning process
(action value). Policy provides a context dependent relative
scale for comparing available actions at one state. In MCTS
it biases the search and does not change during the search.
The machine learning community has noted the distinct and
crucial role of policy. Hessel et al. (2021) argued that ac-
tion values alone are not enough for representing the best
stochastic policy. Hamrick et al. (2020) studied the contri-
bution of planning in MuZero and showed that planning is
most useful in the learning process, while post-learning, shal-
low trees are often as performant. The AlphaGo Zero study
also showed strong play from a myopic policy network with-
out MCTS (Silver et al., 2017). These results are consistent

with our result of manipulating the NMCT S, all of which point
to the effect of a good policy in maintaining performance in
the absence of many searches. The appropriate complexity of
the task allows us to further quantify policy and value quality
and directly demonstrate the dominant role of policy among
the different components of AlphaZero.

The previous cognitive model on 4-in-a-row assumed an ob-
jective immediate value function based on counts of desirable
(e.g. self’s 3-in-a-row) and undesirable features (e.g. op-
ponent’s 3-in-a-row), and updated action values using best-
first search (see Method). It did not implement a policy.
On the other hand, in several human decision making stud-
ies, direct policy learning methods better explained subjects’
choices in complete feedback tasks, falsifying the assump-
tion of learning option-values on an objective scale (Klein,
Ullsperger, & Jocham, 2017; Li & Daw, 2011). Others, how-
ever, showed direct policy learning by itself was not suffi-
cient and favored a hybrid scenario where values were com-
puted, but in a context-dependent way (Palminteri, Khamassi,
Joffily, & Coricelli, 2015; Bavard, Lebreton, Khamassi, Cori-
celli, & Palminteri, 2018). Since these observations have
been made using simple reinforcement learning tasks where
the goal was to maximize stochastic reward, it would be in-
teresting to experimentally test whether policy and value can
be disentangled in more complex scenarios like 4-in-a-row,
especially given that the game is strategic and deterministic.

Our agents improve planning depth through a more concen-
trated policy induced by training. By contrast, in humans, a
depth increase in 4-in-a-row seemed to be due to an increase
in the number of searches (Van Opheusden, Galbiati, Bnaya,
Li, & Ma, 2017). What is the origin of this difference? It
would be possible that the depth increase in humans could at
least be partly explained by “smarter” searches, but such an
explanation was not within the degree of freedoms of the cog-
nitive model. In the cognitive model for the human (briefly
described in Method), after the current player selects the best
leaf node and simulates an opponent move, that move would
often block the current player’s feature, turning the best node
into the worst. Only after a thorough search through the al-
ternative actions, can the initial best node regain its status.
Only then can the search advance one level deeper. Addi-
tionally, although the human study did rule out MCTS as a
good model for explaining human behavior, the MCTS they
examined differed in crucial ways. The immediate value of a
board was obtained from a rollout instead of a value function
as in AlphaZero. Nor did they incorporate a policy in select-
ing which node to explore. In this light, perhaps aspects of
MCTS, such as using a policy to guide tree search, could pos-
sibly help explain human behavior, but were overshadowed
by aspects that were not realistic in previous model compar-
isons. In any case, it would be an interesting future direc-
tion in human planning research to arbitrate between “more
searches” and “smarter searches” as mechanisms for depth
increase.
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The diminishing contributions of the planning depth on Elo
as training progresses has not been reported in human 4-in-
a-row studies. One possibility is that the human subjects re-
cruited were not on the extreme end of expertise such that
deeper searches stop providing marginal utilities. Intrigu-
ingly, the early work on chess by de Groot (1965) was unable
to find gross differences in the number of moves considered,
search heuristics, and depth of search, between masters and
weaker players. But masters are good at coming up with the
“right” moves to search further. This finding allows us to
draw similarities between the masters and AlphaZero agents
at a later learning stage. It also provides some confidence
that AlphaZero could be valuable in showing a wider range
of possible behaviors than those shown in the recruited hu-
man subjects. More importantly, the chess result indicates
that something similar to the policy in AlphaZero might in-
deed play a crucial role in human decision making.

Method
AlphaZero
Our neural network architecture and MCTS are largely the
same as described in the AlphaGo Zero work (Silver et al.,
2017). We used 3 or 9 residual blocks in the DNN.

Training For each training iteration, we use the current best
agent to play 100 games against itself to generate the training
examples. During the first 15 steps of each self-play game,
the temperature is set to 1 to induce variability in the data. In
the AlphaZero paper, the temperature is later set to 0. Here
we include one Network whose temperature does not switch.
For some Networks, during self-play, Dirichlet noise with a
hyperparameter Dirα is added to the current root of the MCTS
tree to encourage exploration. We also include Networks
without Dirichlet noise, which deviates from AlphaZero. The
motivation for different hyperparameters is exploratory and
not systematic.

Each training example contains a tuple of (board positions
s, MCTS output π(a|s), game outcome r). The DNN value
output v is trained to match the game result r under a mean-
squared error loss and the policy output p is trained to match
the action probabilities π under a cross-entropy loss, with L2
weight regularization. The DNN parameters are optimized
by the Adam Optimizer, using the training examples from
the last 20 training iterations, in mini-batches of 64 exam-
ples. During each training iteration, the DNN is trained for
10 epochs. The updated network will play 30 games against
the current best. If the updated network can win more games
than it loses, it will be accepted and become the current best
network for data generation and network comparison. We
use this looser selection criterion compared to AlphaGo Zero
to encourage easier network update. Because if the updated
network is not accepted, we revert it back to the current best
network, forgoing the parameter update (different from Al-
phaGo Zero). But if the “continuous training” hyperparame-
ter is true, the updated network continues training in the next

iteration, similar to AlphaGo Zero.

Measuring playing strength
We hold a tournament in which each agent plays against every
other agent once as both colors. There are 789 agents in total,
including all accepted iterations from the thirteen Networks,
as well as the agents whose NMCTS have been modified, and
those whose value or quality functions have been swapped.
The temperature is fixed at 0.1. Playing strength is quantified
by Elo ratings, computed by the BayesElo program (Coulom,
2008). The Elo ratings are computed such that the difference
between the Elo ratings of two players maps monotonically
to the probability that one player will defeat the other.

Probe boards and game-theoretic values
The probe boards are all positions (5482 positions) which
occurred in human-vs-human experiments conducted by van
Opheusden et al. (2021). The game-theoretic values of these
boards are defined as game outcomes in which both sides
play perfectly. van Opheusden et al. (2021) approximated the
game-theoretic values by searching each board for 200,000 it-
erations using the cognitive model. The result for most boards
converges to a game-theoretic value, while the undetermined
ones are assigned a 0 value, indicating a draw. We used these
pre-computed game-theoretic values for our value quality cal-
culation.

The cognitive model The cognitive model is a best-first
search algorithm combined with a feature-based value func-
tion ((van Opheusden et al., 2021)). It contains other com-
ponents like feature dropping rate, which is not used for the
game-theoretic value calculation, and thus will not be de-
scribed in this section. The value function evaluates a board
by a weighted sum of feature counts, including desirable fea-
tures like 3-in-a-row one owns and undesirable features like
3-in-a-row the opponent owns. For each iteration of the best-
first search, the algorithm performs mini-max when travers-
ing down a search tree, expands the tree at the leaf node
by evaluating all the children nodes of the leaf, and updates
the traversed nodes with the best mini-max value among the
newly expanded children.

During the process of writing the paper, we became aware
of the work of Uiterwijk (2019), who developed a solver for
the 4-by-9 4-in-a-row game. It would be more accurate to
derive the exact game-theoretic values using the solver, but
the current method suffices for a good approximation when a
large number of boards are included.

Policy quality
After computing the game-theoretic values for each child
board of all probe boards (used in value quality and depth cal-
culation), we applied softmax to the values of those children
boards to get an “optimal” policy for each probe board. We
then concatenate these optimal policies of all probe boards,
and correlate the long vector with the concatenated policy
vector returned by a DNN.
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