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DEDICATION

A mighty fortress is our God,
A bulwark never failing:

Our helper He, amid the flood
Of mortal ills prevailing.

For still our ancient foe
Doth seek to work his woe;

His craft and power are great,
And armed with cruel hate,

On earth is not his equal.

Did we in our own strength confide,
Our striving would be losing;

Were not the right Man on our side,
The Man of God’s own choosing.

Dost ask who that may be?
Christ Jesus, it is he;

Lord Sabaoth is his name,
From age to age the same,

And He must win the battle.

And though this world, with devils filled,
Should threaten to undo us,

We will not fear, for God hath willed
His truth to triumph through us.

The Prince of Darkness grim,—
We tremble not for him;

His rage we can endure,
For lo! His doom is sure,—

One little word shall fell him.

That word above all earthly powers—
No thanks to them—abideth;

The Spirit and the gifts are ours
Through him who with us sideth.

Let goods and kindred go,
This mortal life also:

The body they may kill:
God’s truth abideth still,

His kingdom is for ever.

—Rev.Dr. Martin Luther
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EPIGRAPH

Behold, the fear of the LORD, that is wisdom;

and to depart from evil is understanding.

—Job 28:28, KJV
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ABSTRACT OF THE DISSERTATION

Perelman’s entropy on ancient solutions to the Ricci flow

by

Yongjia Zhang

Doctor of Philosophy in Mathematics

University of California San Diego, 2019

Professor Bennett Chow, Chair

Professor Lei Ni, Co-Chair

In this dissertation we will first give an exposition for some topics on Perelman’s

entropy and some results related to the analysis of the entropy, and then present the

content of two papers among the author’s publication list, [42] and [41].

Chapter 1 is an introduction to Perelman’s entropy and the author’s main re-

sults. The statement of these main results can be found in section 1.3.

Chapter 2 and chapter 3 are expository materials on Perelman’s entropy and

its related analytic tools; these results are included because of their importance to our

x



main theorems.

In chapter 4, we prove some estimates for the Nash entropy on ancient solutions

and thereby prove a gap theorem for the asymptotic entropy.

In chapter 5, we prove an assertion made by Perelman [33], saying that for an

ancient solution to the Ricci flow with bounded and nonnegative curvature operator,

bounded entropy is equivalent to κ-noncollapsing on all scales. This proof is based on

accurate gaussian upper and lower estimates for the conjugate heat kernel.
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Introduction and preliminaries
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Chapter 1

Introduction and the main results

1.1 The Ricci flow

The Ricci flow was first invented by Richard Hamilton in 1982. In his seminal

paper [15], Hamilton considered an n-manifold Mn with a one-parameter family of

metrics {g(t)}t∈[0,T ), evolving by the equation

∂

∂t
g = −2Ric.

This evolving equation is called the Ricci flow equation, and a manifold with such an

evolving metric is called a Ricci flow.

The Ricci flow equation is a nonlinear parabolic geometric evolution equation.

On the one hand, because the equation is parabolic, if one starts the Ricci flow from a

closed manifold with certain good curvature condition, then one may reasonably hope

2



that the Ricci flow would improve the curvature condition and evolve the metric to

a standard one. It would then follow that the original manifold is diffeomorphic to

a standard manifold. Indeed, there are many results in this fashion. For instance,

Hamilton [15] first proved that every closed three-dimensional manifold with positive

Ricci curvature is diffeomorphic to a round space form. Then Hamilton [16] also

proved that every four-dimensional closed manifold with positive curvature operator is

diffeomorphic to a round space form—a result eventually extended to every dimension

by Böhm and Wilking [4]. Brendle and Schoen [6] proved that a closed manifold with

strict pointwise quarterly pinched sectional curvature is diffeomorphic to a round space

form.

On the other hand, the Ricci flow is highly nonlinear. It is therefore reasonable

to think that in general cases the Ricci flow does not exist for all time and does develop

singularities, for instance the neckpinch [1]. If a singularity happens at finite time, then

it is called a finite-time singularity. Please refer to section 3.1 in chapter 3 for more

details about finite-time singularities.

In [21] Hamilton proved that a specific type of Ricci flows on three-dimensional

closed manifolds—called nonsingular solutions by Hamilton—always evolve the met-

ric on the manifold to the extent that it becomes a standard space as described in

Thurston’s geometrization conjecture, or multiple pieces connected with tori. Such

phenomenon fits very well in Hamilton’s project of proving the geometrization conjec-

ture with the Ricci flow [20].
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1.2 Perelman’s entropy

One of the main obstacles in Hamilton’s program is the possibility of collapsing,

that is, along the Ricci flow, normalized such that the curvature is uniformly bounded,

the injectivity radius might converge to zero. If collapsing ever happens, one cannot use

Hamilton’s dilation method [20] to analyze the singularity. This obstacle was removed

by Perelman [33] using either one of his two monotonicity formulae, the entropy and the

reduced volume. Furthermore, Perelman [34] also built up the rigorous surgery process

and completed the proof of Thurston’s geometrization conjecture. In this section we

will give a brief introduction to Perelman’s entropy, since it is the main subject of our

study. A nice monograph on Perelman’s entropy is [40].

Let M be an n-dimensional smooth manifold. In [33], Perelman defined his

W-functional to be an operator on a tuple (g, f, τ), where g is a Riemannian metric,

f is a smooth function, and τ is a positive scale

W(g, f, τ) =

∫
M

(
τ(|∇f |2 +R) + f − n

)
(4πτ)−

n
2 e−fdg. (1.1)

He also defined the µ functional

µ(g, τ) = inf

{
W(g, f, τ) :

∫
M

(4πτ)−
n
2 e−fdg = 1

}

4



and the ν functional

ν(g) = inf{µ(g, τ) : τ > 0}.

Indeed, µ(g, τ) and ν are logarithmic Sobolev constants for the Riemannian manifold

(M, g).

Let (Mn, g(t))t∈[0,T ] be a complete Ricci flow with bounded curvature. Let

u : M × [0, T ]→ R be a positive solution to the conjugate heat equation coupled with

the Ricci flow, that is

∂

∂t
g = −2Ric, (1.2)

− ∂

∂t
u = ∆u−Ru. (1.3)

It will become clear in chapter 2 why (1.3) is called the conjugate heat equation. If we

write u as

u(x, t) = (4πτ)−
n
2 e−f(x,t),

where τ = T − t, then the quantity W(g(t), f(t), τ(t)) is monotonically increasing in

time t.

5



Theorem 1.1 (Perelman, 2002).

d

dt
W(g, f, τ) =

∫
M

2τ
∣∣∣Ric+∇2f − 1

2τ
g
∣∣∣2(4πτ)−

n
2 e−fdgt ≥ 0. (1.4)

Consequently, we have

d

dt
µ(g(t), τ) ≥ 0.

Remark: Indeed Perelman proved the above theorem for closed manifolds, but

from his proof it is easy to observe that (1.4) is true so long as the integration by parts

holds. In particular, Theorem 1.1 is true for a conjugate heat kernel; see chapter 2 for

more details.

Perelman [33] has discovered another monotonicity formula called the reduced

volume. This is also a very important formula and is frequently implemented in the

proof of our main theorems. We will postpone its exposition until chapter 3.

1.3 Perelman’s entropy on ancient solutions

In this section we introduce the main results of the author—the gap theorem for

Perelman’s entropy on ancient solutions to the Ricci flow, and the equivalence between

bounded entropy and noncollapsing. These results are all proved for ancient solutions

to the Ricci flow. We assume that all the ancient solutions in our discussion have

bounded curvature.
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Definition 1.2 (Ancient solution). A complete Ricci flow (M, g(t)) is called an ancient

solution if its existence interval extends to −∞. For the sake of convenience, we can

always shift time and assume g(t) exists for t ∈ (−∞, 0].

Consider a complete ancient solution (M, g(t))t∈(−∞,0]. Let

H(y, s|x, t) = (4π(t− s))−
n
2 ef(y,s)(x,t) (1.5)

be the fundamental solution to the conjugate heat equation (1.3), where s < t ≤ 0.

We define the pointed entropy to be

W(x,t)(s) =W
(
g(s), f(·,s)(x, t), t− s

)
, (1.6)

where (x, t) is called the base point. The asymptotic entropy is defined by

W̄ (x, t) = lim
s→∞

W(x,t)(s). (1.7)

It is easy to see that the asymptotic entropy is a function of the base point (x, t).

Since W(x,t)(s) is monotonically increasing in s, the limit in (1.6) always makes sense.

Furthermore, W̄ (x, t) is always less than or equal to 0; see Lemma 2.12 and Lemma

2.13(1).
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1.3.1 The gap theorem

Forasmuch as the ancient solution is more likely to be unmasked when the time

approaches negative infinity, the asymptotic entropy, being determined by the proper-

ties of the ancient solution at time negative infinity, is believed to reveal some mysteries

of the ancient solution. By Lemma 2.13(6), if the asymptotic entropy is 0, then Perel-

man’s monotonicity formula immediately implies that the ancient solution is a gaussian

shrinker (static Euclidean space). We prove a more rigid result for noncollapsed ancient

solutions, showing that there must be a fixed gap between 0 and every W̄ (x, t) for a

nontrivial noncollapsed ancient solution. The following is the main theorem of [42].

Theorem 1.3 (Zhang, 2018). There exists ε > 0 depending only on the dimension n

such that the following holds. Let (Mn, g(t))t∈(−∞,0] be a complete ancient noncollapsed

solution to the Ricci flow such that sup
M×(−∞,0]

|Rm| < ∞. If there exists (x, t) ∈ M ×

(−∞, 0] such that

W̄ (x, t) ≥ −ε.

Then (M, g(t)) is a gaussian shrinker.

Indeed, Yokota [37] proved a similar theorem for the reduced volume, it is

interesting to compare his theorem to Theorem 1.3.

Theorem 1.4 (Yokota, 2009). There exists ε > 0 depending only on the dimension n

such that the following holds. Let (Mn, g(τ))τ∈[0,∞) be a complete ancient solution to
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the Ricci flow with a uniform lower bound for the Ricci tensor, where τ is the backward

time. If there exists (x, τ) ∈M × [0,∞) such that

V̄(x, τ) ≥ 1− ε

Then (M, g(τ)) is a Gaussian shrinker. Here V̄(x, τ) is the asymptotic reduced volume

defined in (3.32).

1.3.2 The equivalence between bounded entropy and noncol-

lapsing

In Perelman [33], he made the following comment

...require that gij(t) to be κ-noncollapsed on all scales... It is not hard
to show that this requirement is equivalent to a uniform bound on the
entropy S, defined as in 5.1 using an arbitrary fundamental solution to
the conjugate heat equation.

Here he was referring to the pointed entropy defined in (1.6). And the definition of

noncollapsing is as follows.

Definition 1.5 (Strong noncollapsing). A Ricci flow (M, g(t))t∈[0,T ] is called strongly

κ-noncollapsed on scale ρ, where κ > 0 and ρ > 0, if for any r ∈ (0, ρ] and (x, t) ∈

M × [0, T ], R ≤ r−2 on Bg(t)(x, r) implies Volg(t)(Bg(t)(x, r)) ≥ κrn.

Definition 1.6 (Weak noncollapsing). A Ricci flow (M, g(t))t∈[0,T ] is called weakly κ-

noncollapsed on scale ρ, where κ > 0 and ρ > 0, if for any r ∈ (0, ρ] and (x, t) ∈

M × [r2, T ], |Rm| ≤ r−2 on Bg(t)(x, r)× [t− r2, t] implies Volg(t)(Bg(t)(x, r)) ≥ κrn.

9



In Perelman’s statement, the noncollapsing condition is either strong or weak on

all scales. Indeed they are equivalent in the case of ancient solutions with nonnegative

and bounded curvature operator.

Though he claimed this equivalence to be obvious, we are not aware of a com-

plete proof, until the author proved it in [41]. We present the main theorem below.

Theorem 1.7 (Zhang, 2018). There exists two positive functions κ0 = κ0(W,n) and

W0 = W0(κ, n), such that the following holds. Let (Mn, g(t))t∈(−∞,0] be an ancient

solution to the Ricci flow such that on each time-slice the curvature operator is bounded

and nonnegative. Then

(1) If (Mn, g(t))t∈(−∞,0] is κ-noncollapsed on all scales, where κ > 0, then W̄ (x, t) ≥

−W0(κ, n) for each (x, t) ∈M × (−∞, 0].

(2) If there exists W > 0, such that W̄ (x, t) > −W for each (x, t) ∈ M × (−∞, 0],

then (Mn, g(t))t∈(−∞,0] is κ-noncollapsed on all scales, where κ = κ0(W,n).

Here W̄ (x, t) is the asymptotic entropy defined in (1.6).

Remark: Because of the Lemma 2.12 and Lemma 2.13(4), we have that

W̄ (x, t) ≥ −W, for all (x, t) ∈M × (−∞, 0]

is indeed equivalent to

|W(x,t)(s)| ≤ W, for all x ∈M and s < t ≤ 0.

10



We also obtain an equality between the asymptotic entropy and the asymptotic

reduced volume, which is the same conclusion as in Xu [36] with his Type I condition

replaced by the nonnegative curvature operator assumption.

Corollary 1.8. Let (Mn, g(t))t∈(−∞,0] be an ancient solution to the Ricci flow such that

on each time-slice the curvature operator is bounded and nonnegative. Furthermore,

assume that infx∈M Volg(0)(Bg(0)(x, 1)) > 0. Then we have

W̄ (x, t) = log V̄(x, τ), (1.8)

for all (x, t) ∈M × (−∞, 0] and τ = −t. We allow both sides of (1.8) to be −∞ and in

this case (M, g(t))t∈(−∞,0] is collapsed. Here V̄(x, τ) is the asymptotic reduced volume

defined in (3.32).

As shown by Carrillo and Ni [8] and Yokota [38], on a shrinking gradient Ricci

soliton (see section 3.1 for an exposition), the asymptotic reduced volume and the

entropy coincide. It turns out that the known cases where (1.8) holds are the cases

where the asymptotic shrinker (see Theorem 3.14) exists (that is, type I case and

nonnegative curvature operator case, and indeed more generally, PIC2 case [5]). The

reason, as one may perceive, is because in such cases both the entropy and the reduced

volume will limit to corresponding quantities on the asymptotic shrinker, where they

coincide in the way of (1.8).

Finally, we prove a nice gaussian upper and lower bound for the conjugate

heat kernel on κ-noncollapsed ancient solutions with bounded nonnegative curvature

11



operator.

Corollary 1.9. There exists c > 0 and C <∞ depending only on κ and the dimension

n such that the following holds. Let (M, g(t))t∈(−∞,0] be a κ-noncollapsed ancient so-

lution to the Ricci flow such that on each time-slice the curvature operator is bounded

and nonnegative. Let H(z, s|x, t) be the conjugate heat kernel. Then H satisfies

c

(t− s)n2
exp

(
− C

t− s
distg(s)(z, p(s))

2

)
(1.9)

≤ H(z, s|x, t) ≤

C

(t− s)n2
exp

(
− c

t− s
distg(s)(z, p(s))

2

)
,

for all s ∈ (−∞, t), where p(s) is chosen such that l(x,−t)(p(s), t− s) ≤ n
2
. Here l is the

reduced distance defined in (3.18).

The above Gaussian bounds (1.9) are somewhat surprising. They imply that the

conjugate heat kernel always looks like a Gaussian kernel. But its “center”, instead

of being fixed at the base point, is moving along with the “center” of the reduced

distance. One may imagine a conjugate heat kernel on a Bryant soliton based at

the origin, as s evolves to negative infinity, p(s) will, of necessity, be drifted away

to infinity, since along those p(s)’s one eventually gets a cylinder, which is the only

possible asymptotic shrinker for the Bryant soliton. We hope this phenomenon will

provide a better understanding of the relationship between two fundamental tools in

the Ricci flow, the entropy and the reduced geometry.
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Chapter 2

Preliminaries in analysis

Perelman’s pointed entropy, as defined in (1.6), is a formula based on the conju-

gate heat equation and its fundamental solution. Therefore in the study of Perelman’s

entropy, the analysis of the heat equation on the Ricci flow is not merely inevitable,

but also fundamental. In order to have the readers familiarized with these methods

and prepared for the proofs of our main theorems, we compose this chapter as an ex-

position to these analytic preliminaries. The theorems introduced in this chapter are

from Qi S Zhang [39], Chau-Tam-Yu [9], and Hein-Naber [23]. The readers are strongly

encouraged to read these papers.
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2.1 Heat equation on evolving manifold

2.1.1 Parabolic mean value inequality

The classical mean value inequality for the heat equation was proved by using

the property of fundamental solutions. In modern analysis, there are many other

stronger techniques, proving mean value inequality for more general cases, especially

on manifolds. For instances, Li and Yau [25] established there famous differential

Harnack inequality, which can be used to prove a mean value inequality for heat the

equation on static Riemannian manifolds. In [24], one can also find a parabolic mean

value inequality on static manifolds proved by using a local Sobolev inequality and the

Moser iteration. In this section we introduce a parabolic mean value inequality on a

manifold with evolving Riemannian metric. This result is proved by Chau, Tam, and

Yu [9].

Consider a smooth one-parameter family of complete Remannian metrics {g(t) :

t ∈ [0, T ]} on a n-dimensional manifold Mn, such that

∂

∂t
gij(t) = 2hij(t) (2.1)

on M×[0, T ], where hij(t) is a evolving 2-tensor on M . Consider the following heat-type

equation

∂

∂t
u−∆u+Qu = 0, (2.2)

14



where ∆ is the Laplacian operator with respect to the metric g(t) at each time t, and

Q is a function on M × [0, T ]. We impose the following conditions.

(A) |h|g(t) and |∇h|g(t) are uniformly bounded on M × [0, T ].

(B) The sectional curvatures of g(t) are uniformly bounded on M × [0, T ].

(C) |Q|g(t), |∇Q|g(t), and |∆Q|g(t) are uniformly bounded on M × [0, T ].

Then we have the following mean value inequality for equation (2.2) (Lemma 3.1 in

[9]; see also [39]).

Theorem 2.1. Let u be a positive subsolution of (2.2) on Ω × [0, T ], where Ω is a

domain in M . Moreover, assume g̃ is a metric on M satisfying

1

C0

g̃ ≤ g(0) ≤ C0g̃ on M and Ric(g̃) ≥ −K on Ω,

where C0 > 0 and K ≥ 0. Let Q̃r(x, t) := Bg̃(x, r) × [t − r2, t]. Then for any (x, t) ∈

Ω× (0, T ] such that Q̃2r(x, t) ⊂⊂ Ω× [0, T ], it holds that

sup
Q̃r(x,t)

u ≤ C exp(At+B
√
kr)

r2 Vol(Bg̃(x, r))

∫
Q̃2r(x,t)

udg̃ds, (2.3)

where A depends on the upper bounds of |Q| and | trg(t) h(t)|g(t) on Ω× [0, T ], B depends

only on n, and C depends on C0, n, T , and the upper bound of |h(t)|g(t) on Ω× [0, T ].

The proof of Theorem 2.1, as in the static metric case mentioned before, is by

using a local Sobolev inequality and iteration technique. Since this proof is lengthy
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and almost standard, we omit it here.

2.1.2 A coarse gaussian bound for heat kernels.

As a consequence of the parabolic mean value inequality in Theorem 2.1 and a

Li-Yau type differential Harnack inequality, Chau, Tam, and Yu [9] also proved gaus-

sian upper and lower bounds for the fundamental solutions of equation (2.2). These

estimates, of course, are too coarse for out purpose. However, as mentioned in the

remark below Theorem 1.1, one need integration by parts at infinity to justify Perel-

man’s monotonicity formula for the entropy. These gaussian upper and lower bounds

provide such justification. In this subsection we will summarize these results without

giving any proof; one may refer to [9] or [13] for details.

Lemma 2.2 (A rough upper bound). Let g̃, C0, A, B, and C be as in Theorem 2.1,

where we let Ω = M . There exists D, depending on C0, A, B, and C, such that the

following holds. Let H(y, s|x, t) be the fundamental solution to (2.2) on M × [0, T ].

Then we have

H(y, s|x, t) ≤ min

 D

Volg̃

(
Bg̃

(
x,
√

t−s
2

)) , D

Volg̃

(
Bg̃

(
y,
√

t−s
2

))
 ,

for all x, y ∈M and for all 0 ≤ s < t ≤ T

Theorem 2.3 (Upper gaussian bound). Let g(t) be an evolving metric on Mn× [0, T ]

as defined in (2.1). There exists a constant C depending only on n, T , the lower bound

16



for Ric(g(0)), and the upper bound for |h|g(t) on M × [0, T ], such that the following

holds. Let H(y, s|x, t) be the fundamental solution to (2.2) on M × [0, T ]. Then

H(y, s|x, t) ≤ C√
Volg̃

(
Bg̃

(
x,
√

t−s
2

))
·
√

Volg̃

(
Bg̃

(
y,
√

t−s
2

)) exp

(
−
Cdist2g̃(x, y)

t− s

)

for all x, y ∈M and for all 0 ≤ s < t ≤ T . Here g̃ is defined as in Theorem 2.1. More

specifically, we have

H(y, s|x, t) ≤ C

Volg̃

(
Bg̃

(
x,
√

t−s
2

)) exp

(
−
Cdist2g̃(x, y)

t− s

)
(2.4)

and

H(y, s|x, t) ≤ C

Volg̃

(
Bg̃

(
y,
√

t−s
2

)) exp

(
−
Cdist2g̃(x, y)

t− s

)
. (2.5)

Theorem 2.4 (Lower gaussian bound). Let g(t) be and evolving metric on Mn× [0, T ]

as defined in (2.1). There exists positive constants C1 and C2, where C1 depends on n,

T , and the upper bounds of |Ric(g(0))|, |h|g(t), |∇h|g(t), and |∆h|g(t), and C2 depends

on n, T , and the upper bound of |h|g(t), such that the following holds. Let H(y, s|x, t)

be the fundamental solution to (2.2) on M × [0, T ]. Then

H(y, s|x, t) ≥ C1√
Volg̃

(
Bg̃

(
x,
√

t−s
2

))
·
√

Volg̃

(
Bg̃

(
y,
√

t−s
2

)) exp

(
−
C2dist

2
g̃(x, y)

t− s

)
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for all x, y ∈M and for all 0 ≤ s < t ≤ T . Here g̃ is defined as in Theorem 2.1. More

specifically, we have

H(y, s|x, t) ≥ C1

Volg̃

(
Bg̃

(
x,
√

t−s
2

)) exp

(
−
C2dist

2
g̃(x, y)

t− s

)
(2.6)

and

H(y, s|x, t) ≥ C1

Volg̃

(
Bg̃

(
y,
√

t−s
2

)) exp

(
−
C2dist

2
g̃(x, y)

t− s

)
. (2.7)

2.2 Heat equation on the Ricci flow

Now we focus on the heat equation coupled with the Ricci flow on M × [0, T ]


∂
∂t
g = −2Ric,

∂
∂t
u = ∆u,

(2.8)

where ∆ is the Laplacian operator with respect to g(t) at each time t. The heat

operator

2 :=
∂

∂t
−∆
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has the following conjugate operator

2∗ := − ∂

∂t
−∆ +R.

To see this, let u and v be two smooth functions on M× [0, T ] such that at each

time both u and v are compactly supported. Then we can compute

∫
M

uvdgt

∣∣∣t=T
t=0

=

∫ T

0

d

dt

(∫
M

uvdgt

)
dt (2.9)

=

∫ T

0

(∫
M

(∂u
∂t
v + u

∂v

∂t

)
dgt +

∫
M

uv
∂

∂t
(dgt)

)
dt

=

∫ T

0

(∫
M

(∂u
∂t
v + u

∂v

∂t
− v∆u+ u∆v

)
dgt −

∫
M

uvRdgt

)
dt

=

∫ T

0

∫
M

(
v2u− u2∗v

)
dgtdt,

where we have used the fact

∂

∂t
(dgt) =

1

2

(
trg(t)

(∂g
∂t

))
dgt = −Rdgt.

Now we consider the fundamental solution H(y, s|x, t) to (2.8). We will see

below that this is also the fundamental solution to the conjugate heat equation, if one

fixes (x, t) and let (y, s) be the variable; this argument can be found in [23]. By the

definition of the fundamental solution, we obviously have

lim
t→s+

H(y, s|x, t) = δy(x), (2.10)

19



where δy(x) is the Dirac delta functional based at y.

Lemma 2.5. Let (Mn, g(t))t∈[0,T ] be a complete Ricci flow with bounded curvature.

(1) H(y, s|x, t) is also the fundamental solution to the conjugate heat operator 2∗ :=

−∂s −∆g(s) +R.

(2)

∫
M

H(·, s|x, t)dgs ≡ 1 for all s ∈ [0, t).

Proof. (1) Fix arbitrary (x, t) and (y, s) ∈ M × [0, T ] such that s < t. Let H∗ be the

fundamental solution of the conjugate operator. Define

u = H(y, s|·, ·),

v = H∗(·, ·|x, t).

Then we have

2u = 0, 2∗v = 0,

and

lim
η→s+

u(z, η) = δy(z) and lim
η→t−

v(z, η) = δx(z). (2.11)

Since by Theorem 2.3 and Theorem 2.4 we have that both u and v have gaussian

upper and lower bounds. Taking in to account the gradient estimates in Theorem
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2.9 (note that one does not need this current lemma to apply Theorem 2.9), we

have that the integration by parts in the computation of (2.9) is justified. We have

∫
M

uvdgη

∣∣∣η=t2

η=t1
= 0,

for all s < t1 < t2 < t. Taking t1 → s+, t2 → t−, and by (2.11), we have

H(y, s|x, t) = H∗(y, s|x, t).

(2) Let v(y, s) := H(x, t|y, s) be a conjugate heat kernel. As argued in (1), we can do

the following computation

d

ds

∫
M

vdgs =

∫
M

∂v

∂s
dgs +

∫
M

v
∂

∂s
(dgs)

=

∫
M

(
−∆v +Rv

)
dgs −

∫
M

Rvdgs

≡ 0.

Hence we have

∫
M

vdgs ≡ lim
s→t−

∫
M

vdgs = 1.
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2.3 Gradient estimates

In this section we introduce some gradient estimates for the heat equation and

the conjugate heat equation coupled with Ricci flow. They are important in the proof

of the main theorems, especially the Bochner’s formula in the following subsection.

2.3.1 A Bochner’s formula for the heat equation

We begin with a nice Bochner formula found by Qi S Zhang [39]. Such type of

formula was first discovered by Hamilton [18]. Qi S Zhang’s adaption shows how the

heat equation fits in the Ricci flow.

Theorem 2.6 (Qi S Zhang, 2006). Let (Mn, g(t))t∈[0,T ] be a complete Ricci flow, let

u : M × [0, T ]→ R+ be a positive solution to (2.8). Then

(1) For any A > 0, it holds that

(
∂

∂t
−∆

)(
u log

A

u

)
=
|∇u|2

u
. (2.12)

(2)

(
∂

∂t
−∆

)
|∇u|2

u
= −2

u

∣∣∣∣∇2u− ∇u⊗∇u
u

∣∣∣∣2 (2.13)

Proof. In the proof we will use 2 := ∂t −∆ to denote the heat operator.
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(1)

2

(
u log

A

u

)
= (2u) log

A

u
+ u2 log

A

u
− 2

〈
∇u,∇ log

A

u

〉
= u

(
−1

u
2u− 1

u2
|∇u|2

)
+ 2
|∇u|2

u

=
|∇u|2

u
.

(2)

2
|∇u|2

u
=

1

u
2|∇u|2 + |∇u|221

u
− 2

〈
∇|∇u|2,∇1

u

〉
=

1

u
(2Ric(∇u,∇u) + 2〈∇u,∇∂tu〉)−

1

u
∆|∇u|2

+|∇u|2
(
− 1

u2
2u− 2

u3
|∇u|2

)
+

4

u2
〈∇2u,∇u⊗∇u〉

=
1

u

(
2Ric(∇u,∇u) + 2〈∇u,∇∆u〉 −∆|∇u|2

)
− 2

u3
|∇u|4 +

4

u2
〈∇2u,∇u⊗∇u〉.

Using the classical Bochner’s formula

∆|∇u|2 = 2|∇2u|2 + 2Ric(∇u,∇u) + 2〈∇u,∇∆u〉

we have

2
|∇u|2

u
= −2

u
|∇2u|2 − 2

u3
|∇u|4 +

4

u2
〈∇2u,∇u⊗∇u〉

= −2

u

∣∣∣∣∇2u− ∇u⊗∇u
u

∣∣∣∣2 .
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We then have a immediate consequence of Theorem 2.6.

Corollary 2.7. Let (M, g(t))t∈[0,T ] be a Ricci flow on a closed manifold. Let u : M ×

[0, T ] → R+ be a positive solution to (2.8) such that 0 < u ≤ A everywhere, where

A > 0 is a constant. Then we have

|∇u|2

u
≤ 1

t
u log

A

u

on M × (0, T ].

Proof. By Theorem 2.6 we have

2

(
t
|∇u|2

u
− u log

A

u

)
= −2t

u

∣∣∣∣∇2u− ∇u⊗∇u
u

∣∣∣∣2 ≤ 0.

The corollary then follows from the parabolic maximum principle. Note that

t
|∇u|2

u
− u log

A

u
≤ 0, when t = 0.

2.3.2 Gradient estimates on noncompact Ricci flow

The maximum principle, unfortunately, is in general not true for arbitrary sub-

solution on noncompact manifolds. As we would like to apply Corollary 2.7 to non-
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compact Ricci flows, the following justification is needed.

Theorem 2.8. Let (M, g(t))t∈[0,T ] be a complete Ricci flow with bounded curvature. Let

u : Mn × [0, T ] → R+ be a positive solution to (2.8) such that 0 < u ≤ A everywhere

on M × [0, T ]. Then we have

|∇u|2

u
≤ 1

t
u log

A

u
. (2.14)

Proof. Let C0 be the bound of the Ricci curvature, that is, |Ric| ≤ C0 on M × [0, T ].

Applying Theorem 2.2 of [2], we have

|∇u|
u

(x, t) ≤ B

(
1

2ρ
+

1√
t

+
√
C0

)(
1 + log

A

u

)
, for all x ∈ Bg(t)(O, ρ) and t 6= 0,

where B is a constant depending only on the dimension of M and O is a fixed point

on M .

Taking ρ→∞, we have

t
|∇u|2

u
≤ B2(1 +

√
C0t)

2(u
1
2 + u

1
2 log

A

u
)2 ≤ C, on M × [0, T ],

where C is a constant depending on B, C0, T and A, and in the last inequality, we

have also used the fact that the function −x 1
2 log x is bounded from above and below

on the interval (0, A]. Therefore, the subsolution to the heat equation (see the proof
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of Corollary 2.7)

t
|∇u|2

u
− u log

A

u

is bounded on M × [0, T ] and is nonpositive at time t = 0. Hence we may apply

the parabolic weak maximum principle (c.f. Theorem 12.10 of [12]) to obtain the

conclusion.

Now we prove growth estimates for the heat kernel and the conjugate heat

kernel. These estimates are far from optimal, but they suffice to justify the integration

by parts at infinity in the computations involving entropies defined by the conjugate

heat kernel.

Theorem 2.9. Let M × [0, T ] be a complete Ricci flow with bounded curvature and

bounded first covariant derivatives for the curvature. Let H be the fundamental solution

to (2.8). Then we have

(1)

∣∣∇x logH(y, s|x, t)
∣∣2
g(t)
≤ C1 + C1distg(t)(x, y)2,

where C1 < ∞ depends on the upper bound of |Rm|, Volg(0)(Bg(0)(y,
√
t− s))−1,

(t− s)−1, n, T .
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(2)

∣∣∇y logH(y, s|x, t)
∣∣2
g(s)
≤ C2 + C2distg(s)(x, y)4,

where C2 < ∞ depends on the upper bound of |Rm|, the upper bound of |∇Rm|,

(t− s)−1, Volg(0)(Bg(0)(x,
√
t− s))−1, n, T .

Proof. (1) follows from combining Lemma 2.2, Theorem 2.3, Theorem 2.4, and applying

Theorem 2.8 on M × [ s+t
2
, t].

For (2) we recall Theorem 10 of [14], where they have shown the following:

suppose that on Ω(2J) =
⋃
τ∈[0,t̄] Bg(τ)(q, 2J) we have the bounds

|Ric| ≤ K1 and |∇R| ≤ K2.

Let u be a positive solution to the conjugate heat equation with u ≤ A on Ω(2J), then

it holds that

|∇u|2

u2
≤

(
1 + log

A

u

)2
(

1

t̄− t
+ C1K1 +

√
K2

+K2 +
C1

√
K2J coth(

√
K2J) + C2

A2

)

on Ω(J) and for t ∈ [0, t̄), where C1 and C2 are constants. Now taking J → +∞ and

argue as in (1), we obtain (2) also.

Remark One may continue using Shi’s method [35] to obtain higher derivative
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growth estimates. It turns out that all derivatives have at most polynomial growth.

Since the heat kernel has rapid decay like e−r
2
, and the volume growth is at most er

due to the Bishop-Gromov comparison theorem, we can then justify all the integration

by parts at infinity that appear in this dissertation.

2.4 Hein and Naber’s logarithmic Sobolev inequal-

ity

In this section we introduce the logarithmic Sobolev inequality of Hein and N-

aber, and their gaussian concentration theorem. These results are much more accurate

estimates than the theorems in the last subsection, and are of fundamental importance

in the proofs of our main theorems. We will present the proofs of all the results in this

section, since they are concise, beautiful, and important. These proofs, of course, are

due to Hein and Naber [23].

2.4.1 The logarithmic Sobolev inequality and the Poincaré in

equality

Consider a complete Ricci flow (Mn, g(t))t∈[0,T ] with bounded curvature. Let

H(y, s|x, t) be the conjugate heat kernel. For each 0 ≤ s < t ≤ T and for each x ∈M ,
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we define the following measure

νs(x,t)(A) :=

∫
A

H(·, s|x, t)dgs, A ⊂M. (2.15)

We readily see from Lemma 2.5(2) that νs(x,t) is a probability measure. Hein and Naber

proved the following Poincaré-type inequality and logarithmic Sobolev inequality with

respect to the measure νs(x,t).

Theorem 2.10 (Hein and Naber, 2014). Let (Mn, g(t))t∈[0,T ] be a complete Ricci flow

with bounded curvature. Let νs(x,t) be the measure defined in (2.15), where 0 ≤ s < t ≤ T

and x ∈M . Then the following hold.

(1) If u ∈ C∞0 (M), then

∫
M

u2dνs(x,t) −
(∫

M

udνs(x,t)

)2

≤ 2(t− s)
∫
M

|∇u|2dνs(x,t).

(2) If u ∈ C∞0 (M) and u ≥ 0, then

∫
M

u log udνs(x,t) −
(∫

M

udνs(x,t)

)
log

(∫
M

udνs(x,t)

)
≤ (t− s)

∫
M

|∇u|2

u
dνs(x,t).

Let us now discuss the proof of Theorem 2.10. First, we observe the following

Bochner’s formula for the heat equation coupled with Ricci flow; this is a easier version
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of Theorem 2.6. Let u be a solution to (2.8), then

2|∇u|2 =

〈
∇∂u
∂t
,∇u

〉
+ 2Ric(∇u,∇u)−∆|∇u|2 = −2|∇2u|2. (2.16)

We define the following “homotopy of functions”. Let u : M → R be a smooth and

compactly supported function,

Pstu :=

∫
M

H(·, s|x, t)udgs.

The following Lemma is due to straightforward computation.

Lemma. (1) Let U : M × [0, T ]→ R be a smooth function. Then

d

ds
PstU(·, s) = Pst

(
(2sU)(·, s)

)
,

for all 0 ≤ s < t ≤ T , where 2s := ∂s −∆g(s).

(2) Let u ∈ C∞0 (M) and denote ut(x) = Pstu(x) such that 2tut = 0. Fix φ, ψ : R→ R.

Then we have

U(x, t) := φ(ut(x)) ⇒ 2tU = −φ′′(ut)|∇ut|2g(t),

U(x, t) := ψ(ut(x))|∇ut|2g(t) ⇒

2tU = −2ψ(ut)|∇ut|2g(t) − 4ψ′(ut)〈∇2ut,∇ut ⊗∇ut〉

−ψ′′(ut)|∇ut ⊗∇ut|2g(t).
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From the above lemma, we then have

∫
M

φ(u)dνs(x,t) − φ
(∫

M

udνs(x,t)

)
= −

∫ t

s

d

dη
Pηt(φ(Psηu))dη (2.17)

=

∫ t

s

Pηt
(
φ′′(Psηu)|∇Psηu|2g(η)

)
dη.

Now we take φ(x) = x2 and φ(x) = x log x and estimate the term

∫ t

s

Pηt
(
φ′′(Psηu)|∇Psηu|2g(η)

)
dη

in (2.17). In the case φ(x) = x2, we may compute (2.16) and item (1) of the above

lemma

2

∫ t

s

Pηt
(
|∇Psηu|2g(η)

)
dη = 2

∫ t

s

(
−
∫ t

η

d

dτ
Pτt|∇Psτu|2g(τ)dτ + |∇Pstu|2g(t)

)
dη

= −2

∫ t

s

∫ t

η

Pτt2τ |∇Psτu|2g(τ)dτdη + 2(t− s)|∇Pstu|2g(t)

= 4

∫ t

s

∫ t

η

Pτt2|∇2Psηu|2g(τ)dτdη + 2(t− s)|∇Pstu|2g(t)

= 4

∫ t

s

(η − s)Pηt|∇2Psηu|2g(η)dη + 2(t− s)|∇Pstu|2g(t).

On the other hand

|∇Pstu|2g(t) = Pst|∇u|2g(s) +

∫ t

s

d

dη

(
Pηt|∇Psηu|2g(η)

)
dη

= Pst|∇u|2g(s) − 2

∫ t

s

Pηt|∇2Psηu|2g(η)dη.
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In combination we have

2

∫ t

s

Pηt
(
|∇Psηu|2g(η)

)
dη = 2(t− s)|∇Pstu|2g(t) − 4

∫ t

s

(t− η)Pηt|∇2Psηu|2g(η)dη

≤ 2(t− s)|∇Pstu|2g(t),

this proves Theorem 2.10 (1).

In the case φ(x) = x log x, that is, ψ(x) := φ′′(x) = x−1, item (2) of the above

lemma reduces to Theorem 2.6. In other words, any positive solution u to the heat

equation satisfies

∇|∇u|
2

u
= −2

u

∣∣∣∣∇2u− ∇u⊗∇u
u

∣∣∣∣2 = −2u|∇2 log u|2.
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With this we may perform the following computation as before.

∫ t

s

Pηt

(
|∇Psηu|2g(η)

Psηu

)
dη =

∫ t

s

(
−
∫ t

η

d

dτ
Pτt

( |∇Psτu|2g(τ)

Psτu

)
dτ

+
|∇Pstu|2g(t)

Pstu

)
dη

= −
∫ t

s

∫ t

η

Pτt2τ

|∇Psτu|2g(τ)

Psτu
dτdη

+(t− s)
|∇Pstu|2g(t)

Pstu

= 2

∫ t

s

∫ t

η

Pηt

(
(Psτu)|∇2 logPsτu|2g(τ)

)
dτdη

+(t− s)
|∇Pstu|2g(t)

Pstu

= 2

∫ t

s

(η − s)Pηt
(

(Psηu)|∇2 logPsηu|2g(η)

)
dη

+(t− s)
|∇Pstu|2g(t)

Pstu
.

On the other hand, we have

|∇Pstu|2g(t)
Pstu

= Pst
|∇u|2g(s)

u
+

∫ t

s

d

dη

(
Pηt
|∇Psηu|2g(η)

Psηu

)
dη

= Pst
|∇u|2g(s)

u
− 2

∫ t

s

Pηt

(
(Psηu)|∇2 logPsηu|2g(η)

)
dη.
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In combination we have

∫ t

s

Pηt

(
|∇Psηu|2g(η)

Psηu

)
dη = (t− s)Pst

|∇u|2g(s)
u

−2

∫ t

s

(t− η)Pηt

(
(Psηu)|∇2 logPsηu|2g(η)

)
dη

≤ (t− s)Pst
|∇u|2g(s)

u
,

this proves Theorem 2.10 (2).

Furthermore, one may easily see from the proof of Theorem 2.10 that if the

equality in Theorem 2.10 (1) or (2) holds, then either u is a constant or (M, g(t)) splits

as a direct product.

2.4.2 Gaussian concentration

In this subsection we prove Hein and Naber’s gaussian concentration for the

conjugate heat kernel. This theorem is the cornerstone of the proof of Corollary 1.9.

Theorem 2.11 (Gaussian concentration). Let (M, g(t))t∈[0,T ] be a Ricci flow with

bounded curvature. Let νs(x,t) be the probability measure defined in (2.15). Then we

have

νs(x,t)(A)νs(x,t)(B) ≤ exp

(
− 1

8(t− s)
distg(s)(A,B)2

)
,

for any A, B ⊂M . Here the distance is in the usual sense.
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Proof. For the sake of convenience, in this proof we will suppress all the indices of

νs(x,t). We fix any F ∈ C∞(M) such that

∫
Fdν = 0 and |∇F | ≤ 1,

and define the following Laplacian-type transform

U(λ) :=
1

λ
log

∫
eλFdν.

We observe that

lim
λ→0+

U(λ) = lim
λ→0+

∫
FeλFdν∫
eλFdν

,

lim
λ→0+

∣∣∣∣∫ FeλFdν∫
eλFdν

∣∣∣∣ ≤ lim
λ→0+

∫
|F (eλF − 1)|dν∫

eλFdν
= 0,

where we have used the dominate convergence theorem, where |F |(e|F | + 1), being

integrable with respect to ν according to (2.3) and according to the fact |∇F | ≤ 1, is

a dominant for |F (eλF − 1)|, which converges to 0 pointwise. It follows that

U(λ) = o(1) as λ→ 0 + . (2.18)

35



On the other hand, we apply Theorem 2.10 (2) to
eλF∫
eλFdν

and obtain

λ

∫
FeλFdν∫
eλFdν

− log

(∫
eλFdν

)
=

∫
eλF∫
eλFdν

log

(
eλF∫
eλFdν

)
dν

≤ λ2(t− s)
∫
|∇F |2eλFdν∫

eλFdν

≤ λ2(t− s),

or in other words

d

dλ
U(λ) ≤ (t− s). (2.19)

Combining (2.18) and (2.19) we have

U(λ) ≤ (t− s)λ for all λ > 0. (2.20)

Finally we set

F = distg(s)(·, B)−
∫
distg(s)(·, B)dν.

Note that though F is only Lipschitz with Lipschitz constant 1, since it is in W 1,2(ν),
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the above argument still holds. We have

∫
A

∫
B

eλF (y)−λF (z)dν(z)dν(y) =

∫
A

∫
B

eλdist(y,B)−λdist(z,B)dν(z)dν(y)

=

∫
A

∫
B

eλdist(y,B)dν(z)dν(y)

≥ ν(A)ν(B)eλdist(A,B)

and

∫
A

∫
B

eλF (y)−λF (z)dν(z)dν(y) =

∫
A

eλFdν ·
∫
B

e−λFdν

≤
∫
M

eλFdν ·
∫
M

e−λFdν

≤ e2λ2(t−s).

Hence

ν(A)ν(B) ≤ e−λdist(A,B)+2λ2(t−s) for all λ > 0.

The conclusion then follows from optimizing λ > 0.

2.5 Nash entropy

The definition of Perelman’s entropy is complicated. However, if we observe the

integrand of (1.1), we may see that the τ(|∇f |2 + R)(4πτ)−
n
2 e−f is an “energy-like”

term, while the logarithmic term (f − n)(4πτ)−
n
2 e−f is “entropy-like”. Indeed, if we
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take away the energy part, what remains is still an entropy—the Nash entropy.

As in chapter 1, we let H(y, s|x, t) be the fundamental solution to the heat

equation coupled with the Ricci flow (2.8). Let f be defined as in (1.5). Then if we

fix (x, t) and let (y, s) be the variables, H is the fundamental solution of the conjugate

heat operator 2∗ := −∂s − ∆g(s) + R based at (x, t). We defined the pointed Nash

entropy based at (x, t) and evaluated at s as

N(x,t)(s) = (4π(t− s))−
n
2

∫
M

(
f(·,s)(x, t)−

n

2

)
e−f(·,s)(x,t)dgs. (2.21)

We next collect some known facts for Perelman’s entropy and Nash entropy.

Most of the following results in the rest of this section can be found in [23].

Lemma 2.12. Let (M, g(t))t∈[0,T ] is a complete Ricci flow with bounded curvature, then

we have

lim
s→t−

W(x,t)(s) = 0 and lim
s→t−

N(x,t)(s) = 0,

for any (x, t) ∈M × (0, T ].

Proof. We take an arbitrary positive sequence λi ↘ 0 and consider the scaled sequence

{(M, gi(s), (x, 0))[− t
λi
,0]}∞i=1 such that

gi(s) =
1

λi
g(t+ sλi),

Hi(y, s|x, 0) =
1

(4π(−s))−n2
e−f

i
(y,s)

(x,0) :=
1

(4π(−s))−n2
e−f(y,t+sλi)(x,t).
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Apparently Hi is the conjugate heat kernel of gi. Hence we have

W(x,t)(t+ sλi) = W
(i)
(x,0)(s),

N(x,t)(t+ sλi) = N
(i)
(x,0)(s)

for all s ∈ [− t
λi
, 0).

Now we use [19] to extract a subsequence from {(M, gi(s), (x, 0))[− t
λi
,0]}∞i=1 which

converges to (M∞, g∞, (x∞, 0))(−∞,0]. By [26] Hi will also converge to the fundamental

solution H∞ to the conjugate heat equation on (M∞, g∞) based at (x∞, 0). By Theorem

2.3, Theorem 2.4, and Theorem 2.9, we have uniform estimates for all the integrand of

W (i) and N (i). Note also that the heat kernel, being the weight of those integrations,

have decay as fast as e−r
2
. This them implies that these integrations are uniformly

negligible outside large compact sets. Thus a standard argument yields

lim
i→∞

W (i)(s) = W∞(s) and lim
i→∞

N (i)(s) = N∞(s),

for all s ∈ (−∞, 0), where W∞ and N∞ are Perelman’s entropy and Nash entropy of

(M∞, g∞) based at (x∞, 0). Finally, it is obvious that (M∞, g∞) is the flat Euclidean

space, and a direct computation implies that W∞ ≡ N∞ ≡ 0. Since {λi} is arbitrary,

the lemma follows.
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Now let H(y, s|x, t) and f(y,s)(x, t) be defined as in (1.5). We may easily compute

∂

∂s
f(·,s)(x, t) = −∆g(s)f(·,s)(x, t) + |∇f(·,s)(x, t)|2g(s) −Rg(s) +

n

2(t− s)
.

Hence

d

ds
N(x,t)(s) =

∫
M

((
−∆f(·,s)(x, t) + |∇f(·,s)(x, t)|2 −R +

n

2(t− s)

)
×(4π(t− s))−

n
2 e−f(·,s)(x,t)

−
(
f(·,s)(x, t)−

n

2

)
(4π(t− s))−

n
2 ∆e−f(·,s)(x,t)

)
dgs

=
1

t− s

∫
M

(
− (t− s)

[
|∇f(·,s)(x, t)|2g(s) +R

]
+
n

2

)
×(4π(t− s))−

n
2 e−f(·,s)(x,t)dgs

=
1

t− s
(
N(x,t)(s)−W(x,t)(s)

)
.

The above identity can be easily integrated. Taking into account also Lemma

2.12, one obtains the following properties for Perelman’s entropy and Nash entropy.

Lemma 2.13. Let (M, g(t))t∈[0,T ] be a complete Ricci flow with bounded curvature,

then the following hold for 0 ≤ s < t ≤ T :

(1)
d

ds
N(x,t)(s) =

1

t− s
(N(x,t)(s)−W(x,t)(s)) ≥ 0

(2) N(x,t)(s) =
1

t− s

∫ t

s

W(x,t)(η)dη

(3) W(x,t)(s) ≤ N(x,t)(s) ≤ 0
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(4)
d

ds
W(x,t)(s) = 2(t− s)

∫
M

∣∣∣∣Ric+∇2f(·,s)(x, t)−
g

2(t− s)

∣∣∣∣2
g(s)

dνs(xt) ≥ 0

(5) N(x,t)(s) = −
∫ t

s

2(t− η)(1− t− η
t− s

)

×
∫
M

∣∣∣∣Ric+∇2f(·,η)(x, t)−
g

2(t− η)

∣∣∣∣2
g(η)

dνη(x,t)(z)dη

(6) If there exists a s < t such that W(x,t)(s) = 0, then the Ricci flow must be a gaussian

shrinker, that is, a static Euclidean space.

In the above Lemma, (4) is merely a reinterpretation of Theorem 1.1, (5) follows

from (2) and (4). As for (6), see section 3.2.3.

Similar to (1.7), we can also define asymptotic Nash entropy for an ancient

solution (M, g(t))t∈(−∞,0]

N̄(x, t) := lim
s→−∞

N(x,t)(s) (2.22)

for each (x, t) ∈M × (−∞, 0]. By Lemma 2.13(1), if the ancient solution has bounded

curvature, then the asymptotic Nash entropy always exists and is a function of the

base point (x, t).

2.6 A Bochner’s formula for Perelman’s entropy

As before, let us consider the conjugate heat kernel

H(y, s|x, t) =
1

(4π(t− s))n2
e−f(y,s)(x,t) (2.23)
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and the pointed entropy

W(x,t)(s) =

∫
M

(
(t− s)

(
|∇f(·,s)(x, t)|2 +Rg(s)

)
+f(·,s)(x, t)− n

)
1

(4π(t− s))n2
e−f(·,s)(x,t)dgs.

An integration by parts yields

W(x,t)(s) =

∫
M

(
(t− s)

(
2∆f(·,s)(x, t)− |∇f(·,s)(x, t)|2 +Rg(s)

)
(2.24)

+f(·,s)(x, t)− n

)
1

(4π(t− s))n2
e−f(·,s)(x,t)dgs.

Indeed, the integrand of the above formula is a localized version of Perelman’s

entropy. Perelman [33] proved the following nice formula by direct computation. (see

[9] and [31] for a detailed proof.)

Theorem 2.14. Let (M, g(t)) be a Ricci flow and u := (4πτ)−
n
2 ef be a positive solution

to the conjugate heat equation, where τ > 0 stands for the backward time. Define

v :=
(
τ(2∆f − |∇f |2 +R) + f − n

)
u.
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Then we have

2∗v :=
( ∂
∂τ
−∆ +R

)
v

= −2τ

∣∣∣∣Ric+∇2f − 1

2τ
g

∣∣∣∣2 u.
Applying the above theorem to the conjugate heat kernel, Perelman also proved

the following differential Harnack inequality (see also [9] and [31]).

Corollary 2.15. Consider a complete Ricci flow with bounded curvature operator. Let

H and f be defined as in (2.23). Then the following inequality always hold

2∆g(s)f(·,s)(x, t)− |∇f(·,s)(x, t)|2g(s) +Rg(s) +
f(·,s)(x, t)− n

t− s
≤ 0.
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Chapter 3

On ancient solutions to the Ricci

flow

An ancient solution, as defined in Definition 1.2, is a Ricci flow (M, g(t))t∈(−∞,0]

whose existence domain extends to time negative infinity. Ancient solutions are ex-

tensively studied by Hamilton [20] and Perelman [33]. As Ricci flow is a parabolic

equation, it is reasonable to think that ancient solutions are rigid and have many nice

properties. This is exactly the case. In this chapter we give a brief exposition of ancient

solutions and collect some results that are used in our main theorems. In the study of

ancient solutions, sometimes it is convenient to set τ = −t as the backward time. If

this is the case, we will write the ancient solution as (M, g(τ))τ∈[0,∞). This shall always

be clear in the context.
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3.1 Ancient solution as singularity model

Since the Ricci flow is a nonlinear parabolic equation, it is not surprising that the

Ricci flow starting from an arbitrary closed Riemannian manifold in general does not

exist for all time. As Hamilton [20] has proved, a Ricci flow exists so long as the norm

of the Riemann curvature tensor is bounded. In other words, if we let (M, g(t))t∈[0,T )

be a Ricci flow on a closed manifold, where [0, T ) is the maximum existence interval

of g(t) and T <∞, then we have

lim
t→T−

sup
M×[0,t]

|Rm| =∞. (3.1)

If this happens, we say that g(t) has a singularity at T and that T is a singular time

of g(t). Since T is finite, such type of singularity is also called a finite-time singularity.

For the infinite-time singularities (called Type II(b) and Type III by Hamilton), please

refer to [20].

To deal with singularities, Hamilton invented a method of dilation. We consider

the most easy case. Let us assume the above scenario happens, that is, (M, g(t))t∈[0,T )

is a Ricci flow on a closed manifold such that T < ∞ and (3.1) holds. Since g(t) is

smooth and M is closed, we can then find a sequence of space time points {(xi, ti)}∞i=1
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such that

ti ↗ T, (3.2)

|Rm|(xi, ti) = sup
M×[0,ti]

|Rm| ↗ ∞. (3.3)

For the sake of convenience, we denote Qi := |Rm|(xi, ti), and define gi(t) := Qig(ti +

tQ−1
i ). Then we obtain a sequence of (pointed) Ricci flows

{(M, gi(t), (xi, 0))t∈[−tiQi,0]}∞i=1.

By (3.3) we have

sup
M×[−tiQi,0]

|Rmgi | = Q−1
i sup

M×[0,ti]

|Rm| ≡ 1.

At the same time we also have

|Rmgi |(xi, 0) = Q−1
i |Rm|(xi, ti) = 1. (3.4)

Hence the sequence of Ricci flows {(M, gi(t), (xi, 0))t∈[−tiQi,0]}∞i=1 has uniformly bound-

ed curvature. Moreover, Perelman’s no local collapsing theorem [33] implies that

injgi(0)(xi) is uniformly bounded from below by a constant depending only on g(0),

T , and the dimension n. One may find a subsequence converging to a limit Ricci flow.
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Since (3.2) and (3.3) imply that −tiQi → −∞, the limit Ricci flow

(M∞, g∞(t), (x∞, 0))t∈(−∞,0]

is an ancient solution. Furthermore, |Rm∞|(x∞, 0) = 1 and hence g∞(t) is nonflat.

From the above argument we see that the study of ancient solutions is an essen-

tial part of singularity analysis. If an ancient solution arises from a dilation around a

finite-time singularity of a Ricci flow on a closed manifold, then we call such an ancient

solution a singularity model.

3.2 Shrinking gradient Ricci solitons

3.2.1 Definition

A gradient Ricci soliton is a tuple (Mn, g, f), where (Mn, g) is a Riemannian

manifold and f is a smooth function on M called the potential function, satisfying the

following equation

Ric+∇2f =
λ

2
g, (3.5)

where λ is a constant. When λ > 0, or λ = 0, or λ < 0, the Ricci soliton is called

shrinking, or steady, or expanding, respectively. In this paper we only consider shrinking

gradient Ricci solitons, or shrinkers for short. For most of the time, we scale the shrinker
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and normalize in the way that λ = 1.

The following Lemma is follows from elementary computation.

Lemma 3.1. Let (Mn, g, f) be a shrinking gradient Ricci soliton satisfying (3.5) with

λ = 1. Then the following identities hold.

|∇f |2 +R− f = 0, (3.6)

2∆f − |∇f |2 +R + f − n = 0, (3.7)

∇R = 2Ric(∇f). (3.8)

Remark: Note that in (3.6) one can only prove that |∇f |2 +R−f is a constant

on each shrinker. However, by adding a constant to f we can always make this constant

0. Henceforth, unless otherwise specified, we always assume the shrinkers in question

have the following standard normalization

Ric+∇2f =
1

2
g, (3.9)

|∇f |2 +R = f.

3.2.2 Properties

We collect some well-known facts of the shrinking gradient Ricci solitons. These

results are fundamentally important in the study of Ricci shrinkers. The following

growth estimate is due to Cao and Zhou [7]. What we present below is an improvement
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of Haslhofer and Müller [22].

Theorem 3.2. Let (Mn, g, f) be a noncompact shrinking gradient Ricci soliton nor-

malized as in (3.9). Let p be a point where f attains its minimum. Then the following

holds.

1

4
(dist(x, p)− 5n)2

+ ≤ f(x) ≤ 1

4
(dist(x, p) +

√
2n)2, (3.10)

where u+ := max{u, 0} denotes the positive part of a function.

The following Theorem due to Munteanu [28] and Cao and Zhou [7] shows that

Ricci shrinkers has at most Euclidean volume growth. What we present below is an

improvement of Munteanu and Wang [29].

Theorem 3.3. There exists C < ∞ depending only on the dimension n, such that

under the same assumption of Theorem 3.2 the following holds.

Vol(B(p, r)) ≤ Crn (3.11)

for all r > 0, where p is the minimum point of f .

3.2.3 The canonical form

Ricci shrinker is a self-similar ancient solution to the Ricci flow. Let us consider

a Ricci shrinker normalized as in (3.9). Let t ∈ (−∞, 1) and τ(t) := 1 − t, we define
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the one-parameter family of self-diffeomorphisms φt : M →M by

∂

∂t
φt =

1

τ(t)
∇gf ◦ φ(t).

If we define

g(t) = τ(t)φ∗tg, (3.12)

then it is easy to check from the shrinker equation that

∂

∂t
g(t) = −2Ricg(t).

The Ricci flow (M, g(t))t∈(−∞,1) is called the canonical form of the Ricci shrinker.

Along the canonical form, one readily checks the following identities. For the sake of

convenience, we write f ◦ φt as f(t).

Ricg(t) +∇2
g(t)f(t)− 1

2τ(t)
g(t) = 0, (3.13)

|∇f(t)|2g(t) +Rg(t) −
1

2τ(r)
f(t) = 0, (3.14)

τ(t)
(
2∆g(t)f(t)− |∇f(t)|2g(t) +Rg(t)

)
+ f(t)− n = 0. (3.15)

− ∂

∂t
f(t)−∆g(t)f(t) + |∇f(t)|2g(t) −Rg(t) +

n

2τ(t)
= 0. (3.16)
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Now if we define

u :=
1

(4πτ(t))
n
2

e−f(t),

then u is a solution to the conjugate heat solution

− ∂

∂t
u−∆g(t)u+Rg(t)u = 0,

and (3.13) and Theorem 1.1 implies

d

dt
W(g(t), f(t), τ(t)) =

∫
M

2τ(t)

∣∣∣∣Ricg(t) +∇2f(t)− 1

2τ(t)
g(t)

∣∣∣∣2
g(t)

udgt = 0,

whereW is theW-functional defined in (1.1). Note that u is not a fundamental solution

to the conjugate heat equation, since its “base time” t = 1 is the singular time of g(t)

(as we will see shortly).

It follows from the definition of the canonical form (3.12) that |Rmg(t)| =

τ(t)−1|Rmφ∗t g
|, and consequently

sup
M
|Rmg(t)| =

1

τ(t)
sup |Rmg|.

Since τ(t)→ 0 as t→ 1, unless (M, g) is flat, we have supM |Rmg(t)| ↗ ∞ as t→ 1−.

Now lets consider a complete Ricci flow (M, g(t))t∈[0,T ] with bounded curvature.

Let 0 ≤ s < t ≤ T and x ∈ M such that W(x,t)(s) = 0. Then Lemma 2.13(4) implies
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that (M, g) is the canonical form of a Ricci shrinker. According to out argument above,

the Ricci flow must go singular at t unless it is flat. Since (M, g) has bounded curvature

in [0, T ], we have that it is a flat shrinker. Moreover a flat shrinker satisfies the equation

∇2f =
1

2
g.

The Morse theory implies that such manifold is diffeomorphic to Rn. Hence it is

isometric to Rn. This justifies Lemma 2.13(6).

3.3 Perelman’s distance distortion estimate

In this section we divert a bit and prove a distance distortion estimate due to

Perelman [33]. This estimate, being valid for any complete Ricci flow (no curvature

boundedness assumption needed), proves to be very handy, and we have used it for

multiple times in the proofs of our main theorems. A remarkable fact of this distance

distortion estimate is that the distortion rate of the distance between two points de-

pends only on the local Ricci upper bound near these two points, and one does not

even need to know the curvature bound on a geodesic connecting these two points.

Theorem 3.4 (Perelman, 2002). Cosider a complete Ricci flow. Let x0 and x1 be two

fixed points on the manifold. Then for almost every t0 in the existence interval of this

Ricci flow, the following holds. If distg(t0)(x0, x1) ≥ 2r0 and Ric(x, t0) ≤ (n− 1)K for
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all x ∈ Bg(t0)(x0, r0) ∪Bg(t0)(x1, r0), where K ≥ 0 and r > 0. Then

d

dt
distg(t)(x0, x1) ≥ −2(n− 1)

(
2

3
Kr0 + r−1

0

)
at t = t0. (3.17)

Proof. Let γ : [0, L]→M be a normalized shortest geodesic connecting x0 and x1 with

respect to the metric g(t0). If distg(t)(x0, x1) is differentiable (with respect to variable

t) at t = t0, then we may compute at t = t0

d

dt
distg(t)(x0, x1) = −

∫ L

0

Ric(γ̇(s), γ̇(s))ds.

On the other hand, since γ is a shortest geodesic, the second variation formula implies

that, for any Lipschitz function φ : [0, L]→ R with φ(0) = φ(L) = 0, it holds that

∫ L

0

(
(n− 1)(φ̇(s))2 − (φ(s))2Ric(γ̇(s), γ̇(s))

)
ds ≥ 0.

Finally, letting φ ≡ 1 on [r0, L−r0] and linear on [0, r0] and [L−r0, L], and making use

of the condition of Ricci upper bounde in Bg(t0)(x0, r0)∪Bg(t0)(x1, r0), we can estimate

−
∫ L

0

Ric(γ̇(s), ˙γ(s))ds ≥ −2(n− 1)

(
2

3
Kr0 + r−1

0

)
.

Therefore (3.17) holds whenever distg(t)(x0, x1) is differentiable. To see that this holds

for almost all t0, please refer to the following remark.

Remark: If we fix x0 and x1, it is not difficult to see that distg(t)(x0, x1) is
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a locally Lipschitz function in t. Indeed, Fix arbitrary t1 < t2 and Let A be a local

curvature bound of a compact domain containing every geodesic segment connecting

x0 and x1 in [t0, t1], then we have that for any t, s ∈ [t1, t2], it holds that

distg(s)(x0, x1)e−C(n)A(t2−t1) ≤ distg(t)(x0, x1) ≤ distg(s)(x0, x1)eC(n)A(t2−t1).

It follows that (3.17) is not only true for almost all t0 but also can be integrated with

respect to t.

3.4 Perelman’s reduced geometry

In this section we introduce Perelman’s reduced geometry. This is one of

the two monotonicity formulae discovered by Perelman, it can be seen as parallel to

Perelman’s entropy. Throughout this section we will consider a backward Ricci flow

(Mn, g(τ))τ∈[0,T ] with

∂g

∂τ
= 2Ric.
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3.4.1 Definition

Let (x0, τ0) ∈ M × [0, T ] be a point fixed in space-time. The reduced distance

is a function defined on M × (τ0, T ] by

l(x0,τ0)(x, τ) :=
1

2
√
τ − τ0

inf
γ
L(γ), (3.18)

where the inf is taken among all piecewise smooth γ : [τ0, τ ]→M with γ(τ0) = x0 and

γ(τ) = x, and L is the functional

L(γ) :=

∫ τ

τ0

√
ζ − τ0

(
R(γ(ζ), ζ) + |γ̇(ζ)|2g(ζ)

)
dζ.

Note that the subindex in l(x0,τ0)(x, τ) stands for the base point. When the base point

is understood, we also omit the subindex. The reduced volume is defined by

V(x0,τ0)(τ) =

∫
M

(4π(τ − τ0))−
n
2 e−l(x0,τ0)dgτ . (3.19)

Again, we may omit the subindex (x0, τ0) if the base point is understood.

Remark: The minimizer of the L-functional, if it exists, is called a shortest

L-geodesic (connecting (x0, τ0) and (x, τ)). If the curvature is bounded on every time

slice, then the shortest L-geodesic connecting any (x0, τ0) and (x, τ) with τ0 < τ always

exists, but may not be unique; but it is unique for almost every such pair of space-time

points. Please refer to [11] for more details.
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3.4.2 Properties

Let us collect some properties of the reduced distance and the reduced volume.

Most of these properties are proved by Perelman [33]. More detailed proofs can be

found in [27] or [11].

Lemma 3.5. Let l be the reduced distance function based at (x0, 0). Then the following

hold.

∂

∂τ
l = R− 1

τ
l +

1

2τ
3
2

K, (3.20)

|∇l|2 = −R +
l

τ
− 1

τ
3
2

K, (3.21)

∆l ≤ −R +
n

2τ
− 1

2τ
3
2

K, (3.22)

where

K(x, τ) =

∫ τ

0

ζ
3
2H(γ̇(ζ))dζ,

γ is the shortest L-geodesic connecting the base point (x0, 0) with (x, τ), and H is

Hamilton’s trace Harnack [17]

H(γ(ζ)) = −∂R
∂ζ
− 1

ζ
R− 2〈∇R, γ̇(ζ)〉+ 2Ric(γ̇(ζ), γ̇(ζ)). (3.23)

Furthermore, if γ is the unique shortest L-geodesic connecting (x0) and (x, τ), then we
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also have

(
∇g(ζ)l

)(
γ(ζ), ζ

)
= γ̇(ζ), (3.24)

for all ζ ∈ (0, τ ].

Inequalities (3.20)—(3.22) are proved by an elegant but straightforward second

variation argument. One may refer to [33] for the details, though the reader is strongly

encouraged to figure them out by himself. A few remarks are to be made below.

Remarks:

(1) For the sake of convenience we let the base time to be 0 in (3.20)—(3.24). If one

replaces the base time by an arbitrary τ0, then every τ and ζ that appeared in

(3.20)—(3.24) should correspondingly be replaced by τ − τ0 or ζ − τ0, respectively.

(2) If the shortest L-geodesic connecting (x0, 0) and (x, τ) is unique, then (3.20)—

(3.22) can be understood in the usual smooth sense at (x, τ).

(3) In the case such shortest L-geodesic is not unique, then (3.20)—(3.22) can be

understood in the barrier sense.

(4) For any τ fixed, one may understand (3.20)—(3.22) in the sense of distribution (or

signed Radon measure on M). For instance, for any τ and for any φ ∈ C0(M) with

φ nonnegative and Lipschitz, (3.22) implies

−
∫
M

〈
∇g(τ)φ,∇g(τ)l

〉
dgτ ≤

∫
M

φ
(
−Rg(τ) +

n

2τ
− 1

2τ
3
2

K
)
dgτ .
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Combining (3.20)—(3.22) to cancel the terms containing K, one obtains the

following clean formulae.

Lemma 3.6.

lτ −∆l + |∇l|2 −R +
n

2τ
≥ 0, (3.25)

2∆l − |∇l|2 +R +
l − n
τ

≤ 0, (3.26)

(4τ l)τ + ∆(4τ l) ≤ 2n. (3.27)

2
∂l

∂τ
+ |∇l|2 = R− l

τ
. (3.28)

In the case when the curvature is bounded on each time-slice, we may closely

examine definition (3.18) of l to observe that

l(x0,0)(x, τ) ∼ C(τ)distg(τ)(x0, x)2 ± C(τ). (3.29)

Indeed, to see this, let γ : [0, τ ] be a smooth curve connecting x0 and x, we may

estimate

L(γ) =

∫ τ

0

√
ζ
(
R(γ(ζ), ζ) + |γ̇(ζ)|2g(ζ)

)
dζ

≥ −C(τ) + C(τ)

∫ τ

0

|γ̇(ζ)|2g(τ)dζ,

where C(τ) > 0 depends on the curvature bound. Since

∫ τ

0

|γ̇(dζ)|2g(τ)dζ is the curve

energy for the Riemannian manifold (M, g(τ)), it is minimized by the normalized short-
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est geodesic; this proves the lower estimate. The upper estimate is even easier to prove

and is left to readers. It then follows that 4τ l − 2nτ always attains its minimum.

Applying the maximum principle to 4τ l − 2nτ using (3.27), we have

Lemma 3.7. For every τ > 0, we have

inf
M
l(x0,0)(·, τ) ≤ n

2
.

Now we present Perelman’s monotonicity formula for the reduced volume. Clear-

ly (3.25) implies

2∗
(

1

(4πτ)−
n
2

e−l
)

:=

(
∂

∂τ
−∆ +R

)(
1

(4πτ)−
n
2

e−l
)
≤ 0 (3.30)

in the sense of distribution. Integrating (3.30) on M (indeed (3.30) is true in the

sense of distribution, but (3.29) implies that e−l has very fast decay at infinity, one

may take an exhausting sequence of test functions), we have the following important

monotonicity property of Perelman.

Theorem 3.8.

d

dτ
V(x0,0)(τ) ≤ 0.

Remark: In our discussion we assume that the Ricci flow has bounded curva-

ture on each time-slice. However, the condition for Theorem 3.8 can be very weak. For
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instance, Yokota [37] proved that a lower bound for the Ricci curvature suffices. Note

that it is impossible to give an explicit formula for d
dτ
V in general cases.

(3.30) implies that the integrand
1

(4πτ)−
n
2

e−l of the reduced volume is a sub-

solution to the conjugate heat equation. However, if we assume (x, τ) is very close to

(x0, 0) so that the metric barely changed, then (3.18) implies

1

(4πτ)−
n
2

e−l ∼ 1

(4πτ)−
n
2

e−
distg(0)(x,x0)

2

4τ , when (x, τ) ∼ (x0, 0).

Consequently we have

lim
τ→0+

1

(4πτ)−
n
2

e−l(x0,0) = δx0 . (3.31)

Applying the maximum principle to
1

(4πτ)−
n
2

e−l using (3.30) and (3.31), we have

Lemma 3.9. Let
1

(4πτ)−
n
2

e−l(x0,0) be the integrand of the reduced volume based at

(x0, 0). Let H(x0,0)(x, τ) be the fundamental solution to the conjugate heat equation

2∗u = 0 based at (x0, 0). It then holds that

1

(4πτ)−
n
2

e−l(x0,0) ≤ H(x0,0)(x, τ)

for all x ∈M and for all τ > 0. In particular, we have

lim
τ→0+

V(x0,0)(τ) = 1 and V(x0,0)(τ) ≤ 1.
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If there is a τ > 0 such that V(x0,0)(τ) = 1, then the Ricci flow is the trivial gaussian

shrinker.

For the last assertion above please refer to [37]. It is also convenient to define the

following asymptotic reduced volume for a backward ancient solution (M, g(τ))τ∈[0,∞)

V̄(x0, τ0) = lim
τ→∞
V(x0,τ0)(τ). (3.32)

3.4.3 Growth estimates on ancient solutions

Let us now consider an ancient solution to the Ricci flow (M, g(τ))τ∈[0,∞), where

τ is the backward time, such that each time-slice has bounded nonnegative curvature

operator. Recall that when a Ricci flow has bounded nonnegative curvature operator,

it is known that Hamilton’s trace Harnack [17] holds.

Theorem 3.10 (Hamilton, 1993). Let (Mn, g(t))t∈(0,T ) be a complete Ricci flow with

bounded nonnegative curvature operator. For any 1-vector V we have

∂

∂t
R +

R

t
+ 2〈∇R, V 〉+ 2Ric(V, V ) ≥ 0.

In particular, on an ancient solution with bounded nonnegative curvature operator, we

have

∂

∂t
R + 2〈∇R, V 〉+ 2Ric(V, V ) ≥ 0.
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Applying Hamilton’s trace Harnack to (3.23), we shall see that (3.20)—(3.22)

yield much better estimates.

H(γ(ζ)) = −∂R
∂ζ

+
1

T − ζ
R− 2〈∇R, γ̇(ζ)〉+ 2Ric(γ̇(ζ), γ̇(ζ))−

(
1

ζ
+

1

T − ζ

)
R

≥ − T

ζ(T − ζ)
R,

for any T > ζ > 0. In particular, if we take T = 2ζ, the above inequality becomes

H(γ(ζ)) ≥ −2

ζ
R(γ(ζ), ζ).

Hence

K(x, τ) =

∫ τ

0

ζ
3
2H(γ̇(ζ))dζ

≥ −2

∫ τ

0

√
ζR(γ(ζ), ζ)dζ

≥ −4l(x, τ).

Then, (3.20), (3.21), and (3.28) become the following important estimates on ancient

solutions with bounded nonnegative curvature operator.

Lemma 3.11. On an ancient solution to the Ricci flow with bounded nonnegative
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curvature operator. Let l = l(x0,0) for arbitrary x0 ∈M . Then the following holds

|∇l|2 +R ≤ Cl

τ
, (3.33)

∂l

∂τ
+
Cl

τ
≥ R, (3.34)

2
∂l

∂τ
+
l

τ
≤ R, (3.35)

where C depends only on the dimension n.

The following lemma shows that l satisfies a much more accurate estimate than

(3.29). These estimates play an very important role in the proof of Theorem 1.7 and

Corollary 1.9. The proof presented below are originated from [27] (see Lemma 9.25).

Theorem 3.12. Let l be the reduced distance satisfying the same condition as the

previous lemma, then we have

−2l(y, τ)− C +
c

τ
dist2g(τ)(x, y) ≤ l(x, τ) ≤ 2l(y, τ) +

C

τ
dist2g(τ)(x, y), (3.36)

where c, C are constants depending only on the dimension n.

Proof. The second inequality follows immediately from the gradient estimate (3.33).

To prove the first inequality, we let γ1(ζ), γ2(ζ) be the shortest L-geodesics connecting
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the base point (x0, 0) and (x, τ), (y, τ), respectively. We compute

d

dζ
(distg(ζ)(γ1(ζ), γ2(ζ)))

= 〈∇rγ2(ζ), γ̇1(ζ)〉g(ζ) + 〈∇rγ1(ζ), γ̇2(ζ)〉g(ζ)

+

(
∂

∂ζ
distζ

)
(γ1(ζ), γ2(ζ))

≤ |∇l|(γ1(ζ), ζ) + |∇l|(γ2(ζ), ζ) +

(
∂

∂ζ
distg(ζ)

)
(γ1(ζ), γ2(ζ))

≤ C

ζ
1
2

(√
l(γ1(ζ), ζ) +

√
l(γ2(ζ), ζ)

)
+

(
∂

∂ζ
distg(ζ)

)
(γ1(ζ), γ2(ζ))

≤ Cτ
1
4

ζ
3
4

(√
l(x, τ) +

√
l(y, τ)

)
+

(
∂

∂ζ
distζ

)
(γ1(ζ), γ2(ζ)).

In the previous computation, we have used (3.24) as well as the following obvious

estimate

l(γ(ζ), ζ) =
1

2
√
ζ
L(γ|[0,ζ]) ≤

1

2
√
ζ
L(γ|[0,τ ]) =

τ
1
2

ζ
1
2

l(γ(τ), τ).

Note that γ : [0, τ ]→M may not be the unique shortest L-geodesic connecting (x0, 0)

and (x, τ), but for each ζ ∈ (0, τ), γ|[0,ζ] : [0, ζ]→M is the unique shortest L-geodesic

connecting (x0, 0) and (γ(ζ), ζ).

To estimate the distance distortion term we use a variation of Theorem 3.4,

whose proof is almost identical to Theorem 3.4:

d

dζ
distg(ζ)(x, y) ≤ (n− 1)

(
2

3
K1r1 +

2

3
K2r2 + r−1

1 + r−1
2

)
,
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if distg(ζ)(x, y) ≥ r1 + r2, Ric ≤ (n − 1)K1 in Bg(ζ)(x, r1), and Ric ≤ (n − 1)K2 in

Bg(ζ)(y, r2). Let

r1(ζ) =
ζ

3
4

τ
1
4

1

(1 + l(x, τ))
1
2

≤ ζ
3
4

τ
1
4

, r2(ζ) =
ζ

3
4

τ
1
4

1

(1 + l(y, τ))
1
2

≤ ζ
3
4

τ
1
4

be the radius r1, r2 with which we shall apply the above distance distortion estimate.

Notice that we have the curvature estimate R ≤ Cl
ζ

from (3.33), so the radius that is

compatible with this scale should be ( l
s
)−

1
2 . The choice of r1(ζ) and r2(ζ) originates

from here. Now we estimate the curvature in the small balls around γ1(ζ), γ2(ζ) using

|∇l| ≤ Cl
ζ

from (3.33):

√
l ≤

√
l(γ1(ζ), ζ) + Cζ−

1
2 · ζ

3
4

τ
1
4

≤ C
ζ

1
4

τ
1
4

(l(x, τ) + 1)
1
2 , in Bg(ζ)(γ1(ζ), r1(ζ)).

Hence

R ≤ C

τ
1
2 ζ

1
2

(1 + l(x, τ)), in Bg(ζ)(γ1(ζ), r1(ζ)).

Similarly, we have

R ≤ C

τ
1
2 ζ

1
2

(1 + l(y, τ)), in Bg(ζ)(γ2(ζ), r2(ζ)).
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By Perelman’s distance distortion estimate, we have

(
∂

∂ζ
distg(ζ)

)
(γ1(ζ), γ2(ζ))

≤ C
[
(l(x, τ) + 1)

1
2 + (l(y, τ) + 1)

1
2

](ζ 1
4

τ
3
4

+
τ

1
4

ζ
3
4

)
,

whenever distg(ζ)(γ1(ζ), γ2(ζ)) ≥ 2
ζ

3
4

τ
1
4

. Integrating we have

distg(τ)(x, y) ≤ Cτ
1
2

(
(l(x, τ) + 1)

1
2 + (l(y, τ) + 1)

1
2

)
,

whence follows the conclusion.

3.5 The asymptotic shrinker

In the last two sections of the introduction part, we shall consider a special type

of ancient solutions—κ-solutions. This specific type of ancient solutions are particularly

interesting in dimension three, since all possible singularity models are κ-solutions. κ-

solutions was extensively studied by Perelman, and all the results stated in the following

two sections can be found in [32]. For a detailed account one may also refer to [27].

Definition 3.13 (κ-solution). A nonflat ancient solution (Mn, g(t))t∈(−∞] is called

a κ-solution, where κ > 0, if it is κ-noncollapsed on all scales and each times slice

(M, g(t)) has bounded and nonnegative curvature operator.

Perelman’s asymptotic shrinker theorem indeed reals the mystery of κ-solutions.
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It says that when one moves to negative infinity in time, one should always see a Ricci

shrinker. Or in other words, a κ-solution always flows “out of” a shrinking gradient

Ricci soliton.

Theorem 3.14. Let (M, g(τ))τ∈[0,∞) be a κ-solution, where τ stands for the back-

ward time. Let τk → ∞ be an increasing positive sequence. Let l be the reduced

distance based an arbitrarily fixed (x0, 0) ∈ M × {0}. Let {xk}∞k=1 ⊂ M be such that

lim supk→∞ l(xk, τk) <∞. Then the scaled sequence of Ricci flows

{(M, gk(τ), (xk, 1), lk)τ∈[ 1
2
,1]}∞k=1,

where gk(τ) := τ−1
k g(ττk) and lk(τ) = l(ττk), subconverges in the pointed Cheeger-

Gromov sense to a non-flat Ricci shrinker (M∞, g∞(τ), (p∞), l∞)τ∈[ 1
2
,1]. Here l∞ is the

shrinker potential satisfying

Ric∞ +∇2l∞ −
1

2τ
g∞ = 0, (3.37)

2∆l∞ − 2|∇l∞|2 +R∞ +
l∞ − n
τ

= 0 (3.38)

on M∞ × [1
2
, 1]. In other words, (M∞, g∞(1), l∞(1)) is normalized as in (3.9).

Remark: Even if {τk}∞k=1 and (x0, 0) are arbitrarily given, {xk}∞k=1 always exists

due to Lemma 3.7.

Sketch of proof. For the sake of simplicity, we denote lk(·, τ) := l(x0,0)(ττk). Let C <

∞ be a constant independent of k such that lk(xk, 1) ≤ C. Such C exists by the
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assumption. Combining (3.33) and (3.34) we have ∂lk
∂τ
≥ −Cl

τ
. Hence lk(xk, τ) ≤ C for

all k and for all l ∈ [1
2
, 1]. (3.36) implies

−C +
c

τ
dist2gk(τ)(xk, x) ≤ lk(x, τ) ≤ C +

C

τ
dist2gk(τ)(xk, x), (3.39)

for all (x, τ) ∈M × [1
2
, 1]. Combining (3.39) and (3.33)—(3.35), we have:

(1) A uniform growth estimate forRgk(τ) onM×[1
2
, 1]. Combining with κ-noncollapsing

condition, this yields the smooth compactness of the scaled Ricci flows

{(M, gk(τ), (xk, 1))τ∈[ 1
2
,1]}∞k=1.

Let the limit flow be

(M∞, g∞(τ), (x∞, 1))τ∈[ 1
2
,1].

(2) Locally uniform C1 estimates for lk on M×[1
2
, 1]. It follows that {lk}∞k=1 is compact

in the Cα
loc or weak (W 1,2

loc )∗ sense. Let the limit function be

l∞ : M∞ × [
1

2
, 1]→ R.

Moreover, since the uniform estimate (3.39) implies that outside each large compact
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set the integrations

Vk(τ) := V(ττk) =

∫
M

1

(4πτ)
n
2

e−lkdgk.

are uniformly negligible. A standard argument yields

Vk(τ)→ V∞(τ) :=

∫
M∞

1

(4πτ)
n
2

e−l∞dg∞.

Since V is nonnegative and monotonically decreasing, and since τk ↗∞, we have that

V∞ is a constant. Then we have

0 =

∫ 1

1
2

∂

∂τ
V∞(τ) (3.40)

=

∫
M∞×[ 1

2
,1]

(
∂

∂τ
l∞ −∆l∞ + |∇l∞|2 −Rg∞ +

n

2τ

)
× 1

(4πτ)
n
2

e−l∞dg∞dτ.

On the other hand (3.25) implies that each

∂

∂τ
lk −∆lk + |∇lk|2 −Rgk +

n

2τ

is a nonnegative distribution. Hence

∂

∂τ
l∞ −∆l∞ + |∇l∞|2 −Rg∞ +

n

2τ
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is a nonnegative distribution by taking the limit. Together with (3.40) this implies

that

∂

∂τ
l∞ −∆l∞ + |∇l∞|2 −Rg∞ +

n

2τ
≡ 0

is a zero distribution, or in other words, l∞ is a weak solution to the above parabolic

equation. It follows immediately that l∞ is smooth and

0 =

∫ 1

1
2

∂

∂τ
V∞(τ)

=

∫
M∞×[ 1

2
,1]

2τ
∣∣∣Ricg∞ +∇2l∞ −

g∞
2τ

∣∣∣2 1

(4πτ)
n
2

e−l∞dg∞dτ.

Consequently (M∞, g∞, l∞) is a Ricci shrinker.

Finally, if (M∞, g∞, l∞) is the flat gaussian shrinker, then one easily checks

that V∞ ≡ 1. By Lemma 3.9, (M, g(τ)) is the flat Euclidean space, contradicting the

definition of a κ-solution.

3.6 Perelman’s κ-compactness theorem

Up to this day, Perelman’s κ-compactness theorem [33] is still one of the nicest

and most sophisticated techniques in the study of the Ricci flow. Much as we want

to give more detailed exposition of this theorem, since it is not highly relied on in

the proof of our main theorems (except for the final corollary of this section), and
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since we are restricted by the length and main purpose of this dissertation, we shall

refrain ourselves from giving too much details of this beautiful theorem. Perelman’s κ-

compactness theorem is essentially a consequence of the following “bounded curvature

at bounded distance” theorem.

Theorem 3.15. There exists a positive function C(r) = C(r, κ, n), such that the fol-

lowing holds. Let (Mn, g(t))t∈(−∞,0] be a κ-solution and x0 ∈ M . Then R(x, t) ≤

C(distg(t)(x, x0))R(x0, t) for all (x, t) ∈ (−∞, 0].

We briefly discuss the geometric intuition of Theorem 3.15. First, Perelman

proved that an n-dimensional nonflat κ-solution cannot have volume growth rate com-

parable to rn, because this would imply that the κ-solution is “conical” at space infinity,

and a limiting argument yields a (local) Ricci flow on a nonflat cone with nonnegative

curvature operator, this contradicts Hamilton’s strong maximum principle [16]. With

this being understood, let us assume that there are x and x0 such that R(x,t)
R(x0,t)

is very

large. Then, if we stand at (x, t) and measure the manifold with scale R(x, t)−
1
2 , the

point (x0, t) is almost at space infinity, hence the volume of discs around (x0, t) must

be very collapsed. This then contradicts the κ-noncollapsing assumption. We can now

state the κ-compactness theorem.

Theorem 3.16. Let κ > 0 be a fixed real number.

(1) The space of three-dimensional κ-solution is compact in the smooth Cheeger-Gromov

sense up to scaling. More specifically, for any sequence of κ-solutions {(Mk, gk)}∞k=1,

if one fixes arbitrary base points on these Ricci flows, and scales the Ricci flows,
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such that the scalar curvature at each base point is equal to 1 for each member in

this sequence, then after passing to a subsequence, the Ricci flows converges to a

κ-solution.

(2) In dimension higher than three, the conclusion is the same as above, except that

the limit Ricci flow is only nonflat and κ-noncollapsed with nonnegative curvature

operator, and the curvature may not be bounded.

In dimension three, each such limit Ricci flow has a dimension reduction at

infinity: along every point towards space infinity, the scaled Ricci flow converges to the

standard shrinking cylinder S2×R or S2/Z2×R. Hence unbounded curvature implies

the existence of necks with arbitrary small radius—a contradiction to Sharafutdinov

retraction. In higer dimensions, the dimension reduction is more complicated and hence

one has only a precompactness theorem.

Finally, the following corollary is a direct consequence of Theorem 3.15 and

Shi’s local derivative estimates [35]. It is very useful in the study κ-solutions. We used

this corollary in the proof of Corollary 1.9.

Corollary 3.17. Let (Mn, g(τ))τ∈[0,∞) be a κ-solution, where κ > 0 and τ is the

backward time. Then there exists C < ∞ depending only on κ and the dimension n,

such that

∣∣∣∣∂R∂τ
∣∣∣∣ ≤ CR2, (3.41)

|∇R| ≤ CR
3
2 , (3.42)
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hold on M × [0,∞). More generally, we have

∣∣∣∣ ∂l∂τ l∇mRm

∣∣∣∣ ≤ ηR1+l+m
2 , (3.43)

for any positive integers l and m, where η depends on κ, n, l, and m.
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Part II

Perelman’s entropy on ancient

solutions
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Chapter 4

Estimates of Nash entropy and the

gap theorem

The goal of this chapter is to prove Theorem 1.3. The main technical part is

to prove some delicate estimates for the asymptotic Nash entropy N̄(x, t) (see (2.22)

for its definition). These estimates indicate that N̄(x, t) is independent of x and is

decreasing in t. In fact, we will show that under some appropriate assumptions, it

holds that

lim
s→−∞

|∇xN(x,t)(s)|g(t) = 0, uniformly in x, (4.1)∫
N

N̄(·, s)dνs(x,t) ≥ N̄(x, t), for all s < t ≤ 0, (4.2)

where νs(x,t) is the probability measure defined in (2.15). The

This chapter is organized as follows. In section 4.1 we will prove a version of
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Perelman’s no local collapsing Theorem [33]. This version of no local collapsing is what

we need to apply, and it does not follow trivially from Perelman’s theorem. In section

4.2 we prove the estimates (4.1) and (4.2). This is the main technical part of this

chapter. Finally in section 4.3 we prove Theorem 1.3.

4.1 Fundamental noncollapsing theorems

In this section we prove the following theorem.

Theorem 4.1. For all β > 0, there exists κ = κ(β, n) > 0 such that the following

holds. Consider a complete Ricci flow (Mn, g(t))t∈[0,T ]. Let (x0, t0) ∈ M × (0, T ]

and r0 ∈ (0,
√
t0] be such that |Rm|(x, t) ≤ r−2

0 on Bg(t0)(x0, r0) × [t0 − r2
0, t0]. If

N(x0,t0)(t0 − r2
0) ≥ −β, then Volg(t0)(Bg(t0)(x0, r0)) ≥ κrn0 .

Indeed, if one compares Theorem 4.1 with Perelman’s weak no local collapsing

theorem (7.3 in [33]), one readily sees that if one replaces the Nash entropy in Theorem

4.1 by the reduced volume (defined in (3.19)) based at the same point evaluated at the

same time, then one obtains a statement that is identical to the following theorem of

Perelman.

Theorem 4.2 (Perelman, 2002). For all β ∈ (0, 1), there exists κ = κ(β, n) > 0 such

that the following holds. Consider a complete Ricci flow (Mn, g(t))t∈[0,T ]. Let (x0, t0) ∈

M×(0, T ] and r0 ∈ (0,
√
t0] be such that |Rm|(x, t) ≤ r−2

0 on Bg(t0)(x0, r0)× [t0−r2
0, t0].

If V(x0,t0)(t0 − r2
0) ≥ −β, then Volg(t0)(Bg(t0)(x0, r0)) ≥ κrn0 . Here V(x0,t0) is the reduced

volume based at (x0, t0).
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Furthermore, from Theorem 4.1 one may also obtain Perelman’s original no

local collapsing Theorem for Ricci flows on closed manifold.

Corollary 4.3 (Perelman’s noncollapsing theorem). Let (Mn, g(t))t∈[0,T ) be a complete

Ricci flow with ν[g(0), T ] > −∞. Then there exists a positive number κ depending

only on n and ν[g(0), T ] such that the following holds. Let (x0, t0) ∈ M × (0, T ) and

0 < r0 ≤
√
t0 be such that |Rm|(x, t) ≤ r−2

0 for all (x, t) ∈ Bg(t0)(x0, r0)× [t0 − r2
0, t0].

Then Volg(t0)(Bg(t0)(x0, r0)) ≥ κrn0 .

Proof. By Lemma 2.13(1)(3), we have

N(x0,t0)(t0 − r2
0) ≥ N(x0,t0)(0) ≥ W(x0,t0)(0) ≥ µ(g(0), t0) ≥ ν[g(0), T ]

for all (x0, t0) and r0 satisfying the condition in the statement of the corollary. The

conclusion follows from Theorem 4.1.

4.1.1 On flat space forms—the model of collapsing case

The proof of Theorem 4.1 is an argument by contradiction. Assuming there is

a contradicting sequence, then after properly scaling and taking a limit, one obtains a

flat (static) ancient solutions to the Ricci flow that is not the Euclidean space. Thus we

need to understand what happens to the Nash entropy on a flat non-Euclidean space

form (when regarded as a Ricci flow). Indeed in this case the conjugate heat kernel is

simply the classical heat kernel since the metric is static and the scalar curvature is

zero.
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Let us begin with the computation of the Nash entropy on Tk, any flat torus of

dimension k ≥ 1. In fact, all the properties we need here for Tk are the Ricci-flatness

and the finiteness of the volume. Hence the following lemma is true for any Ricci flat

closed manifold. Let

H(x, y, t) =
1

(4πt)
k
2

e−f(x,y,t)

be the heat kernel on Tk; H coincides with the conjugate heat kernel coupled with the

static backward Ricci flow, if t is regarded as backward time. Then the Nash entropy

centered at (x, 0) is defined as

N(t) =

∫
Tk
f(x, y, t)H(x, y, t)dy − k

2
(4.3)

= −
∫
Tk
H(x, y, t) logH(x, y, t)dy − k

2
log (4πt)− k

2
.

Lemma 4.4. lim
t→∞

N(t) = −∞.

Proof. From H > 0 and −H logH ≤ 1
e

for all t > 0, it follows that

N(t) = −
∫
Tk
H(x, y, t) logH(x, y, t)dy − k

2
log (4πt)− k

2

≤ 1

e
Vol(Tk)− k

2
log (4πt)− k

2
, for all t > 0.

The right-hand side obviously approaches negative infinity as t approaches infinity.

We have the following corollary.
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Corollary 4.5. Let NTk×Rn−k(t) be the Nash entropy of the linear heat equation on the

flat manifold Tk × Rn−k, where k ≥ 1. Then lim
t→∞

NTk×Rn−k(t) = −∞.

Proof. It is easy to see that, if

H1(x, t) =
1

(4πt)
n1
2

exp (−f1(x, t)),

H2(y, t) =
1

(4πt)
n2
2

exp (−f2(y, t))

are the heat kernels on Riemannian manifolds (M1, g1), (M2, g2) centered at (x0, 0),

(y0, 0), respectively, then H1(x, t)H2(y, t) and N(x0,0)(t) +N(y0,0)(t) are the heat kernel

and Nash entropy of (M1×M2, g1 +g2) centered at
(
(x0, y0), 0

)
, respectively. It follows

from Lemma 4.4 that lim
t→∞

NTk×Rn−k(t) = −∞.

Now we consider an arbitrary non-Euclidean flat space form. It follows from

Bieberbach’s theorem (c.f. Theorem 98 of [3]) that such a space form can always be

written as (Tk×Rn−k)/Γ, where k ≥ 1, Tk is a flat torus, and Γ is a finite group. With

this known we can prove the following proposition.

Proposition 4.6. Let (Mn, g) be a non-Euclidean flat space form. Then the Nash

entropy N(x,0)(t)↘ −∞ as t↗∞ for any base point (x, 0).

Proof. Let (M̃, g̃) ∼= Tk×Rn−k be a finite covering space of (M, g) and let π : (M̃, g̃)→

(M = M̃/Γ, g) be the finite Riemannian covering map, so that |Γ| < ∞. Let x̃ ∈ M̃
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be such that π(x̃) = x, we shall show that

Ñ(x̃,0)(t) ≥ N(π(x̃),0)(t) := N(x,0)(t) (4.4)

for all t > 0, where Ñ(x̃,0)(t) is the Nash entropy on (M̃, g̃) based at (x̃, 0).

It is well known that

H(π(x̃), π(ỹ), t) =
∑
h∈Γ

H̃(x̃, h(ỹ), t),

where H̃ is the heat kernel on (M̃, g̃). We let M̃1 ⊂ M̃ be a fixed fundamental domain

of the covering M̃ . It follows that

N(π(x̃),0)(t) = −
∫
M̃1

∑
h∈Γ

H̃(x̃, h(ỹ), t) log

(∑
k∈Γ

H̃(x̃, k(ỹ), t)

)
dg̃(ỹ)− n

2
log (4πt)− n

2

≤ −
∫
M̃1

∑
h∈Γ

H̃(x̃, h(ỹ), t) log (H̃(x̃, h(ỹ), t))dg̃(ỹ)− n

2
log (4πt)− n

2

= −
∫
M̃

H(x̃, ỹ, t) logH(x̃, ỹ, t)dg̃(ỹ)− n

2
log (4πt)− n

2

= Ñ(x̃,0)(t).

Combining (4.4) with Corollary 4.6, the proposition follows.

Remarks:

(1) Note that in all the statements of this subsection we regard t as forward time and

consider the heat operator. But in real application we will let t be the backward

80



time and consider the conjugate heat operator. Note that this does not make any

difference in the static case.

(2) (4.4) works also for solutions to the Ricci flow in place of static Riemannian man-

ifolds, so long as the covering is finite. Note that we have only applied it to the

static Ricci flat case.

4.1.2 Nash entropy on a collapsing sequence.

Now we continue with the proof of Theorem 4.1. As described before, we will

assume that the conclusion of Theorem 4.1 is not true and take a limit from a s-

caled contradicting sequence to get into a scenario as in Proposition 4.6. Although we

do not know whether the scaled Nash entropies would converge or not in this case,

we can observe an important property from Lemma 2.13(5)—seeing its integrand is

nonpositive—that with respect to the topology of pointed Cheeger-Gromov-Hamilton

convergence, the pointed Nash entropy is upper semicontinuous. This suffices our pur-

pose.
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Proof of Theorem 4.1. Consider a sequence of counterexample

(Mi, gi(t))t∈[0,Ti],

(xi, ti) ∈Mi × (0, Ti],

ri ∈ (0,
√
ti],

|Rm(gi)| ≤ r−2
i on Bgi(ti)(xi, ri)× [ti − r2

i , ti],

N(xi,ti)(ti − r2
i ) ≥ −β,

but at the same time

Vol(Bgi(ti)(xi, ri))/r
n
i → 0,

or equivalently

injgi(ti)(xi)/ri → 0.

Now chose a sequence of scaling factor Qi, such that

injQigi(ti)(xi) = 1,

hence

Qir
2
i →∞.
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Consider the scaled Ricci flows ḡi(t) = Qigi(tQ
−1
i + ti):

|Rm(ḡi)| ≤ Q−1
i r−2

i on Bḡi(0)(xi, Q
1
2
i ri)× [−Qir

2
i , 0], (4.5)

injḡi(0)(xi) = 1, (4.6)

N(xi,0)(t) ≥ −β for t ∈ [−Qir
2
i , 0]. (4.7)

Hence by [19], we can extract a subsequence from

{(Mi, ḡi(t), (xi, 0))t∈[−Qir2i ,0]}∞i=1

converging in the pointed smooth Cheeger-Gromov sense to a flat ancient Ricci flow

(Mn
∞, g∞(t), (x∞, 0))t∈(−∞,0]

whose injectivity radius at (x∞, 0) is 1. Obviously, (M∞, g∞) is a non-Euclidean flat

space form.

Claim. N(x∞,0)(t) ≥ −β, for all t < 0.

Proof of the claim. Let us fix a t < 0 and let {Ωi× [Ai, 0]}∞i=1 be a compact space-time

exhaustion of the limit flow. We assume without loss of generality that Ai < t for

any i. Let ḡi and Hi(z, s) = 1

(4π(−s))
n
2

exp (−fi(z, s)) also denote the pull-back metrics

and conjugate heat kernels, respectively, via diffeomorphisms given by the pointed

Cheeger-Gromov convergence on Ωi× [Ai, 0], where all the heat kernels are centered at
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the base points (xi, 0). According to [26], by passing to a subsequence the conjugate

heat kernels centered at the base points will also converge to the heat kernel on the

limit manifold centered at (x∞, 0), that is, fi → f∞ and Hi → H∞ locally smoothly.

By (4.7) and Lemma 2.13(5), we have

∫ 0

t

2s
(

1− s

t

)∫
Ωk

∣∣∣∣Rici(·, η) +∇2fi(·, η) +
gi
2η

∣∣∣∣2
gi(η)

Hi(·, η)dgi(η)dη ≥ −β,

for all i ≥ 1 and for all k ≥ 1. Notice here we have used the fact that the integrands

are nonpositive, and hence their contributions to the integration outside Ωk × [t, 0] are

also nonpositive. Passing i to the limit and using the locally smooth convergence of

the integrand, we have

∫ 0

t

2s
(

1− s

t

)∫
Ωk

∣∣∣∣Ric∞(·, η) +∇2f∞(·, η) +
g∞
2η

∣∣∣∣2
g∞(η)

H∞(·, η)dg∞(η)dη ≥ −β,

for all k ≥ 1. Taking k →∞ and using Lemma 2.13(5) again for (M∞, g∞(t)) completes

the proof.

Now the above claim is a contradiction to Proposition 4.6; this completes the

proof of Theorem 4.1.
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4.2 Estimates on the asymptotic Nash entropy

In this section, we shall prove the estimates (4.1) and (4.2). We shall make

the following assumptions for the ancient solution (Mn, g(t))t∈(−∞,0] throughout this

section.

sup
M
|Rmg(t)| < ∞, (4.8)

inf
M

Volg(t)(Bg(t)(·, 1)) > 0, (4.9)

for all t ∈ (−∞, 0]. In our estimates we will consider two cases—a more general case

and the case of nonnegative curvature operator. The estimates in these two cases are

similar and parallel, but the conditions they require are not quite the same.

We will introduce another notation. Let H(y, s|x, t) be the heat kernel on

(Mn, g(t))t∈(−∞,0], that is, the fundamental solution to (2.8). We define

Ms,t := sup
x∈M,y∈M

H(y, s|x, t).

By Lemma 2.2 we have that Ms,t depends only on

sup
M×[s,t]

|Rm| <∞, inf
M×[s,t]

Volg(·)(Bg(·)(·, 1)) > 0, and t− s > 0. (4.10)

As we know from chapter 2, since H(·, ·|x, t) and H(y, s|·, ·) are solutions to

the conjugate heat equation 2∗u = 0 and the heat equation 2u = 0, respectively, and
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since by Theorem 2.3 and Theorem 2.4 H(·, ·|x, t) and H(y, s|·, ·) always attain their

maximums, we can apply the maximum principle and obtain

H(·, η|x, t) ≤Ms,t, whenever η ≤ s, (4.11)

H(y, s|·, ζ) ≤Ms,t, whenever ζ ≥ t. (4.12)

Note that when applying the maximum principle to the conjugate heat equation 2∗u =

(−∂s − ∆ + R)u = 0, one needs to use a result of Chen [10], saying that the scalar

curvature on every ancient solution is nonnegative.

4.2.1 The independence of space

We proceed to prove (4.1). The idea is by direct computation and by using

the gradient estimate Theorem 2.8. The key point is that since we are working with

an ancient solution, the 1
t

factor on the right-hand side of (2.14) has a fast rate of

decaying.

Lemma 4.7. Let (Mn, g(t))t∈(−∞,0] be a complete ancient solution to the Ricci flow.

(1) If there exists C0 > 0 such that sup
M×(−∞,0]

|Rm| ≤ C0 and inf
M×(−∞,0]

Volg(·)(Bg(·)(·, 1)) ≥

C−1
0 , then there exists a constant C > 0 depending only on C0 such that

0 ≥ N(x,t)(η) ≥ −n
2

log (4π(t− η))− C,

for all (x, t) ∈M × (−∞, 0] and η < t− 1.
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(2) If (Mn, g(t))t∈(−∞,0] has nonnegative curvature operator and if there exists C0 > 0

such that sup
M

R(·, 0) ≤ C0 and inf
M

Volg(0)(Bg(0)(·, 1)) ≥ C−1
0 then there exists a

constant C > 0 depending only on C0 such that

0 ≥ N(x,t)(η) ≥ −n
2

log (4π(t− η))− n log (−η + C)− C,

for all (x, t) ∈M × (−∞, 0] and η < t− 1.

Proof. In our argument we let C be a constant depending only on C0 and which may

vary from line to line.

(1) By our assumptions and by Lemma 2.2, since

sup
M×[η,η+1]

|Rm| < C0, inf
M×[η,η+1]

Volg(·)(Bg(·)(·, 1)) > C−1
0

Mη,η+1 ≤ C(C0), for all η ≤ −1, (4.13)

Note that the constant C(C0) on the right-hand side does not depend on η.

From (4.11) we have

−n
2

log (4π(t− η))− f(z,η)(x, t) = logH(z, η|x, t) ≤ logMη,η+1.

Integrating this inequality against dνη(x,t) = H(·, η|x, t)dgη and using the definition
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of the Nash entropy (2.21), we have

0 ≥ N(x,t)(η) ≥ −n
2
− logMη,η+1 −

n

2
log (4π(t− η)) (4.14)

≥ −C − n

2
log (4π(t− η)).

Whence follows the conclusion.

(2) The proof is only a slight modification of part (1). We need to estimate Mη,η+1 for

this case. According to Theorem 3.10, we have sup
M×(−∞,0]

|Rm| ≤ C(n)C0. Applying

Theorem 3.4 with K = C0 and r0 = 1
2
, we obtain that for all y ∈ Bg(0)(x, 1), it

holds that

d

ds
distg(s)(x, y) ≥ −C(n)C0, for almost all s < 0 whenever distg(s)(x, y) ≥ 1.

Integrating the above inequality from η to 0 we have that

distg(η)(x, y) ≤ distg(0)(x, y)− C(n)C0η

≤ 1− C(n)C0η.

Hence there exists C > 0 depending only on C0 such that Bg(η)(x, 1 − Cη) ⊇

Bg(0)(x, 1), for all η < 0 and x ∈M . Furthermore, the Ricci flow with nonnegative
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scalar curvature shrinks the measure. Thus

Volg(η)(Bg(η)(x, 1− Cη)) ≥ Volg(0)(Bg(0)(x, 1)) ≥ C−1
0

and

Volg(η)(Bg(η)(x, 1)) ≥ 1

C(1− Cη)n

by the Bishop-Gromov volume comparison theorem. Applying the rough upper

bound for fundamental solutions of heat-type equations again (c.f. Lemma 26.17

of [13]), we have

Mη,η+1 ≤ C(1− Cη)n. (4.15)

Inserting this inequality into (4.14) completes the proof.

The following lemma is inspired by Hein-Naber’s argument (see Theorem 4.5 of

[23]).

Lemma 4.8. Let (Mn, g(t))t∈(−∞,0] be a complete ancient solution to the Ricci flow

such that either:

(1) There exists C0 > 0 such that sup
M×(−∞,0]

|Rm| ≤ C0 and inf
M×(−∞,0]

Volg(0)(Bg(·)(·, 1)) ≥

C−1
0 , or
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(2) M has nonnegative curvature operator and there exists C0 > 0 such that sup
M

R(·, 0) ≤

C0 and inf
M

Volg(0)(Bg(0)(·, 1)) ≥ C−1
0 .

Then

lim
η→−∞

|∇xN(x,t)(η)|g(t) = 0

for each (x, t) ∈M × (−∞, 0]. Moreover, the convergence is uniform in x.

Proof. In the proof we always assume that η < t− 1. By definition,

∇xN(x,t)(η) =

∫
M

[∇xf(·,η)(x, t)− f(·,η)(x, t)∇xf(·,η)(x, t)]dν
η
(x,t)

and hence

|∇xN(x,t)(η)|g(t) ≤ ‖∇xf(·,η)(x, t)‖2(1 + ‖f(·,η)(x, t)‖2),

by the Cauchy-Schwarz inequality, where the L2 norms are taken with respect to dνη(x,t).

By Theorem 2.8 we have

|∇xf(z,η)(x, t)|2g(t) =
|∇xH(z, η|x, t)|2g(t)

H(z, η|x, t)2

≤ 1

t− η − 1
log

Mη,η+1

H(z, η|x, t)

=
1

t− η − 1

(
logMη,η+1 +

n

2
log (4π(t− η) + f(z,η)(x, t)

)
.
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Integrating against the measure dνη(x,t)(z), we have

‖∇xf(·,η)(x, t)‖2
2 ≤

1

t− η − 1

(
logMη,η+1 +

n

2
log (4π(t− η)) +

n

2

)
, (4.16)

where the last term on the right-hand side is because of the fact N(x,t)(η) ≤ 0.

To estimate ‖f(·,η)(x, t)‖2, we apply Theorem 2.10(1) to obtain

‖f(·,η)(x, t)‖2
2 =

∫
M

f(·,η)(x, t)
2dνη(x,t) (4.17)

≤
(∫

M

f(·,η)(x, t)dν
η
(x,t)

)2

+ 2(t− η)

∫
M

|∇zf(z,η)(x, t)|2g(η)dν
η
(x,t)(z)

≤
(
N(x,t)(η) +

n

2

)2

+ n,

where the last inequality follows from

(t− η)

∫
M

|∇zf(z,η)(x, t)|2g(η)dν
η
(x,t)(z)

≤ (t− η)

∫
M

(
|∇zf(z,η)(x, t)|2g(η) +R(z, η)

)
dνη(x,t)(z)

≤ n

2
,

which in turn is implied by the fact that W(x,t)(η) ≤ N(x,t)(η).
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Combining (4.16) and (4.17), we have

|∇xN(x,t)(η)|2g(t) ≤
1

t− η − 1

((
N(x,t)(η) +

n

2

)2

+ n

)
(4.18)

×
(

logMη,η+1 +
n

2
log (4π(t− η)) +

n

2

)
.

Applying Lemma 4.7 as well as (4.13) or (4.15) to (4.18), we have:

Case (1).

|∇xN(x,t)(η)|2g(t) ≤
1

t− η − 1

(n
2

log (4π(t− η)) + C
)3

,

or

Case (2).

|∇xN(x,t)(η)|2g(t) ≤
1

t− η − 1

(n
2

log (4π(t− η)) + C + n log (−η + C)
)3

,

where C depends only on C0. In either case, the right-hand side converges to 0 as

η → −∞ whence follows the conclusion.

Proposition 4.9. Let (Mn, g(t))t∈(−∞,0] be a complete ancient solution to the Ricci

flow such that either:
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(a) there exists C0 > 0 such that sup
M×(−∞,0]

|Rm| ≤ C0 and inf
M×(−∞,0]

Volg(·)(Bg(·)(·, 1)) ≥

C−1
0 , or

(b) M has nonnegative curvature operator and there exists C0 > 0 such that sup
M

R(·, 0) ≤

C0 and inf
M

Volg(0)(Bg(0)(·, 1)) ≥ C−1
0 .

Then N̄(x, t) is independent of x.

Proof. It suffices to show that if there exists x ∈ M such that N̄(x, t) > −∞, then

for any y ∈ M , N̄(y, t) = N̄(x, t). By Lemma 4.8, in either case, it holds that for

all ε > 0, there exists η0 � t such that |∇yN(y,t)(η)|g(t) < ε for all y ∈ M and

η < η0. Hence |N(y,t)(η)−N(x,t)(η)| ≤ εdistg(t)(x, y) for all y ∈ M and η < η0. Taking

η → −∞, we have |N̄(y, t) − N̄(x, t)| ≤ εdistg(t)(x, y). The proposition follows from

taking ε→ 0.

4.2.2 A mean-value-type inequality

In this subsection we prove (4.2). This is indeed a surprising inequality, and the

main technique we use is Hein and Naber’s logarithmic Sobolev inequality (Theorem

2.10(2)).

Proposition 4.10. Let (Mn, g(t))t∈(−∞,0] be a complete ancient solution to the Ricci

flow such that either:

(a) there exists C0 > 0 such that sup
M×(−∞,0]

|Rm| ≤ C0 and inf
M×(−∞,0]

Volg(·)(Bg(·)(·, 1)) ≥

C−1
0 , or
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(b) M has nonnegative curvature operator and there exists C0 > 0 such that sup
M

R(·, 0) ≤

C0 and inf
M

Volg(0)(Bg(0)(·, 1)) ≥ C−1
0 .

Then for all x, z ∈M and s < t ≤ 0 it holds that

N̄(x, t) ≤
∫
M

N̄(·, s)dνs(x,t) ≡ N̄(z, s). (4.19)

The last equality above is due to Proposition 4.9. Hence N̄(x, t) is independent of x

and is monotonically decreasing in t.

Proof. Let z ∈ M and fix a η < 0 such that η + 1 � s < t ≤ 0. Applying Theorem

2.10(2) to

u(·) = H(z, η|·, s) > 0,

dν = dνs(x,t) = H(·, s|x, t)dgs,

we have

−H(z, η|x, t) logH(z, η|x, t)

= −
(∫

M

H(z, η|·, s)dνs(x,t)
)

log

(∫
M

H(z, η|·, s)dνs(x,t)
)

≤ −
∫
M

H(z, η|·, s) log
(
H(z, η|·, s)

)
dνs(x,t)

+(t− s)
∫
M

|∇yH(z, η|y, s)|2

H(z, η|y, s)
dνs(x,t)(y),

where we have used the fact that
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∫
M

H(z, η|·, s)dνs(x,t) =

∫
M

H(z, η|·, s)H(·, s|x, t)dgs = H(z, η|x, t).

Integrating against dgη(z) and using definition (2.21), we have

N(x,t)(η) +
n

2
+
n

2
log(4π(t− η)) (4.20)

≤
∫
M

N(y,s)(η)dνs(x,t)(y) +
n

2
+
n

2
log(4π(s− η))

+(t− s)
∫
M

∫
M

|∇yH(z, η|y, s)|2

H(z, η|y, s)
dνs(x,t)(y)dgη(z),

where the last term needs to be estimated. By Theorem 2.8 we have

|∇yH(z, η|y, s)|2

H(z, η|y, s)
≤ 1

s− η − 1

(
logMη,η+1 − logH(z, η|y, s)

)
H(z, η|y, s).

Inserting this inequality into (4.20), we have

N(x,t)(η) ≤
∫
M

N(·,s)(η)dνs(x,t) +
n

2
log

s− η
t− η

+
t− s

s− η − 1
logMη,η+1 (4.21)

− t− s
s− η − 1

∫
M

∫
M

H(z, η|y, s) log
(
H(z, η|y, s)

)
dνs(x,t)(y)dgη(z)

=

(
1 +

t− s
s− η − 1

)∫
M

N(·,s)(η)dνs(x,t) +
t− s

s− η − 1
logMη,η+1

+
t− s

s− η − 1

(n
2

log(4π(s− η)) +
n

2

)
+
n

2
log

s− η
t− η

.
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By (4.13) and (4.15) we may observe that

lim
η→−∞

t− s
s− η − 1

logMη,η+1 = 0

in either case (a) or case (b). Therefore, by taking η → −∞ in formula (4.21), we have

N̄(x, t) ≤ lim
η→−∞

∫
M

N(·,s)(η)dνs(x,t).

Notice that {N(y,s)(η)}η∈(−∞,s−1] is a family of nonpositive functions of y that are

monotonic in η; the conclusion follows from Fatou’s lemma.

To conclude this section, we remark that Proposition 4.9 holds also for the

asymptotic entropy, simply because the asymptotic entropy coincides with the asymp-

totic Nash entropy.

Corollary 4.11. Let (M, g(t))t∈(−∞,0] be a complete ancient solution to the Ricci flow

with bounded geometry on every compact time interval. Then

W̄ (x, 0) = N̄(x, 0),

for all x ∈M . In particular, Proposition 4.10 holds for the asymptotic entropy W̄ (x, t).
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Proof. By Lemma 2.13(2)(3)(4), for any ε > 0 and η < 0, we have

W(x,0)(η) ≤ N(x,0)(η) = −1

η

∫ 0

η

W(x,0)(s)ds ≤ −
1

η

∫ εη

η

W(x,0)(s)ds

≤ −1

η

∫ εη

η

W(x,0)(εη)ds = (1− ε)W(x,0)(εη).

The conclusion follows from first taking η → −∞ and then ε→ 0.

4.3 Proof of the gap and noncollapsing theorems

In this section, we present two propositions which imply Theorem 1.3 imme-

diately via Lemma 2.13 that N(x,t)(η) ≥ W(x,t)(η) and Corollary 4.11 that N̄(x, t) =

W̄ (x, t).

Proposition 4.12. Let (Mn, g(t))t∈(−∞,0] be a complete ancient solution to the Ricci

flow with nonnegative curvature operator. Assume

sup
M×(−∞,0]

|Rm| <∞ and inf
M

Volg(0)(Bg(0)(·, 1)) > 0.

Let N̄ be the asymptotic Nash entropy defined in (2.22). If there exists a point (x0, t0)

such that W̄ (x0, t0) ≡ N̄(x0, t0) ≥ −β for some β <∞, then there exists a κ > 0 such

that (M, g(t))t∈(−∞,t0] is κ-noncollapsed on all scales, where κ depends only on β and

the dimension n.

Proof. Under the assumption of this proposition, we may apply part (2) of Proposition
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4.10 to conclude that N̄(x, t) ≥ −β, for all t ≤ t0, x ∈ M . Then we may apply

Theorem 4.1 to these points. So there exists a κ = κ(n, β) > 0 such that for any

r > 0, if |Rm| ≤ r−2 on Bg(t)(x, r)× [t− r2, t], then Volg(t)(Bg(t)(x, r)) ≥ κrn. That is,

(M, g(t))t∈(−∞,t0] is κ-noncollapsed on all scales.

The next corollary follows similarly.

Corollary 4.13. Let (Mn, g(t))t∈(−∞,0] be a complete ancient solution to the Ricci flow.

Assume

sup
M×(−∞,0]

|Rm| <∞ and inf
M×(−∞,0]

Volg(·)(Bg(·)(·, 1)) > 0.

If there exists a point (x0, t0) such that W̄ (x0, t0) ≡ N̄(x0, t0) ≥ −β > −∞, then

there exists a κ > 0 such that (M, g(t))t∈(−∞,t0] is κ-noncollapsed on all scales, where

κ depends only on β and the dimension n.

Proof. The proof is similar to that of the previous proposition, where now part (2) is

replaced by part (1) in Proposition 4.10.

To prove the next proposition, one may apply a similar technique as used by

Yokota [37]. He implemented a point picking method on the ancient solution to con-

struct a contradicting sequence, which implies an ε-regularity theorem; his gap theorem

follows from that. With all the tools we have developed by far, we are able to prove

this theorem in a slightly different—if not significantly easier—way.
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Proposition 4.14. There exists ε > 0 depending only on the dimension n such that

the following holds. Let (Mn, g(t))t∈(−∞,0] be a complete ancient noncollapsed solution

to the Ricci flow such that sup
M×(−∞,0]

|Rm| < ∞. If there exists (x, t) ∈ M × (−∞, 0]

such that N̄(x, t) ≥ −ε, then (M, g(t)) is a Gaussian shrinker.

Proof. Suppose (M, g(t)) is flat but not Euclidean. Then the noncollapsing assumption

implies maximum volume growth. By Peter Li (see Corollary 16.3 of [24] for instance),

M is a finite quotient of Euclidean space. However, any finite group action Γ×Rn → Rn

has a fixed point, which is a contradiction since M is smooth. To see this, one may

take any id 6= γ ∈ Γ and x ∈ Rn; then x + γx + ... + γ|γ|−1x is a fixed point, where

|γ| > 1 is the order of γ. So, henceforth we assume (M, g(t)) is non-flat.

Suppose the theorem is not true. Then we may find a sequence

{(Mk, gk(t), (xk, 0))t∈(−∞,0]}∞k=1,

such that the (Mk, gk(t)) are non-flat and noncollapsed on all scales,

sup
Mk×(−∞,0]

|Rmk| <∞, and N̄(xk, 0) ≥ −1

k
.

By the noncollapsing assumption, inf
Mk×(−∞,0]

Volg(·)(Bg(·)(·, 1)) > 0 for each k, and it

follows from Corollary 4.13 that the sequence of ancient solutions are κ-noncollapsed

with respect to a uniform κ.

99



For each k, we pick (x̃k, t̃k) ∈Mk × (−∞, 0] such that

|Rmk|(x̃k, t̃k) ≥
1

2
sup

Mk×(−∞,0]

|Rmk|.

By parabolic rescaling the ancient flows centered at (x̃k, t̃k) by the factors |Rmk|(x̃k, t̃k)

with time shifts of t̃k to 0, we obtain another sequence

{(M̃k, g̃k(t), (x̃k, 0))t∈(−∞,0]}∞k=1

which is κ-noncollapsed with respect to a universal κ, satisfying

sup
M̃k×(−∞,0]

|R̃mk| < 2, |R̃mk|(x̃k, 0) = 1, and N̄(x̃k, 0) ≥ −1

k
.

Here we have used the invariance of the Nash entropy under parabolic rescaling as well

as Proposition 4.10 to conclude that N̄(x̃k, 0) ≥ − 1
k
.

By [19], we can extract a subsequence of {(M̃k, g̃k(t), (x̃k, 0))t∈(−∞,0]}∞k=1 con-

verging in the pointed Cheeger-Gromov sense to an ancient κ-noncollapsed Ricci flow

(M∞, g∞(t), (x∞, 0))t∈(−∞,0] with |Rm∞|(x∞, 0) = 1, where by [26] the conjugate heat

kernels centered at (x̃k, 0) converge to the conjugate heat kernel centered at (x∞, 0).

By the same argument as shown in the proof of 4.1, N(x∞,0)(η) ≡ 0. Moreover, s-

ince the Nash entropy is the time average of pointed entropies (see Lemma 2.13),

W(x∞,0)(η) ≡ 0. It follows that (M∞, g∞(t)) is a Gaussian shrinker, contradicting

|Rm∞|(x∞, 0) = 1.
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The result of chapter 4 is my own work, currently accepted for publication on

Communications in Analysis and Geometry.
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Chapter 5

Equivalence between bounded

entropy and noncollapsing

In this chapter we prove Theorem 1.7, Corollary 1.8, and Corollary 1.9. The

main part of this chapter will be devoted to the necessity part in Theorem 1.7. In other

words, let us consider an ancient solution to the Ricci flow with bounded nonnegative

curvature operator (M, g(t))t∈[0,∞), such that g(t) is κ-noncollapsed on all scales for

some κ > 0. We proceed to prove that for all (x, t) ∈ M × (−∞, 0] and for all s < t,

|W(x,t)(s)| is bounded by a number depending only on κ and n.

The main idea of the proof is to apply Theorem 3.14 and the monotonicity

formula Lemma 2.13(4). Indeed, because of Lemma 2.13(4) and Lemma 2.12, we need

only to show that for all (x, t) ∈ M × (−∞, 0], W̄ (x, t) is bounded from below by a

number depending only on κ and n. On the other hand, Theorem 3.14 implies that

when time approaches negative infinity, the Ricci flow looks like the canonical form of
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a shrinker. If we can show that W(x,t)(s) also converges to a corresponding quantity on

the asymptotic shrinker, and this quantity depends only on n and κ, we would establish

the necessity part of Theorem 1.7.

5.1 Notations

5.1.1 Ancient solution and conjugate heat kernel

Now let us simplify the notation for the sake of convenience. Throughout this

whole chapter, unless otherwise specified, we will use the following notation. We will

use (Mn, g(τ))τ∈[0,∞) to denote the ancient solution in question, such that τ stands

for the backward time. That is to say, each slice (Mn, g(τ)) has bounded nonnegative

curvature operator, and is κ-noncollapsed on all scales. Let us fix a base point (x0, 0)

for the conjugate heat kernel and the reduced distance—seeing that it is always possible

to shift time and make the base time 0. Let

u(x, τ) =
1

(4πτ)
n
2

e−f(x,τ) := H(x,−τ |x0, 0)

be the conjugate heat kernel based at (x0, 0). Or in other words

2∗u :=

(
∂

∂τ
−∆ +R

)
u
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and

lim
τ→0+

u(·, τ) = δx0 .

Finally, let us use

l(x, τ) := l(x0,0)(x, τ)

to denote the reduced distance based at (x0, 0).

5.1.2 Parabolic scaling

Let us fix an arbitrary sequence of positive numbers {τk}∞k=1 such that

τk ↗∞, as k ↗∞.

According to Lemma 3.7, we can find a sequence of points {pk}∞k=1 in the manifold M

such that

0 ≤ l(pk, τk) ≤
n

2
,

where the first inequality above is obvious from the definition of l and from the fact

that R ≥ 0 (see Chen [10]). For the sake of convenience we define the following notation
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for the parabolic scaling:

gk(τ) = τ−1
k g(ττk),

Rmk = Rmgk ,

Rk = Rgk ,

lk(p, τ) = l(p, ττk),

uk(p, τ) = τ
n
2
k u(p, ττk) =

1

(4πτ)
n
2

e−fk(p,τ),

fk(p, τ) = f(p, ττk).

One may easily check by the definition that, uk is the fundamental solution to the

conjugate heat equation, and lk is reduced distance, both of backward Ricci flow gk(τ)

and based at (x0, 0). Because of this property of lk, we have that (3.33)—(3.36) also

hold for each lk:

|∇lk|2gk +Rk ≤
Clk
τ
, (5.1)

∂lk
∂τ

+
Clk
τ
≥ Rk, (5.2)

2
∂lk
∂τ

+
lk
τ
≤ Rk, (5.3)

on M × (0,∞) and for all k, and

−2lk(y, τ)− C +
c

τ
dist2gk(τ)(x, y) ≤ lk(x, τ) ≤ 2lk(y, τ) +

C

τ
dist2gk(τ)(x, y), (5.4)
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for all (x, y) ∈M and for all τ ∈ (0,∞). The constants c and C in (5.1)—(5.4) depend

only on the dimension n.

For most of the time we will use C and c to denote positive estimation constants

depending only on κ > 0 and the dimension n, which could be different from

line to line. We use the capital letter C to denote those constants that are intuitively

large, and the lower case letter c to denote those constants that are intuitively small.

5.2 Estimates of the conjugate heat kernel

5.2.1 Pointwise lower bound

We the following lower bound of uk is simply a consequence of the fact that the

integrand of the reduced volume is a subsolution to the conjugate heat equation.

Lemma 5.1 (The lower bound). There exists a constant C < ∞ depending only on

κ > 0 and the dimension n, such that

fk(x, τ) ≤ C + Cdistgk(τ)(pk, x)2, (5.5)

for all x ∈ M and τ ∈ [1
2
, 2]. In particular, uk(x, τ) > c for all x ∈ Bgk(τ)(pk, 1) and

τ ∈ [1
2
, 2], where c > 0 is a constant.

106



Proof. First, from Lemma 3.9 we have

1

(4πτ)
n
2

e−lk(x,τ) ≤ 1

(4πτ)
n
2

e−fk(x,τ),

for all (x, τ) ∈M × (0,∞), or equivalently

fk(x, τ) ≤ lk(x, τ), (5.6)

for all (x, τ) ∈M × (0,∞).

On the other hand, (5.1)—(5.3) implies

−Clk
τ
≤ ∂lk
∂τ
≤ Clk

τ
.

Integrating this on [1
2
, 2] and using the fact that lk(pk, 1) = l(pk, τk) ∈ [0, n

2
], we have

(note that lk is always nonnegative because of its definition and the fact Rk ≥ 0 )

0 ≤ lk(pk, τ) ≤ C,

for all τ ∈ [1
2
, 2]. Combining this with (5.4) we have

−C + cdistgk(τ)(pk, x) ≤ lk(x, τ) ≤ C + Cdistgk(τ)(pk, x), (5.7)

for all (x, τ) ∈M × [1
2
, 2]. The Lemma then follows from (5.6) and (5.7).
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5.2.2 Pointwise upper bound

Next we apply Hein-Naber’s gaussian concentration inequality to obtain an

integral estimate, and furthermore pointwise estimate of uk. Note that the result of

this subsection is not yet the final form. We will obtain the nice gaussian upper bound

for uk in the next subsection.

Proposition 5.2. There exists c > 0 and C <∞ depending only on κ and the dimen-

sion n such that

fk(x, τ) ≥ −C − C log (max{Rk(x, τ), 1}) + cdistgk(τ)(x, pk)
2, (5.8)

for all x ∈M and τ ∈ [3
4
, 2].

Proof. First of all, we use Theorem 2.11 to obtain an integral estimate for uk.

Claim 1. There exists C <∞ depending only on κ and the dimension n such that for

all p ∈M , τ ∈ [1
2
, 2], and for all r ∈ (0, 1], it holds that

∫
Bgk(τ)(x,r)

uk(·, τ)dgk(τ) ≤ C exp

(
− 1

32
distgk(τ)(pk, x)2

)
. (5.9)

Proof. Let us apply Theorem 2.11 to the sets A = Bgk(τ)(pk, 1) and B = Bgk(τ)(x, r).

By Lemma 5.1 we have uk(y, τ) ≥ c for all y ∈ Bgk(τ)(pk, 1). By (5.1) and (5.7) we
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have

Rk(y, τ) ≤ C for y ∈ Bgk(τ)(pk, 1),

hence by the noncollapsing assumption we have

Volgk(τ)(Bgk(τ)(pk, 1)) > c.

Therefore,

ντ (A) =

∫
Bgk(τ)(pk,1)

uk(·, τ)dgk(τ) > c

and (5.9) follows immediately.

Next, we will extend inequality (5.9) to a space-time cube, so as to apply the

parabolic mean value inequality.

Claim 2. There exists c2 > 0 depending only on κ and the dimension n such that for

any (x, τ) ∈M × [3
4
, 2] and r := min{1, Rk(x, τ)−

1
2} it holds that.

∫ τ

τ−(c2r)2

∫
Bgk(τ)(x,c2r)

uk(·, s)dgk(τ)ds ≤ C2r
2 exp

(
− 1

64
distgk(τ)(pk, x)2

)
. (5.10)

Proof. We fix τ ∈ [3
4
, 2] and x ∈ M , and let r be as defined in the statement of the
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claim. By applying (3.41) and (3.42) we can find c1 ∈ (0, 1
4
] and C1 <∞ such that

Rk(y, s) ≤ C1r
−2, for all (y, s) ∈

⋃
τ̄∈[τ−c1r2,τ ]

Bgk(τ̄)(x, r). (5.11)

Moreover, by applying Theorem 3.4 to the points x and pk with K = C1r
−2 and r0 = r,

we have that

d

ds
distgk(s)(pk, x) ≤ 10nC1r

−2,

for all s ∈ [τ − c1r
2, τ ] and whenever distgk(s)(pk, x) ≥ 2r. Integrating this inequality

from s to τ we have

distgk(s)(pk, x) ≥ distgk(τ)(pk, x)− 10nC1

√
c1, (5.12)

for all s ∈ [τ − c1r
2, τ ]. Integrating (5.9) in time and taking (5.12) into account, we

obtain the following integral estimate

∫ τ

τ−c1r2

∫
Bgk(s)(x,r)

uk(·, s)dgk(s)ds ≤ c1Cr
2 exp

(
− 1

64
distgk(τ)(pk, x)2

)
. (5.13)

Because of (5.11) we can apply a standard local distortion argument, and choose

c2 > 0 small enough and C2 <∞ large enough, depending on all the previous estima-
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tion constants, such that

Bgk(τ)(x, c2r) ⊂ Bgk(s)(x, r) , for all s ∈ [τ − (c2r)
2, τ ] ⊂ [τ − c1r

2, τ ],

Rk(y, s) ≤ C2r
−2 , for all (y, s) ∈ Bgk(τ)(x, c2r)× [τ − (c2r)

2, τ ],

C−1
2 gk(s) ≤ gk(τ) ≤ C2gk(s) , in Bgk(τ)(x, c2r)× [τ − (c2r)

2, τ ].

Given this, we may obtain (5.10) from (5.13).

Now we are ready to apply the parabolic mean value inequality Theorem 2.1. To

keep track of the curvature condition, we perform the parabolic scaling in our scenario.

Let ũ(s) = uk(τ + sr2) and g̃(s) = r−2gk(τ + sr2), then we have

∫ 0

−(c2)2

∫
Bg̃(0)(x,c2)

ũ(·, s)dg̃(0)ds

=
1

rn+2

∫ τ

τ−(c2r)2

∫
Bgk(τ)(x,c2r)

uk(·, s)dgk(τ)ds ≤ C2

rn
exp

(
− 1

64
distgk(τ)(pk, x)2

)
,

with the curvature bound

R̃(y, s) ≤ C2, for all (y, s) ∈ Bg̃(0)(x, c2)× [−(c2)2, 0].

On the other hand, the κ-noncollapsing assumption implies

Volg̃(0)

(
Bg̃(0)

(
x,
c2

4

))
≥ c > 0.
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Therefore we have

uk(x, τ) = ũ(x, 0)

≤ C

( c2
4

)2 Volg̃(0)

(
Bg̃(0)

(
x, c2

4

)) · C2

rn
exp

(
− 1

64
distgk(τ)(pk, x)2

)
≤ C

rn
exp

(
− 1

64
distgk(τ)(pk, x)2

)
,

Taking into account the definition of r = min{1, Rk(x, τ)−
1
2} we obtain the conclusion.

5.2.3 Growth estimates of derivatives and curvatures

Once we have the above pointwise estimate for the conjugate heat kernel, we

can apply the curvature growth condition given by (5.1) and (5.7) to deal with the

log (max{Rk(x, τ), 1}) term in (5.8), and furthermore obtain a gradient growth estimate

by using a localized gradient estimate for the conjugate heat equation.

Proposition 5.3. The following holds for every element of the sequence of backward

Ricci flows {(M, gk(τ), (pk, 1))τ∈[ 1
2
,2]}∞k=1.

(1) There exists C <∞ depending only on κ and the dimension n, such that

Rk(x, τ) ≤ C + Cdistgk(τ)(pk, x)2, (5.14)

for all x ∈M and τ ∈ [1
2
, 2].
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(2) There exists C < ∞ and c > 0 depending only on κ and the dimension n, such

that

fk(x, τ) ≥ −C + cdistgk(τ)(pk, x)2, (5.15)

for all x ∈M and τ ∈ [3
4
, 2].

(3) There exists C <∞ depending only on κ and the dimension n, such that

|∇fk(x, τ)|2 ≤ C + Cdistgk(τ)(pk, x)7, (5.16)

for all x ∈M and τ ∈ [1, 2].

In particular, every constant in these estimates is independent of k.

Proof. (1) This follow directly from (5.1) and (5.7).

(2) Inserting (5.14) into (5.8) we have that

fk(x, τ) ≥ −C − C log
(
C + Cdistgk(τ)(pk, x)2

)
+ cdistgk(τ)(x, pk)

2

≥ −C +
c

2
distgk(τ)(x, pk)

2

+
( c

2
distgk(τ)(x, pk)

2 − C log
(
C + Cdistgk(τ)(pk, x)2

))
.

The conclusion of (b) follows from the simple fact that the function

φ(s) :=
c

2
s2 − C log(C + Cs2), s ≥ 0
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is bounded from below, and its lower bound depends only on c and C.

(3) We apply Theorem 10 of [14], where they have shown the following: suppose that

on Ω(2A) =
⋃

τ∈[0,t̄]

Bg(τ)(q, 2A) we have the bounds

|Ric| ≤ K1 and |∇R| ≤ K2.

Let u be a positive solution to the conjugate heat equation with u ≤ J on Ω(2A),

then it holds that

|∇u|2

u2
≤

(
1 + log

J

u

)2

×
(

1

τ
+ C1K1 +

√
K2 +K2 +

C1

√
K2A coth(

√
K2A) + C2

A2

)

on Ω(A) and for τ ∈ (0, t̄ ], where C1 and C2 are constants. In order to apply this

theorem to each uk on [3
4
, 2], we need to check every bound that is needed. We fix

an arbitrary A > 1 and consider Ω(2A) =
⋃

τ∈[ 3
4
,2]

Bgk(τ)(pk, 2A). By (5.15) we have

a uniform upper bound J for uk. By (5.14) and (3.42), we may take K1 = C+CA2

and K2 = C+CA3. Moreover, (5.5) provides an upper bound for log
J

u
≤ C+CA2.

Hence we have

|∇uk|2

u2
k

(x, τ) ≤ C(1 + A2)2

×

(
1 + A

3
2 + A2 + A3 +

A(1 + A
3
2 ) coth(CA(1 + A

3
2 )) + 1

A2

)
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for all x ∈ Bgk(τ)(pk, A) and τ ∈ [1, 2], whence follows the result.

Proof of Corollary 1.9. Notice that in all the estimates above, we may indeed let τk be

any positive number. Taking τ = 2 in the estimates (5.5) and (5.15), and scaling them

back by the factor τk, we obtain the conclusion.

5.3 Proof of the main theorems

We continue using the definitions and notations introduced in the previous

section. In Proposition 5.3 we have derived a uniform upper bound for the uk’s on the

interval [1, 2]. Combining (3.42) and (5.14) we obtain uniform growth estimates for all

the derivatives of the curvatures on [1, 2]. By standard parabolic regularity theory, we

have locally uniform estimates for all the derivatives of each uk—and it is easy to see

that these growth rates are at most polynomial. By Theorem 3.14, after passing to a

subsequence, {(M, gk(τ), (pk, 1), lk(τ))τ∈[1,2]} converges in the pointed smooth Cheeger-

Gromov sense to the canonical form of a nonnegatively curved asymptotic shrinker(
M∞, g∞(τ), (p∞, 1), l∞(τ)

)
τ∈[1,2]

. At the same time, because of the uniform growth

estimates for all derivatives, {uk}∞k=1 converges locally smoothly to a solution

u∞ :=
1

(4πτ)−
n
2

e−f∞
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to the conjugate heat equation on (M∞, g∞), with fk → f∞ locally smoothly. Here we

would like to remark that the parabolic regularity theory actually ensures the smooth

convergence of {uk}∞k=1 on any space-time compact subset of M × (1, 2], however, it is

not hard to extend all those estimates we obtained in the previous section to an interval

larger than [1, 2], say [7
8
, 4]. Therefore, to keep our notations concise, we simply assume

that the smooth convergence of {uk}∞k=1 happens on any compact subset of M × [1, 2].

The quadratic upper and lower bounds (5.5) and (5.15) of fk, and the derivative growth

bound (5.16) carry to f∞ on M∞ × [1, 2]:

−C + cdistg∞(τ)(p∞, x)2 ≤ f∞(x, τ) ≤ C + Cdistg∞(τ)(p∞, x)2, (5.17)

|∇f∞(x, τ)|2 ≤ C + Cdistg∞(τ)(p∞, x)7, (5.18)

for all x ∈ M∞ and τ ∈ [1, 2]. In particular, (5.17) implies u∞ is not a zero solution.

Furthermore, we observe the following.

Lemma 5.4. The asymptotic shrinker (M∞, g∞, l∞) has bounded curvature and con-

stant scalar curvature.

Proof. By Corollary 4 in Munteanu and Wang [30], we have that the universal cover of

the asymptotic shrinker (M∞, g∞, l∞) must either be compact or split as a Euclidean

space and a compact symmetric space. Hence, the asymptotic shrinker has bounded

curvature and parallel Riemann curvature tensor.

Remark: Indeed, given (5.17) and the fact that the asymptotic shrinker has

116



bounded curvature, we can use derivative estimates to obtain a result much better than

(5.18). However, (5.18) is sufficient for our application.

We denote

Wk(τ) =

∫
M

(
τ(|∇fk|2 +Rk) + fk − n

) 1

(4πτ)
n
2

e−fkdgk(τ)

=

∫
M

(
τ(2∆fk − |∇fk|2 +Rk) + fk − n

) 1

(4πτ)
n
2

e−fkdgk(τ),

W∞(τ) =

∫
M∞

(
τ(|∇f∞|2 +R∞) + f∞ − n

) 1

(4πτ)
n
2

e−f∞dg∞(τ).

=

∫
M∞

(
τ(2∆f∞ − |∇f∞|2 +R∞) + f∞ − n

) 1

(4πτ)
n
2

e−f∞dg∞(τ).

The integrand of both Wk(τ) and W∞(τ) are absolutely integrable, because of Propo-

sition 5.3, (5.17), (5.18), Lemma 5.4, and the Bishop-Gromov comparison theorem.

5.3.1 No loss of entropy

We first show that there is no loss of entropy in the process of obtaining the

asymptotic shrinker.

Proposition 5.5. W∞(τ) > −∞ is a constant, and is equal to lim
τ→∞

Wx0(τ) = W̄ (x0).

Moreover, f∞ is a potential function of the asymptotic Ricci shrinker.

We split the proof into several lemmas, first we show that lim inf
k→∞

Wk(τ) ≥

W∞(τ) > −∞, and then we show that lim sup
k→∞

Wk(τ) ≤ W∞(τ), finally we show that

W∞(τ) is a constant.
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Lemma 5.6. There exists a A0 <∞ independent of k, such that

(
τ(|∇fk|2 +Rk) + fk − n

)
(x, τ) ≥ 0 (5.19)(

τ(|∇f∞|2 +R∞) + f∞ − n
)

(x, τ) ≥ 0 (5.20)

whenever distgk(τ)(pk, x) ≥ A0, distg∞(τ)(p∞, x) ≥ A0, and for all τ ∈ [1, 2].

Lemma 5.6 follows immediately from the quadratic growth estimates (5.15) and

(5.17) of fk and f∞, respectively.

Lemma 5.7. lim inf
k→∞

Wk(τ) ≥ W∞(τ) > −∞ for all τ ∈ [1, 2]

Proof. By the local smooth convergence of {fk}∞k=1 and {uk}∞k=1 and by Lemma 5.6,

we have that for any A > A0 and τ ∈ [1, 2], the following holds

lim inf
k→∞

Wk(τ) ≥ lim
k→∞

∫
Bgk(τ)(pk,A)

(
τ(|∇fk|2 +Rk) + fk − n

) 1

(4πτ)
n
2

e−fkdgk(τ)

=

∫
Bg∞(τ)(p∞,A)

(
τ(|∇f∞|2 +R∞) + f∞ − n

) 1

(4πτ)
n
2

e−f∞dg∞(τ)

≥
∫
Bg∞(τ)(p∞,A0)

(
τ(|∇f∞|2 +R∞) + f∞ − n

) 1

(4πτ)
n
2

e−f∞dg∞(τ)

= C(τ)

> −∞.

Here we use C(τ) to denote a constant depending on τ but independent of A. Taking

A→∞ in the above inequality and applying the dominated convergence theorem, we

have lim inf
k→∞

Wk(τ) ≥ W∞(τ) > −∞.
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Lemma 5.8. lim sup
k→∞

Wk(τ) ≤ W∞(τ).

Proof. We use the equivalent definition (2.24) of Perelman’s entropy. By Perelman’s

differential Harnack inequality Corollary 2.15, we have

τ(2∆fk − |∇fk|2 +Rk) + fk − n ≤ 0,

on Mk × [1, 2] and for all k, obviously this inequality carries to f∞ on M∞ × [1, 2]

τ(2∆f∞ − |∇f∞|2 +R∞) + f∞ − n ≤ 0 (5.21)

because of the locally smooth convergence.

Let A < ∞ and 0 ≤ φk ≤ 1 be cut-off functions such that φk = 1 on

Bgk(τ)(pk, A), φk = 0 outside Bgk(τ)(pk, A + 1), |∇φk| ≤ 2, and φk → φ∞ uniform-

ly, where φ∞ is a cut-off function on M∞ with the same properties as φk’s.

lim sup
k→∞

Wk(τ) (5.22)

≤ lim
k→∞

∫
M

φ2
k

(
τ(2∆fk − |∇fk|2 +Rk) + fk − n

) 1

(4πτ)
n
2

e−fkdgk(τ)

=

∫
M∞

φ2
∞

(
τ(2∆f∞ − |∇f∞|2 +R∞) + f∞ − n

) 1

(4πτ)
n
2

e−f∞dg∞(τ).

The lemma is proved if we can take the limit as A → ∞ and the last integral in the
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above formula converges. Hence, we need only to verify the condition that

(
τ(2∆f∞ − |∇f∞|2 +R∞) + f∞ − n

) 1

(4πτ)
n
2

e−f∞

is absolutely integrable. To see this, we apply Shi’s Bernstein type estimate [35] directly

to the equation satisfied by ∇f∞, and use Lemma 5.4 and (5.18). It then follows that

each derivative of f∞ has at most polynomial growth rate. This argument is standard

and we omit here. Therefore, we have not only obtained the convergence of the last

integral in (5.22) as A → ∞, but also verified the validity of integration by parts at

infinity for the entropy formula involving f∞.

We have established lim
k→∞

Wk(τ) = W∞(τ) for all τ ∈ [1, 2]. It follows from the

monotonicity of Wx0(τ) that for all τ ∈ [1, 2],

lim
k→∞

Wk(τ) = lim
k→∞

Wx0(ττk) = lim
s→∞

Wx0(s),

and hence W∞(τ) ≡ lim
s→∞

Wx0(s) = W̄ (x0) is a constant. Finally, since the monotonicity

formula Lemma 2.13 (4) also holds for W∞(τ), we have that f∞ is a potential function

of the asymptotic shrinker. This completes the proof of Proposition 5.5.
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5.3.2 Relation between asymptotic entropy and asymptotic

reduced volume

Proof of Corollay 1.8. Now we make the assumption as in Corollay 1.8. Let

(M, g(τ))τ∈[0,∞)

be an ancient solution with bounded nonnegative curvature operator and

inf
M

Volg(0)(Bg(0)(·, 1)) > 0.

In the case that (M, g(τ))τ∈[0,∞) is collapsed, both sides of (1.8) are −∞. Here W̄ (x0) =

−∞ follows from Proposition 4.12 and log V̄ (x0) = −∞ follows from 7.3 in Perelman

[33] and Lemma 3.1 in Yokota [37]. Hence we only consider the noncollapsed case.

First of all, we establish the fact that there is no integration loss when taking

limits of uk and (4πτ)−
n
2 e−lk(x,τ).

Claim.

∫
M∞

u∞dg∞(τ) ≡ 1, (5.23)∫
M∞

1

(4πτ)
n
2

e−l∞dg∞(τ) ≡ V̄ (x0), (5.24)

for all τ ∈ [1, 2].

Proof of the claim. To prove the first equality, we apply the quadratic growth estimate
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of fk (5.15) and the Bishop-Gromov volume comparison to see that the contribution of

uk to the integral outside a large ball is negligible. To wit, for any ε > 0, there exists

A0 <∞, such that for all A > A0 and for all k, it holds that

1− ε <
∫
Bgk (pk,A)

uk(·, τ)dgk(τ) ≤ 1.

The conclusion follows from first taking k →∞, then taking A→∞, and finally taking

ε→ 0. The second equality follows from the same argument. This proves Claim 1.

Now we study the Ricci shrinker potentials f∞ and l∞ with τ fixed at 1. By

Carrillo and Ni [8], we know that W̄ (x0) = W∞(1) = µ(g∞, 1), since f∞ is normalized

in the way of (5.23). Moreover, if we define l̃∞ = l∞ + log V̄ (x0), by (5.24) we have∫
M∞

(4π)−
n
2 e−l̃∞ = 1 and l̃∞ is normalized in the same way as f∞ in (5.23). Therefore,

by applying Carrillo and Ni [8] again we have

µ(g∞, 1) =

∫
M∞

(
2∆l̃∞ − |∇l̃∞|2 +R∞ + l̃∞ − n

)
(4π)−

n
2 e−l̃∞dg∞

= log V̄ (x0),

where in the last equality we have used (3.38) and the definition of l̃∞. Hence we have

proved the theorem.
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5.3.3 The lower bound for all possible asymptotic entropies

In Proposition 5.5 we have already proved that on a κ-noncollapsed ancient

solution to the Ricci flow with bounded nonnegative curvature operator, the pointed

entropy based at a fixed point is bounded in time, since the asymptotic entropy is its

lower bound and 0 is its upper bound. We now proceed to show that the set of all

possible asymptotic entropies has a lower bound depending only on κ > 0 and the

dimension n, and is independent of the ancient solution and the base point.

Proof of Theorem 1.7 (1). We argue by contradiction. Assume the conclusion is not

true for some κ > 0, then we can find a sequence of κ-noncollapsed ancient solutions

with bounded nonnegative curvature operator and a sequence of base points, such that

the corresponding asymptotic entropies goes to negative infinity. Let (Mk, gk, lk, pk) be

the corresponding asymptotic shrinker, where lk is the potential function normalized

as in (3.9) and pk ∈Mk is the point where lk attains its minimum. Here we fix τ = 1.

It then follows from Corollary 1.8 that

∫
Mk

e−lkdgk → 0, as k →∞. (5.25)

By Theorem 3.2 we have that

1

4

(
dist(pk, x)− 5n

)2

+
≤ lk(x) ≤ 1

4

(
dist(pk, x) +

√
2n
)2

, (5.26)
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where pk is the minimum point of lk. It then follows from the identity

|∇lk|2 +Rk = lk

and (5.26) that Rk(pk) is uniformly bounded independent of k. By Lemma 5.4, since

each asymptotic shrinker has constant scalar curvature, we have that the curvature

of (Mk, gk) is uniformly bounded independent of k, and hence so is each derivative of

curvature, according to Shi [35]. By applying derivative estimates to

∆lk − |∇lk|2 =
n

2
− lk,

we can obtain uniform growth bounds for all the derivatives of lk. Therefore, by passing

to a (not relabeled) subsequence, {(Mk, gk, lk, pk)}∞k=1 converges to a shrinker in the

pointed smooth Cheeger-Gromov sense. Note that this sequence of Ricci shrinkers

are κ-noncollapsed on all scales with respect to a uniform κ > 0 according to our

assumption. We denote the limit as (M∞, g∞, l∞, p∞), where the potential function

l∞ also satisfies (5.26). It follows from the same argument as the proof of (5.23) and

(5.24) that

lim
k→∞

∫
Mk

e−lkdgk =

∫
M∞

e−l∞dg∞ > 0.

This contradicts (5.25).

124



5.3.4 The sufficiency part

Finally, Theorem 1.7(2) follows from Corollary 4.13 and the following proposi-

tion.

Proposition 5.9. Let (M, g(τ))τ∈[0,∞) be an ancient solution to the Ricci flow such

that on each time-slice the curvature operator is bounded and nonnegative. Assume

that inf
x∈M

Volg(0)(Bg(0)(x, 1)) = 0. Then the following holds.

(1) (M, g(τ))τ∈[0,∞) is not κ-noncollapsed for any κ > 0, and

(2) There exists a sequence of points {xk}∞k=1, such that W̄ (xk)→ −∞.

Proof. (1) follows directly from the definition of κ-noncollapsing, we prove (2). Let

{xk}∞k=1 be a sequence of points along which

Volg(0)(Bg(0)(xk, 1))→ 0. (5.27)

We claim that W̄ (xk) → −∞. Assume by contradiction that there exists β ∈ (0,∞),

such that

W̄ (xk) > −β (5.28)

for all k. Let Ak > 0 be a sequence of numbers such that

injAkg(0)(xk) = 1.

125



Then we have Ak →∞ because of (5.27). We consider the scaled flows

{(M, gk(τ), (xk, 0))τ∈[0,∞)}∞k=1,

where gk(τ) = Akg(A−1
k τ). Let uk := (4πτ)−

n
2 e−fk be conjugate heat kernel coupled

with backward Ricci flow gk based at (xk, 0). Because of the scaling invariant of the

entropy and because of (5.28), we have

Wk(τ) :=

∫
M

(
τ(2∆fk − |∇fk|2 +Rk) + fk − n

)
ukdgk(τ) ≥ −β,

for all τ ∈ [0,∞). By Hamilton [19], after passing to a (not relabeled) subsequence,

{(M, gk(τ), xk)τ∈[0,∞), }∞k=1 converges in smooth pointed Cheeger-Gromov sense to an

ancient Ricci flow (M, g∞(τ), x∞)τ∈[0,∞). We have that g∞(τ) is flat and static and

that

injg∞(x∞) = 1.

In particular, (M∞, g∞) is not the Euclidean space. Furthermore, by Lu [26], we have

that uk converges locally smoothly to the fundamental solution to the heat equation
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based at (x∞, 0). For any A >> 1 and any τ > 0, we have

∫
Bg∞ (x∞,A)

(
τ(2∆f∞ − |∇f∞|2) + f∞ − n

)
u∞dg∞(τ)

= lim
k→∞

∫
Bgk(τ)(xk,A)

(
τ(2∆fk − |∇fk|2 +Rk) + fk − n

)
ukdgk(τ)

≥ Wk(τ)

≥ −β,

where we have used the fact that the integrand in the above formula is nonpositive

(see section 9 in [33]). It then follows taking A→∞ that

∫
M∞

(
τ(2∆f∞ − |∇f∞|2) + f∞ − n

)
u∞dg∞(τ) ≥ −β > −∞,

for any τ > 0. This is a contradiction, as we have proved in Proposition 3.3 of [42],

the entropy is always unbounded from below on a flat non-Euclidean manifold.

The result of chapter 5 is my own work, currently accepted for publication online

on Journal für die reine und angewandte Mathematik (Crelle’s Journal).
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