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Abstract

There has been a lack of progress in the field of ac-
tion selection due to an incomplete understanding
of the problem being faced. The differing nature
of constituent parts of the action selection/ time-
allocation” problem has not been properly appre-
ciated. Some common sub-problems, such as ob-
taining food and avoiding predators, are descnbed
in terms of the demands they make on an animal’s
time. The significant differences between these sub-
problems are highlighted and a classificatory scheme
is proposed, with which sub-problems can be cate-
gorised. The need to take into account the full range
of different sub-problems is demonstrated with a
few examples. A particular shortcoming shared by
all of the more well-known action selection mecha-
nisms, from both robotics and animal behaviour, is
described.

Introduction

Action selection is the choosing of the most appro-
priate action out of a set of possible candidates. The
term action here refers to one of a set of mutually
exclusive entities at the level of the behavioural final
common path. That is, their demands on the effec-
tors of the animal are such thatonly one of them may
be executed at any one time. But how should the
term ‘most appropriate’ be defined? The most ap-
propriate action is that which maximises the number
of copies of the animal’s genes in future generations
(assuming that an animal s just a carrier/propagator
of its genes, as argued in (Dawkins, 89)).

There are two ways in which an animalcan try to
maximise the number of copies of its genes in future

generations: (1) it can try to reproduce as often as
possible (and so create new individuals with many
of its genes), and (2) it can try to bring about the
reproduction of other individuals which share many
of its genes (e.g. offspring, siblings, parents).
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Figure 1: The action selection problem - what is the
most appropriate action?
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Obviously (1) engenders a further goal of surviv-
ing so as to be able to reproduce in the future, and
(2) engenders a further goal of helping close genetic
relatives to survive, so that they too can reproduce
in the future. Therefore the ‘purpose’ of the mech-
anism selecting an animal’s actions (and indeed of
the rest of the animal as well) is to allow it to survive
and to cause it to mate successfully as often as pos-
sible, and to help closely-related conspecifics to do
the same.

This fairly abstract, high-level problem can be
splitinto several sub-problems. Forinstance, the prob-
lem of survival leads to sub-problems such as ob-
taining enough food, avoiding predators, regulating
body temperature, etc.

The following list contains some of the action se-
lection sub-problems that commonly occur for differ-
ent animals: obtaining food, obtaining water, regu-
lating body temperature, avoiding predators, avoid-
ing hazards in the environment, cleaning/ preening,
sleeping somewhere safe at night, and mating.

The problem of action selection can be thought
of as that of allocating the animal’s available time
to different sub-problems. The nature of the time-
allocation problem as a whole depends on the form
of the individual demands on the animal’s time
made by each sub-problem. In this paper a de-
scription is given of the nature of some of these sub-
problems. The different sub-problems are compared
and a set of terms with which to describe them is pre-
sented. The usefulness of this tentative classificatory
scheme is then demonstrated by showing that some
proposed mechanisms for selecting actions are not
able to deal successfully with some different types
of sub-problem, or with some combinations of the
different types.

In the rest of this paper the abbreviation AS will
be used for action selection.

Classifying Sub-Problems of the Action
Selection Problem

Several common sub-problems of the AS problem
have been implemented in a complex simulated en-
vironment (Tyrrell & Mayhew, 91), and different AS
mechanisms have been tested to see if they can cope
with the different sub-problems present. Experience
with this simulated environment has given the au-
thor some familiarity with the different types of sub-
problem and with the problems of designing a mech-
anism to deal with them.

Some well-known mechanisms are (1) Maes
(Maes, 91), a spreading activation network with two
‘waves’ of input from perception and motivations

respectively and with a node for each behaviour; (2)
Tinbergen (Tinbergen, 50 & Tinbergen, 51), a hier-
archical model in which decisions are made at pro-
gressively lower levels until an action has been se-
lected; (3) Lorenz (Lorenz, 50), the hydraulic model
which uses an analogy with a reservoir of water to
reproduce many of the phenomena of AS; and (4)
the drive model (see (Hull, 43) or the description in
(McFarland, 85)) which calculates a ‘drive’ for each
sub-problem and then selects an action to satisfy the
sub-problem with the highest drive. More explana-
tion of these or other mechanisms (e.g. (Brooks, 86),
(Ludlow, 80), (Halperin, 91)) cannot be given here.

Explicit planning systems are not considered
here because (1) they presuppose a rather high de-
gree of intelligence on the part of the animal, and
(2) they are computationally and intellectually in-
tractable in complex environments about which they
only receive incomplete and unreliable information.
[t should also be noted that many of the mechanisms
presented here are able to perform implicit planning.
They can produce sequences of appetitive and con-
summatory actions in order to satisfy needs, but can
interrupt these if urgent alternative actions are re-
quired.

Figure 2 shows some graphs of activations over
time for the six example sub-problems now consid-
ered:

1

Figure 2: ‘Longitudinal Profiles’ for the six example
sub-problems (after (Maes, 91)). The graphs show
the ‘urgency’ of the sub-problem over time. The
circles denote instances when the sub-problem in
question determines the animal’s action.
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1. Trying to obtain enough food is the most com-

monly covered sub-problem in the ethological
literature. The likelihood of the animal trying
to obtain food should depend on both exter-
nal stimuli (whether it sees food in the vicinity)
and on internal stimuli (whether it is short of
food). It is also a recurring, continual problem.
An animal will need to eat a certain average
amount each day. The need to obtain food will
in general place a low-urgency demand on the
animal’s time, unless the animal is particularly
short of food, since the animal is not likely to
die suddenly or become injured if it does some-
thing else. Finally, food intake is a homeostatic
problem.

. A second common sub-problem is the need to
escape predators. This is usually urgent and
overriding, in that if the animal does not attend
to it immediately then the consequences could
be fatal. It is also highly dependent on exter-
nal stimuli but not at all on internal stimuli.
The priority which the animal should assign
to trying to escape from a predator is highly
dependent on whether the animal senses any
predators, and if so how close they are. This
sub-problem is a non-periodic, non-continual
sort in that there is no pattern to how often the
animal will need to attend to it. An animal
may need to escape from a predator twice in
one day and then not need to do so again for
many days. There is no homeostatic aspect to
this sub-problem.

. A third sub-problem is that of avoiding hazards
in the environment - places where an animal
will endanger itself if it goes there (e.g. cliffs,
streams). When an animal is near to one of
these it is important for it that it does not move
towards it. The demand on the animal’s actions
is proscriptive (‘ruling-out’), rather than prescrip-
tive (‘specifying’), as is the case for other sub-
problems. A proscriptive sub-problem speci-
fies that certain actions should not be chosen
(e.g. do not move towards a hazard) rather
than that they should be chosen (e.g. eat food).
This sub-problem will be urgent. There is no
homeostatic or periodic or continual aspect to
it.

. Another common sub-problem is cleaning,
preening or grooming. Most animals need
to spend some time every so often to remove
dirt/ parasites from their fur, clean and oil their
feathers, or whatever. This will not be an ur-
gent activity, since it will not be crucial to the
animal to pay attention to it at any particular

moment in time. It will tend to occur most
frequently at moments when no other activity
is urgently required. It is continual in that the
need for it will recur frequently. It is dependent
on internal stimuli but not on external ones.

5. A fifth sub-problem is that of mating. External
stimuli are important n that the animal should
attach more priority to this sub-problem when
a potential mate is perceived (assuming an ani-
mal which makes occasional matings with dif-
ferent mates and which forms no long-term
partnerships). It is sometimes periodic and
related to internal stimuli (e.g. menstrual cy-
cles) and sometimes not. This sub-problem
will be prescriptive, non-continual and non-
homeostatic. It will probably be fairly urgent
but the level of urgency in relation to the other
sub-problems will depend on factors such as
how often opportunities for mating arise and
how much longer the animal can expect to live.

6. A final sub-problem is that of the animal need-
ing to return to its den and sleep there at night.
This is periodic (since it will occur every 24
hours). It will have increasing urgency as night-
fall approaches. It is non-homeostatic and pre-
scriptive.

Six different common sub-problems that com-
pete for a ‘share’ of the animal’s time have now been
described. It does not matter so much that some of
this set may not be completely general or that the
description of them may not be completely accurate.
The important point is that the competing demands
on an animal’s time vary in their nature. Some of
the ways in which they vary have been highlighted
by the preceding discussion. Past discussions of AS,
and past proposals for AS mechanisms, have not
taken fully into account the variety of different types
of sub-problems. The study of AS/time-allocation
has been held back by a lack of understanding of
the different possible sub-problems and a vocabu-
lary to describe them. A tentative vocabulary is now
proposed here.

o Homeostatic v. non-homeostatic - a homeo-
static sub-problem contains an internal variable
which has a desired ‘set-point’ (optimal value),
or at least a desired range of values. The be-
haviour of the animal will always act so as to
return the value of the variable towards the set-
point or range of values (Toates, 80).

e External stimulus dependent v, external stim-
ulus independent - the urgency with which
certain sub-problems should ‘demand’ the ani-
mal’s attention is dependent on the appearance
of certain external cues (e.g. getting water on
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the stimulus of a water source, escaping preda-
tors on the appearance of a predator). Other
sub-problems are independent of external cues
(e.g. cleaning).

o Internal stimulus dependent v. internal stim-
ulus independent - as forabove, except that the
important factor is an internal cue (e.g. body
heat is too high, not enough food in the animal’s
stomach).

¢ Periodic v. non-periodic - some sub-problems
such as sleeping at night are highly periodic,
with the desirability of paying attention to them
rising and falling with a regular rhythm.

e Continual v. occasional - some sub-problems
need to be attended to frequently and the need
for them keeps recurring (e.g. cleaning, getting
food/water). They will need to be carried out
several times each day. They are often internal
stimulus dependent. Others only occur very
occasionally and are usually external stimulus
dependent (e.g. escaping predators, mating).

¢ Degree of urgency - some external stimulus
dependent sub-problems arise only occasion-
ally but are extremely urgent and over-ridingly
important when they do occur (e.g. escaping
predators, maybe mating). There will be sig-
nificant consequences for the animal (in terms
of future expected genetic fitness) if the sub-
problem is not allowed to influence the action
the animal selects. Some sub-problems gener-
ally have a fairly low urgency (e.g. cleaning),
and tend to take over only when none of the
more urgent sub-problems are relevant.

e Prescriptive v.  proscriptive - most sub-
problems require a certain set of actions to be
carried out (e.g. find food, approach it then eat
it), whereas others (e.g. avoid hazards) only re-
quire that certain actions should not be carried
out.

This list is almost certainly incomplete in that
there are other ways in which sub-problems can
vary, but the most important differences are con-
tained here.

Application of the New Classificatory
Scheme

The previous section developed a list of terms that
can be used to describe the sub-problems of an
AS/time-allocation problem. Some well-known AS
mechanisms will now be considered which do not
produce optimal selections for some of the types of
sub-problems outlined (although they perform sat-
isfactorily in most respects). This is because they

were designed without a full awareness of the dif-
ferences that could occur in sub-problem parts of the
AS problem.

Example 1 - Improper Combination of Pro-
scriptive and Prescriptive Needs

Most of the proposed mechanisms do not take ac-
count of the fact that an AS sub-problem which only
proscribes certain actions (e.g. the need to avoid
a hazard prohibits movement towards that hazard)
still leaves a wide range of actions which can be per-
formed to the advantage of the animal. It can be
seen in figure 3(a) that if the animal moves to the top
left then it will both not move towards the hazard, and
move towards the food.

®)

Figure 3: Example situations in which certain mech-
anisms may select the wrong action. In both (a) and
(b) the dashed arrow indicates the optimal action
and the solid arrow indicates the sub-optimal choice
that might be made.
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Most mechanisms cannot generate the optimal
action because they select a particular sub-problem
as the most urgent/appropriate, and then decide
which action is most relevant for that sub-problem
only. Mechanisms which have this fault are Maes,
Tinbergen, Lorenz and the drive model.

Example 2 - Improper Selection between Ex-
ternal Stimulus Dependent Sub-Problems

Consider the situation shown in figure 3(b). Here
the animal is short of food, and there are two food
sources with differing utility to the animal. Some
mechanisms, e.g. Tinbergen and Maes, do not allow
the sizes of external stimuli to affect the priority of
a sub-problem. The information from the environ-
ment is expressed only in terms of logical conditions
about the environment which can be either true or
false (the environmental propositions of Maes, or
the Innate Releasing Mechanisms of Tinbergen). Be-
cause the only information coming from the environ-
ment in their mechanisms is, in effect, along binary
links, the two mechanisms cannot respond to vary-
ing sizes of external stimuli. Therefore they will not
always be able to choose the most appropriate action
in situations such as shown in figure 3(b).

Example 3 - Problems with Non-Periodic, In-
ternal Stimulus Dependent Sub-Problems

The regulation of temperature is prescriptive, usu-
ally non-urgent, non-periodic, occasional, homeo-
static and internal stimulus dependent. Consider an
occasion on which the external temperature is fairly
hot and the animal has recently been undertaking
some strenuous activity. In this case, the animal’s
body temperature will rise and it should receive a
high internal stimulus from its temperature recep-
tors. Therefore there should be a high likelihood
that its actions will result in a reduction of body
temperature. Lorenz’s hvdraulic model (Lorenz, 50)
is not able to reproduce this since the only source of
internal, or endogenous activation energy is from his
"dripping tap” which flows at a constant rate. Since
Lorenz’s mechanism only allows internal variables
which increase slowly with time and are then de-
creased by execution of the sub-problem, it cannot
work for the case of non-periodic, internal stimulus
dependent sub-problems.

Discussion - Making Decisions at the
Wrong Level

One point to arise out of the previous section con-
cerns the level at which decisions should be made.

Lorenz’s mechanism, Maes's mechanism, the drive
model and Tinbergen’s mechanism share a common
attribute. Initially they all make a decision as to
which sub-problem of the AS problem is the most
appropriate (usually by calculating a value for each
candidate sub-problem and picking the sub-problem
with the highest value), and then later they make a
decision as to what action is most appropriate for
that sub-problem only. There is a two-stage pro-
cess: (i) select a sub-problem (e.g. obtain food) to
attend to, and (ii) select the most appropriate action
for that sub-problem (e.g. move in a certain direc-
tion, eat food). While the mechanisms are fine in
most respects, this common attribute would seem to
be incorrect.

As described in the first example of the previ-
ous section, this approach leads to a shortcoming
in that the needs of prescriptive and proscriptive
sub-problems cannot be combined. The problem is
more general than that though. No ‘compromise’ ac-
tions can be selected, whether the compromise is be-
tween prescriptive and proscriptive sub-problems,
between two prescriptive sub-problems, or between
two proscriptive sub-problems. This is because only
one sub-problem is taken into account when select-
ing the best action. So, for instance, in the situation
in figure 1 (ignoring the predator), the animal would
not be able to choose the best action, that of moving
to the right (medium-valued water, medium-valued
food and not moving to the hazard). Instead, since it
would only consider the most urgent need - to avoid
the hazard - it would move directly away from that.

One AS mechanism which addresses the above
problem and seems as if it would be able to cope with
the whole range of AS sub-problems is (Rosenblatt
& Payton, 89). This mechanism deserves further
attention but cannot be considered here.

Conclusions

In the introduction to this paper the terms action se-
lection problem, sub-problem, and action selection mech-
anism were defined. In §2 some of the most com-
mon sub-problems of an animal’s action selection
problem were described. This led on naturally to a
set of descriptors for action selection sub-problems.
The usefulness of this classificatory scheme was then
shown in §3, in which several shortcomings with
various action selection mechanisms were described
using the new vocabulary.

The importance of the classificatory scheme pre-
sented in this paper is not just that it gives some
convenient labels for describing action selection sub-
problems. Rather, the importance lies in the whole
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way of thinking that it engenders. Action selection
is the problem of dividing an animal’s time amongst
a number of sub-problems of differing nature. Past
suggestions for action selection mechanisms have
not come to terms with the wide range of differ-
ing sub-problems. Any valid action selection mech-
anism needs to be able to cope with all of them,
and to interweave their demands on the animal’s
time/actions efficiently. Progress in the study of ac-
tion selection has been hampered because this point
has not been fully appreciated. It is to be hoped that
the theory presented in this paper will enable more
progress to be made.
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