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An in-situ diagnostic for verifying the spectral phase of an intense laser pulse at focus is presented. This
diagnostic relies on measuring the effect of optical compression on ionization-induced blueshifting of
the laser spectrum. Experimental results from the Berkeley Lab Laser Accelerator (BELLA), a laser source
rigorously characterized by conventional techniques, are presented and compared with simulations to
illustrate the utility of this technique. These simulations show distinguishable effects from second, third,
and fourth order spectral phase. © 2016 Optical Society of America
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1. INTRODUCTION

The frontiers of high intensity optical physics, such as laser
plasma acceleration (LPA) [1] and high harmonic generation
(HHG) [2], have expanded rapidly with the development of
chirped pulse amplification (CPA) laser systems that can pro-
duce high-peak-power laser pulses [3]. The production of stable,
high quality electron beams from LPA systems in particular re-
quires precise knowledge and control of the driving laser. It has
been shown that chirp and asymmetry in the temporal profile of
the driving laser pulse can affect the energy and bunch charge
of accelerated electrons even for laser pulses of the same peak
power and pulse duration [4]. Although spectral bandwidth sets
a lower limit on compressed pulse width, the phase of a laser’s
spectrum ultimately determines the temporal pulse profile and
residual chirp for any particular pulse compression. Knowledge
of spectral phase is thus crucial for characterizing a CPA system.

Various techniques have been developed to characterize
pulse duration, intensity envelope shape, chirp, and spectral
phase [5]. These methods generally rely on a signal created
via one or more nonlinear crystals (e.g., second and third order
autocorrelation, Frequency-Resolved Optical Gating [6]) which
requires significant attenuation of the full laser energy. In addi-
tion, these techniques and direct measurements such as SPIDER
[7] cannot measure spectral properties at focus except by imag-
ing the vacuum focus through a window or other transmissive

optics, which introduce additional dispersion. Knowledge of
the focused pulse properties is of critical importance for con-
trolling laser-plasma interactions. Previous works [8–10] have
demonstrated the extrapolation of spectral phase information
from the blueshifted spectrum of a pulse (I ∼ 1011 W/cm2) prop-
agated through a medium with nonlinear index of refraction.
In this article, these results are extended to higher intensities
(I ∼ 1016 W/cm2) to allow in-situ evaluation of ionizing laser
pulses at the target. Other works have demonstrated that at
higher intensities (I ∼ 1018 W/cm2) the laser’s wake in the ion-
ized plasma causes blueshifting and photon acceleration [11, 12].

We propose analyzing the spectral phase of an ionizing pulse
from the morphology of its blueshifted spectrum as a function of
pulse compression. Measuring the dependence of blueshifting
on the compressed pulse’s chirp and intensity adds additional
constraints to the laser phase, which are necessary because of
the highly nonlinear interaction of the ionizing pulse. Pulse
characterization from the spectral morphology has several ad-
vantages over currently available techniques. The blueshifting
effect probes the spectral phase in-situ near target and can char-
acterize the laser pulse with only simple spectral measurements
before and after the interaction. Specifically, this technique only
requires a spectrometer and an optical compressor that can be
scanned, which are components of typical chirped pulse am-
plification laser systems, as well as a way to characterize the
target density. Although the initial phase cannot be calculated
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analytically from the pattern of spectral morphology, the clear
dependence of blueshifting morphology on spectral phase and
the independent effects of different orders of phase, as is demon-
strated below, show that phase determination is possible by
iterative simulations.

We first analyze the spectral blueshifting of an intense laser
pulse propagating through and ionizing a gas target and intro-
duce a numerical simulation to make quantitative predictions of
blueshifted spectra. The effects of chirp and optical compression
on the blueshifted spectrum are explored. We then discuss the
effects of focusing, pulse evolution, and target density profile.
The application of these phenomena to characterize spectral
properties of laser systems is discussed, and simulation results
are compared with a series of measurements performed at the
Berkeley Lab Laser Accelerator (BELLA) to set representative
limits on the sensitivity of this technique to different orders of
phase.

2. SPECTRAL BLUESHIFTING OF AN IONIZING PULSE

In a typical LPA scheme, a compressed pulse from a CPA laser is
focused through a neutral gas target with a peak focal intensity
much higher than the ionization threshold, Ithresh, of the target
gas [1]. The output spectrum is a complex function of the input
laser pulse’s temporal structure (envelope & chirp), its focusing
(Ipeak(z)), and the density profile of the ionizing gas [13, 14].
To understand the laser interaction, the spatial distribution of
neutral gas must be determined via a secondary diagnostic such
as interferometry. As the intense laser pulse propagates through
an LPA target, it ionizes the neutral gas. Hence, the front of
the laser pulse travels through a lower plasma density than
the rear of the pulse (Fig. 1), and the phase velocity increases
(and the index of refraction η decreases) toward the rear. In
general, a gradient in phase velocity in the co-moving frame
of a laser pulse causes a shift in frequency proportional to the
gradient. This results from phasefronts with different speeds
moving closer together or further apart, depending on the sign
of the gradient, as the pulse propagates. In an unmagnetized,
underdense plasma, the phasefront speed is

vphase = c/η = c
(

1−ω2
p/ω2

)−1/2
(1)

where η is the index of refraction, ω is the laser’s instantaneous
frequency and ωp ∝ n1/2

plasma is the plasma frequency. The gradi-
ent in the plasma density, nplasma, inside an ionizing laser leads
to a change in frequency

∂ω

∂z
= −

ωp

ω

∂ωp

∂ξ
(2)

at position ξ = z − ct in the pulse [1, 15]. The plasma den-
sity, and therefore plasma frequency, decreases toward the front
of the pulse, causing the phasefronts to compress in the ion-
izing region and shifting the spectrum in that region toward
shorter wavelengths (i.e. blueshifting). The spatial location of
the blueshifted region in the pulse envelope is set by the position
in the co-moving frame where the intensity of the pulse reaches
the ionization threshold for the gas (Ithresh ≈ 2.8× 1014 W/cm2

for H2 [16]). The ionization threshold for the ADK (Ammosov-
Delone-Krainov) tunneling ionization model [17] can be defined
as the intensity where the ionization probability transitions from
exponential to linear as a function of intensity. The location of
the ionization front is recorded in the spectrum of a chirped

nplasma 
Index of 
refraction 
 η=1 

vphase> c 
vgroup< c 

vphase= c 
vgroup= c 

z-ct 

E field & 
envelope 

Fig. 1. Schematic of an ionizing pulse propagating through an
initially unionized gas. The shading indicates the frequency
blueshifted section of the pulse where most ionization occurs.
Propagation is from left to right.

pulse since the pulse’s instantaneous frequency varies with po-
sition. Referring to Eqn. 2, the magnitude of the spectral shift
is proportional to the gradient in plasma density, so a higher
density target will give a larger spectral shift.

The spectral shift of a chirped pulse contains information
about the instantaneous frequency at the ionization front, which
is related to the complex spectrum. The electric field of a broad-
band laser pulse can be written as∣∣∣Ẽ(ω)

∣∣∣ eiφ(ω) = F
{
|E(t)| eiω0t+iθ(t)

}
(3)

where the time domain components are the spectrum’s central
frequency ω0 and non-linear chirp θ(t). The frequency domain
parameter is the total spectral phase φ(ω), and the two are re-
lated by a Fourier transform F . Typically, the spectral phase is
described as a perturbation series around the central frequency

φ(ω) =
∞

∑
n=0

1
n!

∂nφ

∂ωn (ω−ω0)
n. (4)

Knowledge of high-order spectral phase is of interest because
it limits laser pulse compression and is the cause of temporal
asymmetry and nonlinear chirp in the compressed pulse, which
affect electron acceleration [1, 4]. Even in a CPA laser that is
optimally compressed, the laser pulse typically has residual
nonlinear chirp due to high-order dispersion in the amplifier
and transport optics.

By varying the grating spacing in the ionizing pulse’s optical
compressor, the blueshifted spectra can probe the dependence
of nonlinear chirp on pulse compression, which is related to the
spectral phase by a Fourier transform. This variation of chirp
with compression is recorded in the morphology of blueshifted
spectra versus compressor grating spacing. If the gas distribu-
tion of the target is known, then measurements of the blueshifted
spectrum can provide an in-situ diagnostic of the pulse’s spectral
phase near focus using a numerical simulation to understand the
complex interaction. Along with a model of pulse compression,
the blueshifted spectra thus act as a diagnostic of high-order
spectral phase of the laser system (i.e. the phase of the uncom-
pressed laser). This diagnostic can either be used to verify the
spectral phase at focus from an independent measurement of
complex spectrum, or test a hypothesized initial phase and then
iteratively determine the true spectral phase.
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3. NUMERICAL SIMULATION OF EXPERIMENTAL
SETUP AND BLUESHIFTING

A version of the 2D-cylindrical laser-plasma interaction simula-
tion code INF&RNO [18, 19] was modified to include ionization
and neglect plasma motion. Plasma motion is typically negligi-
ble at these laser intensities and neglecting it speeds up the cal-
culations significantly. INF&RNO includes nonlinear laser evo-
lution (e.g., relativistic self-focusing, ionization defocusing) and
was used to simulate the ionizing laser’s propagation through
the neutral gas target and resulting blueshifting. This simulation
code has been validated by extensive comparison with exper-
iments [20–24] and is widely used to model the laser-plasma
interaction at BELLA.

PERISCOPE
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Fig. 2. Experimental setup modeled in these simulations show-
ing (a) optical compressor with angles of incidence and diffrac-
tion on the first and final gratings and (b) target interaction
and spectrometer light collection. The minimum and max-
imum angles of acceptance of the spectrometer are drawn.
Note the schematic is not to scale.

The propagation of an intense laser through an ionizing tar-
get is simulated for a range of temporal profiles, resulting in a
map of spectral blueshifting as a function of diffraction grating
spacing. The morphology of the blueshifted spectra resulting
from this series of simulations reveals the initial phase of the
laser spectrum. For each simulated optical grating separation,
the initial laser profile is calculated from either a Gaussian or a
measured spectrum with a fixed spectral phase specified from
measurements or test values. The additional phase contribu-
tion from the optical compressor is calculated from a high order
model of compression [25, 26], and the complex spectrum is
Fourier transformed into the time domain to yield the pulse’s
longitudinal profile and nonlinear chirp. For these simulations,
the BELLA optical compressor was simulated, which consists
of four matched 1480 line/mm gold-coated optical gratings as
shown in Fig. 2a. The initial transverse profile is assumed to be
either a Gaussian or a more-realistic Airy pattern, corresponding
to a top hat near field profile, given by

E(r) =

{
E0e−(r/w0)2

2E0 J1(kr/w0)/(kr/w0)
(5)

where k=2.5838. . . The initial pulse is input at focus into
INF&RNO, and the resulting propagated electric field is then
transformed into the spectral domain. This can be done by cal-
culating the full 3D electric field and taking a Fourier Transform
with respect to each axis. In this work we recover the spectrum
via the more efficient Hankel Transform with respect to r, which
is much faster because it works with the electric field in the
r− z plane rather than the full 3D field. The fiber-coupled spec-
trometer used in these experiments collected an off-axis 2.5 cm
diameter portion of the approximately 8.5 cm diameter beam
(15.0 cm without iris) from a diffuse scattering screen (Fig. 2b).
This needs to be taken into account because the blueshifting
spectrum depends strongly on angle as a result of ionization
defocusing. The integrated spectrum within the 2.5 cm circular
aperture located 2.75 cm off axis was calculated as follows. First,
the electric field is transformed into k-space by taking the Fourier
Transform (implemented as a Fast Fourier Transform) of the elec-
tric field with respect to z and the Hankel transform with respect
to r. The k-vectors which enter the angular acceptance window
defined by the circular off-axis aperture (θmin and θmax in Fig.
2b) are then selected. For each frequency ω = ckz, a weighted
sum is performed on the magnitude squared of the electric field,
with a weighting function given by the azimuthal extent of an
arc intersecting the aperture. This weighting function accounts
for the varying light collected at different k-vector angles (Fig.
3). The transformation to frequency assumes kz � kr, which
is accurate for a small detector located far from the target and
close to the optical axis. This is illustrated in Fig. 3.

qmax
arc length = weight

Spectrometer 
aperture

kr
q

qmin

aperture

Fig. 3. A k-vector is shown which satisfies the angular limits
set by the collection aperture: θmin ≤ θ ≤ θmax. The magnitude
squared of the electric field corresponding to this k-vector will
be included in the spectral sum for frequency ω, weighted by
length of the intersection of the θ = const. line and the circular
aperture.

INF&RNO includes a self-consistent model of laser pulse
propagation, but does not include the linear Kerr effect nor the
high order Kerr effect (HOKE) on the front edge of the laser
passing through neutral gas. These effects are not strong in
the regime under consideration. The linear Kerr effect can
be neglected because the beams being simulated have peak
intensities in the interaction Ipeak � Ithresh, and the effect is
negligible in comparison with ionization defocusing. As an
example of this, consider a transform-limited 80 mJ pulse fo-
cused to a 52 µm (1/e2 intensity) Gaussian profile with a 31 fs
pulse length (FWHM). This pulse will have a peak intensity of
5× 1016 W/cm−3, well above the ionization threshold for both
hydrogen and helium. Based on the magnitude of the shift in
index of refraction, ionization defocusing becomes more im-
portant than the linear Kerr effect when the intensity rises to
only 5.5× 1013 W/cm−2, so just 4% of the pulse energy is more
strongly affected by the Kerr effect. HOKE is not modeled be-
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cause the effect is negligible for helium and other noble gasses
[27].

The importance of ionization defocusing on the pulse prop-
agation and final spectrum can not be overstated. Simulations
show that ionization defocusing dominates diffraction in deter-
mining the evolution of pulse intensity, at least within a few
Rayleigh lengths of focus. Further, the output spectrum has a
strong angular dependance as a result of the ionization front’s
lensing effect, with more blueshifted light having a generally
larger deflection. Initial 2D ray tracing simulations which in-
cluded the phase shift in the laser fields from ionization, but
not the effect on pulse propagation, yielded qualitatively dif-
ferent blueshifted spectra. For these reasons, any model of the
interaction used for retrieving the spectral phase must include
self-consistent laser propagation in the ionizing medium.

The goal of this simulation is to determine the unknown spec-
tral phase from measured blueshifted spectra at various optical
compression settings, but inverting the simulation (i.e. going
from blueshifted spectra to initial pulse) is complicated by the
highly nonlinear propagation of the ionizing pulse. We will
demonstrate that it is possible to accurately model the resulting
spectra for various initial spectral phases and determine limits
to the technique’s sensitivity to each order of phase. Develop-
ment of an iterative method algorithm to test values of initial
spectral phase and compare the resulting spectral morphology
with measured results, however, is not addressed in this work.

The pattern of blueshifting is sensitive to initial second, third,
and fourth order dispersion and each order of spectral phase
affects the structure of blueshifted spectra differently. The
blueshifted spectrum is sensitive in principle to higher orders
of initial spectral phase as well. The different effects on the
compressed pulses and corresponding on-axis (i.e. from the
on-axis field rather than an off-axis near-field aperture, for sim-
plicity) simulated blueshifted spectra are shown in Fig. 4. In
these examples, an 80 mJ pulse is focused to a 52 µm Gaussian
vacuum focal spot (1/e2 radius) in the center of a 3 mm long
jet of neutral hydrogen gas (nH2 = 1× 1018 cm−3). These pa-
rameters, which differ from the experimental conditions below,
were chosen to make the blueshifting morphology as clear as
possible. The initial intensity profiles for different compressor
grating spacings are shown on the left and the resulting on-axis
blueshifted spectra after propagation through gas are shown on
the right. Fig. 4a demonstrates the morphology from pulses
which are transform limited at compression. Second order phase
φ2 sets the optical compressor position at which the pulse’s chirp
changes sign. In the temporal profile, this corresponds to the
location where the pulse changes from red-first to blue-first, so
in the spectral morphology, blueshifting of the spectrum and
resulting spectral interference changes sides of the spectrum.
For example, if the pulse is positively chirped the front of the
pulse will be blueshifted to the same frequency as some location
further back, and the temporal phase difference will result in
interference in the spectral domain. This is demonstrated in Fig.
4a.

Initial third order phase φ3 reduces the chirp of the main
pulse and adds pre-/post-pulses to the intensity profile which
contain much of the broadband spectral content of the pulse
(Fig. 4b left plots). If negative third order phase is added, a
region of the pre-pulses will blueshift and spectrally interfere
with the remainder of the pulse, increasing the number of fringes
in the spectral morphology. If positive phase is instead added,
the now-less-chirped main pulse will be blueshifted and will
interfere with only a small band of frequencies in the post-pulses,
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Fig. 4. Five sets of simulations with various initial phases
demonstrating the effect of laser system dispersion on pulse
shape and on the morphology of blueshifted spectra and the
resulting on-axis spectra. All simulated pulses have 80 mJ
initial energy. Note that the initial phase added to the pulse
is quoted, but phase after compression varies as a function
of compressor grating spacing. Arrows are added to the
blueshifted spectra to indicate how the morphology with
added initial spectral phase differs from that with no disper-
sion.

reducing the number of fringes in the morphology. This appears
as a stretching or contracting of the blueshift pattern versus
grating separation. This can be understood in the time domain
because added high order phase creates a larger phase difference
between the front of the pulse and the rear. Because the pulse is
otherwise transform limited, the quoted initial third order phase
is also the phase at compression; the same is true for initial
fourth order phase.

Initial fourth order phase φ4 creates asymmetry in the inten-
sity profile and nonlinear chirp with respect to peak compression.
It adds pre-/post-pulses to the intensity profile on one side of
compression and reduces the chirp of the main beam, reducing
the resulting spectral interference fringes. On the other side
of compression, it adds extended tails to the intensity profile,
and the main pulse remains chirped (Fig. 4c intensity profiles),
adding spectral interference fringes.
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4. BLUESHIFT AS A LASER DIAGNOSTIC

The blueshift morphology is in principle sensitive to pulse en-
ergy and density distribution as well as spectral phase, and these
must be independently determined to ensure a good fit to the
spectral phase. To determine the actual spectral phase of the
laser, FROG measurements [6] of the compressed laser pulses
were made at a range of optical compressor settings [26]. The
spectral phase of the laser was determined from these measure-
ments, which is the input for the following simulations. The
match in blueshift morphology between experiment and sim-
ulations confirms that the spectral phase at focus is the same
at that measured by the FROG, which samples the beam after
propagation through a vacuum window and a collimating lens.

Spectral blueshifting was measured at BELLA with a 1.5 cm
slit gas jet target with a known density distribution. The ex-
panding gas jet density profile was measured 10 mm from the
slit jet (the distance from the laser axis to the jet face) by high
pressure neutral gas interferometry and is shown in Fig. 5 scaled
to the pressure used in the blueshifting experiments. The uncer-
tainty in the measured profile is estimated to be .10%. Since
the slit jet lacks rotational symmetry, the profile was determined
by tomographic reconstruction of 166 angular views of the jet
plume [28]. The ionizing region in a focusing laser pulse, where
blueshifting occurs, will vary as the pulse focuses and its in-
tensity changes. As the chirped pulse focuses, the region of
spectrum that is blueshifted will change. The shifted spectrum
of a focusing chirped pulse is therefore sensitive to the spatial
distribution of neutral gas on the length-scale over which pulse
intensity changes, the laser’s Rayleigh length ZR. The ionizing
laser beam had an aperture in the near field to enlarge the focal
spot to 85 µm and make its focal depth longer than the jet, so the
spectra are relatively insensitive to the density profile except for
its integrated density. The simulated profile was a constant den-
sity plateau of the same full width at half maximum (FWHM)
and integrated density as the measured profile. The plateau he-
lium density was natomic = 1.3× 1018 cm−3 and profile FWHM
was 2.05 cm.
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Fig. 5. The measured on-axis density from the 1.5 cm slit jet
a distance 10 mm away from the jet outlet is shown in grey
scaled to the backing pressure used in the experiment. The
simulated density profile, with the same FWHM and inte-
grated density is shown in black.
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Fig. 7. (a) Measured normalized spectra as a function of op-
tical compressor grating spacing. (b) Simulated 27 mJ pulses,
which show the closest match to the measured spectra. (c) Sim-
ulated 45 mJ pulses underestimate the fraction of energy in the
blueshifted light while (d) simulated 15 mJ pulses underesti-
mate extent of spectral shifting. The solid lines indicate the 2%
intensity level for set of spectra.

The effect of density is shown in Fig. 6. In Fig. 6a, the
blueshifting resulting from the simulated density profile in Fig.
5 is shown, while in 6b the simulated density is lowered by 50%
to nHe = 6.5 × 1017 cm−3. Lowering the density results in a
noticeable reduction in the maximum spectral shift, consistent
with expectations from Eqn. 2. This effect is observed at other
energies as well. Because the magnitude of spectral change is
moderate, as seen by the small change in the 2% threshold for
a large (50%) change in density, it is expected that the much
smaller errors on the density measurement are not a significant
source of error in matching simulations to measured spectra.
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(a) 43 mJ Measured Focus (b) 27 mJ Simulated Focus Fluennce
[log

10 (JJ/cm
2)]

Fig. 8. The (a) measured focal spot with energy 43 mJ and (b)
simulated focal spot with energy 27 mJ and the same size. The
color scale was chosen to highlight low intensity features.

The dependence on energy is demonstrated in Fig. 7, in
which (a) measured spectra (individually normalized to their
peak intensity) are compared with (b) simulations of 27 mJ pulses
(corresponding to the measured energy). Simulations with (c)
more energy show a worse fit to the measured spectra at 45 mJ,
based on the 2% intensity profile, and (d) with less energy show
an underestimation of the blueshifting at 15mJ. When the energy
is wrong, the simulation under/overestimates the wavelength
shift in the bulk of the spectrum, which leads to a worse fit with
the data. The solid lines indicate the smoothed contour at 2% of
peak intensity of the spectrum.

The measured energy of the apertured laser, accounting for
transmission losses, was determined to be 43 mJ at target. The
profile of the pulse used in the experiment, shown in Fig. 8a,
was significantly different from the Airy pattern modeled in
the simulations and contained considerably more energy in the
wings of the pulse. A simulated pulse with an Airy pattern
radial distribution, shown in Fig. 8b and corresponding to a flat
top near field distribution with flat phase, was determined to
match the on-axis fluence of the 43 mJ measured pulse when the
simulated energy was 27 mJ. For this reason, 27mJ will be used
as the pulse energy for the subsequent simulations.

Known dispersion was added to the ionizing laser to investi-
gate limits on the sensitivity of this technique to different orders
of phase. The total phase of the laser including the added disper-
sion is known, because the laser’s initial phase (without added
dispersion) was determined by multiple FROG measurements
at various grating spacings and the dispersions add linearly to
this. Spectral dispersion was introduced with a Fastlite DAZ-
ZLER acousto-optical modulator [29]. The optical compressor
grating spacing was varied, in addition to the fixed dispersion
from the DAZZLER, and the resulting blueshifted spectra of
ionizing pulses were measured to determine their morphology.
The optical compressor varied pulse length from a (measured)
minimum of 34 fs to a (calculated) maximum of 120 fs in the
absence of added dispersion. A scan of grating spacing is shown
in Fig. 9a, and the matching simulations of 27 mJ pulses with the
same initial phase is shown in Fig. 9b. Their agreement for this
and other introduced dispersions (see Figs. 10 and 11) indicates
the validity of the model in this regime.

To quantify the morphology’s sensitivity to phase it is nec-
essary to establish a metric for quality of fit. The relevant qual-
itative features of the shifted spectra vary with the specifics of
the experiment. For blueshifting in the gas jet, the relevant fea-
tures of the morphology are the range of compression that gives
blueshifting and the shape of the spectrum. Based on these fea-
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Fig. 9. Normalized blueshifted spectra from a pulse with vary-
ing optical compression without added dispersion (a) mea-
sured at BELLA and (b) simulated with the same measured
spectral phase. Mismatched simulations with (c) +600 fs2 or
(d) -600 fs2 of added second order dispersion to demonstrate
the sensitivity of the technique. The solid lines indicate the 2%
intensity level for each spectrum, and the dashed line indicates
the position with the maximum blueshift in the measured
spectra.
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Fig. 10. Normalized blueshifted spectra from a pulse with
added third order spectral dispersion (a) measured at BELLA
and (b) a simulation with same added initial spectral phase
∆φ3 = 4 × 106 fs3. Mismatched simulations with (c) less
dispersion ∆φ3 = 2 × 106 fs3 and (d) more dispersion
∆φ3 = 8× 106 fs3 show the changes in spectral morphology
with third order dispersion. The solid lines indicate the 2%
intensity level for each spectrum.
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Fig. 11. Normalized blueshifted spectra from a pulse with
added fourth order spectral dispersion (a) measured at BELLA
and (b) a simulation with same added initial spectral phase
∆φ4 = 106 fs4. Mismatched simulations to demonstrate sen-
sitivity with (c) less dispersion ∆φ4 = 0 fs4 and (d) more dis-
persion ∆φ4 = 2 × 106 fs4 differ in the morphology of the
blueshifted spectra. The solid lines indicate the 2% intensity
level for each spectrum, and the dashed line indicates the posi-
tion with the maximum blueshift in the measured spectra.

tures, sensitivity to dispersion can be established for each order
by determining the minimum change required for a subjective
change in the morphology. As an example of the technique’s
sensitivity to second order phase, mismatched simulations are
shown in Figs. 9c and 9d. The blueshifted spectral pattern shifts
up or down, respectively, relative to the compressed location for
pulses without added dispersion, but the spectral morphology
stays unchanged apart from the shift. In contrast, the spectral
morphology changes dramatically with third order dispersion,
as shown in 10a and its matching simulation 10b. Adding less
third order phase as in Fig. 10c or more third order phase as in
Fig. 10d causes large changes in the spectral morphology, which
establish bounds on the sensitivity of the technique to third
order phase. The addition of fourth order phase significantly
changes both the spectral morphology and the grating location
that gives the largest blueshift. The measurements in Fig. 11a
and the matching simulation in Fig. 11b show that blueshifting
occurs at a different location and over a wider range of compres-
sor grating spacings compared with Figs. 11c/9b, which has no
added dispersion. The disagreement of simulations 11c and 11d
with the data, in comparison with the agreement between Figs.
11a and 11b, shows how well the fourth order sensitivity can be
determined. Conservative limits for sensitivity to each order of
spectral phase based on fits to the gas jet blueshifted spectra are
summarized in Table 1.

5. CONCLUSION

An iterative algorithm to guess a spectral phase, simulate it for
several values of compression, and compare the results with ex-
periment would allow direct determination of the initial phase

Table 1. Blueshifting sensitivity to spectral dispersion based
on simulated scans of grating spacing

Phase Order Uncertainty

2nd ±600 f s2

3rd ±4× 104 f s3

4th ±106 f s4

from the blueshifted measurements, but its application is con-
strained by the computational resources required for simulating
the laser’s self-consistent propagation. In the absence of such
a method to determine the best fit to a given set of blueshifted
spectral measurements, the sensitivity of blueshifting morphol-
ogy is limited to changes in spectral phase that produce gross
effects in the blueshifted morphology (see Figs. 7-9). The ability
to set conservative limits such as those noted in Table 1 is still
sufficient to crosscheck the spectral phase at laser focus/target
measured by a second diagnostic at another location, such as
FROG or SPIDER, or to provide a day-to-day consistency check
of spectral phase.

In summary, a new technique is proposed for verifying the
high-order spectral phase of a laser system based on the mor-
phology of ionization blueshifting in a known gas target as a
function of compression. The blueshifted spectra for different
pulse compressions are straightforward to measure, and this
technique allows characterization of the spectrum in-situ at the
high-power laser’s focus, making it particularly suited for laser
plasma acceleration studies. The orders of the laser’s spectral
phase have distinct effects on the spectral morphology and can
be tested via numerical simulation of the process given a known
target density. This is demonstrated by agreement between
simulations and data from the Berkeley Lab Laser Accelerator
(BELLA).
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