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INHOMOGENEOUS STRUCTURES OF ATOMIC MIXTURES IN BOX

POTENTIALS

Bishal Parajuli, Ph.D.

University of California, Merced 2023

Due to phenomenal progress in trapping and cooling of cold atoms, ultracold
atoms has been a successful platform for studying fundamental physics and
simulating quantum many-body systems with the advantage of tuning the pa-
rameters in real space. In this dissertation, we theoretically investigated in-
homogeneous structures of different ultracold atomic mixtures in quasi-one-
dimensional box potentials to explore the rich phases of atomic mixtures. The
realization of uniform box potentials in experiments allows us to study in-
homogeneous structures, phase diagrams and interface structures in various
atomic mixtures which arise from the competition between interaction energy
and kinetic energy. The presence of real space constraints like box potentials
or quenching of interactions permits the extraction of characteristic length scale
of the systems. We examined the characteristic lengths of spatial change such
as, the healing lengths in the case of boson-fermion mixtures and correlation
lengths in the case of superfluid-normal phase transition. The analyses of the
healing lengths at the boson-fermion interface confirms the energy competition
mechanism behind the phase-separation structures. We modelled spatially tun-
able inhomogeneous interactions for attractive Fermi gases to study analogs of
the proximity effect and the spatial Kibble-Zurek mechanism (KZM) in a uni-
fied framework. The introduction of inhomogeneity lead to the distortion of the
order parameter which is characterized by the correlation length. We extracted
the correlation lengths from the pair wavefunction and correlation function to
determine the penetration of the order parameter in the region where interac-
tion vanishes. In the setup resembling the proximity effect, we found that the
correlation lengths follow the BCS coherence length while only the exponent
from the pair correlation function agrees to the Kibble-Zurek scaling in the case
of spatial KZM setup. We also extract the critical exponent by adding a uni-
form bosonic background to the attractive Fermi gases and found that it does
not alter the scaling behavior in the miscible phase. With recent experimental
progress in the field of atomic mixtures and box potentials, our results will char-
acterize the density profiles, correlation lengths and scaling behavior of those
multi-component quantum systems.
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CHAPTER 1

INTRODUCTION

Bosonic and fermionic atoms exhibit distinct quantum mechanical properties
that result from their intrinsic characteristics. Bosons have integer spins and
obey Bose-Einstein statistics, which allow any number of identical bosons to oc-
cupy the same quantum state [1]. Conversely, fermions have half-odd integer
spins and follow Fermi-Dirac statistics, which prohibit two identical fermions
from occupying the same quantum state due to the Pauli exclusion principle [2].
These statistical differences have significant implications for the collective be-
havior of bosons and fermions. For example, bosonic particles tend to condense
into the same quantum state at low temperatures, resulting in phenomena like
superfluidity and Bose-Einstein condensation (BEC) [3]. However, BEC and su-
perfluidity are not always correlated, as an ideal BEC may not exhibit superflu-
idity and a two-dimensional superfluid may not exhibit BEC [4]. Nevertheless,
there are many instances where BEC and superfluidity occur together, leading
to fascinating and practical properties such as coherent flow and quantized vor-
tices. On the other hand, fermionic particles obey the Pauli exclusion principle,
which results in the formation of a Fermi sea at low temperatures, where each
fermion occupies energy states below the Fermi energy E f .

Einstein in 1924 theoretically predicted that upon cooling a gas of identical
bosonic atoms below a certain temperature threshold Tc, a significant propor-
tion of the bosons tend to condense into the lowest quantum mechanical energy
state, resulting in a macroscopic condensate [1, 4]. In 1995 BEC was observed
experimentally in a single-component atomic gas [5–7]. The results provided
the strong evidence of BEC of atoms which was characterized by the single, co-
herent wavefunction. Additionally, the experiments demonstrated the impor-
tance of cooling techniques, such as laser cooling and evaporative cooling, in
achieving the extremely low temperatures required for BEC. Overall, the 1995
BEC experiment was a landmark achievement in the field of physics, providing
strong evidence for the existence of a fundamentally new state of matter and
opening up new avenues for research and technological development.

Realization of BEC in experiments broadened the interest to explore systems
with two or more condensates. One of the primary motivations for studying
atomic mixtures is the ability to explore the behavior of interacting many-body
systems. In ultracold atomic systems, mixtures of different atomic species can
exhibit a wide range of interesting and complex phenomena, including phase
separation [8], superfluidity [9], and quantum magnetism [10]. It is well known
that superfluid mixtures 3He-4He exhibit phase separation at low temperatures
[9] and similarly, two-component BEC of 87Rb atoms show phase separation
in the presence of inter-species interactions [8]. By manipulating the interac-
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tions between ultracold atoms, one can induce phase separation in the mixtures,
where distinct regions of different densities and phases emerge. This allows for
the study of the behavior of quantum systems under extreme conditions, such
as at low temperatures or high densities, which are difficult to achieve in other
experimental setups.

Furthermore, condensates in atomic boson-boson mixtures [11] and BEC of
molecules in two-component Fermi gases with adjustable interactions [12, 13]
have been produced by experimental groups. Those experiments involved
the exploration of two-component mixtures using two hyperfine states of the
same species. Subsequently, fermionic atoms were mixed with bosonic atoms
in several examples, including 7Li–6Li mixtures [14, 15], 23Na–6Li mixtures
[16], 87Rb–40K mixtures [17–19], 87Rb–6Li mixtures [20], 87Sr–84Sr mixtures [21],
41K–6Li mixtures [22], and 133Cs–6Li mixtures [23]. In general, binary atomic
boson-fermion mixtures with repulsive inter-species interactions demonstrate a
bosonic BEC and a single-component normal Fermi gas since pairing mecha-
nism is not involved.

The structures of atomic mixtures have been studied theoretically, taking
into account confinement effects [24–27], such as hard-wall potentials [28, 29]
and mass effects [30–39]. Phase separation in one-dimensional boson-fermion
mixtures [40], repulsive two-component Fermi gases [41], and repulsive boson-
fermion mixtures in harmonic traps [42, 43] have been studied. These inves-
tigations have revealed that the structure of atomic mixtures is influenced by
inter- and intra-species interactions. Spatial separation occurs when bosons and
fermions in a binary mixture repel each other, minimizing their overlapping
region [42, 43], while attraction can lead to collapse [18, 19] or droplet forma-
tion [44, 45]. Previous studies on binary fermion mixtures have revealed that
phase separation is not solely determined by repulsive interactions, but also by
other factors such as population imbalance [46] and additional p-wave interac-
tion [33]. It has been suggested that phase separation of fermion mixtures in
the thermodynamic limit driven by large mass imbalances is possible in all di-
mensions, even in the weakly interacting regime [32]. Path integral formalism
has been used to study the thermodynamics and structural transitions of binary
atomic boson-fermion mixtures [47]. Recent experiments have also been con-
ducted on various atomic mixtures [48–51] and many fascinating phenomena
of one-dimensional atomic mixtures have been reviewed in Ref. [52]. Although
a recent review [53] covered a broad range of few-body systems in harmonic
traps, including mass-imbalanced systems, the effects of mass imbalance on the
structures induced by hard-wall potentials have not been thoroughly explored
for many-body systems.

In the realm of ultra-cold atoms, there exists a key difference between bosons
and fermions. Ultra-cold atoms, typically charge neutral, primarily interact
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through two-body collisions. However, the Pauli exclusion principle dictates
that identical fermionic atoms cannot occupy the same quantum state, thereby
preventing them from colliding and interacting through the dominant two-body
s-wave interaction [1]. Additionally, the Fermi pressure, which is dependent
nonlinearly on the fermion density and related to bulk kinetic energy, intro-
duces another distinction between bosonic and fermionic mixtures [3]. In the
case of fermionic mixtures, the phase-separation structure must balance the
influences of interactions, confinement-induced kinetic energy, and the Fermi
pressure. Previous examinations of fermionic mixtures in harmonically trapped
gases have demonstrated strong agreement with experimental results [54, 55].

The history of superconductivity dates back to 1911, when Dutch physicist
Heike Kamerlingh Onnes discovered the phenomenon while studying the prop-
erties of Mercury at low temperatures [56]. In 1957, John Bardeen, Leon Cooper,
and Robert Schrieffer proposed the BCS theory [56], which explains the mech-
anism behind superconductivity in conventional superconductors by the for-
mation of Cooper pairs. The requirement for the formation of Cooper pairs in
attractive Fermi gases is that a mixture of two different hyperfine levels of the
fermions must be trapped. Studies have been conducted on Fermi gases con-
sisting of two components that exhibit attractive forces while being confined in
different potentials. Cooper pair formation has been observed in harmonically
trapped Fermi gases. These observations have been reported in [57, 58]. This
phenomenon has enabled researchers to investigate the BCS phase transition, as
described in [57]. Additionally, the effects of changing particle numbers and in-
teraction strengths on harmonically trapped Fermi gases have also been studied
using this observation, as detailed in [58]. In fermionic superfluids with uneven
spin population, phase separation has been observed between normal and su-
perfluid transitions [59,60]. Moreover, in fermionic cold atoms that are confined
in a one-dimensional optical potential, two superfluid phases have been discov-
ered: an unconfined BCS pairing phase and a confined molecular-superfluid
phase [61]. Phase separation at unitarity and mass-imbalance effects for ultra-
cold superfluid Fermi gases in harmonic and optical potentials is discussed in
Review [62].

Conventionally, harmonic potentials have been used to trap ultracold atoms
which leads to spatially inhomogeneous interactions, limits the interesting fea-
tures to the narrow region of densities and suffer atom loss due to its infinite
size. However, the box potential imposes uniform interaction in space and
confines the atoms within a finite volume. Additionally, it can be easily im-
plemented in numerical simulations and theoretical models, since they can be
discretized into a finite number of grid points. BEC of bosonic atoms have been
achieved in quasi-1D [63, 64], 2D [65], and 3D [66] box traps, while homoge-
neous 2D [67] and 3D [68] Fermi gases have been achieved for two-component
fermions. With the recent experimental advancements in atomic mixtures and
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box potentials, we investigate various atomic mixtures in box potentials to un-
cover the underlying physics.

With above mentioned experimental progress in the study of atomic
mixtures and box potentials, we envision the future combination of multi-
component atomic gases and box potentials. Our investigation on various
atomic mixtures in box potentials will provide theoretical understanding in the
field and provide reference to those potential experiments.

In Chapter 2, we discuss the mean-field theories for interacting bosons and
Fermi gases.

In Chapter 3, we investigated the impact of mass-imbalance on the struc-
tures of atomic mixtures in box potentials by implementing the many-body
Gross-Pitaevskii equation for bosons and Hartree-Fock theories for fermions
[3, 69, 70]. We considered boson-boson and fermion-fermion mixtures with
strong inter-species repulsion confined in a quasi-1D box potential with two
hard walls in the x direction. The wavefunctions were required to vanish at
the hard walls, while the systems were assumed to be homogeneous in the y
and z directions. Our results showed that for repulsive boson-boson mixtures,
the mass-imbalance can lead to three-chunk structures compared to the two-
chunk structures seen in the equal-mass case. This variation in structure arises
from the interplay between the interaction energy and kinetic energies resulting
from the density distortion occurring at both the hard walls and the interface of
phase separation. On the other hand, repulsive fermion-fermion mixtures ex-
hibited only two-chunk structures regardless of the mass-difference. This is due
to an increase in bulk kinetic energies arising from the reduced volume of each
species in phase separation.

In Chapter 4, we investigated boson-fermion mixtures confined in 1D box.
Phase diagrams, density profiles and analyses of the interface properties are
discussed for various boson-fermion mixtures. The competition between inter-
action and kinetic energies dictates the stable structures, which become more
intricate in the presence of hard walls, mass asymmetry, and a boson-fermion
interface if there is a separation between the two species. Our study allows a
systematic extraction of the healing lengths of the bosons and fermions. Fur-
thermore, the scaling of the healing lengths at the interface between bosons
and fermions in the phase-separated state provides evidence for the energy-
competition mechanism that underlies the phase-separation structures.

In Chapter 5, we study atomic Fermi gases with attractive and spatially
controllable inhomgeneous interactions to revisit proximity effect and spatial
Kibble-Zurek mechanism (KZM) in a unified theoretical framework. The pair-
ing interaction will separate the superfluid phase and normal phase. We con-
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sider interaction quenches in real space, step-function quench resembling prox-
imity effect in superconductors and spatial quench depicting spatial KZM. Us-
ing Bogoliubov-de Gennes (BdG) approach [71, 72], we derived the profiles of
the pair wavefunction and its correlation function to investigate their penetra-
tion into the noninteracting region. When considering a step-function quench,
we observe that both correlation lengths follow the BCS coherence length and
exhibit identical scaling behavior as predicted by studies of proximity effect
[73–75]. However, in the case of a spatial quench, the exponents from the two
correlation lengths differ, and only the exponent from the pair correlation func-
tion agrees with the Kibble-Zurek mechanism (KZM) prediction [76–78].

Lastly, we conclude our work and present some outlook in Chapter 6.
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CHAPTER 2
ULTRACOLD ATOMIC GASES

2.1 Advancements in trapping cold atoms

Traditionally, ultracold atomic gases have been confined in harmonic potentials,
resulting in non-uniform density distributions for which theoretical results re-
lies on Local Density Approximation (LDA) methods to compare with experi-
ments [1, 4]. However, recent advancements in the development of optical po-
tentials have led to the creation of box potentials [63–68, 79], which simplify
the comparison between experimental results and theoretical predictions. Ho-
mogeneous Bose-Einstein condensates have been achieved in quasi-1D [63, 64],
2D [65], and 3D [66] for trapped bosonic atoms, while homogeneous 2D [67]
and 3D [68] Fermi gases have been achieved for two-component fermions. An
optical box trap is constructed using a hollow tube beam and two sheet beams,
which generate a repulsive force to confine atoms. The Rb-87 atomic cloud, af-
ter pre-cooled in a harmonic trap, is then loaded to the cylindrical box-shaped
trap [66]. Similar procedures were followed to trap homogeneous Fermi gases
in cylindrical box trap [68]. Moreover, dipolar dimers of non-reactive fermionic
23Na40K molecules have been experimentally realized in optical box potentials
to study collisions of ultracold molecules and compare with those in dipole
traps [79].

2.2 Scattering length and coupling constant

When applying the BCS theory to two component fermionic atoms, the two-
body scattering length a3D serves as an indicator of the interaction between
atoms [1, 4], which can be tuned by a magnetic field. For many-body systems,
the effective interaction may be approximated by a contact interaction with cou-
pling constant g3D. Away from resonance,

g3D =
4πℏ2a3D

m
(2.1)

where, a3D is three-dimensional scattering length, ℏ is reduced Planck’s constant
and m denotes the mass of an atom. The magnitude of the scattering length a3D

informs about the strength of the interaction whereas the sign indicates whether
the interaction is repulsive or attractive.

However, Feshbach resonance has been used for studying BCS superfluids
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of cold atoms and the BCS-BEC crossover [1,4]. Near a resonance, the renormal-
ized interaction is

1
g3D
=

m
4πℏ2a3D

−
1
V

∑
k

1
2ϵk

(2.2)

Here ϵk is the dispersion of noninteracting fermions. For fermionic superfluids
of cold atoms, a3D < 0 indicates the conventional BCS superfluid while a3D > 0
indicates a condensate of tightly-bound pairs.

In quasi-1D Fermi gases, the 1D effective coupling constant maybe expressed
as [80]

g1D =
2ℏ2a3D

ma2
⊥

1
1 − Aa3D/a⊥

, (2.3)

where A is a constant associated with the confinement induced resonance and a⊥
is the characteristic length in the transverse direction. The effective interactions
switch from attractive to repulsive at the confinement induced resonance A =
a⊥/a3D. Therefore, g1D may be expressed as

g1D = −
2ℏ2

ma1D
(2.4)

with the 1D scattering length given by a1D = −
a2
⊥

a3D
(1 − Aa3D/a⊥).

We remark that a quasi-1D BCS-BEC crossover occurs when the chemical
potential changes sign because a1D is always positive. From now onwards, we
drop the subscript 1D and write the effective 1D coupling constant for fermion-
fermion interaction as g f f = g̃ f f E0

f /k
0
f , where g̃ f f is the dimensionless coupling

constant, E0
f and k0

f are Fermi energy and Fermi momentum of non-interacting
Fermi gas. In Chapter 3 and 4, we utilize the coupling constant away from the
resonance, while in Chapter 5 we use the expression for coupling constant near
the resonance.

2.3 Mean-field theory for bosons (Gross - Pitaevskii equation)

The Gross-Pitaevskii equation (GPE) is a non-linear Schrödinger equation that
describes the dynamics of a BEC at zero temperature when the scattering length
a is much smaller than the mean inter-particle spacing [1,4]. At low-energy scat-
tering, the effective interaction between two bosons is given as gbb = 4πℏ2a/mb

where mb denotes the mass of a boson.

We consider a gas of Nb identical bosons confined by external potential V(r)
that interacts via the contact interaction.
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Gross-Pitaevskii energy functional in terms of ψb(r) can be written as,

Eb[ψ] =
∫

dr
[
ℏ2

2mb
Nb|∇ψb(r)|2 + NbV(r)|ψb(r)|2 +

1
2

gbbN2
b |ψb(r)|4

]
(2.5)

Minimizing the energy functional subject to the normalization condition∫
|ψb(r)|2dr = 1,

δ(Eb − µbNb)
δψ∗

= 0 (2.6)[
−
ℏ2

2mb
∇2 + V(r) + gbbNb|ψb(r)|2

]
ψb(r) = µbψb(r) (2.7)

where, µb is the chemical potential that imposes the particle number conser-
vation. The non-linear term gbbNb|ψb(r)|2 is the Hartree energy contributed by
the interaction between the bosons. This self-consistent mean-field non-linear
Schrödinger equation to govern the macroscopic wavefunction of BEC is called
Gross-Pitaevskii equation (GPE). The dynamics of a condensate is governed by
the time-dependent GPE,

iℏ
∂ψb(r, t)
∂t

=

[
−
ℏ2

2mb
∇2 + V(r) + gbbNb|ψb(r, t)|2

]
ψb(r, t) (2.8)

The time-dependence of the wavefunction is determined by the chemical po-
tential as ψb(r, t) = ψb(r)e−iµt/ℏ. The GPE provides an effective description of the
macroscopic wavefunction of the BEC and works well at low temperatures in
the weakly interacting regime [1, 69].

2.4 Mean-field theory for repulsive Fermi gases

The second-quantization Hamiltonian for two-component repulsive fermions
labeled by σ =↑, ↓with an effective interaction Ve f f > 0 is given by

H =
∑
σ

∫
drψ†σ(r)hσ(r)ψσ(r) +

1
2

∑
σ,σ′

"
drdr′Ve f f (r, r′)ψ†σ(r)ψ†σ′(r

′)ψσ′(r′)ψσ(r).

Here ψ†σ(r) (or ψσ(r)) is the fermion creation (or annihilation) operator with spin
σ at location r, and hσ(r) = − ℏ

2

2m∇
2 + Vext(r) − µσ.

Performing Hartree-Fock like mean-field decoupling to the quartic interac-
tion term for repulsive Fermi gases,

ψ†
↑
ψ†
↓
ψ↓ψ↑ ≈ ⟨ψ

†

↑
ψ↑⟩ψ

†

↓
ψ↓ + ⟨ψ

†

↓
ψ↓⟩ψ

†

↑
ψ↑ − ⟨ψ

†

↑
ψ↑⟩⟨ψ

†

↓
ψ↓⟩

≈ n↑ψ
†

↓
ψ↓ + n↓ψ

†

↑
ψ↑ − n↑n↓ (2.9)
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where, nσ = ⟨ψ
†
σψσ⟩ is the density of each component. In compact matrix form,

the Hamiltonian is

HHF =

∫
dr

(
ψ†
↑
ψ†
↓

)
M

(
ψ↑
ψ↓

)
(2.10)

where,

M =
(

h↑ Ve f f n↑
Ve f f n↓ h↓

)
(2.11)

We diagonalizeHMF to obtain the eigenvalues Eσ,i and eigenstates ψσ,i.

(−
ℏ2

2m
∇2 + Vext + Ve f f n↓ − µ↑)ψ↑,i = E↑,iψ↑,i

(−
ℏ2

2m
∇2 + Vext + Ve f f n↑ − µ↓)ψ↓,i = E↓,iψ↓,i (2.12)

To solve the coupled equation Eq.(2.12) self-consistently, we start with a set of
trial wavefunctions ψσ and solve the coupled equations to get the eigenvalues
and their corresponding normalized eigenvectors. From the eigenvectors, we
calculate the densities at each iteration for each component using nσ = ⟨ψ

†
σψσ⟩

and employ it to solve the coupled equations Eq.(2.12) again until the desired
accuracy is reached. The convergence criteria is

∫
|nt+1
σ − nt

σ|dr < 10−5 for t − th
iteration. We utilize this technique in the case of repulsive fermion-fermion
mixtures discussed in chapter 3 to obtain the density profiles.

2.5 Mean-field theory for attractive Fermi gases

In this section, we derive the Bogoliubov-de-Gennes equation for two-
component Fermi gases with attractive interaction Ve f f < 0 using the BCS
Hamiltonian Eq.(2.14) and discuss the numerical procedures to solve them. Per-
forming Hartree-Fock like mean-field decoupling to the quartic interaction term
for attractive Fermi gases [3],

ψ†
↑
ψ†
↓
ψ↓ψ↑ ≈ ⟨ψ

†

↑
ψ†
↓
⟩ψ↓ψ↑ + ψ

†

↑
ψ†
↓
⟨ψ↓ψ↑⟩ − ⟨ψ

†

↑
ψ†
↓
⟩⟨ψ↓ψ↑⟩ (2.13)

where, pairing correlations are considered at the mean-field level leading to the
BCS Hamiltonian:

HBCS =
∑
σ

∫
drψ†σ(r)hσ(r)ψσ(r) +

"
drdr′(∆(r, r′)ψ†

↑
(r)ψ†

↓
(r′) + h.c)

−

"
drdr′|∆(r, r′)|2/Ve f f (r, r′). (2.14)

The gap function ∆(r, r′) is defined as

∆(r, r′) = −Ve f f (r − r′)⟨ψ↑(r)ψ↓(r′)⟩ (2.15)
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Here ⟨O⟩ is the ensemble average of operator O.

Commutation relation for fermionic operators Â,B̂ and Ĉ is given as:

[A, BC] = {A, B}C − B{A,C} (2.16)

Using this relation, we find the commutators of fermionic field operators with
the Hamiltonian.

[ψ↑(r),HBCS] = h↑(r)ψ↑(r) +
∫

dr′∆(r, r′)ψ†
↓
(r′)

[ψ†
↑
(r),HBCS] = −h∗↑(r)ψ†

↑
(r) −

∫
dr′∆∗(r, r′)ψ↓(r′)

[ψ↓(r),HBCS] = h↓(r)ψ↑(r) −
∫

dr′∆(r′, r)ψ†
↑
(r′)

[ψ†
↓
(r),HBCS] = −h∗↓(r)ψ†

↓
(r) +

∫
dr′∆∗(r′, r)ψ↓(r′) (2.17)

Above commutators mean to say that fermionic field operators can be expressed
as a linear combination of particle and hole like quasi-particle excitations. This
is the motivation for Bogoliubov canonical transformations.

2.5.1 Bogoliubov-de-Gennes equation

Bogoliubov canonical transformation is given as [71, 72]:

ψσ(r) =
∑

n

[unσ(r)γn − σv∗nσ(r)γ†n] (2.18)

The labels σ in the subscript refers to the spin of the particle whereas σ carries
+ or − sign in the second term of above canonical transformation. The quasi-
particle operators satisfy the anti-commutation relations

{γn, γ
†
m} = δnm, {γn, γm} = {γ

†
n, γ

†
m} = 0, (2.19)

The Bogoliubov transformation diagonalizesHBCS from Eq.(2.14) to the form

H =
∑

n

Enγ
†
nγn + Eg, (2.20)

where ground state energy is given as Eg = −
|∆|2

Ve f f
+

∑
n(ϵn − En). Here ϵn is the

non-interacting (Ve f f = 0) counterpart of the excitation energy En. Using the

10



canonical transformations for ψ↑,ψ↓,ψ†↑ and ψ†
↓

and the anti-commutation rela-
tions,

{H , γn} = Enγn, {H , γ
†
n} = −Enγ

†
n, (2.21)

in Eqs.(2.17) and comparing the coefficients of γn and γ†n, one can obtain a set of
four equations in a compact form:∫

dr′M(r, r′)ϕ(r′) = Enϕ(r) (2.22)

where,

M(r, r′) =


h↑(r, r′) 0 0 ∆(r, r′)

0 h↓(r, r′) ∆(r′, r) 0
0 ∆∗(r, r′) −h∗

↑
(r, r′) 0

∆∗(r′, r) 0 0 −h∗
↓
(r, r′)

 (2.23)

and

ϕ(r) =


un
↓
(r)

un
↑
(r)

vn
↓
(r)

vn
↓
(r)

 , hσ(r, r′) = hσ(r)δ(r − r′),∆(r, r′) = ∆(r)δ(r − r′) (2.24)

In the absence of spin-orbit coupling, BdG equations(2.22) is block-
diagonalized into two subset of equations.

∫
dr′

(
h↑(r, r′) ∆(r, r′)
∆∗(r′, r) −h∗

↓
(r, r′)

) (
uñ1
↑

(r′)
vñ1
↓

(r′)

)
= Eñ1

(
uñ1
↑

(r)
vñ1
↓

(r)

)
(2.25)∫

dr′
(
h↓(r, r′) ∆(r′, r)
∆∗(r′, r) −h∗

↑
(r, r′)

) (
uñ2
↑

(r′)
vñ2
↓

(r′)

)
= Eñ2

(
uñ2
↑

(r)
vñ2
↓

(r)

)
(2.26)

where, redefined eigenstate index for quasi-particle amplitudes ñ1 and ñ2 comes
from the Bogoliubov transformation as

ψ↑(r) =
∑

ñ[uñ1
↑

(r)γñ1 − vñ2∗
↑

(r)γ†ñ2]

ψ↓(r) =
∑

ñ[uñ2
↓

(r)γñ2 + vñ1∗
↓

(r)γ†ñ1] (2.27)

and the diagonalized Hamiltonian

H =
∑
ñw

Eñwγ
†

ñwγñw + Eg, (2.28)

where, w = 1, 2 represents the two-component of the quasi-particle operators.
We see that spin-up electron-like component of the wave function u↑ is coupled
only to the spin-down hole-like component of wave function v↓ and spin-down
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electron-like component u↓ is coupled only to spin-up hole-like component v↑.
If we take the complex conjugation of Eq.(2.25), multiplying with a minus sign
and rearrange the equations, we arrive at the identical equation to Eq.(2.26) with
symmetry property, (

uñ2
↓

(r)
vñ2
↑

(r)

)
=

(
vñ1∗
↓

(r)
−uñ1
↑

(r)

)
(2.29)

and Eñ2 = −Eñ1. This symmetry property implies that instead of solving both
subsets of equations (2.25,2.26), we can only solve one of these equations to
calculate all the measurable quantities. The quasi-particle operators follows the
statistical average

< γ†ñw, γm̃v >= δñm̃δwv f (Eñw), < γñw, γm̃v >=< γ
†

ñw, γ
†

m̃v >= 0 (2.30)

where,

f (Eñw) =
1

eEñw/KBT + 1
(2.31)

is the Fermi distribution function. Using statistical average, symmetry property
and the canonical transformations, the gap function in Eq.(2.15) is given as

∆(r, r′) = −Ve f f (r − r′)
∑

ñ

′

uñ
↑(r)vñ∗

↓ (r′) tanh(Eñ/kBT ) (2.32)

Here, we dropped the indices 1,2 from the quasi-particle wavefunctions and
∑

ñ
′

means the summation is over the positive-energy states. The effective interac-
tion in atomic Fermi gases is dominated by the contact interaction valid at low
temperatures, so Ve f f (r − r′) = g f f (r)δ(r − r′). As T → 0, tanh(∞) = 1 and for
s-wave pairing Thus, ∆(r, r′) = ∆(r′, r) = ∆(r)δ(r − r′). At zero temperature, the
gap function is given by

∆(r) = −g f f

∑
ñ

′

uñ(r)vñ∗(r). (2.33)

We consider equal population of the two components, N↑ = N/2 = N↓, so µσ = µ.
BdG equations can be written as(

− ℏ
2

2m
∂2

∂x2 − µ ∆(x)
∆∗(x) −(− ℏ

2

2m
∂2

∂x2 − µ)

) (
uñ(x)
vñ(x)

)
= Eñ

(
uñ(x)
vñ(x)

)
(2.34)

For a two-component Fermi gas in a 1D box of length L, we discretize the
space as x/L = [0, 1] using nx grid points. x j = jδx, where δx = L/nx and
j = 0, 1, 2, ...., nx. The Laplacian operator is represented by using the finite-
difference method. In the discretized form, the BdG equation becomes

∑
j

(
hi j ∆i j

∆∗i j −hi j

) (
uñ

j
vñ

j

)
= Eñ

(
uñ

i
vñ

i

)
. (2.35)
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Note that for s-wave pairing, ∆i j = 0 if i , j. The BdG Hamiltonian has the size
of 2nx × 2nx and we only take the positive energy eigenstates for the calculations
of the gap function and density.

The fermion density of each component is ρσ(x) = ⟨ψ†σ(x)ψσ(x)⟩, and the total
density ρ(x) =

∑
σ ρσ(x) becomes

ρ f (x) = 2
∑

ñ

′

|vñ(x)|2. (2.36)

The total fermion number is N f = N↑+N↓ =
∫ L

0
ρ f (x)dx. The gap function is given

by
∆(x) − g f f (x) < ψ↓ψ↑ >= −g f f (x)

∑
ñ

′

uñ(x)vñ(x). (2.37)

Numerical procedures to solve the BdG equations is given in Appendix C.

2.6 Characteristic lengths of spatial change in quantum
systems

Characteristic length scales play a crucial role in understanding the behavior of
quantum systems, as they help to determine the spatial extent over which quan-
tum mechanical effects are significant. They can have profound effects on the
behavior of particles in a wide variety of physical systems and they determine
the spatial extent over which particles can interact with each other. For exam-
ple, the characteristic length scales of atoms in a solid determine the range of
inter-atomic forces, which in turn affects the properties of the material, such as
its conductivity or optical properties [81].

Another example of characteristic length can be given as healing length of
bosons in case of pure BEC [1] which determines the stability of a BEC to a
localized perturbation as it is dependent on the balance between kinetic energy
and interaction energy, as well as the interaction strength between the particles.

ξb =
ℏ√

2mbgbbρb

(2.38)

More detailed analyses of the healing lengths for both bosons and fermions is
given in Chapter 4.

The characteristic length scale for superconductors is the coherence length,
denoted by ξ∆. The BCS coherence length is given as [1, 3, 82]

ξ∆ =
ℏv f

∆
(2.39)
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The coherence length represents the length scale over which the electron’s wave-
function in a superconductor remains coherent and its superconducting behav-
ior is preserved [56]. Practically, it gives the information on the Cooper pair
size.

Quantum phase transitions are accompanied with the fundamental change
in the ground state of the system when one of the parameters in the Hamil-
tonian is driven across the critical point [83]. In the vicinity of the quantum
phase transitions, the correlation length diverges, indicating the emergence of
long-range correlations between particles in the system. These long-range cor-
relations can lead to the formation of complex patterns and structures, and they
are a key characteristic of quantum critical phenomena. Near a critical point, the
correlation length scales with a power law as a function of the distance to the
critical point. This scaling behavior is captured by the critical exponent ν, which
characterizes the rate at which the correlation length diverges as the system ap-
proaches the critical point [84]. For example, the critical exponent determines
the scaling properties of various physical observable, such as the susceptibility
and the correlation function. The correlation length provides a measure of how
strongly correlated the particles in the system are with each other, and it can
have a profound effect on the behavior of the system as it undergoes a phase
transition.

Overall, the characteristic lengths of spatial change in quantum systems are
important in understanding and predicting the behavior of particles, such as
interactions and correlations, in various physical systems.
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CHAPTER 3
BINARY ATOMIC MIXTURES OF SAME SPIN STATISTICS IN BOX

POTENTIALS

The results presented here have been published in Bishal Parajuli, Daniel Pecak
and Chih-Chun Chien, Mass-imbalance-induced structures of atomic mixtures in box
potentials, Phys. Rev. A 100, 063623 [85].

In this chapter, we consider ground state structures of atomic mixtures fol-
lowing same spin statistics in box potentials. We simulate the many-body sys-
tem using density-density interactions and compare the structures with and
without mass-imbalance. The phase diagram and analyses of healing lengths
at the interface for both species are reported as well.

3.1 Repulsive boson-boson mixtures in box potentials

In this study, we utilize the Gross-Pitaevskii (GP) theory, which is commonly
used to describe bosonic condensates [1,69], to investigate the structures of mix-
tures of bosons confined in a 1D box potential. Previous experimental work on
two-component bosons confined in a harmonic trap showing both the miscible
and phase-separated regimes has also referenced the GP theory [86]. Therefore,
we limit our focus to the weak and intermediate interaction regimes, where the
GP theory is known to provide reasonable predictions. Here we consider a mix-
ture confined by two hard-walls at x = 0, L modeled by the box potential and
the system is uniform in the other directions. The Gross-Pitaevskii energy func-
tional of a boson-boson mixture is [1]

E =
∫ L

0
dx

[ ℏ2

2m1
|∂xψ1|

2 +
ℏ2

2m2
|∂xψ2|

2 +
1
2

g̃11N2
1 |ψ1|

4 +
1
2

g̃22N2
2 |ψ2|

4 + g̃12N1N2|ψ1|
2|ψ2|

2
]
.

(3.1)
The condensate wavefunctions are normalized by

∫ L

0
dx|ψα|2 = 1, where α = 1, 2

denotes components. The mass mα and number of particles Nα correspond to
species α. The coupling constants g̃11, g̃22 and g̃12 = g̃21 are related to the two-
body s-wave scattering lengths a11, a22 and a12 by

gαβ =
2πℏ2aαβ

mαβ

. (3.2)

Here mαβ =
mαmβ

mα+mβ
is the reduced mass of pair of atoms and α, β = 1, 2 denote the

species. We focus on the repulsive case with gαβ > 0.
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The Gross-Pitaevskii equation, which describes a system’s minimal-energy
configuration, can be obtained by minimizing the energy functional with respect
to ψ∗α for α = 1, 2 using the equation δE/δψ∗α = 0. To find the lowest energy
state of a system with a given initial configuration, we use the imaginary-time
formalism given in Appendix A.

Therefore, we search for the solutions to the coupled imaginary-time evolu-
tion equations in the x-direction:

−ℏ
∂ψ1

∂τ
= −

ℏ2

2m1
∂2

xψ1 + g11N1|ψ1|
2ψ1 + g12

√
N1N2|ψ2|

2ψ1

−ℏ
∂ψ2

∂τ
= −

ℏ2

2m2
∂2

xψ2 + g22N2|ψ2|
2ψ2 + g12

√
N1N2|ψ1|

2ψ2. (3.3)

The boundary conditions are ψα = 0 at x = 0, L for α = 1, 2. We choose the units
so that ℏ = 2m1 = 1. The conservation of particle numbers imposes the following
normalization condition of the density ρα = Nα|ψα|

2. The total particle number
of species α = 1, 2 can then be obtained from

Nα =

∫ L

0
dxρα. (3.4)

In the weakly interacting regime and at low temperatures, the Gross-
Pitaevskii (GP) equation provides an effective description of the macroscopic
wavefunction of the Bose-Einstein condensate (BEC) [1,69]. For a homogeneous
mixture of bosons with equal mass and repulsive inter- and intra-species in-
teractions in the thermodynamic limit, the stability condition has been sum-
marized in Refs. [1, 87, 88], and the system exhibits phase separation when
g11g22 < g2

12. It is noteworthy that if any of the intra-species interactions van-
ish, gαα = 0, the miscible phase becomes unstable against any finite inter-species
interaction. In this study, we aim to investigate the effects of mass imbalance on
the structure in the phase separation regime when the system is confined in a
box potential. Although other methods have been proposed for obtaining den-
sity profiles of bosons or bosonic mixtures [89–92], we use the GP equation since
it reasonably describes the bosonic mixture experiment reported in Ref. [86].

We use the split step Crank-Nicolson method to solve the coupled
imaginary-time evolution equations [93,94] which is given in detail in Appendix
B. The spatial and temporal increments are calibrated by checking against the
exact solutions of nonlinear Schrödinger equations [95]. In the following, we
consider the structures of boson-boson mixtures with and without mass imbal-
ance. We use the following parameters: ∆τ = 0.0001ℏ/E0 for the imaginary time
increment. E0 = ℏ

2/(2m1L2) is the energy unit. N1 = N2 = 50 for the particle
number of each species. By defining g0 = 4πℏ2/(m1L), we express the coupling
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constants in terms of gαβ = g̃αβ g0. A 500-point grid is used to discretize the
space, and we have checked the results are insensitive to a further refinement of
the grid.

3.1.1 Phase diagram and density profiles

From the two-component GP equations for equal-mass boson-boson mixtures,
we found a miscible phase when the repulsive inter-species interaction is weak.
When the inter-species repulsion in strong, phases separation emerges and the
two species congregate into two chunks. As the inter-species interaction g̃12

increases, the overlap of the density profiles decreases leading to narrower in-
terface width between two components. Figure 3.1 shows the phase diagram
(a) and density profiles (b)-(d) of typical structures of the equal-mass case. Im-
portantly, the phase separation into two chunks breaks the left-right parity sym-
metry. We remark that for the equal-mass mixture, the GP equations (3.3) are
symmetric between the two components. With a perfect overlap of the initial
condition and trap potentials, the system does not enter phase separation if
there is no noise during the evolution. The system may enter a fragmented
state [96] due the the symmetry between the two components. Imperfections in
the initial condition or numerical noise in the simulations are enough to drive
the system to phase separation in the strongly repulsive regime. Moreover, ex-
periments on equal-mass bosonic mixtures in harmonic traps [86] have shown
phase separation.

For boson-boson mixtures with different masses, we take the mixture of 7Li
and 87Rb for example. The system exhibits two-chunk and three-chunk sepa-
ration of the two species as the inter-species interaction increases. Figures 3.2
(a) shows the phase-diagram and (b)-(d) show the miscible phase, three-chunk
phase separation and two-chunk phase separation respectively. There is an im-
portant difference between the full phase-separation structures of the equal-
mass and the different-mass case in intermediate interaction regime. For the
mass-imbalanced case, the system exhibits a sandwich structure (three-chunk).
The lighter species does not touch either of the hard walls. This is because the
kinetic-energy increase of the light species at the hard walls can lead to higher
total energy, so the lowest-energy configuration has the heavier species locat-
ing at both hard-walls. In contrast, there is no such advantage in the equal-
mass case, and the two species minimize the number of interfaces between them
by separating into only two chunks. As a consequence of the mass imbalance,
the phase-separation structure can break the parity symmetry by forming two
chunks in the equal-mass case, or the system can keep the parity symmetry in
the sandwich structure when the mass imbalance is large.
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Figure 3.1: Phase diagram (a) and density profiles (b)-(d) of equal-mass
boson-boson mixtures in a box potential. Here, g̃11 = 0.5 and
g̃22 = 0.5 (b) Miscible phase with low inter-species repulsion
g̃12 = 0.3, and phase separation due to high inter-species repul-
sion (c)g̃12 = 0.7 and (d) g̃12 = 3.0 with their locations labelled
on (a). Here N = 50 for each species and gαβ = g̃αβ g0.

3.1.2 Interface properties

In the phase-separation structures shown in Fig.(3.1), both species are present
at the interface between the two species. The interaction energies for species 1
and 2 per particle at the interface is given as

IE1 = g11ρ1 + g12ρ2

IE2 = g22ρ2 + g12ρ1 (3.5)

If ξbα denotes the healing lengths for species α = 1, 2, then the kinetic energy
per particle due to the distortion of the wavefunction is given by KEα =

ℏ2

2mαξ
2
bα

.
The healing length ξbα is the length scale at which kinetic energy balances the
interaction energy of the bosons and can be estimated using the condition KEα ≈
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Figure 3.2: Phase diagram (a) and density profiles (b)-(d) of 7Li-87Rb boson-
boson mixtures in a box potential. Here, g̃11 = 1.0 and g̃22 =

1.0 (b) Miscible phase with low inter-species repulsion g̃12 =

0.1, and phase separation due to high inter-species repulsion
(c) g̃12 = 0.7 and (d) g̃12 = 3.0 with their locations labelled on
(a). Here N = 50 for each species and gαβ = g̃αβ g0.

IEα. Explicitly for species 1 and 2 for boson-boson mixtures

ξ̃b1 ∼
1
√

8π

1√
g̃11ρ1L + (m1+m2

2m2
)g̃12ρ2L

≡
1
√

S b1

ξ̃b2 ∼
1
√

8π

1√
g̃22ρ2L + (m1+m2

2m1
)g̃12ρ1L

≡
1
√

S b2
(3.6)

ξ̃bα = ξbα/L is dimensionless healing length and S b1 and S b2 are dimensionless
quantity to simplify the scaling analyses of the healing lengths. We remark that
in the expressions of the healimg lengths, ρα denotes the bulk density of the
corresponding species away from the hard wall or the interface. In our analyses
of the healing lengths, we take the width as the distance between 95% and 5%
of the value of

√
ρα at the plateau in the bulk. Taking different criteria or using

functional fits to the density profiles leads to basically the same scaling behavior,
which verifies the robustness of the energy-competition argument.
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Figure 3.3: Scaling behavior of the healing lengths of species 1 at the in-
terface of a boson-boson mixture in the two-chunk separation
from the simulations and Eqs. 3.6. Here N1 = N2 = 50 and
g̃22 = 0.5.

Fig.(3.3) shows the scaling behavior of species 1 of boson-boson mixtures
at the interface. The agreement of the scaling behavior between the numerical
results and analytical formulas confirms the energy competition argument. For
equal-mass boson-boson mixtures, two-chunk structures are always symmetric
and we do not need to analyze the healing length for species 2 at the interface
of equal-mass boson-boson mixtures.

Fig.(3.4) show the scaling behavior of both species at the interface of 7Li -
87Rb mixture in two-chunk phase-separation. Similar analyses on three-chunk
structures basically leads to the same scaling behavior, however, due to require-
ment of wide parameter range for the scaling analyses, we stick to two-chunk
structures for the interface width calculations. The scaling behavior from the
numerical calculations again agrees with the analytical formulas verifying that
energy competition argument works well in boson-boson mixtures in quasi-
one-dimensional box potential regardless of the mass ratio.
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Figure 3.4: Scaling behavior of the healing lengths of species 1 (a) and
species 2 at the interface of 7Li - 87Rb mixture in the two-chunk
separation from the simulations and Eqs. 3.6. Here N1 = N2 =

50 and g̃22 = 0.5 in (a) and g̃11 = 0.5 in (b) .

3.2 Repulsive fermion-fermion mixtures in box potentials

Similar to the many-body approach to the bosonic mixtures, we model the in-
teractions between fermions as density-density contact interactions except there
is virtually no intra-species interaction between identical ultracold fermionic
atoms due to the Pauli exclusion principle. The second-quantization Hamilto-
nian of a fermion-fermion mixture with repulsive interactions in a 1D box is
given by

ĤF =

∫ L

0
dx

( 2∑
α=1

ℏ2

2mα

|∂xψ̂α|
2 + g12ρ̂1ρ̂2

)
. (3.7)

Here mα is the mass of the α-th species, ρ̂α = ψ̂†αψ̂α is the density operator, α = 1, 2.
By using the Hartree-Fock approximation [3], we replace the interaction term
by the expectation values ρα = ⟨ρ̂α⟩. Assuming the hard-wall confinement is
along the x-direction, we obtain the following eigenvalue equations for the two
species consistent with the stationary states of Eq. (3.7).

−
ℏ2

2m1

∂2

∂x2ψ1,n + g12ρ2ψ1,n = E1,nψ1,n

−
ℏ2

2m2

∂2

∂x2ψ2,n + g12ρ1ψ2,n = E2,nψ2,n (3.8)

where Eα,n are the eigenvalues corresponding to the eigenstates ψα,n, which are
from the decomposition of ψ̂α. The boundary conditions are ψi,n = 0 at x =
0, L. We choose m1, L, and ℏ2/(2m1L2) as the units of mass, length, and energy,
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respectively. In the ground state, fermions of species α = 1, 2, occupy the lowest
Nα levels of ψα,n. As a consequence, ρα =

∑Nα

n=1 |ψα,n|
2. Thus, the densities satisfy

Nα =

∫ L

0
dxρα, (3.9)

α = 1, 2. We will use N1 = N2 = 100 in our illustrations.

Figure 3.5: Density profiles of fermion-fermion mixtures in 1D box poten-
tials for the case with equal mass shown in (a) and for the case
with mass ratio m1/m2 = 6/86 shown in (c) and (d). The left
column [(a) and (c)] shows the miscible structures in the weak
repulsion regime, where the two density profiles coincide. The
right column [(b) and (d)] shows the phase separation struc-
tures in the strong repulsion regime. Here N1 = N2 = 100 and
the values of g̃12 are (a) 300, (b) 5000, (c) 10 and (d) 500.

3.2.1 Density profiles

For a given value of g12 = g̃12 g0, we use an iteration method similar to the one
for solving the Bogoliubov-de Gennes equation of superconductivity [97]. We
start with a set of trial density profiles and solve the coupled equations (3.8)
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to obtain the eigenvalues and their normalized eigenvectors. From the eigen-
vectors, we calculate the iterated densities ρ1 and ρ2 and use them to solve the
coupled equations (3.8) again. The iteration converges if (

∫ L

0
|ρν+1

1 − ρ
ν
1|dx < ϵ and∫ L

0
|ρν+1

2 − ρν2|dx < ϵ) for the ν-th iteration. In our calculation, we choose ϵ = 10−3

and 104 grid points in x/L ∈ [0, 1]. We have verified that further changing the
tolerance or grid size does not lead to qualitative change as long as the grid
number is much larger than the particle number, the latter condition sets a lim-
itation of our many-body calculations. We remark that the mean-field, many-
body treatment of fermions overlooks the correlation effect, and the zero-range
contact interaction is not accurately incorporated. Moreover, Eqs. (3.7) and (3.8)
assume continuous wavefunctions and smooths out possible local structures.

3.2.2 Interface properties

In the phase-separation structures, both species are present at the interface be-
tween the two species as shown in Figures 3.5(b) and (d). The interaction energy
(IE) per particle of the fermions for species 1 and 2 can be estimated as

IE1 = E f 1 + g12ρ2

IE2 = E f 2 + g12ρ1 (3.10)

For the fermions, Pauli exclusion principle may be considered as an effective
(statistical) interaction, which introduces the Fermi energy E fα to IEα for species
α = 1, 2. If ξ fα denotes the healing lengths for species α = 1, 2, then the kinetic
energy per particle due to the distortion of the wavefunction is again given by
KEα =

ℏ2

2mαξ
2
fα

. As discussed earlier, the healing lengths may be estimated using

the conditions KEα ≈ IEα. Explicitly, for the fermions,

ξ̃ f 1 ∼
1√

(k f 1L)2 + 4π(m1+m2
m2

)g̃12ρ2L
≡

1√
S f 1

ξ̃ f 2 ∼
1√

(k f 2L)2 + 4π(m1+m2
m1

)g̃12ρ1L
≡

1√
S f 2

(3.11)

ξ̃ fα = ξ fα/L is dimensionless healing length for fermions and S f 1 and S f 2 are
dimensionless quantity to simplify the scaling analyses of the healing lengths.
We remark that in the expressions of the healing lengths, k fαL = πρα/2 where,
ρα denotes the bulk density of the corresponding species α away from the hard
wall or the interface.
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Figure 3.6: Scaling behavior of the healing lengths of species 1 at the inter-
face of a fermion-fermion mixture in the two-chunk separation
from the simulations and Eqs. 3.11. Here N1 = N2 = 50.

Figure 3.7: Scaling behavior of the healing lengths of species 1 (a) and
species 2 at the interface of 6Li - 86Rb mixture in the two-
chunk separation from the simulations and Eqs. 3.11. Here
N1 = N2 = 50.
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The scaling behavior of species 1 in fermion-fermion mixtures at the interface
is demonstrated in Fig.(3.6). The agreement between the numerical outcomes
and analytical formulas confirms the energy competition hypothesis. In the case
of equal-mass fermion-fermion mixtures, the two-chunk structures are always
symmetrical, eliminating the need to analyze the healing length for species 2 at
the interface.

The scaling behavior of both species at the interface of a 6Li - 86Rb mixture
in a two-chunk phase-separation is illustrated in Fig.(3.7). The numerical re-
sults again agree with the analytical formulas, demonstrating that the energy
competition argument is effective in fermion-fermion mixtures in quasi-one-
dimensional box potentials, regardless of the mass ratio.

25



CHAPTER 4
BINARY ATOMIC MIXTURES OF DIFFERENT SPIN STATISTICS IN BOX

POTENTIALS

The results presented here have been published in Bishal Parajuli, Daniel Pecak
and Chih-Chun Chien, Atomic boson-fermion mixtures in one-dimensional box po-
tentials: Few-body and mean-field many-body analyses, Phys. Rev. A 107, 023308
[98].

Boson-fermion mixtures are of particular interest because the two compo-
nents follow different spin-statistics, which sets them apart from purely bosonic
or fermionic gases. The bosons can interact with themselves and with the
fermions through two-body s-wave scattering, but identical fermionic atoms do
not interact with each other due to Pauli exclusion principle that suppresses
two-body s-wave scattering [1]. Here, we aim to investigate binary atomic
boson-fermion mixtures in quasi-1D box potentials to better understand the
complex phase diagrams, ground state properties, and interface structures.

We consider equal number of bosons and fermions Nb = N f = N confined
in quasi-1D box of length L. We denote the masses of the bosons and fermions
as mb and m f , respectively. For a binary boson-fermion mixture, there are two
coupling constants from the two-body s-wave collisions: The intraspecies in-
teractions between bosons, gbb, and the interspecies interaction between bosons
and fermions, gb f . For single-component fermions, the Pauli exclusion princi-
ple suppresses two-body s-wave collisions between identical fermions, hence
g f f = 0. The non-vanishing coupling constants gbb and gb f can be respectively
expressed in terms of the two-body s-wave scattering lengths abb and ab f away
from resonance by [1]

g3D
bα = 2πℏ2a3D

bα /mbα (4.1)

with the reduced mass mbα = (1/mb + 1/mα)−1, where α ∈ {b, f }. Here a3D
bα > 0

(or < 0) corresponds to a repulsive (or attractive) interaction. In experiments,
a magnetic field induced Feshbach resonance can be utilized to tune the 3D
s-wave scattering length a3D

bα , leading to tunable interactions [1, 99]. In experi-
ments, gbb and gb f may change together with the external magnetic field. Here
we assume the two coupling constants can be tuned independently and map
out the phase diagrams for selected atomic mixtures.

Quasi one-dimensional atomic gases can be realized by freezing the motion
(with a tight confinement) in the transverse directions. Away from resonance,
the coupling constant g1D of a 1D atomic gas can be expressed in terms of a3D

via [100] g1D
bα =

(
2ℏ2a3D

bα

)
/a2
⊥, where a⊥ is the length scale associated with the tight

confinement in the transverse directions. Hence, g1D
bα can be tuned by adjusting
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the ratio between a3D
bα and a⊥. We introduce the dimensionless parameters g̃bα to

rewrite the coupling constants as gbα = g̃bαE0
f /k

0
f .

In a mean-field treatment of many-body systems, the contact interaction is
coarse-grained into a density-density interaction [1], which ignores the details
of the wavefunction and only accounts for the energy change due to the overlap
of the density profiles. The ground-state energy functional E[ψb, ψ f ,1, · · · , ψ f ,N f ]
of a binary boson-fermion mixture in a 1D box potential can be written as

E =
∫ L

0
dx

[ ℏ2

2mb
Nb|∂xψb|

2 +
ℏ2

2m f

∑
i≤N f

|∂xψ f ,i|
2 +

1
2

gbbN2
b |ψb|

4 + gb f Nb|ψb|
2
∑
i≤N f

|ψ f ,i|
2
]

(4.2)
Here

√
Nbψb is the condensate wavefunction and ψ f ,i is the ith fermionic eigen-

state. The normalization conditions
∫ L

0
dx|ψb|

2 = 1 and
∫ L

0
dx|ψ f ,i|

2 = 1 for all i are
imposed.

In the mean-field description of the ground state, the condensate wavefunc-
tion describing the bosons is governed by the Gross-Pitaevskii equation [1, 69].
To find the minimal-energy configuration, we implement the imaginary-time
formalism [1, 3] by searching for the stable solution to the imaginary-time evo-
lution equation −∂ψb/∂τ = δE/δψ∗b in the τ→ ∞ limit, starting from a trial initial
configuration. The normalization

∫
|ψb|

2dx = 1 is imposed at each imaginary-
time increment to project out higher-energy states. Here τ = it is the imaginary
time. Explicitly,

−ℏ
∂ψb

∂τ
= −

ℏ2

2mb
∂2

xψb + gbbρbψb + gb fρ fψb, (4.3)

where, ρα with α ∈ {b, f } denotes the bosonic and fermionic density, respec-
tively. Meanwhile, we describe the fermions by using the Hartree approxima-
tion, which leads to set of eigenvalue equations:

−
ℏ2

2m f

∂2ψ f ,i

∂x2 + gb fρbψ f ,i = Eiψ f ,i. (4.4)

We choose the units so that ℏ = 2m f = 1. The coupled equations of the bosons
and fermions are then solved together to obtain a configuration for the boson-
fermion mixture.

The density profiles can be obtained from the condensate wavefunction and
fermion wavefunctions via

ρb = Nb|ψb|
2, ρ f =

∑
i≤N f

|ψ f ,i|
2. (4.5)
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The total number of particles of each species is given by

Nα =

∫ L

0
dxρα. (4.6)

It is possible to obtain different solutions from different initial conditions that
respect or violate the parity symmetry. In our numerical calculations, we have
tried as many different initial states as possible and collected their final solu-
tions. By comparing the ground-state energies via Eq. (4.2) from those different
solutions, the lowest-energy state can be identified.

To quantify the homogeneity of the system, we introduce the following def-
inition of homogeneity:

h = 1 −
∫ L

0

|ρb(x) − ρ f (x)|
Nb + N f

dx. (4.7)

Here the definition by construction gives h = 0 for the miscible (homogeneous)
phase and h = 1 for total phase separation with no overlap between the densities
of the two species.

Here we present the results from many-body mean-field theory of binary
boson-fermion mixtures. The first case is with nearly equal masses, exempli-
fied by a mixture of 7Li and 6Li, and then cases with larger mass imbalance will
be presented, including 7Li - 86Rb and 6Li - 87Rb mixtures. Our method is gen-
eral and applies to other atomic boson-fermion mixtures in 1D box potentials as
well. Unless otherwise specified, we will present the results of Nb = 50 = N f . We
have verified that increasing the particle numbers does not introduce further
features. A 1000-point grid is used to discretize the space, and we have checked
the results are insensitive to a further refinement of the grid.

4.1 7Li–6Li mixture

After solving the coupled equations of the binary boson-fermion mixtures in a
1D box and comparing the ground-state energies of possible solutions to pick
the lowest-energy configuration, we identify the stable ground-state structures
of a mixture of 6Li and 7Li.

4.1.1 Phase-diagram and density profiles

The g̃bb-g̃b f phase diagram of the ground-state structures of a mixture of 6Li and
7Li is shown in Fig. 4.1(a). We also show the homogeneity h, defined in Eq. (4.7).

28



There are three possible structures: The miscible phase in the weak inter-
species interaction region, two-chunk separation in the strongly interacting re-
gion, and three-chunk (or sandwich) separation in the intermediate regime.
When h → 1, the mixture is in the miscible phase and when h → 0, the bosons
and fermions are phase-separated (into either a three-chunk or two-chunk struc-
ture). Representatives of the three regimes of Fig. 4.1(a) are shown in Fig. 4.1(b),
(c), and (d). In the miscible phase, there is a substantial overlap between the
two species except the regions near the hard walls, where the wavefunctions
are distorted by the boundary condition. In the three-chunk separation, the
fermions congregate at the center, enclosed by the bosons on both sides. Fi-
nally, in the two-chunk separation, the bosons and fermions occupied opposite
sides and break parity symmetry due to imperfections of the initial condition
or fluctuations in the calculations. We remark that the total energies of different
structures have been compared, and the most stable state is chosen for each set
of parameters.

Figure 4.1: Phase diagram (a) and density profiles (b)-(d) of 7Li–6Li boson-
fermion mixtures with mass ratio mb/m f = 7/6. Here Nb = N f =

50 and g̃bb = 2 with g̃b f = 2 (b), g̃b f = 8 (c), and g̃b f = 14 (d) with
their locations labelled on panel (a).

When compared to a previous analysis in an infinitely large system without
boundary [47], one can see that the three-chunk structure from the mean-field
calculation is only possible in the presence of the hard walls. This is because
the fermions already have the main contribution to the kinetic energy from the
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piling-up of the Fermi sea, so they are less sensitive to the distortion at the hard
walls. On the other hand, the bosons with finite g̃b f can have a smoother pro-
file when interfacing with the fermions than with the hard walls. Therefore, the
mean-field result of the three-chunk structure in a box potential shows the in-
fluence of geometry on quantum systems. One may observe that the repulsive
boson-boson interaction competes with the influence of the repulsive boson-
fermion interaction. This is because the condensate of bosons has negligible ki-
netic energy, so the bosonic self-interaction plays the role of the Fermi pressure
and pushes the other species.

On the other hand, a two-chunk structure breaks the parity symmetry in
a box potential. If a calculation and its conditions respect the parity symme-
try, two-chunk structures will not emerge in the density profile. In our few-
body calculations, we analyze the correlations to reveal the underlying two-
chunk structure. In our mean-field calculations, however, we use fluctuations
in the initial conditions to break the parity symmetry and confirm the two-
chunk structure with separating densities becomes the most stable in the strong-
interaction regime. For realistic situations in experiments, fluctuations in the
preparation, trapping, and manipulations of atoms in the strong-interaction
regime may also break the parity symmetry and result in the stable two-chunk
structure.

A closer examination of Fig. 4.1(b), (c), (d) suggests that increasing the repul-
sive boson-fermion interaction tends to reduce the width of the overlap between
the two species. This is expected because the overlap region incurs high inter-
action energy. In the following, we will analyze the interface properties of the
mixtures.

4.1.2 Interface properties

Let us consider pure bosons in a box of length L with hard walls, ψb → 0 at
the walls and ψb approaches the constant bulk value away from the boundary.
The distance over which the wavefunction rises from zero at the wall to its bulk
value is often referred to as the healing (or coherence) length [1, 3]. Near the
wall, ψb is governed by a competition between the kinetic and interaction ener-
gies. If we denote the length scale of the variation of the bosons at the wall by
ξb, the kinetic energy per particle due to the distortion of the wavefunction is
given by

KE =
ℏ2

2mξ2
b

. (4.8)

The healing length of bosons is defined as the length scale at which the kinetic
energy per particle matches the interaction energy per particle, gbbρb. This leads
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to an estimation
ξb =

ℏ√
2mbgbbρb

(4.9)

The stability of a BEC to a localized perturbation is determined by the healing
length as it is dependent on the balance between kinetic energy and interaction
energy, as well as the interaction strength between the particles.

By defining ξ̃b = ξb/L as a dimensionless quantity, the scaling of the healing
length is

ξ̃b ∼

√
m f

mbk0
f L

1
√

g̃bbρbL
≡

1
√

S bw
. (4.10)

Here we define a dimensionless parameter S bw ≡ g̃bbρbk0
f L

2mb/m f to simplify
the scaling analysis. The presence of the fermionic parameters is only to fix the
units.

Meanwhile, the length scale of the variation of fermions at the wall, denoted
by ξ f , may be determined by matching the kinetic energy per particle with the
Fermi energy. The reason is because Pauli exclusion principle may be viewed as
an effective (statistical) interaction between fermions, leading to an energy scale
determined by the Fermi energy E f . The balance KE f = ℏ

2/(2m f ξ
2
f ) ∼ E f then

leads to ξ f ∼
1
k f

. Here k f is the bulk Fermi wavevector, determined by the bulk
fermion density ρ f via k f = πρ f /2. In terms of the dimensionless healing length
ξ̃ f = ξ f /L, we have

ξ̃ f ∼
1

k f L
≡

1√
S f w

. (4.11)

Here we define another dimensionless parameter S f w ≡ (k f L)2 to simplify the
scaling analysis.

Now we consider two-chunk separation in the strong-interaction regime,
where the bosons occupy one side of the box while the fermions occupy the
other side. In such configurations, there is practically only one species near
each hard wall. In our analyses of the healing lengths, we take the width as the
distance between 95% and 5% of the value of

√
ρα at the plateau in the bulk.

Taking different criteria or using functional fits to the density profiles leads to
basically the same scaling behavior, which verifies the robustness of the energy-
competition argument. Fig. 4.2 shows the scaling of the healing lengths of the
bosons and fermions near the hard walls, respectively. The scaling behavior
confirms the arguments based on the competition of the kinetic and interaction
energies for each species. We note that the energy-competition arguments do
not fix the pre-factors of the healing lengths, causing a parallel shift between
the data and analytic formulas on a log-log plot.
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Figure 4.2: Healing lengths of (a) bosons and (b) fermions at the opposite
boundaries of the box potential for a 7Li–6Li mixture from the
simulations and Eqs. (4.10) and (4.11). Here Nb = N f = 50 in (a)
and (b) with g̃b f = 40 in (a) and g̃bb = 1, g̃b f = 10 in (b).

In the phase-separation structures, both species are present at the interface
between the two species. The interaction energy (IE) per particle of the bosons
and fermions at the boson-fermion interface may be respectively estimated as

IEb = gbbρb + gb fρ f , IE f = E f + gb fρb. (4.12)

For the fermions, Pauli exclusion principle may be considered as an effective
(statistical) interaction, which introduces the Fermi energy E f to IE f . If ξα de-
notes the healing lengths for species α = b, f , then the kinetic energy per par-
ticle due to the distortion of the wavefunction is again given by KEα =

ℏ2

2mαξ
2
α
.

As discussed earlier, the healing lengths may be estimated using the conditions
KEα ≈ IEα. Explicitly, for the bosons, ℏ2

2mbξ
2
b
∼ gbbρb + gb fρ f , which leads to

ξ̃b ∼

√
m f

mbk0
f L

1√
g̃bbρbL + g̃b fρ f L

≡
1
√

S bi
. (4.13)

For the fermions, ℏ2

2m f ξ
2
f
∼
ℏ2k2

f

2m f
+ gb fρb, which leads to

ξ̃ f ∼
1√

(k f L)2 + g̃b f (ρbL)(k0
f L)
≡

1√
S f i

. (4.14)

Similar to the analyses of the healing lengths at the hard walls, here we de-
fine two dimensionless parameters S bi ≡ [g̃bbρbL + g̃b fρ f L]mbk0

f L/m f and S f i ≡

[(k f L)2 + g̃b fρbk0
f L

2] to simplify the scaling analyses of the healing lengths at the
boson-fermion interface. We note that when comparing the analyses of the heal-
ing lengths at the hard walls versus those at the boson-fermion interface, the
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expressions of S αi for α = b, f are consistent with those of S αw because only one
species is present near each hard wall in two-chunk phase separation but both
species are present at the boson-fermion interface.

Figure 4.3: Healing lengths of (a) bosons and (b) fermions at the interface
of a 7Li–6Li mixture in a two-chunk structure from the simula-
tions and Eqs. (4.13) and (4.14). Here Nb = N f = 50 in (a) and
(b).

We remark that in the expressions of the healing lengths, ρα denotes the bulk
density of the corresponding species away from the interface or hard wall, and
k0

f = πN f /2L is the non-interacting Fermi wavevector while k f = πρ f /2 is the bulk
Fermi wavevector of the fermions in the mixture. The interface widths for both
species from the simulation results can be obtained from the density profiles by
following the same analyses as we did for the healing lengths at the hard walls.
Moreover, we have verified that taking different criteria or using functional fits
to the density profiles basically leads to the same scaling behavior.

Fig. 4.3 shows that the healing lengths of the bosons and fermions at the in-
terface scale according to Eqs. (4.13) and (4.14), respectively, in the two-chunk
regime shown in Fig. 4.1. Since testing the scaling behavior requires a broad
range of parameters, the two-chunk regime is more appropriate because the
three-chunk regime is narrow along the g̃b f direction. The agreement of the
scaling behavior between the simulations and analytical formulas of the healing
lengths verifies that the energy-competition argument works well with binary
boson-fermion mixtures in a 1D box. We remark that more complicated analyses
with constructions of piece-wise energy functional [101–103] may lead to refine-
ments of the structures and interface widths, which will in turn determine the
pre-factors of the healing lengths that cannot be explained by the scaling anal-
ysis. Nevertheless, the simple scaling from energy-competitions provides us
the main physical meaning for explaining future experiments on atomic boson-
fermion mixtures.
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4.2 87Rb-6Li mixture

For boson-fermion mixtures with prominent mass imbalance, we first analyze
mixtures of 87Rb and 6Li. This system also exhibits the miscible phase, three-
chunk separation, and two-chunk separation of the two species as the inter-
species interaction increases.

4.2.1 Phase-diagram and density profiles

Fig. 4.4(a) shows the phase diagram of 87Rb and 6Li mixtures. Fig. 4.4(b), (c),
and (d) show the representative density profiles of the miscible phase in the
weak inter-species interaction regime, three-chunk (sandwich) separation in the
intermediate interaction regime, and the two-chunk separation in the strong
interaction regime, respectively. Heavier mass lowers the kinetic energy due to
distortion of the density profile in a phase-separation structure because the mass
appears in the denominator of the kinetic energy. To minimize the kinetic en-
ergy due to the distortion of the wavefunction in the three-chunk structure, the
density of the lighter species tends to stay away from the hard walls while the
heavier species tends to occupy the region there until the two-chunk structure
becomes energetically more favorable than the three-chunk structure.

4.2.2 Interface properties

The healing lengths of the bosons and fermions with larger mass imbalance at
the hard walls in a 1D box are found to follow the same scaling as their coun-
terparts in the 7Li–6Li mixture. Hence, we do not repeat the analysis of ξα at the
hard walls. For the interface between the two species, we found that since the
three-chunk structure exists in a narrow parameter range, it is more challenging
to analyze the scaling behavior. Therefore, the interface properties of the mix-
tures are discussed only for the two-chunk structure that extends well into the
strongly interacting regime.

For 87Rb - 6Li mixtures, we found that the healing lengths of the bosons and
fermions at their interface scale according to Eqs. (4.13) and (4.14), respectively.
The scalings of the healing lengths with interactions are shown in Fig. 4.5, which
confirm that the widths of the bosons and fermions at the interface are deter-
mined by competitions between the kinetic energy due to the distortion of the
density and the interaction energy, which includes the inter- and intra- species
interactions and the effective (statistical) interaction of fermions. Furthermore,
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Figure 4.4: Phase diagram (a) and density profiles (b)-(d) of 87Rb–6Li mix-
tures. Here Nb = N f = 50 and g̃bb = 2 with g̃b f = 2 (b), g̃b f = 10
(c), and g̃b f = 18 (d) with their locations labelled on panel (a).

the scaling analyses correctly capture the power-law dependence of the healing
lengths of the bosons and fermions at the phase-separation interface and verify
the energy-competition argument.

4.3 7Li-86Rb mixture

4.3.1 Phase-diagram and density profiles

Here we consider a 7Li-86Rb mixture as an example of light bosons and heavy
fermions. The phase diagram is shown in Fig. 4.6(a) with a relatively large
three-chunk regime when the boson-boson interaction is weak. Interestingly, we
could not reach the regime in the few-body calculations to observe two-chunk
separation in 7Li-86Rb mixture due to the demanding computation, which im-
plies that the parameter space for the three-chunk structure is relatively large.
This is indeed the case from the many-body result.

For the three-chunk structure, the boson is now in the center of the box be-
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Figure 4.5: Scaling behavior of the healing lengths of (a) bosons and (b)
fermions at the interface of a 87Rb - 6Li mixture in the two-
chunk separation from the simulations and Eqs. (4.13) and
(4.14). Here Nb = N f = 50 in (a) and (b).

cause the kinetic energy is relatively small for the heavy fermions, which tend to
stay near the hard walls and push the bosons away from the hard walls. Mean-
while, the bosons rely on the boson-boson interaction to build up pressure to
push against the fermions. Hence, the three-chunk structure remains energet-
ically more favorable than the two-chunk structure when g̃bb is weak and the
bosons cannot repel the fermions at both hard walls. When g̃b f >> g̃bb, however,
the bosons are tightly compressed by the fermions and eventually pushed to
one side of the box to form a two-chunk structure with lower total energy.

4.3.2 Interface properties

Since the density profiles of the 7Li - 86Rb mixture in the two-chunk regime are
similar to those of the 87Rb - 6Li mixture, the analyses of the widths that re-
flect the healing lengths at the phase-separation interface are also similar. We
again focus on the two-chunk regime due to its broad coverage of the strong-
interaction region on the phase diagram. The scaling of the healing lengths
with the interactions are shown in Fig. 4.7. The same scaling analysis confirms
the functional dependence of the healing lengths of the bosons and fermions
described by Eqs. (4.13) and (4.14) at the phase-separation interface, showing
the generality of the energy-competition argument. We mention that the scal-
ing analyses only reveal the functional forms of the healing lengths, and the
pre-factors need to be determined from simulations or direct evaluations of the
energy functional for the inhomogeneous systems. Moreover, we have verified
the scaling of the healing lengths with more particle numbers or grid points,
and the functional forms remain the same because of the energy-competition
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Figure 4.6: Phase diagram (a) and density profiles (b)-(d) of 7Li–86Rb
boson-fermion mixtures. Here Nb = N f = 50 and g̃bb = 10 with
g̃b f = 5 (b), g̃b f = 20 (c), and g̃b f = 50 (d) with their locations
labelled on panel (a).

mechanism.
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Figure 4.7: Healing length of (a) bosons and (b) fermions at the interface
of a 7Li - 86Rb mixture in the two-chunk separation from the
simulations and Eqs. (4.13) and (4.14). Here Nb = N f = 50 in (a)
and (b).
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CHAPTER 5
PROXIMITY EFFECT AND SPATIAL KIBBLE-ZUREK MECHANISM IN

ATOMIC FERMI SUPERFLUID

The results presented here have been published in Bishal Parajuli and Chih-
Chun Chien, Proximity effect and spatial Kibble-Zurek mechanism in atomic Fermi
gases with inhomogeneous pairing interactions,
https://doi.org/10.48550/arXiv.2303.11213 [104].

In this chapter, we introduce spatially controllable inhomogeneous interac-
tions for attractive Fermi gases to study two different phenomena, proximity
effect and spatial Kibble-Zurek mechanism (KZM) in a unified mean-field plat-
form. We consider interaction quenches in real space viz step-function quench
resembling proximity effect setup and spatial quench depicting spatial KZM.
Bogoliubov-de-Gennes (BdG) equations were used to obtain the profiles of pair
wavefunction and pair correlation function to extract the correlation lengths and
explain their scaling behavior. The results are compared with the known results
for both proximity effect and spatial KZM. Moreover, we discuss the relevant
experimental techniques that may realize and verify the inhomogeneous phe-
nomena.

5.1 Proximity effect in superconductors

When a superconductor (SC) is in contact with a normal metal (NM), the Cooper
pairs from the SC penetrate into the NM with a characteristic length determined
by the BCS coherence length [73,74], a phenomenon known as the proximity ef-
fect. The NM acquires some properties of the SC, such as a reduction in the resis-
tance and the ability to carry a super-current [105]. The proximity effect results
from a sudden change of the pairing interaction across the SC-NM interface, so
it may be thought of as a phase transition in space. The proximity effect in other
hetero-structures have been extensively studied, including a superconductor-
quasicrystal hybrid ring [106], disordered and quasi-periodic systems [107], su-
perconducting thin films [108] and normal metal- superconducting slab [109].
Experimental [110, 111] and theoretical [109, 112–114] studies of niobium-gold
layers suggest that the proximity effect may create topological superconduc-
tivity. Moreover, transport properties were studied theoretically by the in-
terplay between proximity effect and multiple Andreev reflections in case of
superconductor-normal metal- superconductor (SNS) junctions [115]. Ref . [116]
has discussed proximity effect for bi-layers that can be modified in case of ran-
dom mixtures. In addition, experimental data of granular SC-NM structures are
shown to agree with the theory [73] in the weak coupling limit. Investigations
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Figure 5.1: Typical setup for proximity effect in superconductors.

[117–119] of graphene mono-layers and bi-layers have shown a suppression of
the critical current at the superconductor-graphene-superconductor junctions
[118] and by the calculation of decaying order parameter at the interface of the
junction by using tight-binding BdG formalism [117]. In addition to the prox-
imity effect, inverse proximity effect is also considered in the investigations,
for example-consequences of the inverse proximity effect from the normal met-
als to the superconductor and non-equilibrium heating were taken in account
to determine the heat and charge transport in case of normal metal-insulator-
superconductor-insulator-normal metal junctions [120]. Furthermore, there has
been extensive research on the proximity effect of ferromagnet-superconductor
hetero-structures [121], which may give rise to the Majorana bound state [122].

In the study of proximity effect in a SC-NM junction, the pairing interaction
is assumed to vanish across the interface. Previous studies [73,74,105] modeled
the leakage of Cooper pairs from the superconductor into the normal metal with
a characteristic length associated with the BCS coherence length. The decay of
F(x) in the normal region at finite temperatures has the exponential form [73,74]

F(x) ∼ F0e−(x−xc)/ξF , T > 0. (5.1)

Here ξF is the correlation length associated with F. However, at zero tempera-
ture, F(x) is no longer decaying exponentially with the distance y = x − xc from
the interface. Instead, it follows a power law 1/y, as shown in Refs. [73–75].
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Thus, the scaling behavior is

F(x)
∆̃

1
k f
∼

ξF

x − xc
, T = 0. (5.2)

Here ∆̃ = ∆/E0
f is the dimensionless bulk gap in the superfluid region. The

scaling behavior was obtained by solving the Gor’kov equation in Refs. [73, 74]
and verified in SC-NM hybrid rings [107], superconducting thin films [108],
niobium-gold layers [114], and normal metal on top of a superconducting
slab [109]. The reason for the slower power-law decay of F(x) into the normal
metal at zero temperature is because thermal excitations are absent in restricting
the penetration of Cooper pairs.

5.2 Phase transitions and Kibble-Zurek mechanism

The Kibble-Zurek mechanism (KZM) [123–126] studies the reaction of a sys-
tem crossing a continuous phase transition. The systems can be driven by a
time-dependent or time-independent ramp. The KZM has inspired a plethora of
theoretical [76–78,127–144] and experimental [145–156] studies to verify or com-
pare the KZ scaling. The majority of the investigations have focused on time-
dependent quenches of the parameters, where the excitations follow a power-
law dependence of the transition rate [131, 132, 134, 138], including the Bose-
Hubbard model [139–143] and spinor Bose-Einstein condensates (BEC) [78,144].
As a system approaches a critical point within ϵ, the reaction time τ diverges as
τ ∼ |ϵ |−νz, which determines how fast the system can react. After the system is
driven into the broken-symmetry phase, the density of topological excitation re-
flects the frozen correlation length ξ ∼ τ

ν
1+νz
Q , where τQ is the characteristic quench

time, and ν and z are the critical exponents from the corresponding phase transi-
tion. Dynamics of the ground state of Fermi superfluid following a time quench
has also been studied [157].

Meanwhile, the time-independent KZM, also known as the spatial KZM,
considers a linear ramp of the interaction and analyzes the scaling in the vicin-
ity of a critical point in real space separating a broken-symmetry phase and a
symmetric phase. The spatial KZM has been formulated and summarized in
Refs. [76–78] with applications to the quantum transverse-field Ising model
[76, 77] and spin-1 BEC [78]. The analysis of the order parameter or correlation
function reveals the critical exponent from the theory of phase transition in uni-
form systems in the thermodynamic limit. In a spatial KZM, the order param-
eter or its correlation function penetrates into the symmetric phase. Different
from the abrupt drop of the interaction in the proximity effect, the linear ramp
of the interaction introduces additional length scale. The correlation length ξ
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diverges near the critical point as ξ ∼ |ϵ |−ν in a uniform system. In the spatial
KZM, the correlation freezes out within the transition region, which in turn de-
termines the characteristic length of the penetration into the symmetric phase.
The correlation length on the symmetric phase side follows the scaling behav-
ior ξ ∼ α−ν/(1+ν). Here α measures the slope of the ramp in real space, which is
the counterpart of the quench rate in a time-dependent quench. Importantly,
the spatial KZM keeps the whole system in equilibrium, which is very different
from the nonequilibrium nature of the time-dependent KZM. The trade-off is
that the spatial KZM only determines one exponent ν instead of two in the time-
dependent KZM. A previous theoretical study analyzed possible structures of
atomic Fermi gases with inhomogeneous pairing interactions [158] but did not
explore the spatial KZM.

In the spatial KZM, one considers a dimensionless parameter ϵ to identify
the distance to the critical point xc:

ϵ(x) = α(x − xc). (5.3)

We choose x < xc to represent the broken-symmetry (superfluid) phase and
x > xc to represent the symmetric (normal-gas) phase. Similar to the freezing-
out of the correlation length in the time-dependent KZM, the correlation length
of the spatial KZM can freeze out in the transition region when the interaction
drop to zero. Near the critical point xc, the local correlation length diverges
as ξ ≈ (α|xc − x|)−ν. Here ν is the critical exponent for correlation length [76].
Within a distance xh from xc, the correlation length gets to the same order as the
distance: |xh − xc| ≈ (α|xc − xh|)−ν. This sets a frozen correlation length of

ξ ∼ α−
ν

1+ν . (5.4)

Here ξ determines the characteristic distance over which the correlation func-
tion can adjust itself to the varying ϵ. Thus, the spatial KZM predicts that the
penetration of the correlation function into the symmetric phase with a charac-
teristic length ξ.

5.3 Quenching of interaction in real space

To study the analogues of the proximity effect and spatial KZ mechanism using
atomic Fermi gases in a quasi 1D box potential of length L, we consider spatially
dependent attractive interaction g f f (x) between the two components. We use
the Fermi energy E0

f and Fermi wavevector k0
f of a noninteracting Fermi gas

with the same particle number to rewrite physical quantities in dimensionless
forms. For example, the dimensionless interaction strength g̃ f f (x) is defined by
g f f (x) = −g̃ f f (x)E0

f /k
0
f .
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Figure 5.2: Illustrations of the spatial quench (SQ, solid line) and step-
function quench (SFQ, dashed line) of the pairing interaction.

5.3.1 Step-function quench

To simulate the sudden drop in the interaction, we consider the step-function
quench of the pairing interaction that vanishes suddenly at x = xc. For the step-
function quench,

g̃ f f (x) =

c, 0 ≤ x/L < xc/L,
0, 1 > x/L > xc/L.

(5.5)

We typically set xc = L/2. The interaction profile is illustrated in Fig. 5.2.

5.3.2 Spatial quench

On the other hand, to investigate the spatial KZ mechanism, we consider a more
general type of quench of the pairing interaction. For a spatial quench,

g̃ f f (x) =


c, 0 ≤ x/L < xc/L − d,
− c

d
(x−xc)

L , (xc/L − d) ≤ x/L ≤ xc/L,
0, 1 > x/L > xc/L.

(5.6)
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Again, we typically set xc = L/2. Here c and d are dimensionless parameters.
−c/d is the slope of the linear ramp shown in Fig. 5.2. For the spatial quench
studied here, we identify the parameter as α = c

dL , so g̃ f f (x) = −α(x − xc) in
the ramp-down region and remark that the sign convention does not affect the
scaling analysis.

5.4 Results and discussions

Here, we present the numerical calculation procedures and discuss the results
for step-function quench and spatial quench.

5.4.1 Numerical calculations

We numerically solve the BdG equations as discussed in Chapter 2 Section 2.5.1

to find the measurable quantities from the eigenfunction solutions
(
uñ

vñ

)
of the

BdG equations. The fermion density of each component is ρσ(x) = ⟨ψ†σ(x)ψσ(x)⟩,
and the total density ρ f (x) =

∑
σ ρσ(x) becomes

ρ f (x) = 2
∑

ñ

′

|vñ(x)|2. (5.7)

The total fermion number is N f = N↑+N↓ =
∫ L

0
ρ f (x)dx. The gap function is given

by
∆(x) = −g f f (x)

∑
ñ

′

uñ(x)vñ(x). (5.8)

However, we distinguish the pairing correlations from the gap function, which
is necessary in studying Fermi gases with inhomogeneous interactions. The pair
wavefunction is [159]

F(x) = ⟨ψ↓(x)ψ↑(x)⟩ =
∑

ñ

′

uñ(x)vñ(x). (5.9)

The primed summation
∑

ñ
′ in the above equations refer to the summation over

positive energy states only. We also consider the pair-pair correlation function
given by

C(r) = F(x)F(x + r). (5.10)

Here the over-line denotes an average over x. The correlation function is im-
portant in defining the critical exponent in homogeneous systems [160] and ex-
tracting the exponents in systems with inhomogeneous interactions.
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The number of grid points nx to discretize the real space imposes a momen-
tum cutoff kmax =

πnx
2L . We choose nx large enough that the results are insensitive

to further changes of nx. Most of our calculations are for half filling with nx = N f .
The results not far away from half filling are qualitatively the same. However,
physical quantities may have relatively large fluctuations far way from half fill-
ing due to the small ratio of ∆(x)/E0

f .

In both step-function and spatial quenches, ∆(x) drops to zero when g f f (x) =
0 according to Eq. (5.8). However, the pair wavefunction F(x) can penetrate into
the normal region with g f f (x) = 0. We will analyze the penetration in different
settings and characterize the correlation length ξ. The correlation function on
the non-interacting side according to Eq. (5.10) can be evaluated by

C(r) =
1

nx − r′
∑

n+r′≤nx

F(xn)F(xn+r′), (5.11)

where r = r′dx, n = 1, · · · , nx and r′ = 1, · · · , nx/2 are integers.

To extract the exponents from the quench protocols, we fit F(x) in the non-
interacting region by the exponential form (5.1) and the power-law form (5.2).
Interestingly, while the power-law fits F(x) better in both step-function and
spatial quenches, the exponential form may produce similar exponents even
though the fitting does not faithfully go through the data. On the other hand, fit-
ting the pair-pair correlation function C(r) with a power-law similar to Eq. (5.2)
results in significant deviations in both step-function and spatial quenches, but
C(r) can be fitted reasonably well with the exponential function C0 exp(−r/ξC).
We extract the correlation lengths from F(x) and C(r) and denote them by ξF

and ξC, respectively, and introduce the dimensionless quantities ξ̃C,F = ξC,F/L.
Moreover, we evaluate the BCS coherence length [3, 159]

ξ∆ =
ℏ2k f

m∆
(5.12)

from the bulk value in the superfluid region. Here the bulk Fermi momentum
is calculated from the local density in the superfluid region via k f = πρ f /2. In
general, the evaluation of ξ∆ becomes less reliable when the bulk ∆ suffers strong
fluctuations in the weakly interacting regime with c < 1. On the other hand,
there are also restrictions on the fitting of F(x) and C(r), as will be explained
below. In our analysis, we stay within the reliable regimes for extracting the
scaling behavior.

5.4.2 Results for step-function quench

In Figure 5.3, it is evident that while the density profile remains relatively uni-
form inside the box after a step-function quench, there is a significant change
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Figure 5.3: Profiles of the density (left), gap function (middle), and pair
wavefunction (right) in a step-function quench. The vertical
dashed lines indicate where the pairing interaction drops to
zero. Here nx = 2000, N f = 2000, and c = 1.

Figure 5.4: (a) The pair correlation function C(r) (solid line) and its expo-
nential fit (dashed line). (b) The pair wavefunction F(x) (solid
line) and its exponential fit (dashed line) and power-law fit
(dotted line). In both (a) and (b) nx = 2000, N f = 2000 and
c = 1.

in the order parameter across the critical point. The samples obtained through
curve-fitting for the step-function quench are displayed in Figure 5.4, whereas
Figure 5.5 exhibits the BCS coherence length ξ∆ as well as the correlation lengths
ξF and ξC. However, the range for c is constrained for ξF and ξC since the gap
function ∆(x) experiences strong fluctuations in the superfluid region if c < 1.
Furthermore, if c > 3, the correlation lengths ξF and ξC may fall below the nu-
merical resolution, leading to observable discrepancies in the fitting results.

Research on proximity effects in SC-NM junctions [73–75] has suggested that
the primary length scale governing the penetration of Cooper pairs is the BCS
coherence length ξ∆. As the pairing interaction becomes stronger, the fermions
become more strongly bound, resulting in a smaller BCS coherence length as the
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Figure 5.5: Scaling behavior with respect to 1/c of ξ̃F = ξF/L from the ex-
ponential fit (stars) and the power-law fit (squares), ξ̃C = ξC/L
from the exponential fit (triangles), and the BCS coherence
length ξ∆ = ξ̃∆L (circles). The dashed straight line represents
the BCS approximation of the coherence length at zero temper-
ature given by Eq. (5.13).Here nx = 2000 and N f = 2000.

pairs become more tightly bound in real space. It can also be observed that in-
creasing the pairing interaction leads to a higher bulk ∆ and a lower BCS coher-
ence length, as per the relationship given by Eq. (5.12). In the weakly interacting
limit, the gap function at zero temperature is given by [1, 3] ∆ = 8

e2 E f e−1/Ng,
whereN = m

πℏ2k f
is the density of states at the Fermi energy in 1D. Therefore, the

BCS coherence length in the weakly interacting limit (g→ 0) becomes

ξ∆ =
e2

4k f
e1/Ng. (5.13)

From the results of the step-function quench, it can be inferred that the cor-
relation lengths ξF and ξC and the BCS coherence length ξ∆ exhibit the same
scaling behavior, as shown in Figure 5.5. Consequently, our findings support
the notion that the correlation lengths ξF and ξC decrease along with the BCS co-
herence length as the pairing interaction becomes stronger. Additionally, our re-
sults verify that ξ∆ from the superfluid region serves as the only relevant length
scale apart from the box size L in a step-function quench. The chemical poten-
tial utilized in the step-function quench study is around µ ∼ 0.9E0

f , indicating
that the system is still in the BCS regime. Furthermore, the correlation and co-
herence length follow the BCS coherence length in the weakly interacting limit,
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as demonstrated in Figure 5.5. Consequently, we have presented a comprehen-
sive comparison of the various coherence and correlation lengths in the step-
function quench.

5.4.3 Results for spatial quench

Figure 5.6: Profiles of the density (left), gap function (middle) and pair
wavefunction (right) in a spatial quench. The vertical dashed
lines indicate where the interaction drops to zero. Here nx =

2000, N f = 2000, c = 1, and d = 0.1.

For the spatial quench, the pairing interaction drops from the superfluid re-
gion to zero in the normal-gas region within a distance d. To better understand
the spatial KZM, we first follow Ref. [160] and review the critical exponent of
uniform superconductors described by the mean-field Ginzburg-Landau theory
in the thermodynamic limit.

The correlation function for a uniform system is derived from the free-energy
functional. For BCS superfluid in terms of a field ϕ(x) proportional to the order
parameter [3], the free-energy functional is given by

F =

∫
dd x[

1
2

a|∇ϕ|2 +
1
2

bϕ2 + λϕ4] (5.14)

with coefficients a, b and λ. The inverse of the correlation function C(x, x′) of a
uniform system is given by

C−1(x, x′) =
δ2F

δϕ(x)δϕ(x′)
= (b + 12λϕ2 − a∇2)δ(x − x′) (5.15)

Near the critical point, ϕ ≈ 0, and a Fourier transform gives

C(q) =
1
a

ξ2

1 + (qξ)2 , (5.16)
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Figure 5.7: (a) C(r) (solid line) and its exponential fit (dashed line). (b) F(x)
(solid line) and its exponential fit (dashed line) and power-law
fit (dotted line). Here nx = 2000, N f = 2000, c = 5, and d = 0.1.

where ξ2 = a/b. The coefficient b corresponds to g f f of the BCS superfluid
studied here while a is proportional to ℏ2/m according to Eq. (2.9). Therefore,
ξ2 ∝ ℏ2

mg f f
diverges near the critical point as g f f → gc

f f = 0 and gives the exponent
ν = 1/2 for the correlation length ξ in a uniform system. Since the BdG equation
is based on the mean-field BCS treatment [72], the exponents from our calcu-
lations are expected to agree with the prediction from the spatial KZM based
on the Ginzburg-Landau theory. The exponent ν = 1/2 of the uniform system
leads to ξ ∼ α−1/3, where ν/(1 + ν) = 1/3, for the spatial KZM. Here αL = c/d
represents the slope of the interaction ramp, or the transition rate in real space.
The pair wavefunction F(x) and pair correlation function C(r) along with their
fitting curves in a selected case of the spatial quench are shown in Fig. 5.7. For
F(x), the power-law form Eq.(5.2) again fits better, but the exponential form
Eq.(5.1) gives close answers despite more significant deviations. In contrast, the
power-law form cannot reasonably fit to C(r) while the exponential form fits
reasonably well, as shown in Fig. 5.7. Fig. 5.8 shows the scaling behavior of ξF

and ξC with respect to α, which allows us to extract their exponents as summa-
rized in Table 5.1. Different from the step-function quench, here we have a large
window to establish the power-law dependence of the correlation lengths on
α for the spatial quench. The exponent from C(r) is close to the prediction 1/3
from the spatial KZM. In contrast, the exponents from F(x) are twice or larger
when compared to the spatial KZM prediction. We have checked the scaling
behavior of the correlation lengths independently for the parameters c and d
and confirmed the consistency with the scaling with respect to α = c/(dL). For
the range of α tested in our study, the chemical potential is around µ ∼ 0.9E0

f ,
again indicating the system is in the BCS regime with half filling. However, the
chemical potential can change for lower filling as α changes.

On the other hand, the bulk value of ∆ on the superfluid side is only de-
pendent on the parameter c but insensitive to d as long as a plateau of ∆ is
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Figure 5.8: Scaling behavior with respect to αL for ξ̃F = ξF/L from the
exponential fit (circles) and the power-law fit (squares) and
ξ̃C = ξC/L (triangles). Here nx = 2000 and N f = 2000.

nx N f e5 e6 e7

2000 2000 -0.62 -0.82 -0.33
1000 1000 -0.60 -0.79 -0.31

Table 5.1: Exponents of the correlation lengths with respect to α = c/(dL)
in the spatial quench. Here e5=Exponent of ξF from the ex-
ponential fit, e6=Exponent of ξF from the power-law fit, and
e7=Exponent of ξC from the exponential fit. The spatial KZM
predicts an exponent of −1/3.

observable on the superfluid side. Hence, the BCS coherence length ξ∆ shown
in Eq. (5.12) is only dependent on the parameter c because the density change
that affects k f is virtually non-observable as d changes in our study. As a con-
sequence, it is not meaningful to analyze the scaling of ξ∆ against αL = c/d in
the case of the spatial quench. We thus focus on the correlation lengths from
the pair wavefunction and its correlation function when discussing the spatial
KZM of BCS superfluid.

As Table 5.1 shows, the exponent from the pair correlation function implies
νC ∼ 1/2, which agrees with the mean-field prediction of a uniform BCS super-
fluid. However, the exponent from the pair wavefunction gives νF ∼ 2 by the
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exponential fit and νF ∼ 4 by the power law fit. For the step-function quench,
the exponents from F and C are close and follow the trend of the BCS coher-
ence length. In contrast, the spatial quench differentiates the scaling behavior
of F and C. Moreover, the spatial KZM scaling only applies to the pair corre-
lation function C(r) but not the pair wavefunction F. This is expected because
the value of ν = 1/2 for uniform BCS superfluid is derived from the correlation
function, as shown by Eq. (5.16) and its discussion. Therefore, the Fermi gases
impose some constraints on the spatial KZM and differentiate the pair wave-
function from its correlation function. Moreover, the additional length scale d
invalidates the scaling analysis of the BCS coherence length in the spatial KZM.

5.5 Quenching of fermions with uniform bosonic background

After discussing the step-function and spatial quenches of Fermi gases, we con-
sider the quenches in the presence of a uniform bosonic background, which
may come from sympathetic cooling [161] or boson-fermion superfluid mix-
tures [162]. In a simple setting, we consider fermions with two components
and bosons in the same quasi-1D box of length L. There is attraction be-
tween fermions with opposite spins but repulsion between bosons and between
fermions and bosons. As a first attempt to address the mixture, we only con-
sider the inhomogeneous pairing interaction g f f (x) between the fermions while
keeping the other parameters uniform. By using the fermionic parameters as
units, the boson-boson and boson-fermion coupling constants can be written in
terms of dimensionless quantities as gbb = g̃bbE0

f /k
0
f and gb f = g̃b f E0

f /k
0
f , respec-

tively.

Previous studies [47, 98] have shown that bosons and fermions in a binary
mixture can form miscible mixtures when the inter-species interaction is rela-
tively weak or the densities are low. However, phase-separation structures with
inhomogeneous densities start to emerge as the inter-species interaction and
densities increase. Moreover, the pressure of bosons is mainly from the boson-
boson interactions, which competes with the Fermi pressure of the fermions.
Since we focus on the impact of the bosonic background on the quenches of
fermions, we concentrate on the regime when the mixture is in the miscible
phase. Instead of a full analysis of various atomic boson-fermion mixtures, we
check a specific case of 7Li - 6Li mixtures with equal population of all species.
The conditions g̃b f << g̃bb and half-filling are sufficient to maintain a miscible
phase for the selected case. However, the formalism presented here is generic
and can be applied to atomic boson-fermion mixtures in general.

The total ground-state energy functional of a mixture of bosons and fermions
in a quasi-1D box of length L, assuming the fermions form a BCS superfluid, is
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given by

Emix = Eg + Eb + gb f

∫ L

0
dxρb(x)ρ f (x). (5.17)

Here, Eg is the BCS ground-state energy shown in Eq. 2.20, and the energy of
the bosons is

Eb =

∫ L

0
dx[
ℏ2

2mb
|∂xψb|

2 +
1
2

gbb|ψb|
4]. (5.18)

In the mean-field description of the ground state, the condensate wavefunction
of the bosons is governed by the Gross-Pitaevskii (GP) equation [1, 69]. To find
the minimal-energy configuration, we implement the imaginary-time formal-
ism [1, 3] by searching for the stable solution to the imaginary-time evolution
equation −∂ψb/∂τ = δEmix/δψ

∗
b in the τ→ ∞ limit, starting from a trial initial con-

figuration. The normalization
∫
|ψb|

2dx = Nb is imposed at each imaginary-time
increment to project out higher-energy states. Here τ = it is the imaginary time.
Explicitly,

−ℏ
∂ψb

∂τ
= −

ℏ2

2mb
∂2

xψb + gbbρbψb + gb fρ fψb, (5.19)

The fermions are described by the BdG equation (2.35) with the replacement
of the discretization of h(x) = − ℏ

2

2m
∂2

∂x2 − µ f + gb fρb. The bosonic density is ρb(x) =
|ψb(x)|2 while ρ f (x) = 2

∑′
ñ |vñ(x)|2 for the fermions as before.

For a uniform and miscible mixture of bosons and fermions, the mean-field
treatment shifts the chemical potential of the fermions by gb fρb, which only
shows up in the diagonal of the BdG equation. Therefore, the gap function is
not affected directly by the bosons. This implies that the scaling of the fermionic
correlation functions are insensitive to the bosonic background as long as the
mixture remains uniform and miscible. However, the presence of step-function
or spatial quench of boson-fermion mixtures in a quasi-1D box may introduce
complications due to the inhomogeneous pairing interaction and confining po-
tential. We numerically solve the coupled BdG and GP equations for a misci-
ble boson-fermion mixtures in a quasi-1D box to verify if the exponents of the
fermionic correlation lengths ξF and ξC are affected by the bosonic background.

To solve the coupled BdG and GP equations by self-consistent iteration with
given numbers of the bosons Nb and fermions N f , we begin with trial chemical
potential µ f , boson wavefunction ψb, and gap function ∆(x) and first solve the
BdG equation following the procedure implemented in the previous sections.
The gap function ∆(x) and fermionic density ρ f (x) are then obtained from the
eigenfunctions uñ(x) and vñ(x). Next, we evolve the imaginary-time evolution
equation (5.19) to get the ground-state bosonic density ρb(x). We continue the
iterations between the BdG and GP equations until the final convergence of the
gap function ∆(x) and the bosonic density

∫ L

0
|ρold

b (x)−ρnew
b (x)|dx < 10−5 is reached.
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During the iterations, we also adjust the chemical potential µ f for the BdG
equation to meet the fixed number of total fermions. Similar to the case with
only fermions, different initial states have been used to confirm the ground state
for both species by checking the ground-state energy using Eq. (5.17). Since we
focus on the case with a uniform bosonic background, we confine our parame-
ters to g̃b f << g̃bb, where the convergence to the miscible phase is found in all our
trials of the initial states. Similar to the procedures of step-function and spatial
quenches discussed above, we calculated the pair wavefunction F(x) and corre-
lation function C(r) to extract the corresponding correlation lengths ξF and ξC,
respectively.

Samples of the profiles of the density, gap function, and pair wavefunction of
the step-function and spatial quenches of fermions in a boson-fermion mixture
are shown in Fig. 5.9. For the step-function quench, we also evaluate the BCS
coherence length ξ∆ from the bulk values on the superfluid side. From our nu-
merical results, we found that the inclusion of a bosonic background with uni-
form parameters does not alter the scaling behavior of ξF and ξC of the fermions.
All the exponents from the step-function and spatial quenches of boson-fermion
mixtures are within numerical accuracy the same as those without the bosons,
which have been shown in Table 5.1. As shown in Fig. 5.9, this is mainly because
the density profile of bosons becomes quite flat already at relatively small g̃bb,
making the bosonic background basically uniform and does not further compli-
cate the behavior of the fermions.

Nevertheless, the phase-separation structures of boson-fermion mixtures
can exhibit various inhomogeneous profiles already for binary mixtures in the
presence of uniform interactions [47, 98]. Adding inhomogeneous interactions
to the fermions, such as the step-function or spatial quench of the pairing in-
teraction studied here, is expected to lead to richer structures. Extracting the
correlation lengths in such highly inhomogeneous setups will be a challenge
and await future research.

5.6 Inhomogeneous interactions in cold atoms and quantum
gas microscopes

Experimentally, ultracold atoms have been usually subject to uniform interac-
tions due to the small cloud size compared to the magnetic field for tuning
Feshbach resonance [1, 99]. There have been several ways for inducing inho-
mogeneous interactions in cold atoms. One approach is to use optical tech-
niques to control the interactions between atoms. Examples include optical
Feshbach resonance [163–165] and optically controlled magnetic Feshbach reso-
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nance [166,167]. There have been theoretical studies of inhomogeneous conden-
sates in which investigations on non-linear excitations in quasi-1D Bose-Einstein
condensates were carried out in presence of spatially varying atomic scattering
length [168–171]. Refs. [167, 172] demonstrate spatial modulation of the inter-
action in BEC [167] and 6Li fermions [172] by optical controls with high speed
and precision. Optical techniques may suffer atom loss and heating, so they
are more suitable for changing the interaction with short length or time scale.
Another approach is based on magnetic Feshbach resonance and magnetic field
gradient [173], which allows for longer observation time. Thus, the inhomo-
geneous interactions for realizing the step-function and spatial quenches may
become feasible with the rapid developments in manipulating ultracold atoms.

Recent progress in quantum gas microscopy allows mapping of site-resolved
density- or spin- correlations of the Fermi Hubbard model [174–176]. Ref. [177]
demonstrates site-resolved location and spin of each fermion in the attractive
Fermi Hubbard system using a bilayer quantum-gas microscope and reveals the
formation and spatial ordering of fermion pairs. In addition, radio-frequency
(rf) spectroscopy has been used to measure the excitation energy that reveals the
pairing gap in atomic Fermi gases [178–181]. Future developments may allow
spatial resolution of the rf spectroscopy for cold atoms. Those spatially resolved
measurements of the pairing correlation of atomic Fermi gases are promising
for observing the scaling behavior of the step-function and spatial quenches
analyzed here.
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Figure 5.9: Profiles of the density (top row), gap function (middle row),
and pair wavefunction (bottom row) of the step-function
quench (left column) and spatial quench (right column) of 6Li
in a 6Li-7Li mixture. For the step-function quench, nx = 1000,
N = Nb = 1000, and c = 1. For the spatial quench, nx = 1000,
N = Nb = 1000, c = 1, and d = 0.1. For both cases, g̃bb = 0.1 and
g̃b f = 0.05.
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CHAPTER 6
CONCLUSION

In conclusion, this dissertation has investigated the properties of various ultra-
cold atomic mixtures in box potentials. We have shown that these systems are
versatile platforms for exploring a wide range of phenomena, including mix-
tures of same spin statistics [85], mixtures of different spin statistics [98], and
atomic Fermi superfluid [104]. By employing both analytical and numerical
techniques, we have characterized the ground-state properties of these systems,
such as phase-diagrams, density profiles, and correlation functions. We have
also explored the effects of various parameters, such as the interaction strength
and mass asymmetry, and the role of spin statistics on the properties of the mix-
tures.

In the study of repulsive boson-boson and fermion-fermion mixtures in 1D
box potentials, we have shown the structural difference in the ground-state
structures induced by the mass-imbalance of the species. The difference is the
influence of the box potential arising from the competition of interaction energy
and kinetic energy due to the density distortion at the hard walls and phase-
separation interface. Since mass is inversely proportional to the kinetic energy,
our results will guide experiments to choose right species to observe the phase-
separation structures. Additionally, we presented the rich phase-diagrams, den-
sity profiles and interface structures arising from the mass-asymmetry for repul-
sive boson-fermion mixtures. Our main contribution in this study is the analy-
ses of the scaling behavior of the healing lengths at the interface based on the
energy-competition argument. Importantly, the inclusion of Fermi energy E f as
the effective interaction in the healing length analysis is crucial to reproduce the
correct scaling behavior.

Our research has demonstrated that atomic Fermi gases with adjustable in-
teractions in real space are a highly effective tool for simulating the analogs of
the proximity effect and spatial KZM. By conducting numerical calculations uti-
lizing a step-function or spatial quench of the pairing interaction, we character-
ize the extent to which the pair wavefunction and pair correlation penetrate the
non-interacting region. In the case of the step-function quench, the correlation
lengths conformed to the BCS coherence length and cannot differentiate the pair
wavefunction from its correlation function. Conversely, in the spatial quench,
the correlation lengths of the pair wavefunction and pair correlation function
generated different exponents, with only the exponent derived from the pair
correlation function aligning with the spatial KZ scaling of mean-field Fermi
superfluid. Our contribution in this study is the extraction of different length
scales from the pair wavefunction and correlation function. Our results are dif-
ferent from the study of spatial KZM for transverse-field quantum Ising model
where correlation lengths from order parameter (spontaneous magnetization)
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and spin-spin correlation function leads to same scaling behavior. Therefore,
KZ scaling is more selective in our case of quasi-1D Fermi superfluid.

Overall, this dissertation has contributed to the understanding of ultracold
atomic mixtures in box potentials and provides a foundation for merging of ul-
tracold mixtures and box potential experiments in future. Given the versatility
of cold atoms experiments and the insights gained from this work, it can po-
tentially inform the design and realization of new experiments, such as analogs
of Ferromagnet-Superconductor heterostuctures, which has the ability to host
Majorana bound states [121], utilizing atomic mixtures to study the proximity
effect. This can be done by choosing the right species that behaves as a super-
conductor and as a ferromagnet, preparing the atomic mixture using cooling
techniques, confining in a box trap and finally, tuning the interaction between
the species. Our investigation on boson-fermion mixtures was done for uni-
form interactions in space. With the experimental demonstration of spatially
dependent interactions for ultracold atoms, such inhomogeneous interactions
can be applied to boson-fermion mixtures to observe the resulting structures of
the mixture. The aim of such experiments would be to gain insights into the
complex interplay between different species and to explore the possibility of
new structures.
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APPENDIX A
IMAGINARY-TIME FORMALISM

To find the minimal-energy configuration for the solutions of GPE, we can im-
plement the imaginary-time formalism [3] by searching for the solution to the
imaginary-time evolution equations in the τ → ∞ limit with the normalization∫
|ψ|2dx = 1 imposed at each imaginary-time increment. Here τ = it is the imag-

inary time. Schrödinger equation in imaginary time is given as

−ℏ
∂ψ

∂τ
= Hψ (A.1)

The wavefunction can be decomposed into the sum of eigenfunctions ϕi.

ψ =
∑

i

ciϕi (A.2)

where, ci are constants. For each eigenfunctions, the solution to Schrödinger
equation is given by

ϕi(τ) = e−Eiτ/ℏϕi(0) (A.3)

The solution ψ in terms of eigenfunctions ϕi is given as

ψ(τ) =
∑

i

cie−Eiτ/ℏϕi(0) (A.4)

Upon the successive iterations and for τ→ ∞ limit , the excited states contribu-
tion to the solution decays and the solution tends to the ground state.
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APPENDIX B
SPLIT-STEP CRANK-NICOLSON SCHEME

To solve the Gross-Pitaevskii equation which consists of a non-linear term, we
use split-step Crank-Nicolson scheme [93, 94].

−
∂ψ

∂τ
= −

∂2ψ

∂x2 + Vψ + gNb|ψ|
2ψ = Hψ (B.1)

where, Hamiltonian H is given as,

H = −
∂2

∂x2 + V + gNb|ψ|
2 (B.2)

Hamiltonian includes kinetic energy term − ∂2

∂x2 , external potential V(x) and in-
teraction term gNb|ψ|

2 which is non-linear. In this scheme, we split Hamiltonian
into two parts, non-linear and spatial derivative.

H = H1 + H2 with H1 = V(x) + gNb|ψ|
2 and H2 = −

∂2

∂x2 . Splitting Hamiltonian
we also split (B.1) into two equations.

∂ψ

∂τ
= −H1ψ (B.3)

∂ψ

∂τ
= −H2ψ (B.4)

Here, space is discretized in n steps of ∆x and time is discretized in t steps of ∆τ.
Basically we write

ψ(xi, τ j) = ψi, j

xi = i∆x; i = 0, 1, 2, ........, n.

τ j = j∆τ; j = 0, 1, 2, .........t.

First of all, we solve (A3) with initial ψ(x, τ = 0) to get intermediate solution at
τ = ∆τ/2. If ψi, j is the initial wavefunction, then intermediate solution is given
as,

ψi, j+1/2 = ψi, j e−H1∆τ/2 (B.5)

After finding intermediate solution, we use this solution to solve (A4) by using
semi-implicit Crank-Nicolson method.

∂ψ

∂τ
=
∂2ψ

∂x2
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or,
ψi, j+1 − ψi, j+1/2

∆τ
=

∂2

∂x2

(ψi, j+1 + ψi, j+1/2

2

)

ψi, j+1 − ψi, j+1/2

∆τ
=

1
2(∆x)2

(
ψi+1, j+1 − 2ψi, j+1 (B.6)

+ ψi−1, j+1 + ψi+1, j+1/2

− 2ψi, j+1/2 + ψi−1, j+1/2

)

Simplifying the equation with α = ∆τ
2(∆x)2 we get tri-diagonal set of equations

in ψi+1, j+1, ψi, j+1 and ψi−1, j+1 at time τ j+1 which is solved using proper boundary
conditions.

αψi+1, j+1 − (2α + 1)ψi, j+1 + αψi−1, j+1 (B.7)
= −αψi+1, j+1/2 + (2α − 1)ψi, j+1/2 − αψi−1, j+1/2

ψ’s on left hand side are unknowns and those on right hand side are known.

A11ψunknown = A2ψknown (B.8)

where, A1 and A2 are the band-diagonal matrices given by

A1 =



−(2α + 1) α . . . . . . . . . . . .
α −(2α + 1) α . . . . . . . . .
. . . α −(2α + 1) α . . . . . .
. . . . . . . . . . . . . . . . . .
. . . . . . . . . α −(2α + 1) α
. . . . . . . . . . . . α −(2α + 1)


(B.9)

A2 =



(2α − 1) −α . . . . . . . . . . . .
−α (2α − 1) −α . . . . . . . . .
. . . −α (2α − 1) −α . . . . . .
. . . . . . . . . . . . . . . . . .
. . . . . . . . . −α (2α − 1) −α
. . . . . . . . . . . . −α (2α − 1)


(B.10)

We use numpy.linalg.solve python package to solve the equation B.8.
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APPENDIX C
NUMERICAL PROCEDURES TO SOLVE BdG EQUATION

To solve the BdG equation,

• We begin with chemical potential µ and an initial trial for ∆(x).

• Find the eigenvalues and eigenfunctions from the BdG equation. We use
numpy.linalg python package to obtain the eigenvalues and eigenfunc-
tions.

• Assemble ∆(x) from the eigenfunctions using Eq. (2.37).

• The new gap function is used in the BdG equation to find the new eigen-
values and eigenfunctions.

• Continue the iteration until the consistency condition
∫
|∆old − ∆new|dx <

10−5 is met.

• Adjust µ and repeat the above steps until we meet the condition N f =∫
ρ f (x)dx using Eq. (2.36).
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