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Current clinical magnetic resonance (MR) acquisitions primarily rely on qualitative or 

‘weighted’ images and diagnosis is made by subjective assessment of regional signal intensity 

(hyperintense or hypointense). However, MR signal for the same material can vary due to different 

scanners and different protocols, which hinders objective evaluation of disease severity. In 

contrast, quantitative MRI provides objective information for tissue characterization, offering 

enhanced inter-session and inter-site reproducibility. It enables improved pathology detection and 

disease monitoring and has better sensitivity to mild or diffuse tissue alterations compared to 

qualitative imaging. The combination of multiple biomarkers provides more comprehensive 

information and shows great promise for risk assessment and early detection. 

Despite these advantages, the clinical application of multiparametric MRI has been limited due 

to the prolonged scan times for acquiring different biomarkers, motion artifacts, and 
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misregistration between parametric maps. MR Multitasking presents a promising approach for 

motion-resolved, multi-parametric mapping. However, it has yet to exploit the multi-echo 

information (magnitude and phase) for T2*, susceptibility, and fat fraction mapping, which 

necessitates further technical development. This includes flow compensation for more accurate 

susceptibility mapping, achieving adequate temporal resolution for motion tracking, and 

improving imaging efficiency for multi-echo readouts. In addition, MR Multitasking demands 

further improvement in quantitative performance (precision and repeatability) and scan time for 

practical applications.  

The dissertation will be focused on technical developments of MR Multitasking to enable 

comprehensive tissue characterization and to improve quantitative performance. The first objective 

is to develop a technique for three-dimensional, whole-brain simultaneous T1, T2, T2*, and 

susceptibility mapping. The proposed method is evaluated on phantoms and human subjects. The 

second objective involves further technical development to achieve free-breathing, non-ECG, 

simultaneous myocardial T1, T2, T2*, and FF mapping in a 2.5-min scan. Lastly, a novel 

reconstruction approach is introduced to improve precision and repeatability and shorten scan time. 

The approach is evaluated with numerical simulations and healthy subjects. 

The dissertation represents a step toward motion-resolved, comprehensive tissue 

characterization within a clinically feasible scan time and without the need for extra physiological 

monitoring. It lays the groundwork for future clinical use of quantitative multiparametric MRI. 
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CHAPTER 1 Introduction 

1.1 Motivation 

1.1.1 Qualitative MRI 

MRI offers flexible tissue contrast and has become a fundamental tool for clinical diagnosis. 

In current practice, clinicians and radiologists typically read and analyze various contrast weighted 

images, such as T1-weighted, T2-weighted, and/or diffusion-weighted images, to identify 

hyperintense or hypointense regions, as focal pathologies often manifest with distinctive contrast 

from surrounding normal tissues. However, there are certain limitations associated with this 

routine: 1) Identifying diffuse diseases becomes challenging since all the imaged tissue will have 

similar contrast in such cases; 2) The contrast-weighted images lack quantifiable units, hindering 

longitudinal tracking of disease and treatment; 3) Qualitative MRI has limited sensitivity to subtle 

tissue alterations, especially during the early stages of pathology. 

1.1.2 Quantitative and multi-parametric MRI 

In contrast, quantitative MRI directly measures underlying tissue properties and is promising 

for objective tissue characterization and disease diagnosis. Parametric mapping of T1 , T2 , and T2*  

is capable of detecting fibrosis (1, 2), edema (3-5), and iron overload (6). As a novel biomarker, 

susceptibility has gained increased interest and shows superior sensitivity and specificity than T2* 

in differentiating patients with multiple sclerosis (7), Parkinson’s disease (8), and glioblastoma (9) 

from healthy controls. Finally, fibro-fatty infiltration is a sign for arrhythmogenic right ventricular 

dysplasia (ARVD), and is also evident in chronic myocardial infarction (MI) and other 

nonischemic cardiomyopathies (10), which has motivated research on water/fat imaging and fat 

fraction mapping. Combination of multiple parameters can further enhance diagnostic 
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performance and sensitivity to tissue alterations. For instance, combining R2* and fractional 

anisotropy has been show to enhance the sensitivity and specificity in differentiating Parkinson's 

disease (PD) patients from healthy controls (11). while the combination of T1, T2, and T1ρ offers 

superior diagnostic accuracy for multiple sclerosis patients (12). In cardiac imaging, the 

combination of native T1, T2, and extracellular volume fraction (ECV) has shown predictive value 

for acute cardiac allograft rejection (13).  

1.1.3 Technical challenges of multi-parametric MRI 

Despite potential benefits of multi-parametric MRI, certain technical challenges remain to be 

addressed before wider applications in the clinical routine. At present, multiparametric mapping 

typically requires separate scans for separate biomarkers. In some cases, even a single parameter 

may require multiple scans to collect sufficient data for fitting a signal model. The need for 

comprehensive tissue characterization may result in significantly prolonged scan time and 

complicated imaging workflows, which is not feasible in a clinical routine considering patient care 

and cost. Inter-scan misregistration/motion can lead to misaligned maps, complicating post-

processing workflows and hampering joint analysis of multiple parameters. Physiological motion, 

such as respiratory and cardiac motion, can introduce motion artifacts, necessitating breath-

holding, and ECG gating (retrospective or prospective) for studying moving organs such as liver 

and heart. In addition, random movements can also happen for static organs like brain (14). The 

resulting blurring and ghosting artifacts may lead to a loss of valuable diagnostic information. 

Recent technical developments have enabled simultaneous, multiparametric mapping in brain 

(15-20), myocardium (21-23), and other organs. However, these techniques generally cannot 

handle motion (15, 16, 18-21) or can only handle part of the motion (e.g. respiratory motion only) 

(22, 23). The MR Multitasking framework, which leverages spatial and temporal correlations using 
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low-rank tensor (LRT) constraints, is a promising technique for fully motion-resolved, multi-

parametric mapping. It was originally proposed for free-breathing, non-ECG myocardial T1 and 

T2 mapping (24) and has been extended for a wider range of applications including simultaneous 

brain T1, T2, apparent diffusion coefficient (ADC) mapping (25) and abdomen DCE imaging (26). 

However, extraction of T2*, susceptibility, and fat fraction using MR Multitasking remains 

unexplored, and further improvements are needed to achieve quantitative performance and scan 

times comparable to clinical standards. 

1.2 Objective 

To overcome the limitations of conventional techniques and recent techniques, we aim to work 

towards a motion-resolved, multi-parametric mapping technique that enables comprehensive 

tissue characterization, provides reliable quantitative measurements, and is feasible in a clinical 

routine. As a starting point towards this long-term goal, this dissertation covers technical 

developments including: 

1) The development a 3D whole-brain simultaneous T1, T2, T2*, and susceptibility mapping 

method using MR Multitasking and validations on phantoms and healthy subjects. The work 

enables extraction of multi-echo information and potentially facilitates comprehensive tissue 

characterization. 

2) The development of a free-breathing, non-ECG, simultaneous myocardial T1, T2, T2*, and fat-

fraction mapping technique and evaluate it on static and motion phantoms and on human subjects. 

It retains the motion-resolving capability of Multitasking framework with multi-echo readouts and 

makes technical improvements to keep a clinically feasible scan time. 

3) The development of a novel low-rank tensor reconstruction method to improve quantification 

and acquisition time of cardiovascular MR Multitasking, evaluated with numerical simulations 
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and healthy subjects. The technique achieves significantly better precision and repeatability 

compared to the previous approach and will improve clinical translations of MR Multitasking. 

1.3 Organization of the Dissertation 

CHAPTER 2 provides introductions for commonly used tissue parameters in MRI and classical 

approaches for quantifying different biomarkers. It also reviews previous technical developments 

on simultaneous multi-parametric mapping and discusses the potential limitations. Finally, it gives 

a general introduction to the MR Multitasking framework.  

CHAPTER 3 describes 3D whole-brain simultaneous T1, T2, T2*, and susceptibility mapping 

technique using MR Multitasking. In the chapter, we show the sequence implementation for this 

technique and perform preliminary evaluations by comparing with conventional single-parametric 

mapping techniques for corresponding biomarkers. The agreement is assessed on phantom and 

healthy subjects using intra-class correlation coefficients and coefficient of variation. We also 

demonstrate the feasibility of contrast-weighted image synthesis using multi-parametric maps 

from the technique. 

CHAPTER 4 presents a technique for free-breathing, non-ECG, simultaneous myocardial T1, 

T2, T2*, and FF mapping. We propose a new sequence which improves temporal resolution and 

imaging efficiency. The technique is evaluated on static and motion phantoms and healthy 

volunteers with conventional breath-held, ECG-triggered references. The image quality is assessed 

by an imaging cardiologist. The technique is further incorporated into the clinical protocol for 

patients with post-acute sequela of COVID and patients with ischemic heart diseases (IHD) to 

evaluate the clinical utility. 

CHAPTER 5 develops a novel reconstruction approach for low-rank tensor constraints. MR 

Multitasking for better image quality and shorter scan time. The technique utilizes the entire k-t 



5 

 

dataset acquire for estimating temporal and spatial components. Its precision and repeatability are 

evaluated against the previous reconstruction approach on numerical simulations and healthy 

subjects for different scan lengths. 

Finally, CHAPTER 6 provides discussions with conclusions of the dissertation and future 

directions. 

The work in CHAPTER 3 and CHAPTER 4 have been published as journal articles, and the 

manuscript for the work in CHAPTER 5 was under preparation by the time the dissertation was 

written. 
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CHAPTER 2 Background 

2.1 Physics of Tissue Parameters and Quantification 

This section will review some commonly used MRI-based biomarkers for tissue 

characterization, describe the underlying mechanisms and commonly used approaches for 

quantification.  

2.1.1 T1 relaxation time 

When the longitudinal magnetization 𝑀𝑧 is perturbed, it will recover to the initial equilibrium 

state via the exchange of energy to the surrounding “lattice”, a process known as spin-lattice 

interaction. The T1 relaxation time is an exponential time constant describing magnetization 

recovery to thermal equilibrium. Specifically, T1 is the amount of time required for the 

magnetization to recover to 1 − 𝑒−1 or ~63% of its initial thermal equilibrium value when starting 

from zero longitudinal magnetization. The T1 value depends on the distribution of energy across 

the Larmor frequency Ω of the protons interacting to produce the longitudinal recovery. Therefore, 

different field strengths (27, 28) and local disruptions of the Larmor frequency will change T1.   

One approach for T1 mapping is to acquire multiple T1-weighted images during the recovery 

process to fit for the underlying time constant T1 in each voxel, as shown in Figure 2.1. Without 

loss of generalizability, T1 relaxation can be modelled as: 

𝑀𝑧(𝑡) = 𝑀𝑧
0 − (𝑀𝑧

0 − 𝐴𝑀𝑧
0)𝑒−𝑡/𝑇1 , (2.1) 

where 𝑀𝑧(𝑡) is the signal intensity of a voxel given the time 𝑡 after the perturbation, and 𝑀𝑧
0 is the 

magnitude of the equilibrium state. The constant 𝐴 describes the ratio between the longitudinal 

magnetization after the perturbation and the equilibrium magnetization. In the case that an ideal 

inversion pulse is used to perturb the magnetization, 𝐴 = −1. Similarly, 𝐴 = 0 when an ideal 
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saturation pulse is used. As real-world preparation pulses are subject to field imperfections and are 

never ideal, Equation (2.1) is generally used with a three-parameter fit for 𝑀𝑧
0, T1, and 𝐴 so that 

the pulse efficiency can be considered. Inversion recovery turbo spin echo (IR-TSE), modified 

Look–Locker Imaging (MOLLI) (29), and saturation recovery single-shot acquisition (SASHA) 

(30) are example T1 mapping techniques built upon the same theory. 

 

Figure 2.1: An illustration of sequence diagram used for T1 mapping. An inversion pulse is applied, 

followed by imaging readouts such as FLASH or bSSFP to acquire multiple T1-weighted images. 

T1 mapping can also be performed by acquiring multiple steady state FLASH images at 

different flip angles (𝛼). The signal equation is derived as (31): 

𝑆(𝛼,𝑇1) = M0 sin(𝛼)
1 − 𝑒−𝑇𝑅/𝑇1

1 − cos (𝛼)𝑒−𝑇𝑅/𝑇1
 , (2.2) 
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where TR is the repetition time and M0 is equilibrium magnetization proportional to spin density. 

By varying 𝛼 and keeping TR as constant, a curve can be generated for T1 mapping, i.e.: 

𝑆

sin(𝛼)
=

𝑆

tan(𝛼)
𝑒−𝑇𝑅 /𝑇1 +M0(1 − 𝑒

−𝑇𝑅/𝑇1) , (2.3) 

which is a line with slope 𝑒−𝑇𝑅/𝑇1  and intercept M0(1 − 𝑒
−𝑇𝑅/𝑇1) and allows efficient fitting. 

2.1.2 T2 relaxation time 

The longitudinal magnetization, once tipped onto the transverse plane, will start to dephase 

and decay. The T2 relaxation time is the exponential time constant describing the “irreversible” 

decay of transverse magnetization 𝑀𝑥𝑦 . Specifically, T2 is the time needed for the transverse 

magnetization to reach 𝑒−1 or ~37% of its initial value.   

Similar to T1 mapping, T2 quantification requires multiple T2-weighted images to fit the 

exponential curve. One common approach for this purpose is to use the turbo(fast) spin echo 

sequence, as illustrated in Figure 2.2. The T2 values can be fitted for each voxel through the 

following two-parameter model: 

𝑀𝑥𝑦 (𝑡) = 𝑀𝑥𝑦
0 𝑒−𝑡/𝑇2 , (2.4) 

where 𝑀𝑥𝑦
0  is the initial magnetization after excitation and 𝑡 is the echo time. Alternatively, T2 

mapping can be performed with T2-prepared FLASH (usually for 3T cardiac imaging) or bSSFP 

(usually for 1.5T cardiac imaging). In those approaches, T2 preparation modules with varied 

preparation durations are used to create multiple T2 weightings and the fitting can still be done 

with Equation (2.4), by defining 𝑡 as T2 preparation duration. 
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Figure 2.2: An illustration of turbo spin echo for T2 mapping. The longitudinal magnetization is 

tipped into the transverse plane with a 90° excitation pulse and the magnetization starts to decay 
and dephase. 180° refocusing pulses are then used to rephase the spins and T2-weighted signal are 

created. 

2.1.3 T2* relaxation time 

T2* relaxation time is another time constant describing the decay of transverse magnetization. 

Compared to T2, T2* describes to the “reversible” dephasing caused by loss of spin coherence. 

This process will be reversed when using the 180° refocusing pulses as in Figure 2.2, which 

removes the impact of field inhomogeneity on the spin phase. The relationship between T2 and 

T2* is described as: 
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1

𝑇2
∗
=
1

𝑇2
+𝛾Δ𝐵0, (2.5) 

where 𝛾 is the gyromagnetic ratio and Δ𝐵0 is the field inhomogeneity across a single voxel. From 

Equation (2.5), it can also be inferred that T2* is always shorter than T2. T2* mapping is typically 

performed using multi-echo gradient echo, which acquires multiples T2*-weighted images after 

the excitation pulse. The T2* values are then fitted with a two-parameter model: 

|𝑀𝑥𝑦(𝑡)| = |𝑀𝑥𝑦
0 |𝑒−𝑡/𝑇2

∗
, (2.6) 

where 𝑡 is the echo time. An illustration of sequence and signal behavior is shown in Figure 2.3. 

 

Figure 2.3: T2* mapping with multi-echo gradient echo. 
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2.1.4 Magnetic susceptibility 

When a material interacts with an external magnetic field, an internal magnetization or 

polarization will be created which may be in parallel with or opposed to the external field. The 

magnetic susceptibility 𝜒 is a measure of the internal polarization (and its direction) under a unit 

magnetic field. Diamagnetic substances such as water, fat, and calcium have 𝜒 < 0, whereas 

paramagnetic substances such as iron and gadolinium have 𝜒 > 0.  

Quantitative susceptibility mapping is typically performed with multi-echo gradient echo 

sequences (32, 33), with a similar diagram as shown in Figure 2.3. The main difference is that T2* 

values are primarily determined by magnitude images, whereas susceptibility is primarily 

extracted from the phase images. In a left-handed system, the image phase 𝜙(𝒓,𝑇𝐸)  at voxel 

location 𝒓 and at echo time 𝑇𝐸 can be written as: 

𝜙(𝒓,𝑇𝐸 ) = 𝛾Δ𝐵𝑧(𝒓)𝑇𝐸, (2.7) 

where Δ𝐵𝑧(𝒓) is the field variations along z direction. Assuming magnetic susceptibility 𝜒 ≪ 1 

and a dipole field, Δ𝐵𝑧(𝒓) can be derived as (32): 

Δ𝐵𝑧(𝒓) = 𝐵0[𝜒(𝒓) ∗ 𝐺(𝒓)], (2.8) 

where ∗ denotes the convolution operation, and 𝐺(𝒓) is the Green’s function given as: 

𝐺(𝒓) =
1

4𝜋

3cos2 𝜃 − 1

𝑟3
 . (2.9) 

Here 𝜃 is the angle between 𝒓 and 𝒛. The convolution in Equation (2.8) can be avoided using the 

convolution theorem, i.e., 

Δ𝐵𝑧(𝒓) = 𝐵0ℊ
−1[𝜒(𝒌) ∙ 𝐺(𝒌)], (2.10) 

where ℊ−1 is the inverse Fourier transform, and 𝜒(𝒌) and 𝐺(𝒌) are Fourier transforms of 𝜒(𝒓) 

and 𝐺(𝒓), respectively.  
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Susceptibility can be obtained simultaneously with T2* from a multi-echo GRE sequence. In 

principle, taking the phase images of a multi-echo GRE acquisition and combining Equations (2.7) 

- (2.9) would obtain 𝜒(𝒓). However, this process is not trivial in practice because: a) there are 

intrinsic ambiguities in phase calculations and any phase would be wrapped into the range of 

[−𝜋, 𝜋), leading to artificial jumps of 𝑁 ∙ 2𝜋 (𝑁 is any integer) from voxel to voxel. b) Δ𝐵𝑧(𝒓) has 

contributions from both local field (related to susceptibility) and background field (inhomogeneity 

due to imperfect shimming), and the impact from the latter needs to be removed. c) There are 

multiple singularities in 𝐺(𝒌) that makes Equation (2.10), and its equivalence Equation (2.8), ill-

posed. Various algorithms have been proposed to address the challenges and a detailed discussion 

of these approaches would be beyond the scope of this section. Interested readers are hereby 

referred to these reviews (32, 33). 

2.1.5 Fat-fraction 

The protons in fat(triglycerides) are better shielded and resonant slower than those in the water 

molecules. The difference in resonance frequencies Δ𝑓 is approximately -3.5 ppm (-220 Hz at 1.5T 

and -450Hz at 3T)(34). The most direct way to measure the fat content is MR spectroscopy (MRS), 

which plots the proton signal as a function of resonance frequency in a voxel. The peaks 

corresponding to water and fat signal are distinct due to different resonant frequencies and can be 

identified using prior knowledge. The area under the two peak denotes the corresponding signal 

𝑆𝑤 and 𝑆𝐹, and fat-fraction can be calculated as: 

𝜂 =
𝑆𝐹

𝑆𝐹 +𝑆𝑤
. (2.11) 

MRS technique provides reliable fat-fraction estimates, but it has limited spatial coverage and 

scanning efficiency (a single voxel at each time). Other alternatives for FF include chemical-shift  
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based MRI, which typically acquire multiple images at different echo times and are known as 

Dixon techniques. The following equation describes signal behavior in a voxel with both water 

and fat compartments: 

S(TE) = (𝑆𝑤 + 𝑆𝐹𝑒
𝑖2𝜋Δ𝑓𝑇𝐸 )𝑒(𝑖2𝜋𝛾Δ𝐵0−1/𝑇2

∗ )𝑇𝐸 , (2.12) 

where 𝑆𝑤 and 𝑆𝐹 are the corresponding water and fat signal. Equation (2.12) assumes a common 

T2* between water and fat. This is generally valid as iron often coexists with fat in pathology (35, 

36) and will dominate the T2* values in that voxel. Equation (2.12) can be refined by better 

modelling the fat spectrum, which contains multiple peaks with distinct resonant frequencies and 

relative amplitudes (37). Taking fat spectrum as a priori, 𝑆𝑤, 𝑆𝐹, Δ𝐵0, and T2* in Equation (2.12) 

could be estimated using a multi-echo acquisition and some nonlinear estimation methods such as 

IDEAL (38), VARPRO (39), adaptive multi-step fitting (40), and graph cut (41). A simplified 

pipeline for this process is shown in Figure 2.4. In practice, it was shown that six echoes achieved 

a good balance between efficiency and reliability (42).  

It should be noted that 𝑆𝑤 and 𝑆𝐹 solved from Equation (2.12) are mixture of both proton signal 

and T1-weightings from water and fat. As fat has shorter T1 compared to that of water, it results in 

a relative amplification of fat-fraction known as T1 bias. One common strategy to reduce T1 bias 

is to use a low flip angle (43). 
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Figure 2.4: Processing workflow for FF with multi-echo gradient echo. 

2.2 Multiparametric Mapping 

Early attempts at whole-brain T1 and T2 mapping included techniques included techniques such 

as DESPOT1 and DESPOT2 (44). The technique utilized steady state FLASH sequences acquired 

at multiple flip angles for T1 mapping. For T2 mapping, balanced steady state free precession 

(bSSFP) sequences with T2/T1 contrasts were acquired at multiple flip angles. And T2 values were 

obtained based on previously determined T1 values. In practice, it was found that two flip angles 

for FLASH and bSSFP were sufficient, enabling clinical feasible scan times. Additionally, Haacke 

et al. (15-17) combined the dual flip angle FLASH approach with multi-echo acquisitions, 

achieving whole-brain T1, T2*, and susceptibility mapping within 5 minutes. However, both 

techniques rely on multiple acquisitions and misregistration issues between successive scans could 

potentially confound the quantification results. 

Recent technical advances have enabled simultaneous multiparametric mapping in a single 

scan. Ma et al. proposed the MR fingerprinting (MRF) technique in 2014 (45), which achieved 
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single-slice joint T1/T2 mapping in a 12-second scan. MRF assumes that tissues with distinct 

parameters have unique signal evolutions using appropriate preparation pulses and acquisition 

parameters (TR, TE, flip angle, etc.). A dictionary can be pre-constructed with signal evolutions 

from all feasible tissue parameter combinations, and the acquired signal from each voxel is 

matched to the dictionary to estimate the underlying tissue parameters (46). MRF is not limited to 

T1/T2 mapping and is now one of the most used parametric mapping frameworks, covering T1𝜌 

(47), T2* (48), perfusion (49), CEST (50), magnetization transfer (51), and fat-fraction (52) 

quantification. However, MRF is sensitive to motion, especially when it occurs in the middle of 

the scan (53). To address this issue, motion freezing strategies such as breath-holding and/or ECG-

triggering for liver and cardiac MRF (47, 52). Alternatively, external motion monitors (54-56) 

such as respiratory bellows and ECG signal can be used for retrospective motion identification, 

but it may only provide a relative motion measurement and may be prone to errors (57).  

In addition, multi-echo two inversion-contrast magnetization-prepared rapid gradient echo 

sequence (ME-MP2RAGE) used two different inversion times (18-20), each with a unique flip 

angle and with ME-FLASH readouts for T1, T2*, and susceptibility quantification. Akçakaya et al. 

combined saturation and T2 preparation pulses, varying the saturation time and T2 preparation time 

to generate co-registered T1 and T2 maps for a single slice in a 13-heartbeat breath-hold (58). 

Kellman et al. achieved joint post-contrast T1 and T2 mapping in a single 45-heartbeat free-

breathing multiparametric SASHA scan (59). However, these techniques are still sensitive to 

random and/or physiological motion. 

2.3 MR Multitasking for Motion-resolved, Multiparametric Mapping 

In 2018, the MR Multitasking framework for motion-resolved, simultaneous multiparametric 

mapping was developed by Christodoulou et al (60). It addresses the challenge of resolving 
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overlapping temporal dynamic processes, including physiological processes (e.g., cardiac, and 

respiratory motion) and physical processes (e.g., relaxation), by modelling them as different time 

dimensions and leveraging spatiotemporal correlations. The framework utilizes a low-rank tensor 

method to efficiently recover and store the underlying images and distinguishes itself from MRF 

with motion-resolving capability. 

2.3.1 Low-rank tensor imaging framework 

Consider a multi-dimensional image function 𝐼(𝒓,𝑡1, 𝑡2 ,… , 𝑡𝑑)  with 1 spatial dimension 

denoted by 𝒓  and 𝑑  temporal dimensions denoted by 𝑡1, 𝑡2 , … , 𝑡𝑑 , such as cardiac motion 

dimension and T1 relaxation dimension. The multi-dimensional image can be discretized as a 𝑑 +

1 way tensor 𝒳 with size [𝑁0,𝑁1,𝑁2, … , 𝑁𝑑]. It is challenging to recover such a tensor due to the 

well-known “curse of dimensionality”, which makes scan time grow exponentially with the 

number of dimensions 𝑑. However, the degrees of freedom in 𝒳 can be significantly reduced by 

leveraging the spatiotemporal correlations (61), which allows accelerated acquisitions whose scan 

time grows linearly rather than exponentially with increased number of dimensions.  

The Tucker form (62) of the low-rank tensor decomposition is employed, which factorizes 𝒳 

into the product of a core tensor 𝒢 and 𝑑 + 1 factor matrices corresponding to 1 spatial dimension 

and 𝑑 temporal dimensions: 

𝒳 = 𝒢 ×1 𝑼𝒓 ×2 𝑼𝑡1 ×3 𝑼𝑡2 ×4 ⋯×𝑑+1 𝑼𝑡𝑑 . (2.13) 

Here ×𝑖 denotes the 𝑖th mode tensor matrix product (63), the factor matrix 𝑼𝒓 has size [𝑁0,𝐿0] 

and contains 𝐿0 basis functions for 𝑁0  voxels each, the factor matrix 𝑼𝑡𝑖  has size [𝑁𝑖 ,𝐿 𝑖] and 

contains 𝐿 𝑖 basis functions for 𝑁𝑖 time points (time bins) each, and the core tensor has size 

[𝐿0,𝐿1, 𝐿2,… , 𝐿𝑑] and governs the interaction between all the factor matrices. For all dimensions, 

𝐿 𝑖 ≤ 𝑁𝑖. An example for low-rank tensor decomposition is shown in Figure 2.5. Note that the 
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factorization in Equation (2.13) reduces degrees of freedom from 𝑁0𝑁1𝑁2⋯𝑁𝑑 to 𝐿0𝐿1𝐿2⋯𝐿𝑑 +

𝐿0𝑁0 +𝐿1𝑁1 +⋯𝐿𝑑𝑁𝑑. And the recovery of the tensor 𝒳 is now equivalent to the recovery of 

the core tensor and factor matrices. Certain temporal dimensions, such as the one corresponding 

to inversion recovery, can be predetermined by building a dictionary and performing SVD on it, 

which will further reduce the degrees of freedom.  

 

Figure 2.5: Illustration of a 3-way tensor with 1 spatial dimension, 1 temporal dimension 
corresponding to T1 recovery, and 1 temporal dimension corresponding to cardiac motion. It can 

be factorized into the product of a core tensor and 3 factor matrices, which significantly reduces 

required scan time and memory. Images courtesy to Dr. Sen Ma. 

2.3.2 Sequence design and image reconstruction 

MR Multitasking performs data collection in a continuous acquisition with intermittent 

magnetization preparation pulses such as IR, T2 prep, or diffusion prep. Two datasets are collected 

in an interleaved way: the training data is acquired at kspace center and is used for resolving 

temporal information; the imaging data is collected using an incoherent sampling pattern (e.g., 

radial golden angle) and is used for resolving spatial information. A generic sequence diagram for 

MR Multitasking is shown in Figure 2.6. The scan runs without synchronizing to respiratory or 

ECG signal and does not require this information retrospectively for image reconstruction. 
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In general, MR image reconstruction workflow has the following steps: (1) real-time 

reconstruction and motion binning; (2) training dataset completion; (3) temporal basis function 

and core tensor estimation from training data; (4) spatial factor estimation from imaging data. 

 

Figure 2.6: (A) An example MR Multitasking sequence, which cycles through different 
preparation modules and performs data collection during the gap between preparations. The 

training and imaging data is collected in an interleaved way. (B) The training data is acquired at 
k-space center line (ky=0) for resolving temporal information, while imaging data is acquired with 
an incoherent sampling pattern (such as golden angle radial trajectory) for resolving spatial 

information. 

The first step for image reconstruction is ungated (real-time) reconstruction for motion 

identification. Here the images are modelled as a low-rank matrix with 1 spatial dimension and 1 

generalized time dimension corresponding to the elapsed time since the start of the scan. Real-time 

temporal basis 𝚽𝐫𝐭  are obtained from SVD of the training data, and the spatial factors 𝑼  are 

estimated through a least-squares fitting to the imaging data, i.e.: 
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𝐔̂ = argmin
𝑼
‖𝐝img −Ω(𝐅𝐒𝐔𝚽𝐫𝐭)‖2

2
. (2.14) 

Here 𝐅 denotes Fourier transform, 𝐒 is the sensitivity map, and Ω(⋅) is the sampling operator for 

imaging data. Following this step, real-time images are generated which shows motion and 

changing tissue contrast throughout the scan. An example real-time image for cardiac T1 mapping 

is shown in Figure 2.7, which experiences cardiac and respiratory motion and contrast changes 

throughout the scan. A modified k-means clustering algorithm as previously described (60) is then 

used to automatically place the corresponding images into different motion states (such as different 

cardiac bins and respiratory bins). 

 

Figure 2.7: Example real-time images showing the time profile of a horizontal line (yellow line) 

throughout the 90-second scan.  

The training tensor 𝒟𝑡𝑟 , as expressed in (𝒌,𝑡1, 𝑡2 , … , 𝑡𝑑) -space, is undersampled along 

temporal dimensions. A small-scale, low-rank tensor completion algorithm is used by solving the 

following optimization problem: 

𝒟̂tr = argmin
𝒟tr

‖𝐝tr −Ωtr(𝒟tr)‖2
2 + 𝜆∑‖𝐃tr,(𝑖)‖∗

𝑑

𝑖=1

+ 𝑅t(𝒟tr). (2.15) 

where 𝐝tr is the collected training data, Ωtr(⋅) is the sampling operator for the training dataset, 

𝐃tr,(𝑖) is the mode-𝑖 unfolding of the complete training tensor, ‖∙‖∗ denotes the matrix nuclear 

norm, and 𝑅t(⋅) is an optional temporal regularizer, such as temporal total variation (TV). Once 

Time (s)  0 s
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the training data is completed, the individual temporal basis 𝑼𝑡1, 𝑼𝑡2, … , 𝑼𝑡𝑑 and core tensor 𝒢 can 

be extracted from high-order SVD of the training dataset. 

Finally, the spatial coefficients 𝑼𝒓 are determined by: 

𝐔̂ = argmin
𝐔
‖𝐝img −Ω(𝛷 ×1 𝐅𝐒𝐔)‖2

2
+ 𝜆𝑅s(𝐔), (2.16) 

for known temporal factor tensor 𝛷 =  𝒢 ×2 𝑼𝑡1 ×3 𝑼𝑡2 ×4 ⋯×𝑑+1 𝑼𝑡𝑑 , where 𝐝img  is the 

imaging data, and 𝑅s(⋅) is an optional regularization such as wavelet sparsity. The reconstructed 

image tensor is given by the product 𝒳 = 𝛷 ×1 𝐔̂.  
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CHAPTER 3 Three-dimensional simultaneous brain mapping of T1, T2, 

T2*, and magnetic susceptibility  

3.1 Introduction 

MRI offers flexible contrast between different brain tissues based on their distinct physical 

properties including proton density, longitudinal relaxation time (T1), transverse relaxation times 

(T2, T2*), and magnetic susceptibility (𝜒). Compared to qualitative or contrast-weighted images, 

quantitative imaging provides objective information for tissue characterization and clinical 

diagnosis. Direct measurement of the above parameters facilitates pathology detection such as 

tumor (64), ischemia (65), multiple sclerosis (66, 67), and Parkinson’s disease (68, 69). Compared 

to single parameter mapping, multiparametric approaches offer the potential for more 

comprehensive tissue characterization and more accurate diagnosis. It  has been shown that the 

combination of R2* and susceptibility is useful to characterize heterogeneity in MS lesions (70). 

Additionally, combined use of R2* and fractional anisotropy has enhanced the sensitivity and 

specificity in differentiating Parkinson's disease (PD) patients from healthy controls (11). 

In practice, multiparametric mapping typically requires separate scans. Different methods, 

including inversion recovery spin echo (IRSE), variable flip angle (VFA) (71), multi-echo spin-

echo (72), and multi-echo GRE (33, 73-75), have been proposed to measure T1, T2, T2*, and 

susceptibility independently. Separate acquisitions may result in prolonged scan time, complicated 

imaging workflows, and misaligned parameter maps due to inter-scan misregistration. Recent 

technical developments have enabled simultaneous, multiparametric mapping. STrategically 

Acquired Gradient Echo (STAGE) (15-17) achieves T1, T2*, and quantitative susceptibility 

mapping (QSM) using two multi-echo GRE sequences with different flip angles, but lacks T2 
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quantification and requires B1 inhomogeneity correction. Multi-Echo (ME) Magnetization-

Prepared 2 RApid Gradient Echoes (MP2RAGE) (18-20) uses two different inversion times each 

with a unique flip angle and with multi-echo GRE readouts for T1, T2*, and susceptibility 

quantification. However, the evolution of the magnetization during the long acquisition window 

results in distortion of the point-spread function and causes blurring (76, 77). In addition, it does 

not perform flow compensation and would therefore be subject to phase errors from flow effects 

(33). Recent MR fingerprinting work combines the existing balanced SSFP methods with varied 

RF excitation phases for simultaneous quantification of T1, T2, and T2*, yet is limited by 2D 

acquisition, banding artifacts, and long acquisition time (35s per slice) (78). 

In this work, we develop a new technique for 3D whole-brain simultaneous T1, T2, T2*, and 

susceptibility quantification in a single 9.1 min scan, based on the MR Multitasking framework. 

Hybrid T2-IR preparations generate different T1 and T2 weightings, while multi-echo GRE 

readouts with full flow compensation for all echoes generate different T2* weightings. The 

underlying image is modeled as a six-dimensional low rank tensor (LRT) with three spatial 

dimensions and three temporal dimensions modelling T1, T2, and T2* relaxations. In addition, we 

also show six contrast-weighted images that can be generated from the T1/T2/T2*/susceptibility 

maps. The agreement between the proposed method and conventionally accepted quantitative 

reference mapping techniques for each tissue property is evaluated in phantom and volunteer 

studies.  
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3.2 Methods 

3.2.1 Pulse sequence framework 

3.2.1.1 Pulse sequence 

Figure 3.1 shows the proposed sequence diagram. T1 and T2 weightings are generated by 

cycling through T2-IR preparations with four different preparation durations ( 𝜏 , with 𝜏 = 0 

corresponding to a standard IR pulse). Multi-echo GRE readouts with different echo times (𝑇𝐸) 

produce different T2* weightings and images with different susceptibility contributions. FLASH 

excitations fill the entire recovery period to acquire readouts at multiple inversion times (𝑇𝐼). 

Flow induced phase variation can be a potential source of error when quantifying susceptibility 

(33). Available multi-echo sequences typically only perform flow compensation on the first echo 

(79). Failure to compensate the flow may lead to arbitrary phase inside the vessels and non-local 

artifacts in susceptibility maps (80, 81). In this work, we adopt a previously proposed flow 

compensation scheme (81) for 3D monopolar multi-echo acquisition, where extra bipolar pairs are 

implemented along both phase encoding and partition encoding directions (Figure 1B). In the 

readout direction, insertion of an appropriate gradient before the first echo can naturally achieve 

the flow compensation at the center of each echo. 

Two interleaved subsets of data are collected during a continuous acquisition (Figure 1C): 

training data 𝐝tr which frequently repeat one 𝐤-space trajectory with a high temporal sampling 

rate, and imaging data  𝐝img which sparsely sample (𝐤,𝑡)-space with greater 𝐤-space extent for 

high spatial resolution. The imaging data densely sample (𝐤, 𝑡)-space for the chosen 𝐤-space 

trajectory, and will therefore allow the calculation of a highly temporally-resolved subspace of 

plausible contrast-weighting evolutions during image reconstruction; in this work,  𝐝tr  was 

collected at the central 𝐤-space line 𝑘𝑦 = 𝑘𝑧 = 0) every 4 readouts (~ 80ms). The imaging data 
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then allow high-resolution calculation of voxelwise contrast-weighting evolution within the 

temporal subspace; here, 𝐝img  was collected using a 3D randomly-ordered trajectory with 

Gaussian density distribution along both partition and phase encoding directions in order to 

provide incoherent (𝐤, 𝑡)-space sampling.  

 

Figure 3.1: (A) Sequence diagram for the proposed multitasking T1/T2/T2* mapping framework. 
Hybrid T2prep/IR (T2-IR) preparation modules were followed by 144 multi-echo GRE readouts, 
which enable collection of k-space lines with different T1/T2/T2* contrasts. The training data was 

acquired every 4 readouts. (B) Illustration of readout module. After each 𝛼 pulse, a total of 3 

echoes, each of them fully flow compensated along all directions, were collected in a monopolar 
way. In the readout direction, each echo is refocused, and flow compensation is naturally achieved 
at the center of each echo after inserting an appropriate moment nulling gradient before the first 

echo. In the phase/partition encoding direction, however, bipolar gradient pairs were added for all 
later echoes. (C) Simplified illustration of k-space sampling pattern. Cartesian acquisition with 

random Gaussian distribution was adopted along 𝑘𝑦  and 𝑘𝑧  axis. k-Space center was acquired 

every 4 readouts and would serve for tracking temporal dynamics. 
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3.2.1.2 Image model 

The Multitasking framework models the underlying image as a 6D image 𝑥(𝐫,𝜏, 𝑇𝐼, 𝑇𝐸) with 3 

spatial dimensions indexed by 𝐫 = [𝑥,𝑦,𝑧],  and 3 temporal dimensions 𝜏, 𝑇I, and 𝑇E. Here 𝜏  is 

the T2-IR prep duration, 𝑇𝐼 is the inversion time, and 𝑇𝐸 is the echo time. Acquisition of image 𝑥 

at the Nyquist rate would suffer from the curse of dimensionality and result in an impractical scan 

time. However, 𝑥 can still be recovered from highly undersampled data by exploiting the spatial-

temporal correlation throughout the image. Specifically, this correlation allows 𝑥  to be 

decomposed into the following partially separable form (82): 

𝑥(𝐫,𝜏, 𝑇𝐼, 𝑇𝐸) =∑𝑢𝑙(𝐫)𝜙𝑙(𝜏, TI,𝑇𝐸 )

𝐿

𝑙=1

, (3.1) 

where {𝑢𝑙(𝐫)}𝑙=1
𝐿 are the spatial basis functions and {(𝜙𝑙(𝜏, 𝑇𝐼, 𝑇𝐸)}𝑙=1

𝐿  are temporal functions 

spanning a multi-dimensional temporal subspace. The temporal functions 𝜙 themselves can also 

be decomposed in terms of individual bases along each temporal dimension, e.g.: 

𝜙𝑙(𝜏, TI, 𝑇𝐸) = ∑ ∑∑𝑔𝑙𝑚𝑛𝑝𝑣𝑚(𝜏)𝑤𝑛(TI)𝑞𝑝(TE)

𝑃

𝑝=1

𝑁

𝑛=1

𝑀

𝑚=1

, (3.2) 

where {𝑣𝑚(𝜏)}𝑚=1
𝑀 ,{𝑤𝑛(𝑇I)}𝑛=1

𝑁 ,{𝑞𝑝(𝑇E)}𝑝=1
𝑃

 are temporal basis functions for T2, T1, and T2* 

relaxation dimensions and where 𝑔𝑙𝑚𝑛𝑝  are elements of a core tensor 𝒢 (83). The combination of 

Equations (3.1) and (3.2) implies that a discretized image tensor 𝒳  with elements 𝑥𝑖𝑗𝑘𝑠 =

𝑥(𝐫𝑖 , 𝜏𝑗 , 𝑇I,𝑘 , 𝑇E,𝑠) can be decomposed in Tucker form (62, 63) as follows:  

𝒳 = 𝒢 ×1 𝐔 ×2 𝐕 ×3 𝐖×4 𝐐, (3.3) 

where the ×𝑖 operator denotes the 𝑖th mode product (63), the columns of 𝐔 contain the spatial 

basis functions such that 𝐔𝑖,𝑙 = 𝑢𝑙(𝐫𝑖), and the columns of 𝐕, 𝐖, and 𝐐 contain the temporal basis 
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functions for each corresponding dimension such that 𝐕𝑗,𝑚 = 𝑣𝑚(𝜏𝑗) , 𝐖𝑘,𝑛 = 𝑤𝑛(𝑇I,𝑘) , 𝐐𝑠,𝑝 =

𝑞𝑝(𝑇E,𝑠). By separating the temporal factors 𝐕, 𝐖, and 𝐐 from the spatial factor 𝐔, the model in 

Equation (3.3) partially decouples conflicting temporal and spatial resolution sampling 

requirements: the high-speed training data in 𝐝tr can be used to determine the temporal factors, 

and the 𝐝img (which extensively covers k-space) can be used to determine 𝐔 with high spatial 

resolution. The end result is an 𝒳 that is both highly spatially- and temporally-resolved. 

3.2.1.3 Image reconstruction 

Equation (3.3) implies that the 4-way tensor 𝒳  can be recovered from undersampled 

(𝐤,𝜏, 𝑇I , 𝑇E)-space data via low-rank tensor completion. For example, this could in principle be 

done by solving the following optimization problem: 

𝒳 = argmin
𝒳
‖𝐝img − Ω(𝒳 ×1 𝐅𝐒)‖2

2
+ 𝜆∑‖𝐗(𝑖)‖∗

4

𝑖=1

+𝑅(𝒳), (3.4) 

where 𝐝img is the imaging data, Ω(⋅) is the sampling operator, 𝐅 represents the Fourier transform, 

𝐒 applies sensitivity maps, 𝜆 is the rank regularization parameter, 𝐗(𝑖) denotes the i-mode matrix 

unfolding of 𝒳 (𝑖 ranges from 1 to 4 as 𝒳 is a 4-way tensor), ‖∙‖∗ denotes the matrix nuclear norm, 

and 𝑅(⋅) is an optional regularizer which can be employed to enforce complementary image 

properties such as transform sparsity. 

Although Equation (3.4) can be a potential solution, implementing it can be impractical owing 

to the large memory consumption in storing and operating upon the entire 𝒳  without taking 

advantage of the decomposition in Equation (3.3) (60). Instead of solving Equation (3.4), we 

employ a computationally-efficient practical alternative to reconstruct 𝒳 in factored form, e.g., 

solving directly for an individual parameter such as 𝐔: 
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𝐔̂ = argmin
𝐔
‖𝐝img − Ω(𝒢 ×1 𝐅𝐒𝐔 ×2 𝐕 ×3 𝐖×4 𝐐)‖2

2
+ 𝜆𝑅s(𝐔), (3.5) 

for known temporal components 𝒢, 𝐕, 𝐖, and 𝐐, and where 𝑅s(⋅) is a spatial regularizer, chosen 

as a total variation (TV) penalty for this study. Note that the required “prior” knowledge of 

temporal components can be obtained in two steps: (1) predetermine the T1 recovery basis 

functions in 𝐖 from a dictionary of IR signal curves; and (2) estimate the T2 relaxation basis 

functions in 𝐕, T2* relaxation basis function in 𝐐, and core tensor 𝒢 from the training data 𝐝tr.  

In the first step, we generate a dictionary of physically feasible IR-GRE signal curves for a 

range of feasible T1 and B1 inhomogeneity values based on the Bloch equations (60). The 

dictionary consists of 101 T1 values logarithmically spaced from 100 ms to 3000 ms, 24 flip angles 

equally spaced between 0.5° to 12°, and 21 inversion efficiency factors equally spaced between -

1 (perfect inversion) and -0.5. The T1 recovery basis functions in 𝐖 are estimated from the singular 

value decomposition (SVD) of this training dictionary.  

In the second step, the training tensor 𝒟tr , as expressed in (𝐤,𝜏, 𝑇I , 𝑇E)-space, can still be 

incomplete. However, it has much smaller size than the imaging data and can be recovered in a 

similar fashion as in Equation (3.4): 

𝒟̂tr = argmin
𝒟tr

‖𝐝tr −Ωtr(𝒟tr)‖2
2 + 𝜆∑‖𝐃tr,(𝑖)‖∗

4

𝑖=1

, (3.6) 

where 𝐝tr is the training data, Ωtr(⋅) is the sampling operator for the training dataset, and 𝐃tr,(𝑖)  

denotes the i-mode matrix unfolding of 𝒟tr (𝑖 ranges from 1 to 4 as 𝒟tr is a 4-way tensor). Note 

Equation (6) is practical to solve, as 𝒟tr is of much smaller size than 𝒳 and does not need to be 

encoded by the Fourier transform and coil sensitivities as in Equation (4). Once the completed 𝒟̂tr 

has been recovered, the core tensor 𝒢, T2 basis functions 𝐕, and T2* basis functions 𝐐 can be 

extracted by truncating the high-order SVD (HOSVD)(84) of 𝒟̂tr. This allows the spatial basis 𝐔̂ 
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to be solved as described in Equation (3.5). The final reconstructed tensor is then given by the 

product 𝒳 = 𝛷 ×1 𝐔̂. 

In this work we follow the approach in Equations (3.5) and (3.6). The low-rank tensor 

modelling of the image series and reconstruction workflow can be found in Figure 3.2. 

 

Figure 3.2: (A) Illustration of multiple temporal dimensions of the low‐rank tensor for 

simultaneous T1, T2, T2*, and susceptibility mapping. The image tensor contains spatial, T2IR 

preparation duration 𝜏 , inversion time 𝑇𝐼 ,  echo time 𝑇𝐸  dimensions, with size [𝑁𝑥 ∙ 𝑁𝑦 ∙ 𝑁𝑧 ,
4, 144,  3]. The low‐rank tensor structure can be explicitly expressed through tensor factorization 

between 4 sets of basis functions (𝐔 with size [𝑁𝑥 ∙ 𝑁𝑦 ∙ 𝑁𝑧 , 𝐿], 𝑉 with size [4, 𝑀], 𝐖 with size 

[144, 𝑁], 𝐐 with size [3, 𝑃]) assigned to each dimension and a core tensor (𝒢 with size [𝐿,  𝑀,
𝑁, 𝑃]) governing the interaction between different basis functions. (B) Reconstruction workflow. 

The reconstructed tensor is given by 𝒳 = 𝒢 ×1 𝐔 ×2 𝐕 ×3𝐖×4 𝐐. 
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3.2.1.4 Parameter quantification 

Multiparametric fitting was based on the following equation at a given T2-IR preparation time 

(𝜏), 𝑛𝑡ℎ readout index since preparation (i.e., 𝑛=1, 2, …, 𝑁𝑠𝑒𝑔, where 𝑁𝑠𝑒𝑔 denotes the number of 

segments within one recovery period, such that 𝑇𝐼 = 𝑛𝑇𝑅 ) and echo time (𝑇𝐸): 

𝑆 = 𝐴
1 − 𝑒−𝑇R /𝑇1

1 − 𝑒−𝑇R /𝑇1 cos 𝛼
[1

+ (𝐵𝑒−𝜏/𝑇2 −1)(𝑒−𝑇R /𝑇1 cos 𝛼)
𝑛
]𝑒−𝑇𝐸 /𝑇2

∗
𝑒𝑗2𝜋Δ𝐵0𝑇𝐸 sinα, 

(3.7) 

where 𝐴 absorbs proton density (equilibrium magnetization 𝑀0) and receiver coil sensitivity, 𝐵 

represents the effective inversion efficiency independent of  𝑇2 (with 𝐵 = -1 being perfect), Δ𝐵0 

describes the effect of static field inhomogeneity in Hz, 𝑇𝑅 is the repetition time, and 𝛼 denotes 

the flip angle. Nonlinear least squares-fitting was performed on the three-way tensor reconstructed 

at each voxel using Equation (3.7) for 𝐴, 𝑇1, 𝑇2, 𝑇2
∗, 𝐵, and Δ𝐵0. 

Magnetic susceptibility was estimated using the multi-echo images at different echo time 𝑇𝐸 

of the last inversion time (𝑛 = 𝑁seg), closest to the GRE steady-state contrast. Phase images at 

different echo times were unwrapped using the quality guided 3D phase unwrapping algorithm 

(85). After that, brain regions were masked with a brain extraction tool (BET) (86) and background 

field was removed using Sophisticated Harmonic Artifact Reduction for Phase data (SHARP) (87). 

Individual QSM images were generated at each echo using iterative susceptibility weighted 

Imaging and mapping (iSWIM) method (88, 89) with 4 iterations and threshold of 0.15. Finally, 

they were combined using a weighted averaging method (90): 

𝜒 =
∑ 𝑀𝑖

2𝜒𝑖
3
𝑖=1

∑ 𝑀𝑖
23

𝑖=1

, (3.8) 

where 𝜒𝑖 is the susceptibility estimated at echo time 𝑇𝐸,𝑖 , and 𝑀𝑖 = 𝑇𝐸,𝑖𝑒
−𝑇𝐸 ,𝑖/𝑇2

∗
. 
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3.2.2 Data acquisition 

3.2.2.1 MR Multitasking imaging protocol 

MRI experiments were performed on a 3T scanner (Biograph mMR, Siemens Healthineers, 

Erlangen, Germany) with a 20-channel head coil. Acquisition cycled through hybrid T2IR modules 

with preparation times 𝜏 = 0, 30, 55, 80 ms. Within each readout module, three echo times at 𝑇𝐸 = 

5.0, 10.0, 16.25 ms were collected. The scan time for Multitasking was 9.1 min. Scan parameters 

for Multitasking were: field of view (FOV) = 276 × 207 mm2, in-plane resolution = 0.7 × 1.4 mm2, 

slice thickness = 2 mm. More detailed imaging protocol was summarized in Table 3.1.  

Table 3.1: MR Multitasking T1/T2/T2*/susceptibility mapping protocol 

FOV (mm2) 276 x 207 Slab thickness (mm) 144 

In-plane resolution (mm3)  0.7 x 1.4 Slice thickness (mm) 2 

Scanning matrix 384 x 144 Number of slices 72 

Recovery period (ms) 2780 Number of segments 144 

𝑻𝑹  (ms) 19.3 Echo time (ms) 5, 10, 16.25 

T2 prep duration (ms) 0, 30, 55, 80 Pixel BW (Hz/pixel) 482 

F     ng e (⁰) 8 
Number of recovery 

periods 
192 

Scan time (min:sec) 9:08   
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3.2.2.2 Phantom study 

A standard T1/T2/T2* phantom (Calimetrix, Madison, WI USA) was scanned for validation of 

the quantitative estimates of the tissue properties. Inversion-recovery spin echo (IR-SE), T2-

weighted spin echo (T2-SE) and 3D multi echo gradient echo (ME-GRE) were used as the 

reference for T1, T2 and T2* respectively.  

Another susceptibility phantom was constructed by embedding 5 different falcon tubes, each 

filled with different concentrations (0, 1, 3, 5, or 7 mmol/L) of gadolinium (OptiMARK, Liebel-

Flarsheim Company, Raleigh, NC) solution, into a 1% agarose gel solution in a 1000 mL plastic 

container. The phantom was scanned with Multitasking and reference (ME-GRE) sequences. 

Imaging parameters for all reference sequences are summarized in Table 3.2. 

Table 3.2: Scan parameters for phantom study. 

Phantom Study Protocols 

Imaging 

Protocol 
Scan Parameters 

IR-SE 

(116.8min) 

FOV=276x207mm2, in-plane resolution=1.4x1.4mm2, slice 

thickness=5mm, 1 slice,  
TIs=[50, 210, 350, 500, 1000, 1500, 2400, 3000]ms 

T2-SE 

(102.2min) 

FOV=276x207mm2, in-plane resolution=1.4x1.4mm2, slice 

thickness=5mm, 1 slice,  
TEs=[15, 25,45, 70, 100, 150, 200]ms 

ME-GRE 

(3.5min) 

FOV=276x207mm2, in-plane resolution=0.7x1.4mm2, slice 

thickness=2mm, 72 slices,  
TEs=[5, 10, 16.25]ms 

Multitasking 
(6.9min) 

FOV=276x207mm2, in-plane resolution=0.7x1.4mm2, slice 
thickness=2mm, 72 slices, 

  𝜏=[0, 30, 55, 80]ms, TEs=[5, 10, 16.25]ms  

3.2.2.3 In-vivo study 

The in-vivo study was approved by the institutional review board at Cedars-Sinai Medical 

Center. Written informed consent from all subjects were obtained before the study. 𝑁 = 10 healthy 
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volunteers (age: 41.9 ± 14.6) were recruited. The reference protocols included inversion recovery 

turbo spin echo (IR-TSE) for T1 mapping, multi-echo spin echo (ME-SE) for T2 mapping, and 3D 

fully flow-compensated multi-echo gradient echo (ME-GRE) for T2*/QSM mapping, with a total 

scan time of 20 min. These references were chosen from previous work on T1/T2/T2*/susceptibility 

mapping (19, 73, 91-95). Note that the T1/T2 mapping references were different from those used 

in the phantom study and had smaller spatial coverage to make scan time feasible. Detailed 

parameters are listed in Table 3.3. The slice positions of all scans matched with each other.  

Table 3.3: Scan parameters for in-vivo study. 

In vivo Study Protocols 

Imaging 

Protocol 
Scan Parameters 

IR-TSE 
(11.9min) 

FOV=276x207mm2, in-plane resolution=0.7x1.4mm2, slice 
thickness=2mm, 24 slices, 

TIs=[50, 210, 350, 500, 1000, 1500, 2400, 3000]ms, GRAPPA factor=2 

ME-SE 

(4.5min) 

FOV=276x207mm2, in-plane resolution=0.7x1.4mm2, slice 

thickness=3.5mm, 40 slices, 
TEs=[14,28,42,56,70,84]ms, GRAPPA factor=2 

ME-GRE 
(3.5min) 

FOV=276x207mm2, in-plane resolution=0.7x1.4mm2, slice 
thickness=2mm, 72 slices, 

TEs=[5, 10, 16.25]ms 

Multitasking 

(9.1min) 

FOV=276x207mm2, in-plane resolution=0.7x1.4mm2, slice 

thickness=2mm, 72 slices, 
 𝜏=[0, 30, 55, 80]ms, TEs=[5, 10, 16.25]ms 

MR Multitasking reconstruction was performed using Equation (3.5) and (3.6), where TV was 

used as a regularizer. The ranks for spatial and T1 dimensions were chosen from the -40 dB 

threshold on the normalized singular value curves of the training data and simulated dictionary, 

respectively. The rank for T2 dimension was not truncated as the nuclear norm term in Equation 

(6) for training tensor completion already performed a soft constraint on the tensor ranks of those 
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dimensions. Finally, the multi-echo dimension was considered as full rank to account for both T2* 

decay and B0 field inhomogeneity.  

For comparison purposes, a compressed sensing reconstruction with TV regularizer, a non-

regularized low-rank tensor reconstruction (i.e., Equation (3.5) with 𝜆 = 0), and our proposed TV-

regularized low-rank reconstruction were performed for several representative T1/T2/T2* contrast 

combinations on a healthy subject. For the compressed sensing reconstruction, the k-space data 

along the T1 dimension were grouped into 8 different inversion times (more typical of conventional 

T1 mapping techniques), leading to an acceleration factor of 12.  

3.2.3 Image processing and assessment 

3.2.3.1 Contrast-weighted image synthesis 

Contrast-weighted images were synthesized by substituting the quantitative parameters into 

the signal equations for common MRI pulse sequences. The sequences used for synthesizing T1, 

T2-weighted, double inversion recovery (DIR), and T2 fluid-attenuated inversion recovery 

(FLAIR) images are listed in Table 3.4. 

Note that some contrast-weighted images may not need to be re-synthesized using signal 

equations if they are already available in the reconstructed image series prior to parameter fitting. 

For example, a T1-weighted image can be directly obtained by choosing the reconstructed image 

at the desired inversion time. 

For susceptibility-weighted images (SWI), phase masks are created from the high-pass filtered 

raw phase images and are multiplied by the magnitude images (96). True susceptibility-weighted 

images (tSWI) have also been generated by using susceptibility maps for the masking process (97). 

tSWI can enhance the contrast and overcome the limitation of SWI, where the phase images used 

for masking are dependent not only on susceptibility, but also on shape and orientation of the 
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structure of interest (97). Both SWI and tSWI are displayed using minimum intensity projections 

(MinIPs) with an effective slab thickness of 16mm (8 slices). Parameters used for masking are also 

listed in Table 3.4. 

Table 3.4: The sequences and protocols used for synthesizing contrast-weighted images. 

Protocols for image synthesis 

Contrast 

weighted image 

Sequence used for 

synthesis 

Parameters used for synthesis 

T1w MPRAGE  TI = 960 ms, TR = 2000 ms, TE = 5 ms 

DIR Spin echo GM:   TI1 = 2384 ms, TI2 = 506 ms, TR = 20000 ms 
WM:  TI1 = 3286 ms, TI2 = 861 ms, TR = 20000 ms 
CSF:   TI1 = 1558 ms, TI2 = 449 ms, TR = 20000 ms 

T2w Spin echo 
TR = 8000 ms, TE = 80 ms 

T2-FLAIR Spin echo TI = 2000 ms, TR = 8000 ms, TE = 80 ms 

SWI  
n = 4 multiplications 

tSWI  𝜒1 = 0,𝜒2 = 0.45 𝑝𝑝𝑚, n = 2 multiplications 

3.2.3.2 Qualitative analysis 

All reconstructions were performed on a Linux workstation with a 3.08-GHz dual 16-core Intel 

Xeon processor equipped with 256 GB RAM and running MATLAB 2016b (MathWorks, Natick, 

Massachusetts). After finishing the reconstruction, three slices located in the upper, middle and 

lower brain regions were selected for each healthy subject for multiparametric fitting using 

Equation (3.7). The generated T1/T2/T2* maps were compared with the corresponding reference 

maps. Additionally, two slices around subcortical regions were chosen for qualitative evaluation 

of QSM, SWI, and tSWI. 
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3.2.3.3 Quantitative analysis 

For the phantom study, T1/T2/T2*/susceptibility measurements were calculated for each vial. 

Linear regression was preformed and intraclass correlation coefficients (ICCs) were calculated 

from a two-way mixed model and 95% confidence using IBM SPSS Statistics (Armonk, New 

York) to evaluate the agreement between Multitasking and the reference. 

For the volunteer study, regions of interest (ROIs) were drawn for cortical GM and WM in 

both left and right hemisphere for all healthy volunteers. The segmentation was performed by 

thresholding raw reference/Multitasking images at approximately similar slice locations (12). 

Mean T1/T2/T2* values of cortical GM and WM were calculated and compared between 

Multitasking and the references. In addition, three different subcortical areas (substantia nigra, red 

nucleus and globus pallidus) were manually labelled for comparison of susceptibility maps. Bland-

Altman analysis was performed and coefficient of variations (CoVs) and ICCs from a two-way 

mixed model and 95% confidence were calculated to test the agreement between different 

methods. Two-way repeated measures analysis of variance (ANOVA) was performed using IBM 

SPSS Statistics (Armonk, New York) to determine the differences between Multitasking and 

reference. 

3.3 Results 

3.3.1 Phantom study 

Multitasking T1/T2/T2* maps showed good quality and qualitative agreement with the 

reference maps, as shown in Figure 3.3. Substantial correlation (R2 = 0.997, 0.997, and 0.999 for 

T1/T2/T2*, respectively) and excellent agreement (ICC = 0.991, 0.990, and 0.997 for T1/T2/T2*, 

respectively) were found between Multitasking measurements and the reference measurements. 
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Figure 3.3: Comparison between Multitasking and references on a standard phantom. Multitasking 

shows comparable image quality and correlates well with the references, as denoted by R2 and 
ICC. The solid line represents identity (y = x), and the dotted line represents linear regression 

fitting. 

The susceptibility maps from Multitasking and reference were shown in Figure 3.4A, with the 

gadolinium (Gd) concentration (in mmol/L) of each vial labelled in the magnitude image. Both 

maps had good image quality and resembled each other. The correlation plot in Figure 3.4B 

showed good consistency between Multitasking and reference (R2=0.988, ICC = 0.994). The 

susceptibility measurements from Multitasking also correlated well with the Gd concentration 
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(Figure 4C), yielding a slope of 0.338 ppm per mmol/L. This is consistent with previous literature 

on Gd phantom (0.326 - 0.350 ppm per mmol/L) (98-100). 

 

Figure 3.4: (A) Comparison of susceptibility map from Multitasking and references on a Gd 
phantom, with Gd concentration (in mmol/L) labelled for each tube in the magnitude image. (B) 

Multitasking susceptibility correlates well with the reference susceptibility, as denoted by R2 and 
ICC. The solid line represents identity (y = x), and the dotted line represents linear regression 

fitting. (C) Multitasking susceptibility correlates well with the Gd concentration and yields a slope 

of 0.338 ppm per mmol/L. The dotted line represents linear regression fitting. 

3.3.2 In-vivo study 

Representative images with different contrast combinations reconstructed by compressed 

sensing only, low-rank only, and low-rank with compressed sensing (our proposed method) are in 

Figure 3.5. The high acceleration factor made reconstruction challenging for compressed sensing 

and the results showed poor image quality and aliasing artifacts. Low-rank tensor reconstruction 

generated aliasing-free images but were noisy, especially for images at short 𝑇𝐼. The proposed 



38 

 

reconstruction taking advantage of both the low-rank property and spatial regularization had the 

best image quality with minimal noise and aliasing.  

 

Figure 3.5: Comparison of compressed sensing reconstruction (1st row), low-rank tensor 
reconstruction (2nd row), and Multitasking reconstruction (3rd row) for representative contrast 

weightings. The high acceleration factor ( 8 ∙ 4 ∙ 3 ∙ 𝑁𝑦 ∙ 𝑁𝑧/144/192/3 = 12 ) made 

reconstruction challenging for compressed sensing, leading to low-quality images corrupted by 

noise and aliasing artifacts. Results from low-rank reconstruction were free of aliasing but noisy. 
Among all, Multitasking showed best image quality by combing the low-rank tensor model and 

spatial regularization. 

As shown in Figure 3.6, Multitasking generated co-registered multiparametric maps 

qualitatively matched with the reference ones. Bland-Altman plots for T1/T2/T2* were shown in 

Figure 3.7A-C. Compared with reference methods, Multitasking values are 6% higher in T1, 4% 

lower in T2 and T2*. Table 3.5 provided the results of two-way ANOVA, which showed significant 

differences among different methods for T1, T2, and T2* (P ≤ 0.008). The distributions of T1/T2/T2* 

measurements from the two methods were summarized in Table 3.6. Despite the differences 
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between the two methods, all the values were still within the ranges from literature (GM T1: 1209-

1700 ms; WM T1: 750-1110 ms; GM T2: 71-132 ms; WM T2: 56-84 ms; GM T2*: 40-65 ms; WM 

T2*: 44-52 ms).(101-107) Additionally, CoVs (< 5%) and ICCs (> 0.75) indicated the excellent 

consistency between Multitasking and reference techniques (108). 

 

Figure 3.6: Representative in-vivo T1/T2/T2* mapping at three slice locations using MR 

Multitasking (MT) and the corresponding reference (Ref) protocols for a healthy volunteer. 

Multitasking provides T1/T2/T2* maps with good qualitative agreement with the references. 
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Figure 3.7: Bland - Altman plots comparing Multitasking (A) T1, (B) T2, (C) T2*, and (D) 
susceptibility measurements with those of the references (N=10). The dotted lines represent 95% 

confidence level. The solid lines represent mean percentage differences. 

Table 3.5: Two-way ANOVA test for T1/T2/T2*/susceptibility. Significant differences were found 

between different tissues and different methods for T1/T2/T2* measurements. No significant 

differences were found between different methods for susceptibility. 

 Source Sum of Squares Degrees of 

Freedom 

F P 

T1 Method 0.037 1 34.455 <0.001 

Tissue 1.730 1 1611.406 <0.001 

T2 Method 1.280x10-3 1 11.004 0.002 

Tissue 1.169x10-3 1 100.421 <0.001 
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T2* Method 5.252x10-5 1 7.757 0.008 

Tissue 5.320x10-4 1 78.532 <0.001 

QSM Method 1.244x10-5 1 0.016 0.900 

Region 5.344x10-3 2 3.448 0.039 

Table 3.6: T1/T2/T2*/susceptibility measurements of N=10 healthy volunteers using Multitasking 

and the references along with ICC and CoV between different methods. 

  
Multitasking Reference ICC CoV 

T1 

(ms) 

GM 1293.7 ± 35.1 1221.8 ± 29.5 
0.950 4.77% 

WM 866.7 ± 30.8 817.0 ± 35.3 

T2 

(ms) 

GM 89.0 ± 3.2 92.6 ± 2.4 
0.781 3.94% 

WM 78.2 ± 5.0 81.8 ± 2.5 

T2* 

(ms) 

GM 53.1 ± 2.1 55.0 ± 1.8 
0.794 4.45% 

WM 45.4 ± 3.0 48.1 ± 3.2 

QSM 

(ppm) 

SN 0.108 ± 0.027 0.110 ± 0.029 

0.981 3.79% RN 0.094 ± 0.034 0.093 ± 0.034 

GP 0.115 ± 0.019 0.117 ± 0.021 

Two slices of QSM maps were shown in Figure 3.8. Both Multitasking and reference maps 

clearly visualized the deep gray matter structure. The same structures as well as vessels could also 

be found in MinIPs of SWI and tSWI images. Multitasking qualitatively agreed with reference in 

all maps and images. Bland-Altman plot for susceptibility shown in Figure 3.7D indicated little 

bias between Multitasking and reference methods. As shown in Table 3.5, no significant difference 

was found between the two methods (P = 0.900) with two-way ANOVA. The susceptibility values 

and their distributions were summarized in Table 3.6. These measurements were consistent with 
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the reference ones (CoV < 5%, ICC > 0.95) and literature values (SN: 0.083-0.115 ppm, RN: 

0.076-0.120 ppm, GP: 0.093-0.123 ppm) (69, 87, 109-111).  

 

Figure 3.8: Representative in-vivo QSM at two slice locations using MR Multitasking (MT) and 
references (Ref) on the same healthy volunteer. Both QSM and SWI/ tSWI (MinIP) images agreed 

with the reference in terms of deep gray matter and vessel visualization. 

Quantitative maps and six contrast-weighted images of a healthy volunteer were generated 

from Multitasking and were shown in Figure 3.9. As a byproduct from Equation (3.7), static field 

inhomogeneity Δ𝐵0  and equilibrium magnetization 𝑀0  were also shown. T1-weighted image 

synthesized based on the Bloch equations were compared with the one directly taken from 

reconstructed series in Figure 3.10, which showed very similar contrast. DIR images with WM 
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and CSF enhanced separately were shown in Figure 3.11. All images and maps showed appropriate 

image contrasts. 

 

Figure 3.9: Results from a healthy volunteer including qualitative images and quantitative maps. 
The first row included quantitative maps and the second row showed all the weighted images. SWI 

and tSWI were MinIP results with an effective slab thickness of 16mm. 

 

Figure 3.10: Synthetic T1-w image and T1-w image directly taken from reconstructed image series. 
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Figure 3.11: Synthesized DIR images with GM, WM, CSF enhanced, respectively. 

3.4 Discussion 

In this work, we developed a 3D fully flow-compensated Multitasking T1/T2/T2*/QSM 

mapping technique. Validation was performed with numerical simulations, phantom, and 

volunteer studies. Quantitative in vivo measurements showed substantial agreement between 

Multitasking and the reference methods. Conventional multiparametric mapping techniques in the 

brain require separate scans, which is time consuming and can suffer from inter-scan 

misregistration and intra-scan motion. In comparison, our technique performs co-registered whole 

brain multiparametric mapping within a single 9.1-min scan and is two times as fast as the 

reference techniques (20 min) used in this study. The high-dimensional contrast encoding approach 

in Multitasking has further potential for resolving sub-voxel structure through relaxation 

correlation spectroscopy (112), which would otherwise become an ill-posed problem with 1D 

relaxation imaging methods (113-115).  

To the best of our knowledge, this is the first technique for whole brain, simultaneous mapping 

of T1, T2, T2*, and susceptibility. STAGE (15-17) achieves whole brain T1/T2*/QSM mapping at 
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the same resolution within 5 minutes, while multi-echo MP2RAGE technique performs 

T1/T2*/QSM mapping at a higher resolution (0.64 mm3) within 16 minutes (20). In a more recent 

work, the scan time of multi-echo MP2RAGE is shortened to 8.5 minutes (19). However, the 

choice of very short last TE (~9ms) negatively impacts accuracy of T2* estimation (20). 

Furthermore, none of the techniques performs T2 quantification, and thus provide incomplete 

information for brain tissue characterization, as T2-weighted and T2-FLAIR images play a critical 

role in studying white matter disease and tumor imaging (116-118). And the multitasking approach 

presented herein offers a distinct advantage. Recent fingerprinting work has achieved joint T1, T2, 

and T2* mapping, yet has limitations including 2D acquisition, long scan time (35s per slice), and 

no susceptibility information (78). 

Multitasking T1, T2, T2* and QSM maps show good consistency with the references. 

Nevertheless, small but significant biases were found in T1/T2/T2* measurements between 

Multitasking and the references. Possible reasons include: (1) IR-TSE is known to underestimate 

T1 compared to IR-SE due to slice interference (119). (2) T2 differences could be caused by the 

sensitivity of the Multitasking preparation scheme (T2-IR) to B1 inhomogeneity (120) and the 

possible overestimation of ME-SE from stimulated echo contamination (121). (3) Remaining 

phase drifting during a long scan could cause phase cancellation effects, leading to T2* 

underestimation. Further technical improvements may be able to compensate these effects. Despite 

the differences, CoVs and ICCs still indicate substantial quantitative agreement between the two 

methods and measurements from both methods were in the range of previous literature. 

Six different contrast-weighted images were generated from Multitasking quantitative maps. 

Although all images show correct contrast, it should be noted that our synthetic FLAIR image still 

requires further improvement to match the clinical standards. The challenge of synthesizing T2-
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FLAIR has also been mentioned by others (122, 123) and can be related to partial volume, flow, 

and magnetization transfer effects. Better results may be obtained with the help of deep learning 

(122). Image synthesis has also been explored by previous MR fingerprinting work and by STAGE 

(15-17, 124). Compared to previous work, Multitasking provides an alternative for certain contrast 

weighted images. In this work we demonstrate that a decent T1-weighted image can be directly 

obtained from the reconstructed image series without requiring synthesis. This may help to 

overcome the challenges related to Bloch synthesis (e.g., flow, magnetization transfer) and 

produce more ‘natural’ image contrast. 

One future direction for this work is to increase spatial resolution to 1.0 mm isotropic resolution 

while retaining a reasonable scan time. The current resolution may still cause partial volume effects 

and missing of small lesions and bleeds. Scan time also limits the choice of TE and TR. The longest 

TE adopted in the current protocol matches with previous work (15, 18), but may still need 

lengthening to improve estimation for WM and GM T2* values (20). Making this change would 

result in even longer scan time. Further technical improvement may be made by incorporating 

other prior knowledge including conjugate symmetry (125) and locally low rankness (126) for a 

shorter scan. For T2* mapping particularly, B0 inhomogeneity correction along the gradient echo 

correction may help to improve the low-rank property and further cut down scan time. Deep 

learning-based methods like super-resolution are also potential avenues to improve spatial 

resolution (127, 128). In this study, we did not investigate the robustness of our sequence to 

motion, which can be important during a long scan or for pediatric/patient population (14, 129). 

However, we note that the Multitasking framework has been demonstrated to support several 

motion-handling techniques to produce motion-robust maps, such as automatically identifying and 

removing motion-corrupted data (25, 130) or by modelling motion as a separate dimension in the 
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tensor form (60, 131, 132). Finally, clinical validations would be performed in the future to 

investigate the usefulness of the technique for diagnostic purposes. 

3.5 Conclusion 

We have developed a three-dimensional, whole brain simultaneous T1/T2/T2*/susceptibility 

mapping method in a single 9.1-min scan based on the MR Multitasking framework. The technique 

can retrospectively generate six different contrast-weighted images in addition to the four 

quantitative maps.  
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CHAPTER 4 Free-breathing, non-ECG, simultaneous myocardial T1, 

T2, T2*, and fat-fraction mapping  

4.1 Introduction 

Quantitative parametric mapping has gained increasing interest and attention in the clinical 

practice of cardiovascular magnetic resonance imaging (MRI) because of its ability to provide 

insight into causes of non-ischemic and ischemic cardiomyopathies as well as its potential promise 

to elucidate disease processes involving the myocardial microvasculature. Quantification provides 

an objective assessment of disease progress (133, 134) and is sensitive to mild or diffuse tissue 

alterations (135, 136). Parametric mapping of T1 and T2 is capable of detecting fibrosis (1, 2), 

edema (3-5), whereas T2* mapping quantifies cardiac iron concentration, which is essential for 

evaluating β-thalassemia major and sickle cell anemia (6, 137, 138). Myocardial fat content is 

associated with heart failure (139) and is of high prevalence in chronic myocardial infarction (140) 

and nonischemic cardiomyopathies (10) such as arrhythmogenic right ventricular dysplasia. 

Several mapping techniques have previously been used for myocardial characterization, 

including T1 mapping using Modified Look-Locker inversion recovery (MOLLI) (141) or 

saturation recovery single-shot acquisition (SASHA) (142), T2 mapping with T2-prepared 

balanced SSFP (143), and T2* mapping with multi-echo gradient recalled echo (GRE) (6). 

However, these methods must be used with breath-holding and electrocardiogram (ECG) 

triggering to minimize respiratory and cardiac motion effects. Furthermore, separate acquisitions 

are needed for mapping separate parameters, resulting in potential misaligned maps and variable 

breath-holding quality.  
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Free-breathing techniques for cardiac parametric mapping have been developed using 

respiratory gating (22, 23, 144), bellows (145) or respiratory self-navigation signals (146, 147). 

However, respiratory gating is inefficient and can lead to long and unpredictable scan time, as data 

is only acquired in short windows dependent on individual subject motion. Bellows only provide 

a relative measure of respiratory motion rather than an absolute measure of diaphragmatic motion, 

which can lead to errors in respiratory motion identification (148). Respiratory self-navigation can 

address some of these issues but does not reach 100% acquisition efficiency unless it is also paired 

with cardiac self-navigation. The above mapping techniques all rely on less-efficient ECG gating, 

which is prone to errors at high field strengths (57) and for patients with arrhythmia (149). 

Free-breathing, non-ECG cardiac T1 and T2 mapping has been achieved using the MR 

Multitasking framework (24, 150), which models the underlying image as a low-rank tensor and 

acquires training data to identify and resolve cardiac and respiratory motion. However, this 

framework has yet to include T2* and fat fraction (FF) mapping in the heart. Multi-echo extensions 

of Multitasking for T1, T2, and T2* mapping in the brain (151) and T1, R2*, and FF mapping in the 

liver (152) have been described. However, adding multiple echoes after every excitation pulse 

comes at the price of prolonged scan time and reduced temporal resolution, limiting the direct 

translation of these multi-echo extensions to cardiac imaging.  

To address several limitations of prior techniques and to tailor the multitasking framework for 

multiparametric myocardial mapping, we developed a new technique based on MR Multitasking 

for the joint mapping of myocardial T1, T2, T2*, and FF from a free-breathing, non-ECG triggered, 

2D single slice acquisition. This technique includes (1) hybrid T2prep/IR (T2IR) preparations and 

multi-echo readouts to sample T1, T2, and T2* relaxations; (2) a variable TR (VTR) scheme 

alternating between single-echo and multi-echo readouts, for improved temporal resolution and 



50 

 

shorter scan time; (3) low-rank tensor (LRT) modeling to reconstruct the underlying images; and 

(4) a chemical-shift based method (153) for water and fat separation. The performance of the 

proposed technique was evaluated on phantom, healthy volunteers, symptomatic patients suffering 

from post-acute sequela of COVID (PASC), and ischemic heart disease (IHD) patients with 

ferumoxytol enhancement.  

4.2 Methods 

4.2.1 Imaging framework 

4.2.1.1 Sequence diagram 

The sequence diagram used in this work is shown in Figure 4.1A. The acquisition cycles 

through hybrid T2IR modules with five different preparation durations ( 𝜏 , with 𝜏 = 0 

corresponding to a standard IR pulse), with FLASH excitations for data readout filling the entire 

recovery period between preparation pulses. Two interleaved datasets are collected during the 

continuous acquisition: the training data (𝐝tr) are frequently collected at k-space center (0° radial 

spoke) to provide temporal information; the imaging data (𝐝img) are collected with golden-angle 

radial trajectory to provide spatial information. In previous MR Multitasking work for T2* 

mapping (151, 152), multi-echo readouts were used for both training and imaging data (Figure 

4.1B), which limited the temporal resolution and imaging efficiency. To achieve a higher temporal 

resolution to characterize cardiac motion, instead of using constant 𝑇𝑅 (CTR) for both datasets, a 

variable 𝑇𝑅 (VTR) scheme was developed in this work, where the training data are collected using 

a single-echo, short 𝑇𝑅 readout and imaging data are collected using a multi-echo, long 𝑇𝑅 readout 

(Figure 4.1C).  
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Figure 4.1: (A) Sequence diagram for the proposed multitasking T1/T2/T2*/FF mapping 

framework. Hybrid IR/T2IR preparation modules were followed by 288 FLASH readouts, which 
enable collection of k-space lines with different T1/T2/T2* contrasts. The training data was 
acquired every other readout. (B) Illustration of constant 𝑇𝑅 (CTR) readout module, which used 

multi-echo readouts for both training and imaging data. (C) Illustration of variable 𝑇𝑅  (VTR) 

readout module, which used a single-echo readout for training data and multi-echo readouts for 

imaging data.  
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Representative signal curves for CTR and VTR Multitasking for T1 = 1.2s, T2 = 0.04s and five 

different T2IR modules are exemplified and compared in Figure 4.2. 

 

Figure 4.2: Representative signal curves of CTR and VTR Multitasking (only showing the first 

echo) for T1 = 1.2s, T2 = 0.04s and five different T2IR modules. 

4.2.1.2 Low-rank tensor imaging model 

The MR Multitasking framework models the underlying image as a 7D image 

𝑥(𝐫,𝑇c ,𝑇r, 𝜏, 𝑇𝐼, 𝑇𝐸)  with two spatial dimensions indexed by 𝐫 = [𝑥, 𝑦] ,  and five temporal 

dimensions describing cardiac motion, respiratory motion, T2 preparation, T1 recovery, and 

gradient echo dynamics (T2* decay and fat–water shift), indexed by 𝑇c , 𝑇r , 𝜏 , 𝑇I , and 𝑇E , 

respectively. By taking advantage of the spatial-temporal correlations (154), the image can be 

factorized as:  

𝑥(𝐫,𝑇c ,𝑇r, 𝜏, 𝑇𝐼 , 𝑇𝐸) =∑𝑢ℓ(𝐫)𝜙ℓ(𝑇c ,𝑇r, 𝜏, 𝑇I , 𝑇E)

𝐿

ℓ=1

, (4.1) 

CTR

VTR
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𝜙ℓ(𝑇c,𝑇r, 𝜏, 𝑇I ,𝑇E) = ∑∑ ∑∑∑𝑔ℓ𝑗𝑘𝑚𝑛𝑝𝑐𝑗(𝑇c)𝑟𝑘(𝑇r)𝑣𝑚(𝜏)𝑤𝑛(𝑇I)𝑞𝑝(𝑇E)

𝑃

𝑝=1

𝑁

𝑛=1

𝑀

𝑚=1

𝐾

𝑘=1

𝐽

𝑗=1

, (4.2) 

where {𝑢ℓ(𝐫)}ℓ=1
𝐿  represent spatial coefficients and {(𝜙ℓ(𝑇𝑐 ,𝑇𝑟 , 𝜏,𝑇𝐼 , 𝑇𝐸)}ℓ=1

𝐿  represent temporal 

functions which can be further decomposed into a core tensor 𝒢  with elements 𝑔ℓ𝑗𝑘𝑚𝑛𝑝  and 

individual bases for each temporal dimension: {𝑐𝑗(𝑇𝑐)}𝑗=1
𝐽

,  {𝑟𝑘(𝑇𝑟)}𝑘=1
𝐾 , {𝑣𝑚(𝜏)}𝑚=1

𝑀 , 

{𝑤𝑛(𝑇I)}𝑛=1
𝑁 , and {𝑞𝑝(𝑇E)}𝑝=1

𝑃
 (155). The combination of Equations (4.1) and (4.2) suggests that 

a discretized image tensor 𝒳  with elements 𝑥𝑖𝑗𝑘𝑚𝑛𝑝 = 𝑥(𝐫𝑖 ,𝑇c,j, 𝑇r,𝑘 , 𝜏𝑚, 𝑇I,𝑛, 𝑇E,𝑝)  can be 

decomposed in Tucker form (62, 63) as follows:  

𝒳 = 𝒢 ×1 𝐔 ×2 𝐂 ×3 𝐑 ×4 𝐕 ×5 𝐖×6 𝐐, (4.3) 

where the columns of 𝐔, 𝐂, 𝐑, 𝐕, 𝐖, and 𝐐 contain the basis functions for each corresponding 

dimension. 

In MR Multitasking, the core tensor and temporal bases are often extracted from the training 

data, as will be described in the next section. However, because our VTR scheme collects only a 

single-echo readout for training data, multi-echo temporal information to determine 𝐐 and the 6th 

dimension of 𝒢 will not be available. Therefore, we instead individually decompose each tensor 

𝒳𝑝, the subset of the image tensor 𝒳 at the 𝑝th echo: 

𝒳𝑝 = 𝒢̃ ×1 𝐔𝑝 ×2 𝐂 ×3 𝐑×4 𝐕 ×5𝐖, (4.4) 

where 𝒢̃  is an updated core tensor without a gradient-echo dimension, and 𝐔𝑝  are the spatial 

coefficients for the 𝑝th echo. All echoes share the motion bases and T1 and T2 relaxation bases, as 

changes in motion and T1/T2 relaxation are negligible on the time scale between echoes. 
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4.2.1.3 Image reconstruction 

This work adopts a similar strategy for MR Multitasking image reconstruction to previously 

published methods (24, 150, 156, 157). Briefly, this reconstruction workflow (1) predetermines 

the T1 and T2 temporal basis functions in 𝐕  and 𝐖  from a dictionary of signal curves, (2) 

reconstructs “real-time” images and perform motion binning, (3) recovers the missing elements in 

the training dataset, (4) estimates the cardiac basis functions in 𝐂, respiratory basis functions in 𝐑, 

and core tensor 𝒢̃ from training data, and (5) solves spatial coefficients 𝐔𝑝 for each echo from 

imaging data. 

A dictionary of feasible T2IR GRE signal curves is generated using the sequence parameters 

and a range of T1/T2 and B1 inhomogeneity values based on the Bloch equations (24, 150, 157). 

The dictionary consists of 21 T1 values logarithmically spaced from 100 ms to 3000 ms, 21 T2 

values logarithmically spaced from 10 ms to 3000 ms, 10 flip angles equally spaced between 0.5° 

to 5°, and 6 inversion efficiency factors equally spaced between -1 (perfect inversion) and -0.5. 

The T1 basis functions in 𝐖 and T2 basis functions in 𝐕 are obtained from the high-order SVD 

(HOSVD) (84) of the dictionary. 

The second reconstruction step is to generate ungated images with an explicit low-rank matrix 

imaging strategy. The ‘real-time’ (ungated) temporal basis functions are estimated from singular 

value decomposition (SVD) of the training data. It has only one d imension representing the elapsed 

acquisition time and is similar to 𝜙ℓ in Equation (4.1). The spatial coefficients can therefore be 

estimated through a least-squares fitting to the imaging data.  

A modified k-means clustering algorithm as previously described (24) is used to automatically 

place the corresponding images into 6 respiratory bins and 20 cardiac bins. To address the changing 

contrast weightings after the preparation pulses, the centroids solved in each iteration at different 
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contrast combinations are constrained by the pre-determined T1/T2 bases 𝐕 and 𝐖. Respiratory 

motion is identified first, and the respiratory bins assigned at each iteration are low-pass filtered 

with 50 Hz cutoff frequency. Then cardiac motion is binned with the same algorithm, expect that 

the cardiac bins are band-pass filtered with range of 50 – 130 Hz (a range for possible heart rates). 

The training tensor 𝒟tr, as expressed in (𝐤, 𝑇c,𝑇r, 𝜏, 𝑇I)-space, can still be undersampled as 

training data acquisition cannot typically cover every combination of cardiac phase, respiratory 

phase, T2-IR prep duration, and inversion time. We apply a small-scale low-rank tensor completion 

algorithm by solving the optimization problem below: 

𝒟̂tr = arg min
𝒟tr,    s.t.

𝐃tr,(4)∈ range(𝐕),

𝐃tr,(5)∈ range (𝐖)

‖𝐝tr − Ωtr(𝒟tr)‖2
2+ 𝜆∑‖𝐃tr,(𝑖)‖∗

3

𝑖=1

+ 𝑅t(𝒟tr), 
(4.5) 

where 𝐝tr is the collected training data, Ωtr(⋅) is the sampling operator for the training dataset, 

𝐃tr,(𝑖) is the mode-𝑖 unfolding of the complete training tensor, ‖∙‖∗ denotes the matrix nuclear 

norm, and 𝑅t(⋅) is a temporal regularizer, which in this work is chosen as temporal total variation 

(TV) along the respiratory and cardiac dimensions. Once the training tensor is completed, the 

cardiac basis functions in 𝐂, respiratory basis functions in 𝐑, and core tensor 𝒢̃ can be extracted 

from the HOSVD of 𝒟tr. 

Finally, we solve the spatial coefficients 𝐔 echo-by-echo: 

𝐔̂𝑝 = argmin
𝐔𝑝
‖𝐝img,𝑝 − Ω(𝛷 ×1 𝐅𝐒𝐔𝑝)‖2

2
+ 𝜆𝑅s(𝐔𝑝), (4.6) 

for known temporal factor tensor 𝛷 = 𝒢̃ ×2 𝐂 ×3 𝐑×4 𝐕 ×5𝐖, where 𝐝img,𝑝 is the imaging data 

at the 𝑝th echo, and 𝑅s(⋅) is a wavelet sparsity regularizer. The reconstructed image tensor for the 

𝑝th echo is then given by the product 𝒳𝑝 = 𝛷×1 𝐔̂𝑝.  

A flow chart for image reconstruction can be found in Figure 4.3. 
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Figure 4.3: Flow chart for image reconstruction. 

4.2.1.4 Parameter quantification 

All quantification processes are performed at the end-expiration and end-diastolic phases of 

the reconstructed images.  

The signal equation was derived based on the sequence structure and Bloch equations, as 

detailed in Supporting information of the publication (158). T1 and T2 values are fitted voxel-by-

voxel from the signal equation, using the lsqnonlin solver in MATLAB R2016b.  

T2* mapping and water-fat separation are performed jointly using the reconstructed multi-echo 

images of the last inversion time with the longest T2IR preparation duration, which are closest to 

the GRE steady state. Specifically, the following equation is solved for each multi-echo 

image 𝑦(𝐫,𝑇E): 

𝑦(𝐫,𝑇E) = (𝒲(𝐫)+∑ 𝐶𝑙ℱ(𝐫)𝑒
𝑖2𝜋𝑓𝑙𝑇E

𝑙

) 𝑒𝑖𝑓𝐵0𝑇E−𝑇E /𝑇2
∗
, (4.7) 

using a graph-cut algorithm (153), where 𝒲(𝐫) and ℱ(𝐫) are the water and fat components, 𝐶𝑙 

and 𝑓𝑙 are the weightings and the resonance frequency offsets of the 𝑙th fat peak, 𝑓𝐵0  (in Hz) is the 

local frequency shift due to static field inhomogeneity. A multi-peak fat spectrum is employed 

here according to previous work (159). Finally, FF in each voxel is calculated as (160): 
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𝐹𝐹(𝐫) =

{
 
 

 
 |ℱ(𝐫)|

|ℱ(𝐫) +𝒲(𝐫)|
,      if ℱ(𝐫) > 𝒲(𝐫)

1 −
|𝒲(𝐫)|

|ℱ(𝐫)+ 𝒲(𝐫)|
,   otherwise

. (4.8) 

4.2.2 Data acquisition 

4.2.2.1 VTR Multitasking imaging parameters 

VTR Multitasking acquisition cycled through hybrid T2IR modules with preparation times 𝜏 = 

0, 30, 40, 50, 60 ms. Eleven echo times at 𝑇𝐸 = 1.6 – 14.6 ms were collected for imaging data and 

a single echo at 𝑇𝐸 = 1.6 ms was collected for training data. The scan time for VTR Multitasking 

was 2.5 min/slice. Scan parameters were: field of view (FOV) = 270 × 270 mm2, in-plane 

resolution = 1.7 x 1.7 mm2, slice thickness = 8.0 mm. More details of the imaging protocol are 

available in Table 4.1.  

Table 4.1: VTR Multitasking T1/T2/T2*/FF mapping protocol. Recovery period refers to the 

spacing between preparation pulses. BW: bandwidth. 

FOV (mm) 270 Phase FOV 100% 

Scanning matrix 160 x 160 Slice thickness (mm) 8.0 

Resolution (mm2) 1.7 x 1.7  Number of readout 

modules per shot 

288 

Recovery period (ms) 2900 Echo time (ms) 1.6 – 14.6 (11 

echoes) 

Imaging data 𝑻𝑹  (ms) 16.6 Training data 𝑻𝑹  (ms) 3.6 

T2IR prep duration (ms) 0, 30, 40, 50, 60 Pixel BW (Hz/pixel) 1008 

F     ng e (⁰) 5 Scan time per slice 

(min:sec) 

2:31 
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Acquisition 2D single slice Sampling trajectory Golden Angle 

Radial 

Reconstruction time (h) 3.5 
  

4.2.2.2 Phantom study 

An ISMRM/NIST phantom (model 130, High Prevision Devices, Boulder, Colorado USA) 

was scanned for validation of T1 and T2. A Calimetrix phantom (Calimetrix, Madison, WI) was 

scanned for validating T2*. To validate FF, a separate phantom was constructed with ten vials with 

target fat concentrations 0%, 1%, 3%, 5%, 7%, 9%, 10%, 15%, 20%, 30%, surrounded by de-

ionized water. 

Inversion-recovery spin echo (IR-SE) and T2-weighted spin echo (T2-SE) were acquired as 

references for T1 and T2, respectively. For the T2* reference, single-echo GRE images were 

acquired for ten different echo times between 1 ms and 25 ms. A product q-DIXON sequence with 

6 bipolar readouts was used as a reference for FF. Imaging parameters for all reference sequences 

are summarized in Table 4.2. 

The above phantoms were put onto a linear motion stage (SHELLEY, Toronto, Ontario 

CANADA) to test the performance of the proposed VTR Multitasking technique to translational 

motion (period = 3.5 s, similar to respiratory motion). CTR Multitasking was also scanned for 

comparison. The phantom and the motion stage were placed as illustrated in Figure 4.4 to generate 

both in-plane and through-plane motion. 

Table 4.2: List of sequence parameters for phantom study. 

 
VTR 

Multitasking 

CTR 

Multitasking 
IR-SE T2-SE 

Multiple 

GRE 
Q-dixon 

Purpose T1/T2/T2*/FF T1 T2 T2* FF 

FOV (mm) 270 x 270 

Matrix size 160 x 160 192 x 192 160 x 160 
128 x 
128 
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In-plane 
resolution 

(mm) 
1.7 x 1.7 1.4 x 1.4 1.7 x 1.7 2.1 x 2.1 

Inversion 

time (ms) 

3.6, 20.2, 
23.8, 40.4, 

44.0, …, 
2892.2, 
2908.8 

16.6, 33.2, 
49.8, 66.4, 

 3.0, …, 
2905.0, 
2921.6 

50, 210, 
350, 500, 

1000, 

1500, 
2400, 

3000 

/ / / 

TE (ms) 
1.6, 2.9, 4.2, 5.5, 6.8, 8.1, 

9.5, 10.7, 12.0, 13.3, 14.6 
8 

15, 25, 
45, 70, 

100, 140, 
180 

1.6, 2.6, 
3.6, 5.6, 

7.6, 10.6, 

13.6, 16.6, 
20.6, 25.0 

1.1, 2.5, 
3.7, 4.9, 

6.2, 7.4 

TR (ms) 

3.6 (Training 

data) 
16.6 (Imaging 

data) 

16.6 5000 9 

Flip angle 
(°) 

5 90 90 20 4 

Scan time 2.5 min 1.88 h 1.88 h 2.24 h 13 s 
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Figure 4.4: Illustration of motion stage and phantom setup. The phantom was titled towards the 

vertical line so that the moving direction of the stage would not be parallel to the imaging plane 

and spheres will experience both in-plane and through-plane motion. 

4.2.2.3 In-vivo study 

The in vivo study was approved by the institutional review board at Cedars-Sinai Medical 

Center and at VA Greater Los Angeles Healthcare System. Written informed consent from all 

subjects was obtained before the study. 𝑁 = 12 healthy volunteers (age: 38.2 ± 13.1, 4 male) were 

recruited and scanned on a 3T scanner (MAGNETOM Vida, Siemens Healthineers, Erlangen, 

Germany) with a standard 18-channel body coil and an integrated spine matrix coil.  VTR 

Multitasking acquisition was performed in short-axis views (basal, mid-ventricular, and apical 

slices). Reference protocols were scanned in the same imaging slices with an end -expiration 
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breath-hold, and triggered to the end-diastolic cardiac phase. Reference sequences included 

MOLLI for T1 mapping and T2-prep GRE for T2 mapping. ME-GRE with 20° flip angle and 8 

echo times ranging from 1.6 – 16.3 ms was used as the T2* reference (144, 161). A prototype 6-

point Dixon GRE sequence with 5° flip angle (21, 162-164) was used as the FF reference. Detailed 

parameters are listed in Table 4.3. Both VTR Multitasking and references were repeated once more 

at the mid-ventricular slice to test scan-rescan repeatability. Parametric maps were also acquired 

using CTR Multitasking (with identical scan time and parameters as VTR, except that 𝑇𝐸 = 1.6 – 

14.6 ms was used for both imaging and training data) at the mid-ventricular slice for comparison 

against VTR Multitasking.  

To further validate the proposed technique on abnormal T2* values, the VTR Multitasking and 

reference T2* mapping sequences were incorporated as part of the clinical protocol with 

ferumoxytol (Feraheme, Covis Pharma, Cary, NC, USA) enhancement, which mimicked increased 

myocardial iron content. 3 patients (age: 70.7 ± 15.5, 2 male) with known ischemic heart diseases 

were scanned on a 3T scanner (MAGNETOM Skyra, Siemens Healthineers, Erlangen, Germany) 

with a standard 18-channel body coil and an integrated spine matrix coil. The images were acquired 

in the mid-ventricular slice at baseline, and following a 12-min intravenous infusion of 

ferumoxytol (4.0 mg/kg). MOLLI images were acquired as the conventional reference for T1 

mapping.  

The proposed technique was also scanned within a protocol for PASC patients (N=13, age: 

52.1 ± 14.5, 7 male) on a 3T scanner (MAGNETOM Vida, Siemens Healthineers, Erlangen, 

Germany) with a standard 18-channel body coil and an integrated spine matrix coil. The images 

were acquired in the mid-ventricular slice. MOLLI and T2-prep GRE were used as T1 and T2 

mapping references, respectively.  
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Table 4.3: List of sequence parameters for in-vivo study. Phase oversampling will be used for 
reference sequences to avoid wrapping when necessary. Nominal scan time of reference sequences 

is calculated for heart rate of 60 bpm. Here the temporal resolution for Multitasking is defined as 

the period between training data acquisitions. 

 
VTR 

Multitasking 
CTR 

Multitasking 
MOLLI 

5(3)3 
T2 prep-
FLASH 

Multi-echo 
GRE 

6-point 
Dixon 
GRE 

Purpose T1/T2/T2*/FF T1 T2 T2* FF 

FOV 
(mm) 

270 x 270 

Matrix 
size 

160 x 160 

In-plane 

resolution 
(mm) 

1.7 x 1.7 

Slice 

thickness 
(mm) 

8 

Partial 

Fourier 
/ 6/8 

GRAPPA / R = 2 

Inversion 
time (ms) 

3.6, 20.2, 
23.8, 40.4, 

44.0, …, 
2892.2, 

2908.8 

16.6, 33.2, 
49.8, 66.4, 
 3.0, …, 

2905.0, 
2921.6 

100, 180, 
947, 
1045, 

1807, 
1892, 

2695, 
3615 

/ / / 

TE (ms) 
1.6, 2.9, 4.2, 5.5, 6.8, 8.1, 
9.5, 10.7, 12.0, 13.3, 14.6 

1.04 1.29 

1.6, 3.7, 

5.8, 7.9, 
10.0, 12.1, 
14.2, 16.3 

1.6, 2.8, 

4.1, 5.4, 
6.6, 7.9 

Readout 

mode 
bipolar / / monopolar bipolar 

TR (ms) 

3.6 (Training 
data) 

16.6 (Imaging 
data) 

16.6 2.51 3.09 18.2 9.8 

Temporal 

resolution 
(ms) 

20.2 33.2 283.8 254.2 109.1 129.5 

Flip angle 
(°) 

5 35 12 20 5 

Scan time 2.5 min 11 s 9 s 10 s 10 s 
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The reference T1, T2, and T2* maps were automatically generated by the scanner. The reference 

FF maps were computed from complex images as described in Methods Section 4.2.1.4. 

4.2.3 Analysis 

All reconstructions were performed using MATLAB 2016b (MathWorks, Natick, 

Massachusetts) on a Linux workstation with a 3.08-GHz dual 16-core Intel Xeon processor and 

256 GB RAM, which took about 3.5 hours for each slice. The rank for the T1 dimension was 

chosen as 5 from the -40 dB threshold on the normalized singular value curves of the simulated 

dictionary. The ranks for T2, respiratory motion, and cardiac motion dimensions were not 

truncated, as the nuclear norm term in Equation (5) for training tensor completion already 

performed a soft constraint on the tensor ranks of those dimensions. Finally, the rank for spatial 

dimension was empirically set to 48.  

For phantom study, T1/T2/T2*/FF measurements were calculated for each vial. Linear 

regression was performed for the relevant range (T1: 0-2000 ms, T2, T2*: 0-100 ms, FF: 0 – 100%) 

and intraclass correlation coefficients (ICCs) were calculated from a two-way mixed model and 

95% confidence using IBM SPSS Statistics (Armonk, New York) to evaluate the agreement 

between VTR Multitasking and the references.  

A correlation analysis was performed between VTR Multitasking measurements of the motion 

phantom and the static reference values, between moving and static VTR Multitasking 

measurements, and between moving CTR and VTR Multitasking measurements. ICCs were 

calculated to assess agreement. SNR in each vial (defined as mean value over standard deviation) 

was calculated and compared between VTR and CTR measurements with Wilcoxon signed rank 

test. 
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The in vivo mid-ventricular maps of healthy subjects from different methods (references, VTR 

Multitasking, and CTR Multitasking) were blinded and pooled and assessed by an imaging 

cardiologist (A.C.K.). The T1 and T2 maps were scored based on a 4-point grading system (21): 1, 

uninterpretable; 2, poor (blurring and residual artifacts); 3, acceptable (mildly blurring and mild 

residual artifacts); 4 excellent (sharp myocardium wall and no artifact). The T2* maps were scored 

based on a 5-point grading system (165): 0, unusable; 1, poor (heart just visible); 2, average (with 

severe septal artifact) 3, good (with moderate septal artifact); 4, very good (with mild septal 

artifact); 5, excellent (with negligible septal artifact). FF maps were not scored due to a lack of 

expertise (FF quantification is not clinically performed yet). The scores from the proposed VTR 

Multitasking were compared to those from reference and CTR Multitasking method using 

Wilcoxon signed-rank test. 

The in vivo reference and VTR Multitasking maps were segmented in CVI 42 (Circle 

Cardiovascular imaging, Calgary, Alberta, Canada) using the AHA 16-segment model (166). 

Specifically, the epi- and endo-cardial contours were drawn on VTR Multitasking T1 maps and 

were copied to other VTR Multitasking maps, which are co-registered. For reference T1 and T2 

maps, the contours were drawn separately on the maps. For reference T2* and FF maps, the ROIs 

were traced separately on the raw images (6) and were copied to the maps. Finally, automatic 

segmentation was performed by the software using the contours. 

The T1, T2, T2*, and FF values in different myocardial segments were used for comparison 

between VTR Multitasking and references. Myocardial homogeneity in healthy subjects was 

assessed using the root-mean square (RMS) inter-segment standard deviation (ISSD), which was 

calculated as the standard deviation of the 16 segmental values for each subject, aggregated across 

subjects using RMS. Repeatability in healthy subjects was assessed using the RMS within-segment 
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standard deviation (WSSD), which was calculated as the standard deviation of the 2 test–retest 

values for each segment and aggregated across segments and subjects using RMS, and coefficient 

of variation (CoV), which was calculated by normalizing the RMS-WSSD with the mean value of 

the 6 mid-ventricular segments. Three-way ANOVA tests (with methods, subject groups, pre- or 

post-contrast as independent variables) were performed on the mean T1/T2* measurements in each 

subject to test for statistically significant differences (P<0.05) between different methods. A two-

way ANOVA test (with methods, subject groups as independent variables) was performed on the 

mean T2 measurement in each subject to test for statistically significant differences (P<0.05) 

between different methods. A two-tailed student t-test was used for comparing mean FF 

measurements between different methods (with P<0.05 as significant), as these reference 

measurements were not available in patient groups. The agreement between different methods (in 

healthy subjects and in patients) and between repeated measurements (in healthy subjects) were 

assessed using Bland-Altman analysis. 

4.3 Results 

4.3.1 Phantom study 

Phantom results shown in Figure 4.5A demonstrated good quality of VTR Multitasking maps 

both with and without motion. Substantial correlation (R = 0.998, 0.999, 0.979, and 0.995 for 

T1/T2/T2*/FF, respectively) and agreement (ICC = 0.990, 0.959, 0.978, and 0.991 for 

T1/T2/T2*/FF, respectively) were found between VTR Multitasking and reference measurements 

(Figure 4.5B). With motion, VTR Multitasking measurements still showed good correlation (R = 

0.999, 0.999, 0.986, and 0.995 for T1/T2/T2*/FF, respectively) and agreed (ICC = 0.988, 0.934, 

0.981, and 0.993 for T1/T2/T2*/FF, respectively) with the reference measurements (Figure 4.5C). 

Figure 4.6 plots VTR Multitasking measurements with motion against those without motion. The 
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fitted slopes through regression analysis were 0.984, 0.980, 0.948, and 0.948 for T1/T2/T2*/FF, 

respectively. The correlation coefficients (R > 0.95) and ICCs (ICC > 0.96) indicated agreement. 

 

Figure 4.5: (A) Reference maps (1st row), VTR Multitasking maps collected without motion (2nd 
row), and VTR Multitasking maps collected with motion (3rd row) for NIST, Calimetrix, and FF 

phantoms. (B) The correlation plot between VTR Multitasking measurements (collected without 
motion) and reference measurements, with correlation coefficients and ICCs labeled (R > 0.97, 

ICC > 0.95). (C) The correlation plot between VTR Multitasking measurements (collected with 
motion) and reference measurements, with correlation coefficients and ICCs labeled (R > 0.98, 

ICC > 0.93). 

 

Figure 4.6: The correlation plot between Multitasking measurements with and without motion, 

with correlation coefficients and ICCs labeled (R > 0.95, ICC > 0.96). 
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Figure 4.7: Comparison of VTR and CTR Multitasking measurements in motion phantoms. 

Differences with statistical significance (P<0.05) are identified by *. 
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The comparison between VTR and CTR Multitasking on motion phantoms is shown in Figure 

4.7. The maps resembled each other, and the fitted slopes were 0.965, 0.926, 0.959, and 0.961 for 

T1/T2/T2*/FF, respectively. Their measurements were consistent, as indicated by R and ICC (R > 

0.97, ICC > 0.97). The SNR comparison in each vial demonstrated significantly better T1 precision 

with the VTR approach (P =0.002). No significant difference was found for other parameters (P = 

0.063, 0.359, and 0.106 for /T2/T2*/FF, respectively).    

 

Figure 4.8: Comparison of T1, T2, T2*, and FF maps between VTR Multitasking and CTR 
Multitasking method on three representative healthy subjects. The image quality scores from the 

cardiologist were labelled at the bottom-right corner of corresponding maps. 

 

Figure 4.9: Evaluation of T1, T2, T2* map quality from reference, CTR, and VTR Multitasking 

techniques. Differences with statistical significance (P<0.05) are identified by *. 
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4.3.2 In-vivo study 

Figure 4.8 compares VTR and CTR Multitasking maps of 3 healthy subjects. Improved SNR 

and image quality are apparent on the VTR T1 and T2 maps. The white arrow on the CTR T1 map 

indicates myocardial artifacts produced by CTR Multitasking. T2* and FF maps from both methods 

appeared similar. The image quality scores for VTR and CTR Multitasking are shown in Figure 

4.9, which indicated significantly higher scores for VTR T1 maps (VTR median score: 3, CTR 

median score: 2, P =0.008). No significant differences were found in scores of T2 (both with 

median score: 3, P = 0.766) and T2* maps (VTR median score: 4, CTR median score: 3, P = 0.371).  

 

Figure 4.10: T1, T2, T2*, and FF maps from VTR Multitasking and references on a representative 

healthy subject. The image quality scores for the mid-ventricular slice were: reference T1 - 4 
(excellent); reference T2 - 3 (acceptable); reference T2* - 3 (good); VTR Multitasking T1 - 3 

(acceptable); VTR Multitasking T2 - 3 (acceptable); VTR Multitasking T2* - 3 (good). 

Mapping results from a representative healthy subject are shown in Figure 4.10 for VTR 

Multitasking and references. VTR Multitasking produced co-registered maps that resembled 

reference maps. The image quality scores in Figure 4.9 indicated significantly lower T1 scores of 

VTR Multitasking compared to those of MOLLI (VTR median score: 3, MOLLI median score: 4, 
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P = 0.008). No significant differences were found for T2 (both with median score: 3, P = 1.000) 

and T2* maps (VTR median score: 4, reference median score: 3, P = 0.125). AHA 16-segment 

bullseye plots in Figure 4.11 show the mean quantitative measures across all 12 healthy subjects 

for T1, T2, T2*, and FF. Both methods demonstrated little spatial variability in T1 (RMS-ISSD < 

80ms) and T2 maps (RMS-ISSD < 4 ms). Higher spatial variability relative to the mean was found 

on T2* maps of both methods, both of which measured lower T2* values in the infero-lateral 

segment. VTR Multitasking FF maps showed better spatial homogeneity than reference maps 

(2.7% vs. 5.2%) and both methods indicated little-to-no myocardial fat in healthy subjects. 

 

Figure 4.11: Bullseye plot of average T1, T2, T2*, and FF measurements in healthy subjects (N=12) 
acquired with VTR Multitasking and references, with RMS-ISSD labelled to indicate the spatial 

variability. 
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Figure 4.12: VTR Multitasking maps and available reference maps on two PASC patients (A) and 

an IHD patient pre- and post-ferumoxytol administration (B). 

VTR Multitasking maps and available reference maps for two PASC patients are shown in 

Figure 4.12A. The quantitative maps pre- and post-ferumoxytol enhancement for an IHD patient 

are shown in Figure 4.12B. Both Multitasking and reference T2* map showed reduced T2* after 

ferumoxytol administration.  

T1, T2, T2*, and FF measurements from VTR Multitasking and available references are shown 

in Table 4.4 for all subjects. Statistical analysis indicated small but significant differences between 

VTR Multitasking and references for T1 (P < 0.001, three-way ANOVA) and T2 (P<0.001, two-

way ANOVA). No significant differences were found between VTR Multitasking and references 

for T2* (P=0.820, 3-way ANOVA) and FF measurements (P=0.307, t-test). Bland-Altman analyses 

in the global myocardium and in all segments are shown in Figure 4.13, with the following limits 

of agreement and CoV: global T1: ±93 ms (4.0%); global T2: ±10 ms (6.8%), global T2*: ±4 ms 
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(6.7%), global FF: ±7% (>100%); segment-wise T1: ±176 ms (6.2%), segment-wise T2: ±9 ms 

(10.0%), segment-wise T2*: ±11 ms (19.6%), segment-wise FF: ±12% (>100%). 

Table 4.4: VTR Multitasking and reference measurements for all subjects. 
  

Reference VTR Multitasking 

Healthy volunteers (N=12) T1 (ms) 1207.8 ± 41.8 1266.8 ± 65.8 

T2 (ms) 40.5 ± 1.4 37.4 ± 2.3 

T2* (ms) 21.9 ± 2.9 23.2 ± 2.2 

FF (%) 2.7 ± 3.5 1.6 ± 1.0 

PASC patients (N=13) T1 (ms) 1251.9 ± 26.9 1315.0 ± 71.0 

T2 (ms) 41.0 ± 2.7 36.8 ± 3.5 

IHD patients (pre-contrast, N=3) T1 (ms) 1266.6 ± 10.6  1316.1 ± 8.3 

T2* (ms) 20.5 ± 4.7 22.1 ± 3.8 

IHD patients (post-contrast, N=3) T1 (ms) 752.5 ± 71.2 866.0 ± 39.8 

T2* (ms) 8.2 ± 1.1 6.8 ± 0.3 

 

Figure 4.13: Bland-Altman plots comparing T1, T2, T2*, and FF measurements from references 
and Multitasking techniques in global myocardium (A) and in all myocardial segments (B) of the 

healthy subjects. The dotted lines indicate the 95% limits of agreement, and the solid lines indicate 

mean bias. CoV: coefficient of variation. 
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Figure 4.14: Bland-Altman plots comparing T1, T2, T2* measurements from references and 
Multitasking techniques in global myocardium (A) and in mid-ventricular myocardial segments 

(B) of the patients. The dotted lines indicate the 95% limits of agreement, and the solid lines 

indicate mean bias. CoV: coefficient of variation. 

The agreement between Multitasking and reference measurements were also analyzed for the 

patient cohort using Bland-Altman plots, as shown in Figure 4.14 for the global myocardium and 

all mid-ventricular segments. The following limits of agreement and coefficients of variation were 

found: global T1: ±124 ms (6.1%); global T2: ±5 ms ( . %), and global T2*: ±4 ms (11.2%); 

segmental T1: ±1   ms (7.7%), segmental T2: ±  ms (11.4%), and segmental T2*: ±  ms (20.3%). 

Compared to the results on healthy volunteers, the limits of agreement in patients were larger.  

Figure 4.15 shows repeatability measurements from VTR Multitasking and references in 

healthy subjects for the mid-ventricular slice. Figure 4.16 shows Bland-Altman plots of VTR 

Multitasking repeated measurements in the global region and in the 6 mid-ventricular segments of 

the healthy subjects. The limits of agreement between first and second VTR Multitasking scan 

were: global T1: ±76 ms, global T2: ±3 ms, global T2*: ±7 ms, global FF: ±1%; segment-wise T1: 

±181 ms, segment-wise T2: ±7 ms, segment-wise T2*: ±9 ms, segment-wise FF: ±3%). Both VTR 
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Multitasking and references demonstrated good repeatability, as indicated by RMS-WSSD (T1: < 

65 ms, T2: < 3 ms, T2*: < 4 ms, FF: < 2 %) and CoV (T1: < 6%, T2: < 7%, T2*: < 15%, FF: < 77%). 

 

Figure 4.15: Reference (A) and Multitasking (B) measurement repeatability. Both methods 

demonstrated good repeatability, as indicated by RMS-WSSD and CoV. 
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Figure 4.16: Bland-Altman plots comparing T1, T2, T2*, and FF measurements from 1st and 2nd 
Multitasking scan in global myocardium (A) and in all 6 mid-ventricular segments (B) of N=12 

healthy volunteers. The dotted lines indicate the 95% limits of agreement, and the solid lines 

indicate mean bias. 

4.4 Discussion 

Conventional single parametric cardiac mapping requires multiple breath-hold scans (141-

143), leading to long scan times, potential image misregistration, and patient fatigue. Advanced 

techniques including 2D T1/T2/FF mapping (21) and T1/T2/T2*/FF mapping (167) with a single 

breath-hold and free-breathing multi-parametric mapping techniques such as 3D T1/T2 mapping 

(146) and 2D T1/T2/T2* mapping (144) have been developed. However, ECG signal is still required 

to deal with cardiac motion, which is prone to noise and errors particularly at high field strengths 

(57) and may fail in arrhythmia patients. In fact, a previous study (168) at 3T showed that ECG 

triggering failed for up to 35% of patients with regular sinus rhythm. In this work, a free-breathing, 

non-ECG technique was developed for simultaneous and co-registered myocardial T1, T2, T2*, and 

FF quantification based on the MR Multitasking framework. The technique was validated on static 
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and motion phantoms, healthy volunteers, and patients, and the results indicated that the technique 

could provide repeatable measurements that agreed with the references. 

CTR Multitasking using multi-echo readouts and a constant 𝑇𝑅 for both training and imaging 

data has been recently presented for T2* mapping in the brain (151) and T2*/FF mapping in the 

liver (152). The VTR approach proposed in this work clearly outperformed the CTR approach in 

motion phantoms and in the heart, as shown in Figure 4.7 - Figure 4.9. Potential reasons include: 

(a) VTR collects more imaging data than CTR per unit scan time, resulting in improved imaging 

efficiency. (b) VTR has a higher temporal resolution (i.e., frequency of training data collection). 

With a 𝑇𝑅 of 16 ms, the temporal resolution of the CTR approach will be at least 32 ms, thus 

making it more challenging to perform cardiac motion binning. In contrast, the temporal resolution 

of VTR in this work improved to 20 ms. 

The VTR Multitasking measurements in phantoms were in good agreement with the SE and 

GRE references, yet T1 and T2 underestimation was observed. One possible cause of T1 

underestimation could be magnetization transfer effect (169). T2 underestimation could potentially 

be caused by the sensitivity of the VTR Multitasking preparation scheme (T2IR) to B1 

inhomogeneity (120). The VTR Multitasking measurements in moving phantoms showed similar 

results, which demonstrated the robustness of our technique to in-plane and through-plane motion. 

There were differences between the VTR Multitasking T2* measurements with and without motion 

(especially the penultimate vial), which could be related to B0 field changes during phantom 

movement.  

The in vivo VTR Multitasking maps showed good spatial homogeneity, especially in T1 and 

T2. Both VTR Multitasking and reference methods revealed relatively low T2* values in the infero-

lateral segment, resulting in higher relative spatial variability in T2* maps. Both techniques also 
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showed lower T2* repeatability around the lateral wall than in other segments. This may be related 

to susceptibility artifacts around tissue boundaries, leading to less reliable T2* measurement for 

both the Multitasking and reference techniques (170, 171). This has been a common issue for T2* 

mapping especially at high fields, and our technique performed similarly to the conventional ones 

in this aspect.  

In addition to the T2 differences between VTR Multitasking and references as in the phantom 

study, the statistical test also showed a small but significant difference in T1 measurements. One 

possible explanation would be T1 underestimation from MOLLI due to magnetization transfer, T2 

confounding factors, and dependence on heart rate (169). The potential mismatch between cardiac 

phases and respiratory phases during analysis may partially contribute to these differences as well. 

In Multitasking, the cardiac phase with largest blood pool was selected as diastole and the 

respiratory phase with highest liver position was selected as end-expiration. In reference scans, 

however, the acquired phase may not always be diastole due to heart rate variations and breath-

holding positions may vary based on given durations for exhalation. Despite the differences, VTR 

Multitasking measurements in healthy volunteers were still within or close to previous literature 

range at 3T (T1: 1100-1314 ms, T2: 38-46 ms, T2*: 20.5 – 24 ms, FF: 1-1.5 %) (21, 161, 165, 172-

175). The repeatability of Multitasking T1 measurements (RMS-WSSD: 65 ms) were lower than 

that of MOLLI (RMS-WSSD: 27 ms), yet the variance in T1 was still lower than the changes 

originating from various cardiovascular diseases (acute myocardial infarction:  >128 ms, chronic 

myocardial infarction: 166 ms,  hypertrophic cardiomyopathy: >125 ms, dilated cardiomyopathy: 

169 ms, acute viral myocarditis: 154 ms, amyloidosis: >126 ms) (136, 176-182), indicating that 

the proposed technique has the potential for disease detection. The relatively large CoVs in FF 
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measurement of both reference and VTR Multitasking were caused by low FF values (close to 0) 

in this cohort. 

T1 image quality scores of VTR Multitasking were lower than those of MOLLI but the median 

score was still “acceptable”. The lower image quality could potentially be explained by the 

balanced SSFP readouts used in MOLLI, which had higher SNR compared to the GRE readouts 

used in this work. The proposed VTR Multitasking technique still has unique advantages in 

resolving motion compared to MOLLI and may therefore benefit patients who cannot breath-hold 

or for whom ECG triggering fails. We also note that the proposed VTR scheme raised the median 

T1 image quality from “poor” (for the previous CTR scheme) up to “acceptable”, a critical 

improvement for clinical application. 

Preliminary evaluation of T2* mapping was performed on IHD patients after ferumoxytol 

administration, which mimicked increased myocardial iron content and resulted in short 

myocardial T2* values. The results indicated the proposed technique has the potential to detect 

diffuse T2* changes, e.g., in Thalassemia Major patients. Although T1 and/or T2 mapping were 

performed for PASC and IHD patients, the range of T1/T2/FF values in the in-vivo study is limited 

and the patient group has a relatively small size. In the future, more comprehensive patient study 

with a larger cohort and relevant disease models should be performed to evaluate the clinical 

significance of the proposed technique.  

At present, standardization of multiparametric myocardial mapping is challenging due to 

vendor differences in acquisition protocols and post-processing workflow for quantitative 

cardiovascular MRI. The setup for ECG triggering (acquisition window, trigger delay, etc.) and 

instructions for breath holding can also vary among MR technologists. In comparison, our 

proposed method can potentially reduce the vendor-dependence and operator-dependence by 
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introducing a unified protocol and reconstruction scheme, and by removing the need for ECG and 

breath holding. Future multi-center and multi-vendor studies will be needed for validation. In this 

work, the technique was implemented and tested on a 3T scanner. In principle, it can also be 

extended to lower fields (1.5 T or even lower). The main technical challenge would be SNR 

reduction, as for any other techniques. Balanced SSFP readouts may be incorporated into 

Multitasking in SNR-demanding scenarios with further technical development. 

Another potential area for future improvement is the scan time. Assuming a breath-hold scan 

plus the recovery period is approximately 1 min, the 2.5 mins needed for our technique is shorter 

than the 4 mins required for 4 single-parameter scans with reference methods. Nevertheless, it may 

still be time-consuming if a short-axis stack is desired in a clinical setting. Potential approaches 

for further acceleration include simultaneous multi-slice acquisition (183) and deep learning based 

methods such as super-resolution (184). In this study, we only analyzed parametric maps and 

measurements in the diastolic phase. However, the same parametric maps in systolic phase as well 

as cine imaging are also readily available with our technique (24). With dynamic information, one 

can potentially measure the changes of biomarkers throughout the cardiac cycle to reveal 

physiological information which is currently understudied using conventional techniques. 

Additionally, with the aid of deep learning reconstruction, inline reconstruction can be 

implemented (185). Finally, the adoption of advanced shim-RF coils may potentially reduce B0 

inhomogeneity and susceptibility artifacts in the myocardium especially at high fields (3T and 

above) (186). 
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4.5 Conclusion 

A free-breathing, non-ECG technique was developed for simultaneous myocardial T1, T2, T2*, 

and FF quantification in a single 2.5-min scan based on the MR Multitasking framework. The 

technique yielded repeatable measurements that agreed with references.  
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CHAPTER 5 Alternating Low-Rank Tensor Reconstruction for 

Cardiovascular MR Multitasking 

5.1 Introduction 

High-dimensional MRI, involving multiple temporal dimensions (≥ 2) associated with various 

types of motion and/or contrast changes, is an increasingly active field of research (60, 115, 187-

191). This approach holds promise for comprehensively characterizing dynamic physiological 

phenomena and tissue properties. However, high-dimensional MRI often requires significantly 

prolonged acquisition time, which increases exponentially with the number of dimensions. 

Advanced reconstruction techniques that achieve high acceleration factors are therefore sought to 

maintain a clinically feasible scan time. 

Several multidimensional reconstruction approaches are available to reduce scan time. 

Compressed sensing enhances acquisition efficiency by exploiting the sparse representations of 

underlying data in a transform domain (192). In the context of high-dimensional MRI, examples 

are the XD-GRASP (187) and XD flow techniques (188), which use temporal finite differences as 

sparsifying transforms for cardiac motion, respiratory motion, and/or contrast enhancement. 

Additionally, low-rank tensor structure can be used to model high-dimensional datasets (82, 155). 

These approaches leverage the correlations along and across spatial and temporal dimensions, 

using data-adaptive sparse domains/subspaces. In addition to using these compressed 

representations for image modeling, low-rank tensor image reconstruction additionally permits in-

subspace storage and computation, making high-dimensional imaging computationally practical 

(60).  
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At present, several low-rank tensor reconstructions estimate temporal subspaces from a 

subject-specific auxiliary dataset. This subspace estimation is then followed by subspace-

constrained reconstruction of spatial coefficients (60, 155, 193). This strategy is exemplified by 

the MR Multitasking framework for multi-dimensional imaging (60), which acquires two 

interleaved datasets: “training” data (also referred to as “navigator” data) are frequently collected 

at the k-space center (a projection line at 𝑘𝑦 = 0) for temporal subspace estimation, and “imaging” 

data are collected with an incoherent sampling pattern, such as golden-angle radial trajectory, for 

recovering spatial coefficients with a fixed subspace. 

However, neither the subspace estimation nor the subspace-constrained reconstruction is 

performed using the entire acquired dataset, potentially introducing subspace bias and 

compromising reconstruction performance, especially at high undersampling ratios. This is 

because the training data is only acquired at a subset of k-space locations, and the assumption that 

dominant temporal subspace in training data will be the same as that in the underlying images may 

be violated in the presence of noise and modeling error (194) and worsened by trajectory shape 

dependencies (195).  

With the goal of further improving reconstruction and reducing scan time, here we describe a 

novel approach for low-rank tensor image reconstruction. Instead of estimating and using a fixed 

subspace for reconstruction, the proposed method jointly estimates the separate temporal basis 

functions, core tensor, and spatial coefficients from the entire acquired dataset. This method was 

evaluated for 2D myocardial T1/T2 mapping with MR Multitasking, using both numerical 

simulations and an in-vivo study. 
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5.2 Background 

5.2.1 Problem formulation 

Inspired by previous work on low-rank matrix imaging (194) and low-rank tensor completion 

(196), the underlying reconstruction problem with a Tucker low-rank model can be formulated as: 

𝒳 = arg min
𝒳

𝑟𝑎𝑛𝑘(𝒳(i))≤𝐿𝑖,∀𝑖

‖𝐝 −𝒜(𝒳)‖2
2, 

(5.1) 

where 𝐝 is the acquired k-space data, 𝒜(∙) is an MRI encoding operator which includes sensitivity 

maps, Fourier transform, and sampling masks, and 𝒳(𝑖) is the mode-𝑖 unfolding of 𝒳. However, 

the optimization problem in (5.1) is NP-hard (197). The nuclear norm heuristic (198) has been 

used to address this challenge, which turns Equation (5.1) into: 

𝒳 = argmin
𝒳
‖𝐝 −𝒜(𝒳)‖2

2+ 𝜆∑‖𝒳(𝑖)‖∗
𝑖

. 
(5.2) 

Unlike Equation (5.1), (5.2) is a convex optimization problem with a guaranteed global 

minimum and can be solved using algorithms such as alternating direction method of multipliers 

(ADMM) (199). However, if 𝒳  has multiple dimensions (as in high-dimensional MRI 

applications), the memory consumption will increase dramatically and prohibit the storage and 

operations of  𝒳 . For instance, a complex tensor with 160×160 voxels, 20 cardiac phases, 6 

respiratory phases, 700 inversion times (𝑇𝐼), and 5 T2 preparation durations (𝜏) needs >100 GB for 

storage, before considering multichannel images and auxiliary variables. Therefore, Equation (5.2) 

is not feasible for many applications. 

A computationally efficient alternative is to decompose the underlying tensor, e.g. into Tucker 

form (62, 63) as: 

𝒳 = 𝒢 ×1 𝐔
(1) ×2 𝐔

(2) ×3 …×𝑛 𝐔
(𝑛) , (5.3) 
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where 𝒢 ∈ ℂ𝐿1×𝐿2×…×𝐿𝑑 is the core tensor, 𝐔(𝑖) ∈ ℂ𝑁𝑖×𝐿𝑖  is the factor matrix for the corresponding 

dimension, ×𝑖 is the mode-𝑖 tensor product and 𝑁𝑖 ≥ 𝐿 𝑖. Storing and recovering the parameterized 

𝒳 as in Equation (5.3) ensures that  𝑟𝑎𝑛𝑘(𝒳(𝑖)) ≤ 𝐿𝑖 ,∀𝑖 and improves memory consumption, as 

it requires 𝐿1𝐿2…𝐿𝑑 + 𝑁1𝐿1 +𝑁2𝐿2+ ⋯+ 𝑁𝑑𝐿𝑑 elements rather than 𝑁1𝑁2…𝑁𝑑 elements. The 

MR Multitasking framework (60) follows this parameterized approach, using sequential 

reconstruction: temporal factor matrices and the core tensor are estimated from one subset of data, 

and the spatial factor matrix is reconstructed from another subset of data. 

5.2.2 MR Multitasking sequence and reconstruction 

Previous section 2.3 already gave a general description about MR Multitasking framework. 

Here we briefly describe the workflow and define the notations with the practical example of 2D 

T1/T2 mapping.  

The sequence cycles through inversion recovery (IR) and T2-preparation/IR (T2IR) modules, 

followed by interleaved acquisition of training data and imaging data. The underlying images are 

modeled as a 6D image 𝑥(𝐫,𝑇c ,𝑇r,𝑇I , 𝜏) with two spatial dimensions indexed by 𝐫 = [𝑥, 𝑦],  and 

four temporal dimensions encoding cardiac motion, respiratory motion, T1 relaxation, and T2 

relaxation, indexed by 𝑇c , 𝑇r, 𝑇I , and 𝜏 , respectively. By taking advantage of spatial-temporal 

correlations (82), the underlying images can be further modeled as a low-rank tensor and can be 

decomposed in Tucker form: 

𝒳 = 𝒢 ×1 𝐔x ×2 𝐔c ×3 𝐔r ×4 𝐔T1 ×5 𝐔T2 , (5.4) 

where 𝒢 ∈ ℂ𝐿1×𝐿2×𝐿3×𝐿4×𝐿5  is the core tensor, 𝐔x ∈ ℂ
𝑁1×𝐿1  is the spatial factor matrix, 𝐔c ∈

ℂ𝑁2×𝐿2 , 𝐔r ∈ ℂ
𝑁3×𝐿3 , 𝑼𝑇1

∈ ℂ𝑁4×𝐿4 , and 𝐔T2 ∈ ℂ
𝑁5×𝐿5  contain the basis functions for each 

corresponding temporal dimension. Equation (5.4) can be seen as a special case of equation (5.3).  
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The reconstruction is performed with the following steps: (1) simulate a dictionary of T1/T2 

relaxation signal curves and use SVDs to obtain 𝐔̂T1  and 𝐔̂T2 ; (2) complete the training dataset 𝑑tr  

and perform a high-order SVD (HOSVD) to obtain 𝒢̂, 𝐔̂c, and 𝐔̂r, defining a temporal factor tensor 

Ψ̂ ≔ (𝒢̂ ×2 𝐔̂c ×3 𝐔̂r ×4 𝐔̂T1 ×5 𝐔̂T2) ∈ ℂ
𝐿1×𝑁2×𝑁3×𝑁4×𝑁5 ; 3) recover spatial coefficients 

𝐔x from imaging data. The last step is done by fixing all the temporal components and solving the 

following convex optimization problem: 

𝐔̂x = argmin
𝐔x

‖𝐝img − Ωimg (𝐅𝐒𝐔xℳ(Ψ̂))‖
2

2

+ 𝜆1𝑅s(𝐔x), (5.5) 

where 𝐝img is the imaging data, Ωimg is the (𝐤,𝑡)-space sampling mask of the imaging data, 𝐅 is 

the Fourier transform, 𝐒 are the sensitivity maps, and 𝑅s(⋅) is a wavelet sparsity regularizer. ℳ(∙) 

is a temporal re-ordering operator that maps the (𝑇c ,𝑇r, 𝑇I , 𝜏)-space multidimensional temporal 

factor tensor in ℂ𝐿1×𝑁2×𝑁3×𝑁4×𝑁5  to a “real-time” (ungated) temporal factor matrix in ℂ𝐿1×𝑇 , where 

𝑡 = 1,2,… , 𝑇  is the real-time stamp indexing the actual readout acquisition order of each 

timepoint. The reconstructed tensor is then given by the product 𝒳 = Ψ̂ ×1 𝐔̂x. Note Equation 

(5.5) is different from Equations (3.5) and (4.6) with the explicit definition of temporal factor 

tensor Ψ and reordering operator ℳ. 
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Figure 5.1: Schematic workflow of previous reconstruction approach (a) and the proposed 

approach (b). The key differences are highlighted in red. 

5.3 Proposed Method 

Instead of estimating subspace and core tensor from training data and performing subspace-

constrained reconstruction with imaging data according to Equation (5.5), we have developed a 

method for joint estimation of spatial coefficients, core tensor, and motion temporal factor matrices 

from the entire acquired k-space data in this work. The image reconstruction is formulated as: 

𝒢̂, 𝐔̂x, 𝐔̂c , 𝐔̂𝑟 = arg min
𝒢,𝐔x,𝐔c ,𝐔𝑟

‖𝐝all −

Ω(𝐅𝐒𝐔xℳ(𝒢 ×2 𝐔c ×3 𝐔r ×4 𝐔̂T1 ×5 𝐔̂T2))‖2
2
+𝑅(𝒢, 𝐔x) , 𝑠. 𝑡. 𝐔c

H𝐔c =

𝐈 and 𝐔𝑟
H𝐔𝑟 = 𝐈,  

(5.6) 

where 𝐝all  is the entire dataset acquired, Ω is the (𝐤, 𝑡)-space  sampling mask of the entire dataset, 

(∙)H  denotes the conjugate transpose, and 𝑅(∙)  is a regularizer for the core tensor and spatial 
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coefficients. Note that although it is possible to formulate (5.6) to also update the basis functions 

for T1 and T2 relaxation, our implementation keeps these fixed as 𝐔̂T1  and 𝐔̂T2  because they are 

already derived from the simulated signal dictionary and are not subject-dependent. A schematic 

reconstruction workflow proposed in this work is shown in Figure 5.1 and is compared with the 

previous approach. 

5.3.1 Choice of regularization 

To ensure the well-posedness of (5.6), constraints and/or regularization that avoid scaling 

ambiguity should be employed (200). In this work, we constrained 𝐔c and 𝐔r to have orthonormal 

columns, which serves as a simple way to constrain the column norm and Frobenius norm of these 

two factor matrices. We adopted the same regularization term for 𝐔x as in our previous work, i.e., 

the 𝑙1 norm of the wavelet transform of 𝐔x. Finally, we chose core tensor sparsity as based on 

previous work on multiway tensor reconstruction (155, 201).  In summary, the regularizer can be 

written as: 

𝑅(𝒢, 𝐔𝑥) = 𝜆1‖ ec(𝐖𝐔x)‖1+ 𝜆2‖ ec(𝒢)‖1,  (5.7) 

where 𝐖 is the matrix operator for a wavelet transform,  ec(∙) is the vectorization operation, and 

𝜆1 and 𝜆2 are regularization parameters. The problem in (5.6) becomes: 

𝒢̂, 𝐔̂x, 𝐔̂c , 𝐔̂r = arg min
𝒢,𝐔x,𝐔c ,𝐔𝑟

‖𝐝all −

Ω(𝐅𝐒𝐔xℳ(𝒢 ×2 𝐔c ×3 𝐔r ×4 𝐔̂T1 ×5 𝐔̂T2))‖2
2
+ 𝜆1‖ ec(𝐖𝐔x)‖1 +

𝜆2‖ ec(𝒢)‖1, 𝑠. 𝑡. 𝐔c
H𝐔c = 𝐈 and 𝐔r

H𝐔r = 𝐈.  

(5.8) 

Throughout this work, we set 𝐔c and 𝐔r to be full rank, as in previous work (60). Despite being 

complete bases, 𝐔c and 𝐔r are still learned by our algorithm, as they affect the sparsity of 𝒢. More 

specifically, the unknown factors of the temporal factor tensor Ψ̂  constitute a subtensor Φ ≔
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𝒢 ×2 𝐔c ×3 𝐔r, in which case 𝒢 = Φ×2 𝐔c
H ×3 𝐔r

H for unitary 𝐔c and 𝐔r. A sparsity penalty on 

𝒢  thus relies on 𝐔c
H  and 𝐔r

H  as data-driven sparsifying transforms on Φ . This re-frames the 

optimization problem as: 

Φ̂, 𝐔̂x , 𝐔̂c , 𝐔̂r = arg min
Φ,𝐔x,𝐔c,𝐔r

‖𝐝all −Ω(𝐅𝐒𝐔xℳ(Φ×4 𝐔̂T1 ×5 𝐔̂T2))‖2
2
+

𝜆1‖ ec(𝐖𝐔x)‖1 + 𝜆2‖ ec(Φ×2 𝐔c
H ×3 𝐔r

H)‖1, 𝑠. 𝑡. 𝐔c
H𝐔c = 𝐈 and 𝐔r

H𝐔r = 𝐈.  

(5.9) 

5.3.2 Optimization algorithm 

Through variable splitting, Equation (5.9) is equivalent to: 

Φ̂, 𝐔̂x, 𝐔̂c , 𝐔̂r, 𝐙̂, 𝒞 = arg min
𝒢,𝐔x,𝐔c ,𝐔r,𝒁 ,𝒞

‖𝐝all −

Ω(𝐅𝐒𝐔xℳ(Φ×4 𝐔̂T1 ×5 𝐔̂T2))‖2
2
+ 𝜆1‖ ec(𝐙)‖1 + 𝜆2‖ ec(𝒞)‖1, 𝑠. 𝑡. 𝐔c

H𝐔c =

𝐈, 𝐔r
H𝐔r = 𝐈,𝐙 = 𝐖𝐔x, and 𝒞 = Φ ×2 𝐔c

H ×3 𝐔r
H.  

(5.10) 

The (augmented) Lagrangian form can then be written as: 

ℒ(Φ,𝐔x , 𝐔c ,𝐔r, 𝐙, 𝒞, 𝐘1,𝒴2, 𝐋c , 𝐋r) = ‖𝐝all −

Ω(𝐅𝐒𝐔xℳ(Φ×4 𝐔̂T1 ×5 𝐔̂T2))‖2
2
+ 𝜆1‖ ec(𝐙)‖1 + 𝜆2‖ ec(𝒞)‖1 +

〈𝐘1,𝐖𝐔x − 𝒁〉 +
𝜌1

2
‖𝐖𝐔x −𝐙‖F

2 + 〈mat(𝒴2),mat(Φ ×2 𝐔c
H ×3 𝐔r

H −𝒞)〉+

𝜌2

2
‖mat(Φ×2 𝐔c

H ×3 𝐔r
H −𝒞)‖F

2 + tr(𝐋c
H(𝐔c

H𝐔c− 𝐈))+ tr(𝐋r
H(𝐔r

H𝐔r − 𝐈)),  

(5.11) 

where 𝐘1, 𝒴2, 𝐋c, and 𝐋r are the Lagrange multipliers, 𝜌1 and 𝜌2  are the penalty parameters, tr(∙) 

is the matrix trace norm, ‖∙‖𝐹 is the Frobenius norm, and mat(∙) is an operation that matricizes 

the tensor with mode-1 unfolding. The unconstrained optimization problem can be solved by 

ADMM in the following steps: 

𝐙𝑘+1 = argmin
𝒁

𝜌1
2
‖𝐖𝐔x

𝑘− 𝐙‖F
2 + 𝜆1‖ ec(𝐙)‖1 ; (5.12) 
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𝐔x
𝑘+1 = argmin

𝐔x
‖𝐝all −Ω(𝐅𝐒𝐔xℳ(Φ𝑘 ×4 𝐔̂T1 ×5 𝐔̂T2))‖2

2

+
𝜌1
2
‖𝐖𝐔x+ 𝐘1

𝑘/𝜌1 − 𝐙
𝑘+1‖

F

2
; 

(5.13) 

𝐔c
𝑘+1, 𝑳c

𝑘+1 = argmin
𝐔c ,𝑳c

𝜌2
2
‖mat((𝒴2

𝑘 𝜌2⁄ − 𝒞𝑘) ×2 𝐔c ×3 𝐔r
k+ Φ𝑘)‖

F

2

+ tr(𝐋𝑐
H(𝐔c

H𝐔c− 𝐈)) ; 

(5.14) 

𝐔r
𝑘+1, 𝐋r

𝑘+1 = argmin
𝐔r ,𝐋r

𝜌2
2
‖mat((𝒴2

𝑘 𝜌2⁄ − 𝒞𝑘) ×2 𝐔c
𝑘 ×3 𝐔𝑟 +Φ

𝑘)‖
F

2

+ tr(𝐋r
H(𝐔r

H𝐔r− 𝐈)) ; 

(5.15) 

Φ𝑘+1 = argmin
Φ
‖𝐝all− Ω(𝐅𝐒𝐔x

𝑘+1ℳ(Φ×4 𝐔̂T1 ×5 𝐔̂T2))‖2
2

+
𝜌2
2
‖mat((𝒴2

𝑘 𝜌2⁄ − 𝒞𝑘) ×2 𝐔c
𝑘+1 ×3 𝐔r

𝑘+1 +Φ)‖
F

2
; 

(5.16) 

𝒞𝑘+1 = argmin
𝒞

𝜌2
2
‖mat(𝒞 − 𝒴2

𝑘 𝜌2⁄ − Φ𝑘+1 ×2 (𝐔c
𝑘+1)H ×3 (𝐔r

𝑘+1)H)‖
F

2

+ 𝜆2‖ ec(𝒞)‖1 ; 

(5.17) 

𝐘1
𝑘+1 = 𝐘1

𝑘 +𝜌1(𝐖𝐔x
𝑘+1 −𝐙𝑘+1); (5.18) 

𝒴2
𝑘+1 = 𝒴2

𝑘 +𝜌2(Φ
𝑘+1 ×2 (𝐔c

𝑘+1)H ×3 (𝐔r
𝑘+1)H −𝒞𝑘+1). (5.19) 

The steps in Equations (5.18) and (5.19) are the multiplier updates with gradient ascent, and 

the subproblems in Equations (5.13) and (5.16) are least-squares problems which can be solved 

using the preconditioned  conjugate gradient (PCG) algorithm. 

The subproblem in Equation (5.12) is an 𝑙1 regularized linear regression problem, which has 

an analytical solution (202): 

𝐙𝑘+1 = ma (|𝐖𝐔x
𝑘 +𝐘1

𝑘 𝜌1⁄ | − 𝜆1 𝜌1⁄ , 0) ∙ sign(𝐖𝐔x
𝑘+ 𝐘1

𝑘 𝜌1⁄ ). (5.20) 

Similarly, the solution to Equation (5.17) is: 
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𝒞𝑘+1 = ma (|𝒴2
𝑘 𝜌2⁄ + Φ𝑘+1 ×2 (𝐔c

𝑘+1)H ×3 (𝐔r
𝑘+1)H| − 𝜆2 𝜌2⁄ )

∙ sign(𝒴2
𝑘 𝜌2⁄ +Φ𝑘+1 ×2 (𝐔c

𝑘+1)H ×3 (𝐔r
𝑘+1)H). 

(5.21) 

The subproblems in Equations (5.14) and (5.15) could potentially be solved using previous 

findings on the orthogonal Procrustes problem (203). However, in this work we instead obtained  

𝐔c
𝑘+1 and 𝐔r

𝑘+1 from the HOSVD of the current image series Φ𝑘 ×1 𝐔x
𝑘+1 ×4 𝐔̂T1 ×5 𝐔̂T2  using 

alternating least squares (see Property 1 in (204)) with fixed T1 and T2 relaxation basis. to alleviate 

memory constraints, this HOSVD was calculated on  Φ𝑘 ×1 [(𝐔x
𝑘+1)H𝐔x

𝑘+1]−1/2 ×4 𝐔̂T1 ×5 𝐔̂T2 .  

For initialization, we get 𝒢1 , 𝐔c
1 , and 𝐔r

1  from the HOSVD of completed 𝒟̂nav . Φ1  is 

initialized from 𝒢1 ×2 𝐔c
1 ×3 𝐔r

1 . Then 𝐔x
1  can be efficiently initialized by setting 𝜆 = 0  in 

Equation (5.5) and solving the resulting quadratic unregularized least-squares problem. Because 

Equation (5.8) is non-convex, global convergence is not guaranteed and results will be dependent 

on this initialization. However, empirical evidence on the matrix case from previous work 

indicated acceptable convergence behavior in practice (205, 206).  

5.3.3 Practical considerations 

In practice, system imperfections such as gradient delay will introduce a trajectory dependent 

oscillation in radial imaging (207). Those fluctuations can be misinterpreted as a signal feature and 

be overfitted by data-adaptive reconstruction approaches. Previous works (e.g., (208)) have used 

an orthogonal projection method to remove these effects from estimated subspace and we extended 

this concept to our approach. 

We model the trajectory effects based on the known frequency. Let 𝜙𝑡  be the projection angle 

at time stamp 𝑡(𝑡 = 1,2, … , 𝑇). We define the following vector which contains the oscillations for 

the ℎ1,ℎ2,…,ℎ𝑛ℎ -th order of harmonics: 
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ℎ𝑡 ≡

(

  
 

𝑒𝑖ℎ1𝜙
𝑡

𝑒−𝑖ℎ1𝜙
𝑡

⋮

𝑒𝑖ℎ𝑛ℎ𝜙
𝑡

𝑒
−𝑖ℎ𝑛ℎ

𝜙𝑡)

  
 
, (5.22) 

and stacking ℎ𝑡 column-wise forms the harmonic matrix 𝐇 ∈ ℂ(2𝑛ℎ)×𝑇. 

Instead of removing the oscillation basis in 𝐇 from 𝚿rt ≔ ℳ(Ψ) using orthogonal projection, 

we seek to recover the spatial components corresponding to the oscillations and discard them later. 

Specifically, we construct: 

𝚿rt,cor
𝑘 = (ℳ(Ψ𝑘)−ℳ(Ψ𝑘)𝐇+𝐇

𝐇
), (5.23) 

a corrected real-time temporal factor matrix that explicitly models the oscillations. We solve: 

𝐔x
𝑘+1 = argmin

𝐔x
‖𝐝all− Ω(𝐅𝐒𝐔x𝚿rt,cor

𝑘 )‖
2

2
+
𝜌1
2
‖𝐖𝐔x +𝐘1

𝑘/𝜌1 −𝐙
𝑘+1‖

F

2
, (5.24) 

instead of (5.13), after which we only keep the first 𝐿1 components of 𝐔x. 

The implementation details of the overall algorithm are summarized in pseudo-code Algorithm 1. 

Algorithm 1 Proposed reconstruction 

Input:  

Acquired k-space data 𝐝, sampling mask Ω, sensitivity map 𝐒 

T1 and T2 basis 𝐔̂T1  and 𝐔̂T2  

Harmonic matrix H, reordering operator ℳ 

Rank choices 𝐿1, 𝐿2 (full rank), and 𝐿3 (full rank) 

Regularization parameters 𝜆1, 𝜆2, 𝜌1, 𝜌2  

Output: 

Reconstructed images 𝒢̂ ×1 𝐔̂x ×2 𝐔̂c ×3 𝐔̂r ×4 𝐔̂T1 ×5 𝐔̂T2  
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Initialization 

Complete 𝒟̂nav and get 𝒢1, 𝐔c
1, and 𝐔𝑟

1 with HOSVD. 

Compute Ψ1 = 𝒢1 ×2 𝐔c
1 ×3 𝐔𝑟

1 ×4 𝐔̂T1 ×5 𝐔̂T2  and 𝚿rt,cor
1  from (5.23). 

Solve 𝐔x
1 from  argmin

𝐔x
‖𝐝𝑎𝑙𝑙 −Ω(𝐅𝐒𝐔x𝚿rt,cor

1 )‖
2

2
 .  

Set 𝐘1
1 and 𝒴2

1 to 0, Compute Φ = 𝒢1 ×2 𝐔c
1 ×3 𝐔r

1. 

For k=1 to 14 do 

Compute 𝐙𝑘+1 from (5.12) and 𝐔x
𝑘+1 from (5.24). 

Keep the first 𝐿1  components of 𝐔x
𝑘+1  and compute 𝒯 =

Φ𝑘 ×1 [(𝐔x
𝑘+1)H𝐔x

𝑘+1]−1/2 ×4 𝐔̂T1 ×5 𝐔̂T2 . 

Compute 𝐔c
𝑘+1 and 𝐔r

𝑘+1 from HOSVD of 𝒯. 

Compute Φ𝑘+1  from (5.16) and 𝒞𝑘+1 from (5.17). 

Compute 𝐘1
𝑘+1  from (5.18) and 𝒴2

𝑘+1 from (5.19). 

Update Ψ𝑘 = Φ𝑘 ×4 𝐔̂T1 ×5 𝐔̂T2  and compute 𝚿rt,cor
𝑘  from (5.23) 

Set 𝜌1 = 1.1𝜌1 and 𝜌2 = 1.1𝜌2 

End for 

Return 𝐔̂x = 𝐔x
15, 𝐔̂c = 𝐔c

15, 𝐔̂r = 𝐔𝑟
15, 𝒢̂ = Φ15 ×2 𝐔̂c

H ×3 𝐔̂r
H 

5.4 Experiments 

5.4.1 Numerical simulations 

A numerical phantom was created from the XCAT phantom (209) with 20 cardiac phases 

(𝑁2 = 20) and 6 respiratory phases (𝑁3 = 6). The average heart rate and respiration rate were set 

to be 75 bpm and 15 bpm, respectively, with 10% standard deviation. Typical T1/T2 values at 3T 

were assigned to different tissue types. The sequence diagram and acquisition scheme developed 
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in previous work (60) was used to simulate k-space data. The sequence parameters shown in Table 

5.1 were used for simulation. Five T2IR modules with preparation durations = 0, 30, 40, 50, 60 ms 

(with 0 corresponding to a standard IR, 𝑁5 = 5), and 720 readouts were collected in each shot 

(𝑁4 = 720). The matrix size = [320,320] with 2-fold oversampling (𝑁1 = 320
2). MRI acquisition 

was simulated based on the preparation pulses and Bloch equations with the programmed cardiac 

and respiratory motion states, and k-space data were generated using 12 simulated coils and the 

radial trajectory for training data (0° radial spoke) and imaging data (golden angle). Partial-volume 

effects were simulated by averaging the signal from 16 adjacent 0.5-mm thick slices for a typical 

slice thickness prescribed in in-vivo studies. 

Table 5.1: Sequence parameters used for numerical simulation and in-vivo studies of this work. 

The FOV and matrix size includes 2-fold oversampling. BW: bandwidth.  

FOV (mm2)  540 × 540 Slice thickness (mm) 8 

Matrix size 320 × 320 Resolution (mm) 1.7 × 1.7 

TE (ms) 1.6 TR (ms) 3.6 

Number of readouts 

per shot 
720 Recovery period (s) 2.6 

T2IR prep durations 

(ms) 
0, 30, 40, 50, 60 Pixel BW (Hz/pixel) 1008 

Flip angle (°) 5 Acquisition time (s) 90 

Image reconstruction was performed with the previous fixed basis approach (60) and with the 

proposed joint update approach. The rank choices were kept the same as before (60), i.e., 𝐿1 = 48, 

𝐿2 = 20, 𝐿3 = 6, 𝐿4 = 5 , 𝐿5 = 5,  and were used for both reconstruction approaches. The 

reconstructed images at the end-expiration and end-diastolic phase were then fitted to get the T1 
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and T2 maps. Root mean squared error (RMSE), bias (𝜇), and precision (𝜎) between the ground 

truth and the reconstructed maps were used as the evaluation metric. They are defined as: 

μ =
∑ (𝜃𝑖 ,𝑗 −𝜃𝑖,𝑗)𝑖 ,𝑗

𝑁
, (5.25) 

σ = √∑(𝜃𝑖 ,𝑗 −𝜃𝑖,𝑗 −𝜇)
2

𝑖,𝑗

/𝑁, 
(5.26) 

RMSE = √∑(𝜃𝑖,𝑗 −𝜃𝑖,𝑗)
2

𝑖 ,𝑗

/𝑁, 
(5.27) 

where 𝜃𝑖 ,𝑗 and 𝜃𝑖,𝑗 are the ground truth and the reconstructed parameter maps at voxel location 

(𝑖, 𝑗), and 𝑁 is total number of voxels in the region of interest. Also note that RMSE = √𝜇2 + 𝜎2, 

so the explicit computation of bias and precision will help explain the results of RMSE.  

To evaluate the reconstruction performance at different scan time, reconstruction was performed 

at different scan lengths ([39,52,65,78,91]s). 

To evaluate if the temporal basis estimation was improved by the proposed approach, we 

analyzed the projection error of the underlying gold standard images 𝒳 onto the temporal basis 

estimated with different reconstruction approaches. As the gold standard images are impractically 

large (>100 GB) to be created and stored, we compressed it with 𝒳 = 𝒳 ×4 𝐔̂T1
H , which made the 

tensor more than 100 times smaller while preserving Frobenius norm distance. Letting Ψ̂ to be the 

multi-dimensional temporal basis estimated during reconstruction and Ψ̃ = Ψ̂ ×4 𝐔̂T1
H  to be its 

compressed form, the projection error is calculated as: 

ϵ =
‖𝒳(1) −𝒳(1)(Ψ̃(1))

+
Ψ̃(1)‖

𝐹

2

‖𝒳̃(1)‖𝐹
2

× 100%, (5.28) 
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where (∙)+ is the pseudo-inverse, and ‖∙‖𝐹 is the Frobenius norm. We also computed Ψ̃ from the 

HOSVD of 𝒳 with the same rank choices [𝐿1,𝐿2,𝐿3,𝐿4,𝐿5] as in the reconstruction and calculated 

the projection error using Equation (5.28), which established the baseline for best possible 

resultssame rank. As this was done directly on multidimensional gold standard images, the 

projection error for the HOSVD is invariant to scan time. 

For parameter choices, the regularization parameter 𝜆1  in the fixed basis approach was 

optimized for best RMSE, and we optimized 𝜆2 in the joint update approach with the same 𝜆1 for 

best RMSE. That led to 𝜆1 = 1.5 × 10−5  and 𝜆2 = 6× 10−3. We initialized 𝜌1 = 𝜆1 and 𝜌2  to be 

the 70th percentile of  | ec(𝒢1)|. 

5.4.2 In-vivo study 

The study involving human participants was approved by the institutional review board at 

Cedars-Sinai Medical Center. Prior to their participation, written informed consent was obtained 

from all subjects. A group of 10 healthy volunteers (3 males) with an average age of 36.4 ± 12.5 

years were scanned for the study. Imaging was performed using a 3T scanner (MAGNETOM Vida, 

Siemens Healthineers, Erlangen, Germany) equipped with a standard 18-channel body coil and an 

integrated spine matrix coil. Multitasking acquisition was performed using the same sequence in 

the mid-ventricular slice with short-axis view. The sequence parameters were still set as in Table 

5.1Error! Reference source not found.. The acquisition was performed twice to assess 

repeatability. 

The reconstruction was performed with 90-second length and 50-second length (by 

retrospective truncation) of data. The scan time of 50 s was chosen based on the results from 

simulations, which will be shown in the following section. The rank choices were kept the same 

as in numerical simulations, i.e., 𝐿1 = 48 , 𝐿2 = 20 , 𝐿3 = 6 , 𝐿4 = 5 , and 𝐿5 = 5 . The 
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regularization parameter 𝜆1 was obtained for each subject by estimating the Laplace distribution 

parameter of the wavelet coefficients using k-means clustering of the least-squares solution, a 

Bayesian re-interpretation of (210). This was kept the same for the fixed basis approach and the 

proposed joint update approach. The parameter 𝜆2 was tuned towards the best visual quality on 

one subject and were kept the same for all subjects (𝜆2 = 5 × 10
−5) and different scan length. We 

initialized 𝜌1 = 𝜆1 and 𝜌2  to be the 70th percentile of  | ec(𝒢1)|. The reconstruction was first 

performed without using harmonic matrix 𝐇. When examining the spectrum of ℳ(Ψ𝑘), we found 

frequency components corresponding to the 3rd and 13th harmonic. Therefore, 𝐇  was set 

accordingly in our dataset. 

The myocardial T1 and T2 maps generated from different approaches were analyzed using the 

AHA 6-segment model. The epicardial and endocardial contours were drawn on the black-blood 

image (inversion time near 1080 ms) reconstructed by the previously used fixed basis approach at 

90s acquisition time and were kept the same for analysis of different approaches and different scan 

times. The maps were evaluated using two quantitative metrics: precision and repeatability. 

Precision was defined as the standard deviation within a myocardium segment in healthy subjects. 

Repeatability was defined as the standard deviation of the repeated measurements for the same 

segment. The Wilcoxon signed-rank test was used (with signrank() function in MATLAB R022b) 

to compare measurement precision and repeatability from different reconstruction approaches, 

with P<0.05 considered as significant. 

All reconstructions were performed using MATLAB 2016b on a Linux workstation with a 

3.08-GHz dual 16-core Intel Xeon processor and 256 GB RAM. The fixed basis approach took 

about 40 min for one slice, and the proposed joint update approach took about 75 min for one slice. 
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Figure 5.2: Reconstructed parametric maps of T1, T2, and corresponding error maps against the 

gold standard in the case of scan length = 90 s. The comparison showed superior reconstruction 

performance using the proposed approach. 

 

Figure 5.3: The RMSE, bias, and precision of T1 and T2 mapping from different reconstruction 

approaches at various acquisition lengths. 

Gold standard

T1 T2Error Error

3 s 0.12 s0 0

Fixed basis

 oint update

(Proposed)
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Figure 5.4: Projection error of the gold standard images onto the estimated temporal subspace from 
different approaches and at different acquisition times. The result from HOSVD (0.73%) can be 

seen as the best possible result by low-rank tensor modelling. HOSVD: high-order singular value 

decomposition. 

5.5 Results 

5.5.1 Numerical simulations 

The reconstructed T1 and T2 maps obtained from the previous and proposed approach at the 

scan time of 90 s are compared in Figure 5.2. The proposed approach exhibited lower residual 

error, as evidenced by the RMSE values and the error maps. Figure 5.3 illustrates the impact of 

scan time on different approaches, with the proposed approach consistently outperforming the 

fixed subspace approach in terms of T1 and T2 RMSE across all examined scan times. Even when 

the scan time was truncated to 50 s, the proposed approach still yielded slightly superior 

reconstructions compared to the previous approach at a 90-s scan time. Further analysis 

decomposing RMSE into bias and precision showed that the improvement of proposed 

reconstruction mainly came from improved precision. The comparison of projection error shown 

in Figure 5.4 demonstrated that the proposed joint update approach achieved better temporal 



99 

 

subspace estimation than the fixed basis approach at all scan times studied. Using the projection 

error from HOSVD as a baseline (0.73%), the proposed approach nearly achieved a two-fold 

improvement at the scan time of 90 s. 

 

Figure 5.5: The T1 and T2 maps of two healthy subjects (a) and (b) with different reconstruction 

approaches with 1st and 2nd (repeated) scan. The proposed approach better preserved myocardium 
boundary around the inferior segment (blue arrow) and improved homogeneity of the septum (blue 

arrow) as depicted in (a). It also improved SNR around the anterior segment (white arrow) as 

shown in (b). 

5.5.2 In-vivo studies 

Figure 5.5 compares T1 and T2 maps reconstructed with different approaches for two 

representative healthy subjects, each with two acquisition repeats. Compared to the fixed basis 

approach with the same acquisition time, the proposed approach better preserved myocardium 

boundary around the inferior segment (blue arrow) and improved homogeneity of the septum (blue 

arrow) as depicted in Figure 5.5(a). Furthermore, it improved SNR around the anterior segment 

(white arrow) as shown in Figure 5.5 (b). Remarkably, the visual quality of the proposed 
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reconstruction with a 50-s scan time was comparable to that of the fixed basis approach with 90-s 

scan time. 

Table 5.2: Quantitative evaluation on precision and repeatability for in-vivo study. 

Median precision (ms) and quartile range 

Scan time 90s 50s 

 T1 T2 T1 T2 

Fixed basis 
125.18 

[101.65,179.83] 

4.53 

[3.60,7.17] 

129.57 

[101.40,156.54] 

4.98 

[4.17,7.51] 

Joint 

update 

99.94   

[73.49,129.99] 

3.99 

[2.94,4.66] 

107.27 

[89.58,130.05] 

4.51 

[3.75,5.90] 

 
Median repeatability (ms) and quartile range 

Scan time 90s 50s 

 T1 T2 T1 T2 

Fixed basis 
76.42   

[28.06,132.75] 

2.89 

[1.55,5.43] 

72.36    

[31.96,131.20] 

3.09 

[1.06,5.71] 

Joint 

update 

51.01     

[27.95,88.68] 

2.10 

[1.04,4.13] 

51.08     

[19.35,98.74] 

2.15 

[0.79,4.19] 

Table 5.2 summarizes the median precision and repeatability, along with the quartile range, of 

T1 and T2 mapping from different reconstruction approaches. The proposed approach 

demonstrated improved precision and repeatability at both scan times. The distribution and 

statistical comparison in Figure 5.6 reveal significant precision improvement (P<0.001 for T1 at 

both scan times, P<0.001 for T2 at 90 s, P=0.002 for T2 at 50s). The repeatability improvement 

was also significant for T1 at 90 s (P=0.011) and for T2 at both scan times (P<0.001). No significant 

difference in T1 repeatability at 50 s was found between different methods. When comparing across 

different scan times, the proposed approach yielded significantly better T1 precision (P<0.001) and 

T2 repeatability (P=0.012) with 50-s data compared to the fixed basis approach with 90-s data. No 

significant difference was found for T2 precision (P=0.791) and T1 repeatability (P=0.248). 
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Figure 5.6: Distribution and comparison of T1 and T2 precision and repeatability from different 
reconstruction approaches. Statistical significance is indicated with *. Whisker length is set to 1.5 

times quartile range. 

5.6 Discussion 

Compressed sensing and tensor/array modeling are promising for multi-dimensional imaging 

within a clinically feasible scan time. At present, most low-rank tensor imaging approaches rely 

on obtaining a temporal subspace from an auxiliary dataset and  then performing subspace-

constrained reconstruction, which could compromise reconstruction performance. In this work, we 

developed a novel approach that alternately estimated the factor matrices and core tensor for a 

low-rank tensor from the entire acquired data. The framework was inspired by (155), which 
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adopted a sparse core-tensor prior and estimated the core tensor and spatial coefficients from the 

imaging data. Here our work took a step further by incorporating the temporal basis update. This 

update scheme can also be interpreted from the perspective of transform sparsity, aiming to further 

sparsity the core tensor with appropriate factor matrices. Our work also has a connection with 

previous blind compressed sensing (BCS) work (205, 206), representing a preliminary extension 

of BCS from matrices to tensors. Experimental results demonstrated improved precision and 

repeatability for quantitative mapping using our proposed approach compared to fixed basis 

reconstruction methods. Although our evaluation primarily focused on T1 and T2 mapping with 

MR Multitasking, the developed framework should be applicable to other biomarkers (such as T1𝜌, 

ADC) and will improve other subspace constrained low-rank tensor reconstructions such as (155, 

193). 

The trajectory-dependent signal oscillations in a radial acquisition pose known challenges, and 

these patterns could be overfitted as a signal contribution with a data-adaptive reconstruction 

scheme. In this study, we partially addressed the oscillations by modeling them as a group of 

harmonics and extended the orthogonal projection approach used in previous work (207, 208). 

Instead of removing the components from the estimated real-time basis 𝚿rt , we intentionally added 

the relevant harmonics to 𝚿rt . This approach could be seen as a “spectral trap” that helps capture 

the spatial components associated with the oscillations, which can be subsequently discarded. Our 

preliminary experiments (not shown) found that this approach yielded slightly superior results than 

performing orthogonal projection to remove the harmonics from  𝚿rt . 

The rank choice in this work, with 𝐿1 = 48, 𝐿2 = 20, 𝐿3 = 6, 𝐿4 = 5, 𝐿5 = 5, was kept the 

same as previous work (60) to ensure a fair comparison. The rank of the T1 dimension was chosen 

based on the -40 dB threshold on the normalized singular value curves of the simulated dictionary. 
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The rank of spatial dimension was empirically chosen as 48. The ranks of cardiac and respiratory 

dimension were not truncated. The update of factor matrices for those two dimensions were for 

learning a sparsifying transform for Φ. This is similar to the idea in dictionary learning (211) and 

BCS. In the meantime, it should be noted that the framework established here can be extended to 

scenarios where all dimensions are truncated by slightly tweaking the optimization algorithm. An 

additional regularization parameter 𝜆2 was introduced in the proposed approach and it was chosen 

as 5 × 10−5 based on visual assessment of one dataset. Our preliminary study suggested that it 

generalized well to other datasets, therefore tuning of 𝜆2  in practical usage should not pose a 

significant challenge. 

In numerical simulations, our proposed approach consistently outperformed the previous 

approach in terms of T1 and T2 RMSE across all scan times. Further analysis showed that the 

observed benefit was primarily a result of improved precision. The evaluation of temporal basis 

estimation from different approaches indicated that our proposed approach achieved superior 

estimation of the temporal subspace by leveraging the complete acquired dataset. This finding 

potentially explains the subsequent improvement in the quality of T1 and T2 maps. Since no ground 

truth was available for the in-vivo study, we mainly evaluated precision and repeatability, both of 

which are critical metrics in quantitative imaging. The improvements of our proposed approach in 

precision had the potential for facilitating diagnosis, longitudinal tracking, and treatment 

monitoring. 

With the proposed approach, T1 and T2 RMSE at a 50-s scan time were slightly better than the 

fixed basis approach at a 90-s scan time in the simulation. This observation motivated us to study 

these two scan times using in-vivo data. The results from in-vivo data demonstrated that our 

proposed approach at 50 s yielded comparable results in terms of T1 repeatability and T2 precision, 
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and significantly better results in terms of T1 precision and T2 repeatability, when compared to the 

fixed basis approach with 90-s scan time. These findings indicate the potential for scan time 

reduction. However, there are two potential factors that could influence the result in a prospective 

study: 1) In this work, we used the sensitivity map estimated with 90-s data to avoid introducing 

additional confounders. However, this estimation could be compromised with a shorter acquisition 

time. This issue may be mitigated by utilizing a separate short scan for sensitivity estimation or 

implementing better sensitivity estimation approaches, such as ESPIRiT (212) that may help 

alleviate this issue. 2) We used binning results from the 90-s data to avoid motion mismatch when 

comparing results with different scan lengths. However, the performance of motion binning may 

be impacted by a shorter scan. Further investigation is warranted to assess and characterize the 

impact of these factors. 

One interesting future direction would be to extend the framework for a “navigator-less” 

acquisition, which solely collects imaging data. This approach has the potential to alleviate 

trajectory-dependent effects associated with the interleaved acquisition of training data and 

imaging data. By eliminating the need for training data, imaging efficiency could be enhanced, 

enabling higher temporal and spatial resolutions. This extension holds promise for further 

enhancing multi-dimensional imaging using low-rank tensor constraints. 

5.7 Conclusion 

We developed a novel low-rank tensor reconstruction approach which alternated between 

solving the factor matrices and the core tensor from the entire acquired dataset. The proposed 

approach improved precision and repeatability for quantitative imaging and has the potential for 

further reducing scan time.  
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CHAPTER 6 Conclusions and Future Directions 

6.1 Summary 

Quantitative MRI directly measures underlying tissue properties and holds great promise for 

comprehensive tissue characterization and objective disease diagnosis. In contrast to qualitative 

images, quantitative imaging offers the potential for treatment monitoring and early diagnosis. 

Combining different biomarkers through multiparametric mapping further enhances diagnostic 

accuracy, including sensitivity and specificity. However, certain technical challenges hinder the 

clinical adoption of multiparametric mapping, including prolonged scan time for acquiring 

different biomarkers, physiological motion within a scan, and misaligned multiparametric maps 

from separate scans.  

Recent technical developments, such as the advances in MRF technique, have enabled 

simultaneous multiparametric mapping within a clinically feasible scan time. Nevertheless, 

challenges remain in handling intra-scan physiological motion or random movements, and the 

application of MR fingerprinting into the heart often requires breath-holding and ECG gating to 

freeze motion or external motion monitors for tracking respiratory and/or cardiac motion. Multiple 

breath holds could lead to patient fatigue, and the ECG signal may be prone to errors at high field 

strengths.  

The MR Multitasking framework is promising for motion-resolved, multi-parametric mapping. 

This dissertation focuses on advancing MR Multitasking framework for more comprehensive 

tissue characterization, with a particular emphasis on the extraction of T2*, susceptibility, and fat 

information from multi-echo acquisitions. Moreover, a novel reconstruction approach is 

developed, which could improve precision and repeatability of quantitative measurements from 
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MR Multitasking and potentially reduce scan time. It is expected the dissertation will contribute 

to enhancing the comprehensiveness and robustness of MR Multitasking framework for disease 

diagnosis and monitoring. By addressing technical challenges and improving quantitative 

performance, this ultimate purpose is to enable widespread clinical use of multiparametric 

mapping, facilitating more accurate and efficient disease assessments. 

 CHAPTER 3 introduced a technique for three-dimensional simultaneous brain mapping of T1, 

T2, T2*, and magnetic susceptibility. Full flow compensation was implemented along all gradient 

directions and for all echoes to reduce confounding flow effects onto susceptibility. The technique 

achieved whole brain coverage with an anisotropic resolution of 0.7 × 1.4 × 2 mm3 in a 9.1-min 

scan. It was evaluated on phantoms and healthy volunteers, yielding measurements that were 

comparable to those from conventional references. We also demonstrated the feasibility of 

contrast-weighted image synthesis using multi-parametric maps from the technique. 

CHAPTER 4 further developed the technique for free-breathing, non-ECG, simultaneous 

myocardial T1, T2, T2*, and fat-fraction mapping and addressed the technical challenges related to 

temporal resolution and scan time.  Instead of acquiring multi-echo FLASH readouts for both 

training and imaging data, we proposed a novel approach which utilized a single-echo, short TR 

readout for training data to enhance temporal resolution and imaging efficiency of the sequence. 

The technique was evaluated on static and motion phantoms and healthy volunteers, which 

produced repeatable quantitative measurements that agreed with those from conventional breath-

held, ECG-triggered references in a 2.5-min acquisition. The image quality assessment from an 

imaging cardiologist also indicated a statistically significant improvement in T1 map quality of the 

proposed approach. The technique was further incorporated into the clinical protocol for patients 

with post-acute sequela of COVID and patients with ischemic heart diseases (IHD). The IHD 
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patients underwent ferumoxytol enhancement to mimic increased iron content in the myocardium, 

and the T2* values outside the normal native range were correctly measured using the proposed 

technique. 

CHAPTER 5 presented a novel reconstruction approach based on low-rank tensor constraints. 

In previous MR Multitasking implementations, we utilized training data for temporal subspace 

estimation, which was followed by recovering the spatial coefficients using the fixed temporal 

subspace. This could potentially lead to subspace bias and compromise reconstruction 

performance. Therefore, we proposed a new reconstruction approach which utilized the entire k-t 

dataset acquired for estimating temporal and spatial components. Compared to the previous 

approach, the proposed technique showed better precision and repeatability in numerical 

simulations and in in-vivo studies and showed comparable or better performance with a shortened 

scan time. 

6.2 Future Clinical Directions 

6.2.1 Potential applications of fat imaging 

6.2.1.1 Preliminary clinical results 

𝑁 = 4 consented patients that were identified with pre-HFpEF (heart failure with preserved 

ejection fraction) were recruited and scanned on a 3T scanner (MAGNETOM Vida, Siemens 

Healthineers, Erlangen, Germany) with a standard 18-channel body coil and an integrated spine 

matrix coil. The VTR Multitasking technique developed in CHAPTER 4 was scanned in the mid-

ventricular slice with short-axis view. A free-breathing 1[H]-MRS was also scanned in the septum 

region of myocardium for triglyceride content.  

The fat-water ratio from different techniques were analyzed using Bland-Altman plot and are 

shown in Figure 6.1(A). The limits of agreement between our technique (based on Dixon) and 
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MRS is 1.5%, which is very close to the findings (2%) of a previous study (213). Paired t-tests 

indicate no significant difference between the measurements from different approaches.  

The preliminary evaluations of fat imaging showed initial agreement of our proposed approach 

with the gold standard. Moreover, it also established the limits, which indicated any fat differences 

smaller than 1.5% cannot be detected with our technique. In this specific patient cohort, the 

alterations in fat water ratio were smaller than 0.5%, which was beyond the sensitivity and 

precision of our technique. 

 

Figure 6.1: (A) Bland-Altman plot of measured fat-water ratio from MRS and developed MR 

Multitasking technique. (B) The distribution of measured fat-water ratio. FW: fat-water. 

6.2.1.2 Potential applications 

Although Dixon type of techniques may have limited precision for identifying pre-HFpEF 

patients, there have been emerging studies associating epicardial adipose tissues (EAT) and 

pericardial adipose tissues (PAT) with adverse cardiovascular phenotypes. Chahine et. al (214) 

found a significant correlation between EAT volume and fibrosis in the left atrium (assessed using 

late-gadolinium enhancement). Ng et. al (213) found EAT volume was independently associated 

with interstitial myocardial fibrosis and global strain of left ventricle. Another study (215) 
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involving 42598 UK biobank participants found an independent association between higher PAT 

and poorer left ventricular function, mass, and great wall thickness. Those studies typically utilized 

a Dixon sequence for water-fat separation and segments and measures the adipose tissue volume, 

where the information needed are also available with the developed VTR Multitasking technique. 

The EAT and PAT could be potential targets of the developed technique, and further development 

should be focused on increasing the spatial coverage and scanning efficiency. 

6.2.2 Patients with arrhythmia 

6.2.2.1 Preliminary results 

Although MR Multitasking may provide a solution to patients with arrhythmia, so far there 

have been limited evaluations on this cohort. An 86-year-old consented patient (male) with 

recurring premature ventricular contractions (PVC) and type-2 diabetes was imaged on a 3T 

scanner (MAGNETOM Skyra, Siemens Healthineers, Erlangen, Germany) with a standard 18-

channel body coil and an integrated spine matrix coil following gadolinium enhancement. High 

burden was found on this patient with ECG monitoring (36.8%). MOLLI images with ECG gating 

were collected for T1 mapping with short-axis view, and the proposed VTR Multitasking technique 

was collected with long axis view. 

The parametric maps from MOLLI and from VTR Multitasking are shown in Figure 6.2. The 

MOLLI technique seemed to have failed to provide a T1 map, which may be related to mismatched 

cardiac phases across the contrast weighted images. In contrast, Multitasking seemed to give 

reasonable results which had less motion artifacts. The adipose tissues seen on the FF map 

appeared to match with the patient information (type-2 diabetes). Previous literatures (216, 217) 

have pointed out the potential associations between cardiac adiposity and cardiovascular events 

and arrhythmia. This seemed to be aligned with the adipose tissue around epicardial regions and 
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atrial regions in the FF map as well. Despite the promising results, there is still a lack of direct and 

convincing evidence regarding the utility of the developed technique on this patient cohort. At this 

stage, further clinical evaluations are required.  

 

Figure 6.2: The MOLLI and Multitasking results on a PVC patient.   

6.2.2.2 Potential ways of validation 

ECG-gated techniques, such as MOLLI, may fail in an arrhythmia patient. Therefore, it is 

challenging to employ these conventional techniques as references and other baselines should be 

considered. One potential option would be a motion phantom similar to the linear motion stage 

used in CHAPTER 4. However, it must go beyond the translational motion to be able to generate 

cardiac motion patterns. Then the phantom can be filled with certain solutions and be programmed 

to mimic arrythmia. Finally, image acquisition can be performed without motion as the reference 

and with motion for testing. 

Another option is to create an animal model of arrythmia, as described in (218). The 

Multitasking and conventional ECG-gated references can be acquired for those animals, after 

which the animals will be terminated for ex-vivo imaging. Finally, Multitasking measurements 

will be compared with ex-vivo measurements. 
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6.3 Future Technical Developments 

6.3.1 Towards mid-field and/or low-field quantitative imaging 

6.3.1.1 Background 

To date, the practice of MR Multitasking has been limited to 3T. However, scanner availability 

of a particular field strength could be limited in real-life scenarios. In the meantime, while 

cardiovascular MR is increasing being conducted on 3T scanners, 1.5T scanners remain the 

mainstream for clinical studies. It is therefore important to consider how MR Multitasking can be 

applied to lower field strengths.   

The collected MRI signal is proportional to the external magnetic field. Therefore, one of the 

primary challenges for low-field MRI is the reduced SNR. For example, with the same sequence, 

image SNR at 1.5T will be half of that at 3T. On the other side, low field scanners are also 

advantageous (219) in cost, specific absorption rate (SAR) limits and B0 and B1 field 

homogeneities.  

One potential approach to take advantage of the benefits at low field while alleviating the SNR 

issues is to use bSSFP readouts. Compared to GRE readouts, bSSFP utilizes balanced gradients 

and doesn’t spoil the transverse magnetization, which is later refocused and therefore produces 

higher signal. It must be noted that bSSFP has high demand for B0 field homogeneity, and usually 

leads to high SAR because of short 𝑇𝑅 and large flip angles. However, those won’t be fundamental 

challenges at low field, as mentioned above. 

6.3.1.2 Methods 

Figure 6.3 shows the prototyping sequence diagram for an bSSFP Multitasking sequence. 

Catalyzation pulses are used before data acquisition to minimize signal oscillations. There are 

many options available for catalyzation pulses (220). Through preliminary testing, we found 
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Kaiser-Bessel ramp worked well with 15 ramp-up pulses and 𝛽 = 3  for radial trajectories. 

Therefore, this setup was adopted throughout the following experiments. 

 

Figure 6.3: (A) A prototyping MR Multitasking sequence integrating bSSFP readouts. Every time 
before the acquisition starts, catalyzation pulses are played to minimize signal oscillations (B) Both 

training and imaging data are now acquired with bSSFP readouts and imaging data is collected 

using golden angle radial trajectory. 

A Cramer-Rau bound analysis was performed with typical tissue and system parameters at 

1.5T (T1 = 1000 ms, T2 = 50 ms, inversion efficiency = 0.9, Δ𝐵0 = 20Hz) to assess theoretical 

performance of GRE Multitasking and bSSFP Multitasking. The simulated sequence cycled 

through hybrid T2IR modules with preparation times = 0, 30, 40, 50, 60 ms and the analysis was 

performed for flip angles ranging from 2° to 50°. The repetition time 𝑇𝑅 = 3.6 ms and recovery 

period was around 2765 ms. The T1 and T2 precision were calculated from the inverse of resulting 

Fisher information matrix, and NRMSE was calculated based on the following definition: 
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𝑁𝑅𝑀𝑆𝐸 = √
𝜎𝑇1
2

𝑇12
+
𝜎𝑇2
2

𝑇22

2
,  (6.1) 

where 𝜎𝑇1 and 𝜎𝑇2 correspond to T1 and T2 precision. 

The bSSFP Multitasking T1/T2 mapping sequence was implemented based on Figure 6.3 with 

repetition time 𝑇𝑅 = 3.6 ms, flip angle = 12°, recovery period ≈ 2765 ms, and T2 preparation 

time = 0, 30, 40, 50, 60 ms. Two consented volunteers were scanned on a 1.5T scanner 

(MAGNETOM Avanto, Siemens Healthineers, Erlangen, Germany) with a standard body coil and 

an integrated spine matrix coil.  The scan time was 1.5 min. 

A new signal dictionary was generated for bSSFP readouts using Bloch equations for different 

T1/T2 combinations. The other parts of reconstruction were kept the same as in GRE Multitasking 

(60). Since it is hard to derive an analytical equation for the underlying signal, a dictionary fitting 

strategy (221) was used for parametric mapping. The fitting dictionary was generated for different 

T1/T2/inversion efficiency combinations and were designed based on typical physiological and 

system limits of cardiac imaging: T1 values were taken as between 50 ms to 3000 ms (with an 

increment of 10 ms below 100 ms, an increment of 20 ms from 100 ms to 1200 ms, an increment 

of 40 ms from 1200 ms to 1800 ms, and an increment of 100 ms above 1800 ms); T2 values ranged 

from 5 ms to 600 ms (with an increment of 2 ms below 60 ms, an increment of 5 ms from 60 ms 

to 100 ms, an increment of 10 ms from 100 ms to 300 ms, and an increment of 50 ms above 300 

ms); inversion efficiency ranged from 0.5 to 1 (with an increment of 0.05 below 0.75, an increment 

of 0.02 above 0.75). Inversion efficiency of 1 means perfect inversion. To further reduce 

computational cost and memory constraints, the generated dictionary was compressed using 

principal component analysis (21) and dictionary matching was performed in the compressed 

domain. To be specific, let 𝐃 ∈ ℂ𝑁×𝑇  denote the simulated dictionary with 𝑁 entries and 𝑇 time 
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points. An SVD was performed on 𝐃 to find the best temporal basis 𝐕 ∈ ℂ𝑇×𝐿 (𝐿 ≪ 𝑇 and 𝐿 was 

set to be 100 in this work). Then the best matched dictionary entry 𝑖 for voxel 𝑟 was found by: 

𝑖 = 𝑎𝑟𝑔ma 
𝑖
〈𝐼(𝑟)𝐕, 𝐃𝑖𝐕〉, (6.2) 

where 𝐼(𝑟) are the reconstructed signal at voxel 𝑟 and 〈∙〉 denotes vector inner product. 

6.3.1.3 Results 

Figure 6.4 shows the results for Cramer Rau bound analysis. The comparison shows the 

theoretical superiority of bSSFP Multitasking over GRE Multitasking, leading to about 40% 

difference in 1/NRMSE. The plot also indicates bSSFP Multitasking may need much larger flip 

angles than the GRE version, which is around 28 degrees for optimal performance. 

Figure 6.5 shows myocardial T1 and T2 maps for two healthy volunteers with bSSFP 

Multitasking sequences. The average myocardial T1 values were 965.8 ms for subject 1 and 975.3 

ms for subject 2. The average myocardial T2 values were 46.6 ms for subject 1 and 42.6 ms for 

subject 2. 

 

Figure 6.4: Cramer Rau bound analysis for GRE Multitasking and bSSFP Multitasking for a range 

of flip angles.  

GRE

bSSFP
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Figure 6.5: T1 and T2 maps from bSSFP Multitasking on two healthy volunteers. 

6.3.1.4 Discussions 

The translation of MR Multitasking to lower field strengths would enhance the accessibility 

and portability of the technique. One of the key technical challenges at low field would be SNR 

penalty, and we proposed to address this challenge using a bSSFP readout. The numerical 

simulations indicate the benefit of bSSFP Multitasking over the GRE version at 1.5T in terms of 

precision. The simulation was performed without considering the B1 confounding effects. As 

mentioned before, B1 field inhomogeneity would be less of an issue at 1.5T, so the assumption 

should be overall valid. Moving forward, it would be interesting to consider the unknown B1 

effects and perform comparison again in the context of using two flip angles for B1+ mapping. 

The in-vivo study on two healthy volunteers showed reasonable image quality and quantitative 

measurements which close to previous literature values at 1.5T (222, 223). This demonstrated 

initial feasibility, even with a sub-optimal flip angle of 12°. Based on the numerical simulation, 
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the precision of T1 and T2 can be potentially enhanced by a factor of 2 from flip angle of 12° to 

28° (the optimal flip angle in theory). Further validations utilizing better flip angle choices will be 

needed against the conventional references and in-vivo comparison should be performed with GRE 

Multitasking on T1/T2 precision. 

6.3.2 Towards navigator-free MR Multitasking 

6.3.2.1 Background 

MR Multitasking collects training data (navigator data) and imaging data in an interleaved 

way. The training data can be seen as a fully-sampled, low-resolution surrogate, which allows fast 

extraction of temporal basis functions and recovery of spatial coefficients with that fixed temporal 

subspace. There are certain limitations associated with the acquisition and utilization of training 

data: 1) A significant portion of the scan is spent on training data acquisition, which gives little 

spatial information and compromises imaging efficiency; 2) The temporal subspace estimated 

from training data can be sub-optimal, as demonstrated and improved in CHAPTER 5; 3) A 

dedicated sequence implementation is needed to alternate between the datasets, which may add 

complexity to deployment of MR Multitasking and compromise its portability.  

To overcome the limitations associated with training data, we took some preliminary steps in 

developing a “navigator-free” version of MR Multitasking for T1 and T2 mapping. The primary 

technical challenges include: 1) to reconstruct the “realtime” (ungated) images without prior 

knowledge of realtime temporal subspace 2) to recover the underlying tensor without knowledge 

of temporal matrices and the core tensor. The approaches we used to tackle these challenges will 

be described in the next section. 
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6.3.2.2 Methods 

Figure 6.6: (A) A prototyping MR Multitasking sequence dedicated to imaging data collection 

(B) The imaging data are collected using tiny golden angle radial trajectory.Figure 6.6 shows the 

sequence diagram used in this work, which removes all the training data collection. The imaging 

data are collected using tiny golden angle trajectories (7th order). The imaging protocol can be 

found in Table 6.1.  

 

Figure 6.6: (A) A prototyping MR Multitasking sequence dedicated to imaging data collection (B) 

The imaging data are collected using tiny golden angle radial trajectory. 

Table 6.1: Sequence parameters used. The FOV and matrix size includes 2-fold oversampling. 

BW: bandwidth.  

FOV (mm2)  540 × 540 Slice thickness (mm) 8 

Matrix size 320 × 320 Resolution (mm) 1.7 × 1.7 
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TE (ms) 1.6 TR (ms) 3.6 

Number of readouts 

per shot 
720 Recovery period (s) 2.6 

T2IR prep durations 

(ms) 
0, 30, 40, 50, 60 Pixel BW (Hz/pixel) 1008 

Flip angle (°) 5 Acquisition time (s) 90 

Trajectory 
Tiny golden angle (7th 

order) 
  

In the first step of reconstruction, we aimed to recover realtime (ungated) images for binning. 

This was done by solving the following low-rank matrix reconstruction problem: 

𝐗̂ = arg min
𝐗

𝐗=𝐔𝚽

‖𝐝− Ω𝐅𝐒𝐗‖2
2, 

(6.3) 

where 𝐗 ∈ ℂ𝑁×𝑇  are the ungated image series, 𝐅 denotes Fourier transform, 𝐒 denotes sensitivity 

maps, Ω is the undersampling mask, 𝑁 is the number of voxels, and 𝑇 is total number of realtime 

points. The optimization problem in Equation (6.3) is non-convex and is equivalent to: 

𝐔̂, 𝚽̂ = argmin
𝐔,𝚽

‖𝐝− Ω𝐅𝐒𝐔𝚽‖2
2, (6.4) 

where 𝚽 ∈ ℂ𝐿𝑟𝑡×𝑇  are the realtime temporal basis functions and 𝐔 ∈ ℂ𝑁×𝐿𝑟𝑡  are the spatial 

coefficients. In this work, we set 𝐿𝑟𝑡 = 24 and solved Equation (6.4) combining incremented rank 

power factorization (IRPF) (224) and sliding window reconstruction (with a temporal resolution 

of 50 ms). The IRPF algorithm initializes 𝐔 and 𝚽 with random rank-1 matrices (vectors) and 

alternatively solves for 𝐔 and 𝚽 by fixing the other variable in Equation (6.4). It then increments 

the rank for 𝐔 and 𝚽 and repeats the process. The incrementing process stops after  𝐿𝑟𝑡 is reached.  

Once ungated images were reconstructed, we employed the same strategy as in the previous 

publication (60) for respiratory and cardiac binning. 
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In the final step, we performed tensor reconstruction for the underlying image series 𝒳. We 1) 

obtained T1/T2 basis 𝐔̂T1  and 𝐔̂T2  from a pre-simulated dictionary; 2) aggregated the completed 

training tensor 𝒟̂tr  from 3 historical datasets with training dataset acquisition and performed 

HOSVD on it for initialization of the core tensor 𝒢, cardiac motion basis 𝐔c, and  respiratory 

motion basis 𝐔r ; 3) solved the following optimization problem using the alternating strategy 

developed in CHAPTER 5: 

𝒢̂, 𝐔̂x, 𝐔̂c , 𝐔̂r = arg min
𝒢,𝐔x,𝐔c ,𝐔𝑟

‖𝐝img −

Ω(𝐅𝐒𝐔xℳ(𝒢 ×2 𝐔c ×3 𝐔r ×4 𝐔̂T1 ×5 𝐔̂T2))‖2
2
+ 𝜆1‖ ec(𝐖𝐔x)‖1 +

𝜆2‖ ec(𝒢)‖1, 𝑠. 𝑡. 𝐔c
H𝐔c = 𝐈 and 𝐔r

H𝐔r = 𝐈.  

(6.5) 

Note Equation (6.5) only involved imaging data, as no training dataset were acquired. 

A numerical phantom was created from the XCAT phantom (209) with 20 cardiac phases 

(𝑁2 = 20) and 6 respiratory phases (𝑁3 = 6). The average heart rate and respiration rate were set 

to be 75 bpm and 15 bpm, respectively, with 10% standard deviation. Typical T1/T2 values at 3T 

were assigned to different tissue types. The sequence diagram and acquisition scheme as in Figure 

6.6 was used to simulate k-space data. The imaging protocol shown in Table 6.1 was used for 

simulation. For comparison purposes, we also simulated k-space data for the conventional MR 

Multitasking setup with training data. A comparable noise level to the in-vivo study was added to 

both cases.  

We employed the reconstruction workflow mentioned above for navigator-free MR 

Multitasking and utilized the joint update approach described in CHAPTER 5 for conventional 

MR Multitasking. To evaluate the effects of the described realtime reconstruction approach and 

motion binning on parametric maps, the navigator-free MR Multitasking was also reconstructed 
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using gold standard motion bins and the results were used for comparison. To evaluate the effects 

of reduced scan time, the navigator-free MR Multitasking was reconstructed at two scan times (90 

s and 50 s). 

The reconstructed images at the end-expiration and end-diastolic phase were then fitted to get 

the T1 and T2 maps. The RMSE between the ground truth and the reconstructed maps, as defined 

in Equation (5.27), were used as the evaluation metric for the entire image and for the myocardium 

region.  

6.3.2.3 Results 

Figure 6.7 shows the reconstructed T1 and T2 from navigator-free MR Multitasking in a 90-s 

scan. Compared to the reconstruction with gold standard motion bins, the errors of T1 and T2 maps 

from estimated motion bins using the described strategy were slightly higher but overall 

comparable. As shown in Figure 6.8, when compared to the conventional Multitasking that 

acquires training data, the navigator-free version showed lower image RMSE for both T1 and T2 

maps within both 90-s scan time and 50-s scan time. The T1 RMSE in the myocardium from 

navigator-free Multitasking were slightly larger than that of conventional Multitasking, but T2 

RMSE in the myocardium were slightly lower. This was also observed for both scan times. 
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Figure 6.7: The reconstructed T1 and T2 maps of navigator-free MR Multitasking using gold 
standard motion bins and estimated motion bins in the numerical simulation. The performance was 

overall comparable. Myo: myocardium. 
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Image RMSE: 5.  ms
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Figure 6.8: The reconstructed T1 and T2 maps of MR Multitasking with and without training data 
acquisition in the numerical simulation. The T1 and T2 maps from the version without training 
data, even truncated, consistently show better image RMSE than the one with training data. Myo: 

myocardium. 

6.3.2.4 Discussion 

In cardiovascular MR Multitasking, training data are typically collected every other imaging 

data readout, meaning 50% of the scan time is spent on collecting training data. This compromises 

acquisition efficiency as training data provide little spatial information. The dedicated sequence 

implementation which alternates between training and imaging data acquisition also limits the 

Gold standard

T1 T2Error Error

3 s 0.12 s0 0

With training 

data ( 0 s)

Without 

training data 

( 0 s)

0.  s0 0.04 s0

Image RMSE: 16 .3 ms
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Image RMSE: 6.  ms
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Image RMSE: 137.7 ms

Myo RMSE: 10 .0 ms

Image RMSE: 5.  ms

Myo RMSE: 4.  ms

Image RMSE: 146.1 ms

Myo RMSE: 114.0 ms

Image RMSE: 6.0 ms

Myo RMSE: 4.  ms
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portability of MR Multitasking. In this work, we presented preliminary efforts to remove the 

training data to overcome these limitations. The improved imaging efficiency can be used for 

reducing scan time or trading for better quantitative performance. 

There are two underlying challenges which were addressed in this work: 1) to reconstruct 

decent realtime images for motion binning; 2) to reconstruct underlying high-dimensional tensor. 

We evaluated our solution to 1) by performing the reconstruction with gold standard motion bins 

of the simulation and using those results as a baseline. The findings indicated the imperfections of 

our proposed realtime reconstruction strategy didn’t compromise the T1 and T2 maps to a large 

extent. Our overall solution was evaluated with the comparison between navigator-free 

Multitasking and conventional Multitasking, which showed superior performance of the navigator-

free version in the entire image and its potential for scan time reduction. However, it remained to 

be further explored whether the myocardial quantification was improved. 

In the next step, in-vivo experiments should be performed to validate the technique against 

conventional references including MOLLI and T2prep FLASH. And in-vivo comparison needs to 

be performed between Multitasking with and without training data acquisition in terms of precision 

and repeatability in the myocardium. 

6.4 Final thoughts 

Over the past decade, the field of quantitative, multiparametric MRI has witnessed significant 

growth and innovation in technical development. Breakthroughs such as MR fingerprinting and 

MR Multitasking are promising to achieve comprehensive tissue characterization with minimal 

human intervention, improved patient comfort and clinically feasible scan times. These 

advancements may bring exciting transformation in the way clinical scans are performed and 

decisions are made. As I look ahead, further developments remain crucial to fully realize the 
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potential of multiparametric MRI. Improving efficiency, performance metrics (precision, 

repeatability, reproducibility), resolution, coverage, and ease of use (reconstruction time, 

computational cost) are essential areas of focus for MR Multitasking. Meanwhile, universal 

challenges persist concerning the variability of measurements, spanning different magnetic field 

strengths, imaging sequences, scanner models, and vendors. The intricacies of relaxation times 

and other parameters introduce complexities in directly comparing quantitative values across 

diverse settings, necessitating the establishment of "institutional references" for healthy volunteers 

at each site and potentially on each scanner. This can impede the seamless translation of clinical 

findings into actionable diagnoses. Harmonizing and standardizing these techniques and 

establishing cross-technique equivalences are therefore essential to ensure consistent and clinically 

meaningful quantitative information. Comprehensive clinical evaluations will continue to play a 

vital role in assessing and refining these techniques. With continued dedication and joint efforts, I 

envision a future where these techniques will contribute significantly to improving patient care, 

enhancing disease diagnosis, and advancing medical knowledge. 
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