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by 
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Professor Jennifer B.H. Martiny, Chair 

 

 

Bacteria are essential parts of ecosystems and are the most diverse organisms on the 

planet. Yet, our understanding of their biogeographic patterns and the processes that drive those 

patterns is underdeveloped. My dissertation provides a comprehensive analysis of bacterial 

biogeographic patterns and investigates how dispersal into soil impacts microbiome assembly. 

To establish global biogeographic patterns, I analyzed alpha-, beta-, and gamma-diversity of 

bacterial assemblages using 11,680 samples compiled by the Earth Microbiome Project (Chapter 

1). This study compared bacterial diversity trends across habitats and provided a big-picture 

analysis that linked multiple smaller-scale studies. From this study, I found that soils contained 

the highest bacterial richness within a single sample, prompting a follow-up field experiment to 

study how dispersal may drive the high diversity found in soils.  

Recent evidence suggests that, similar to larger organisms, dispersal is a key driver of 

microbiome assembly and diversity. Dispersal may be particularly important to leaf litter, the top 

layer of soil, which is exposed to microbial immigration from multiple sources and plays a key 

role in nutrient cycling in soils. However, our understanding of the rates and taxonomic 

composition of microbial dispersal in natural environments is limited. To fill this gap, I 



 

x 
 

characterized the rate and composition of bacteria dispersing into leaf litter via three dispersal 

routes (through the air, from nearby vegetation, and up from the bulk soil) and simultaneously 

quantified the impact of those routes on soil microbiomes (Chapter 2). I found that dispersal 

from vegetation changed the microbiome composition and functioning, driving the 

decomposition of leaf litter. That result led to another field experiment to characterize 

immigration rates and composition of microorganisms dispersing from the plant communities of 

two ecosystems: a grassland and a shrubland (Chapter 3). Immigrating microorganisms were 

strongly correlated with the local vegetation, although only within 1 m – a much shorter dispersal 

distance than previously assumed. Overall, my dissertation highlights the high microbial 

diversity found in soils and suggests that dispersal into leaf litter from local vegetation plays a 

central role in the assembly of soil microbiomes. 

 

 

 

 

 

 

 

 

 

 

 



 

1 
 

INTRODUCTION 

One of the most long-standing goals of ecology is to understand biogeography, or the 

distribution of biodiversity over space and time. In the 18th century, Johann Forster and Comte de 

Buffon were among the first to connect species distributions to climate and geographic distance. 

They laid the groundwork for scholars, such as Alfred Wallace, Charles Darwin, and Alexander 

von Humboldt, to establish the basis of modern biogeography in the 19th century. Through 

extensive fieldwork, they put forth ideas of natural selection, zoogeographic regions, and 

dispersal limitation into the world. Since then, biogeographic patterns have formed a strong 

foundation in the field of ecology and sparked curiosity about the drivers of biogeography.  

Centuries later, microbiologists followed a similar path. Microbial biogeography may 

have begun between the 19th and 20th centuries when microbiologists began selecting for specific 

bacteria through enrichment techniques (Baas-Becking, 1934). However, it took another century 

for ecologists to organize individual studies and observations into formal hypotheses of 

microbial biogeography (Costello et al., 2012; Lindström & Langenheder, 2012; Jennifer B. 

Hughes Martiny et al., 2006; Nemergut et al., 2013; Ramette & Tiedje, 2007). These hypotheses 

have led to a wide swath of studies that aim to understand the processes that influence microbial 

communities.  

One of the first objectives in the field of microbial biogeography has been to characterize 

patterns of biodiversity (Torsvik et al., 2002). However, establishing the biogeography of 

microbes is challenging. Most studies focus on a single geographic region or habitat, such as soil, 

sediment, or water (Fierer et al., 2012; Fierer & Jackson, 2006; Neufeld & Mohn, 2005), and 

arbitrary species definitions and methodological biases make comparing independent studies 

near impossible. This challenge motivated projects that aimed to amass enough data using one 
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method so that a vast number of samples are directly comparable (e.g., the Earth Microbiome 

Project and the Tara Oceans project). These data, along with smaller-scale studies, allow for the 

characterization of the biogeographic patterns of microorganisms like those of plants and animals 

(Gimmler et al., 2016; Thompson et al., 2017).  

Biogeography provides a launch pad for understanding how diversity is generated and 

maintained. Current research highlights the importance of both stochastic and deterministic 

processes for shaping biogeographic patterns. Selection by the environment, a deterministic 

process, was known to be important since Beijerink and Winogradsky developed enrichment 

techniques around the turn of the 20th century. Recent research has identified environmental 

factors such as pH, salinity, and C:N ratios as key for explaining variation in microbial 

community composition (Auguet et al., 2010; Bates et al., 2011; Fierer & Jackson, 2006; 

Lozupone & Knight, 2007). However, selection is not the whole story. Stochastic processes, 

including dispersal and drift (Vellend, 2010), are also important drivers of microbial 

biogeography but have only been recently acknowledged. Toting microbes’ small size and high 

abundance, Baas-Becking claimed in 1934 that “everything is everywhere” (Baas-Becking, 

1934). That view persisted for the next seventy years (Finlay, 2002). However, we now 

understand that microbes are dispersal limited (Foissner, 2006; Jennifer B. Hughes Martiny et 

al., 2006) and that dispersal, and its influence on drift, impact community composition and 

biogeographic patterns.  

However, the connection between dispersal and composition is not always clear because 

many studies use correlations between geographic distance and community composition as a 

proxy for stochastic processes (Hanson et al., 2012). Recent studies that manipulated microbial 

dispersal demonstrate the potential for dispersal to alter microbiome composition and 
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functioning (Albright & Martiny, 2018; S. E. Evans et al., 2019; Svoboda et al., 2018). That said, 

our knowledge of how microorganisms disperse in the field is limited as their small size and high 

abundance makes quantifying their dispersal logistically challenging (Nemergut et al., 2013). 

Specifically, microorganisms likely disperse through different routes (combinations of their 

dispersal source and the vector of transport) which are hypothesized to differentially influence 

resident communities (Cevallos-Cevallos et al., 2012; Lindström & Langenheder, 2012; Rime et 

al., 2016). However, no studies have yet studied microbial dispersal through different routes in 

the field.  

My dissertation seeks to identify global biogeographic patterns of bacterial diversity and 

understand how dispersal drives those biogeographic patterns. To do so, I first used data 

compiled by the Earth Microbiome Project to analyze global patterns of alpha-, beta-, and 

gamma-diversity for bacterial communities across multiple habitats (Chapter 1; Walters and 

Martiny, 2020). From this work, I identified that soil contains the greatest number of bacterial 

species in a single sample. To understand the drivers of high diversity in soil, I designed a field 

experiment to characterize dispersal into soil through three routes (through the air, from nearby 

vegetation, and up from the bulk soil) in a grassland in Southern California (Chapter 2). For each 

route, I measured the dispersal rate, taxonomic composition, and influence on the soil 

microbiome. In a follow-up experiment, I focused on the spatial heterogeneity of dispersal into 

soil from local vegetation by measuring the distance and taxonomic composition of 

microorganisms dispersing from plant individuals across a landscape. Altogether, my dissertation 

improves our understanding of the patterns and drivers of microbial biogeography. 
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CHAPTER 1 

Alpha-, beta-, and gamma-diversity of bacteria varies across habitats 

 

ABSTRACT 

Bacteria are essential parts of ecosystems and are the most diverse organisms on the planet. Yet, 

we still do not know which habitats support the highest diversity of bacteria across multiple 

scales. We analyzed alpha-, beta-, and gamma-diversity of bacterial assemblages using 11,680 

samples compiled by the Earth Microbiome Project. We found that soils contained the highest 

bacterial richness within a single sample (alpha-diversity), but sediment assemblages displayed 

the highest gamma-diversity. Sediment, biofilms/mats, and inland water exhibited the most 

variation in community composition among geographic locations (beta-diversity). Within soils, 

agricultural lands, hot deserts, grasslands, and shrublands contained the highest richness, while 

forests, cold deserts, and tundra biomes consistently harbored fewer bacterial species. 

Surprisingly, agricultural soils encompassed similar levels of beta-diversity as other soil biomes. 

These patterns were robust to the alpha- and beta- diversity metrics used and the taxonomic 

binning approach. Overall, the results support the idea that spatial environmental heterogeneity is 

an important driver of bacterial diversity. 
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INTRODUCTION 

Bacteria are the most diverse organisms on the planet (Whitman et al., 1998). Bacterial 

richness and composition influences ecosystem functioning, whether in host-associated 

communities, soils, or oceans (Barberán & Casamayor, 2010; T. Bell et al., 2005; Jennifer B. H. 

Martiny et al., 2017; Philippot et al., 2013; Strickland et al., 2009; Wagg et al., 2014). 

Nevertheless, we have yet to answer a number of basic questions about bacterial diversity, 

including “Which habitats contain the highest diversity of bacteria?” More broadly, evaluating 

geographic patterns in biodiversity across habitats and spatial scales can illuminate the processes 

influencing and consequences of biodiversity (Bryant et al., 2008; Carson et al., 2010; Ibarbalz et 

al., 2019; Logares et al., 2020; Mittelbach et al., 2007). 

While many studies document spatial patterns of bacterial diversity, most are restricted to 

a particular geographic region or habitat, such as soil, sediment, or water (Fierer et al., 2012; 

Fierer & Jackson, 2006; Neufeld & Mohn, 2005). To understand global trends, however, studies 

that analyze diversity across habitats and geographic regions are needed. Combining data from 

independent projects is oftentimes infeasible because community variation can be caused simply 

by differences in methodology. The Earth Microbiome Project (EMP) comprises 27,751 samples 

from 97 studies from a wide range of habitats and geographic regions that are processed in the 

exact same way (Thompson et al., 2017). Although there are limitations to PCR-based 

sequencing surveys (Apprill et al., 2015), this dataset is unique for its size in using standardize 

methods for all samples. Thus, this dataset provides an opportunity for a rigorous comparison of 

bacterial diversity across many parts of the globe.  

A recent overview from the EMP noted, as has previously been observed, that 

communities of free-living bacteria are more diverse than host-associated bacteria (Fierer & 
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Lennon, 2011; Lozupone & Knight, 2007; Torsvik et al., 2002). For example, soil and sediment 

samples have higher alpha-diversity than animal gut or skin microbiomes. We expand on this 

initial alpha-diversity analysis by additionally evaluating beta- and gamma-diversity across 

spatial scales while mitigating for unevenly spaced samples (Fig. 1.1). We also take the 

opportunity to use the large size of the EMP dataset to test whether different diversity metrics 

and taxa definitions influence our understanding of microbial diversity patterns. 

We specifically ask: which habitats support the highest levels of bacterial diversity? We 

consider three interrelated aspects of biodiversity: alpha-, beta-, and gamma-diversity. We 

measure alpha-diversity as the observed richness (number of taxa) or evenness (the relative 

abundances of those taxa) of an average sample within a habitat type. We quantify beta-diversity 

as the variability in community composition (the identity of taxa observed) among samples 

within a habitat (Marti J. Anderson et al., 2006). Finally, we calculate gamma-diversity as the 

total observed richness of all samples within in a habitat.  

We test several predictions about relative, not absolute, diversity patterns because, even 

in this large dataset, bacterial diversity remains undersampled. First, we predict that sediment 

and soil support the highest alpha-diversity within a single sample. These habitats are known to 

have relatively high bacterial diversity, although their relative rankings have not yet reached a 

consensus (Fierer & Lennon, 2011; Lozupone & Knight, 2007; Thompson et al., 2017; Torsvik 

et al., 2002). Second, we expect that soil, sediment, inland water, and biofilm/mat habitats will 

exhibit high beta-diversity. These habitats are spatially separated with less dispersal or mixing 

than air or marine water. Finally, we predict that soils and sediments will exhibit high gamma-

diversity as they are expected to have both high alpha- and beta-diversity. 
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Within the soil habitat, we hypothesize that soils from biomes higher in plant diversity 

and productivity (e.g., forests and grasslands) support higher alpha-diversity than soils from 

biomes with low diversity and productivity (e.g., tundra and deserts) (Kier et al., 2005; Lamb et 

al., 2011; Zak et al., 2003). Of course, these biomes do not directly influence diversity, but they 

are defined based on abiotic factors (Holdridge, 1967), such as temperature or precipitation, that 

do influence diversity. Further, we expect that agricultural soils will exhibit lower beta-diversity 

than other biomes as common practices (pesticides, tilling, and fertilizer use) and the low 

diversity of crop plants influences community composition (Jangid et al., 2008; Upchurch et al., 

2008). We also compare the relationship between diversity and biomes to those between 

diversity, and pH or temperature to assess whether plant diversity or abiotic conditions more 

strongly influence bacterial diversity. We expect bacterial richness to peak at neutral pH and 

moderate temperatures (Bahram et al., 2018; Fierer & Jackson, 2006; Griffiths et al., 2011), and 

abiotic factors to be a stronger influence on diversity than plant biomes. Overall, the aim of this 

study was to compare bacterial diversity trends across habitats. We show that the most diverse 

habitat depends on the type of diversity (alpha-, beta-, or gamma-diversity). 

 

MATERIALS AND METHODS 

Bacterial 16S rDNA (V4 region) sequence data and associated metadata (e.g., sample 

location, sample type, date of sampling) were downloaded from the Earth Microbiome Project 

(EMP) on September 1, 2016. Sample processing, sequencing, and core amplicon data analysis 

were performed by the Earth Microbiome Project (www.earthmicrobiome.org), and all amplicon 

sequence data and metadata have been made public through the data portal 

(qiita.microbio.me/emp). Data available from: https://doi.org/10.1038/nature24621 (Thompson 
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et al., 2017). We used the EMP closed-reference (Greengenes 13.8) OTU dataset classified at 

97% sequence similarity to reduce computational time (instead of the open-reference dataset). 

The dataset contains 27,751 samples, with a median depth of 54,091 sequences per sample. We 

excluded archaea from the analysis because, relative to bacteria, they make up a small portion of 

any given community (median = 0.018% of sequences). 

 

Habitat designations. We used the EMP Ontogeny metadata to classify the habitat and, for soil, 

biome of each sample based on the EMP metadata (Fig. 1.2). When the existing metadata were 

unclear, we used the latitude and longitude coordinates to assess the environmental context. 

Samples with insufficient data about their location or habitat were removed from the analysis. 

Host-associated samples were also removed. Further, we only retained samples that could be 

classified into one of the following habitats: soil, sediment, marine water, inland water (e.g., 

rivers and lakes), air, and biofilms/mats. These habitat types were chosen because they represent 

a wide range of environmental conditions and are well sampled within the EMP dataset. Within 

the soil habitat, we further classified samples into forest, hot desert, cold desert, grassland, 

shrubland, tundra, and agricultural soil. We also classified inland water and sediment samples as 

saline and non-saline. See supplemental materials for descriptions of sample locations (Appendix 

1B). After removing samples with less than 15,000 sequences (rarefaction depth in this study), 

11,680 free-living (non-host system) samples remained. 

 

Alpha-diversity analysis. To account for differences in sequencing depth, the samples were 

rarefied to 15,000 sequences with 1,000 resamplings in QIIME (Caporaso et al., 2010). This 

rarefaction depth provided a high sequence count per sample while minimizing sample loss to 
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4.74% of samples. All samples with less than 15,000 sequences were removed leaving 11,680 

free-living (non-host system) samples. For each resampling, we calculated 24 alpha-diversity 

metrics on the rarified OTU table in QIIME (Fig. 1.3A). These metrics characterized the 

community in five general ways: observed richness, estimated richness, evenness/dominance, 

phylogenetic diversity, and coverage of sampling. We used all 24 metrics throughout the alpha-

diversity analysis to ensure that our final conclusions were not dependent on the type of metric. 

We calculated the median value of each metric across the 1,000 replicates.  

To minimize the effect of unevenly spaced samples, we averaged the alpha-diversity of 

the samples within a single geocluster. Many of the samples are highly clumped such that some 

geographic regions contribute unequally to the habitat’s diversity. Geoclusters (n= 172) were 

formed by clustering samples of the same habitat type located within 110 km of each other 

(distance of 1º latitude at the equator) using hclust() and cutree() from package ‘stats’ and 

rdist.earth() from package ‘fields’ in R (Nychka et al., 2015; R Core Team, 2020). While a 

smaller clustering distance would have yielded a higher geocluster sample size, this conservative 

distance allowed us to be more confident that our results reflected ecological processes, rather 

than sampling locations. We calculated the median of each diversity metric for the samples 

within each geocluster of the same habitat type. The averaged alpha-diversities were then cube 

root transformed to achieve normality and homoscedasticity. Finally, we tested for significant 

differences in alpha-diversity among habitats by performing a one-way ANOVA and Tukey’s 

HSD in R.  

We tested whether the alpha-diversity results depended on the diversity metric by running 

a correlation with every pairwise combination of diversity metrics using all 11,680 samples. 

Likewise, we tested whether our results depended on the resolution of OTU clustering by 



 

10 
 

comparing the 97% similarity OTU table with the single-nucleotide resolution ‘sub-OTUs’ 

dataset, Deblur, produced by the EMP. We rarefied the Deblur dataset to 15,000 sequences per 

samples (1,000 times), calculated Exact Sequence Variance (ESV) richness per sample, and 

calculated the mean richness across the 1,000 replicates. We then ran a correlation between the 

OTU richness and ESV richness for every sample present in both datasets (n = 11,137).  

To further explore what factors might be driving alpha-diversity, we compared bacterial richness 

with pH and temperature at each sample site. We chose pH and temperature because these were 

the most widely included in the EMP dataset. For soil samples, however, the temperature data 

were often missing from the EMP dataset. Thus, for the analysis with just soil samples, we used 

temperature data from WorldClim. Metadata (pH and temperature) from the EMP were taken at 

the site at the time of sample collection. Data from WorldClim, a publicly-available dataset, 

included mean annual temperature averaged from 1970 – 2000 with spatial resolution of 10 

minutes. Data is available from WorldClim Version2: http://doi.org/10.1002/joc.5086 (Fick & 

Hijmans, 2017). We assigned external temperature data to soil samples using latitude and 

longitude with extract() from package ‘raster’ in R (Hijmans, 2018). Temperature and pH were 

correlated with OTU richness using a second-degree polynomial in R. We tested whether 

temperature and pH differed among habitats and biomes using an ANOVA in R.  

 

Beta-diversity analysis. To reduce computation time, we used a subset (150 rarefied tables) of 

the 1000 rarefied OTU tables generated during the alpha-diversity analysis to analyze beta-

diversity. The OTU tables were first square root transformed to increase weight given to the rare 

taxa (Magurran, 1988) that make up the majority of microbial communities (Jennifer B.H. 

Martiny & Walters, 2018). For each of the 150 rarefied, square root transformed OTU tables, we 
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calculated the median abundance for each taxon across all the samples within a single geocluster. 

We then calculated a Bray-Curtis dissimilarity matrix for each of the 150 OTU-by-geocluster 

tables in QIIME. Finally, we calculated the median of the 150 dissimilarity matrices to yield one 

median Bray-Curtis dissimilarity matrix. 

To visualize compositional differences among habitats, we used NMDS in PRIMER6 

(Clarke & Gorley, 2006). We also tested community composition differences among habitats 

using PERMANOVA in PERMANOVA+ (M.J. Anderson et al., 2008). Because we averaged 

OTU abundances for all samples of the same habitat type located within the same geographic 

area (geocluster), beta-diversity provides an approximation of the amount of community 

variation from location to location within one habitat (as opposed to variation from sample to 

sample within one location).  

To compare beta-diversity across habitats, we analyzed the variance within each habitat 

using the function PERMDISP in PERMANOVA+. To determine if unequal sampling among 

habitats biased these results, we re-calculated the Bray-Curtis values based on a selection of only 

20 geoclusters for each habitat from a rarified OTU-by-geocluster table. We chose 20 geoclusters 

because that depth included five of the six habitats (excluding air) but avoided the biases 

expected with sample sizes less than ten (M.J. Anderson et al., 2008). We repeated these 

subsamplings 100 times and tested for differences in beta-diversity among habitats using 

betadisper(), the PERMDISP test implemented in the R package ‘vegan’ (Oksanen et al., 2019). 

We compared the relative rankings of these rarefied beta-diversity results to the unrarefied 

results to determine if rarefaction changed the relationships of variance among habitat groups. 

Specifically, we considered the rarefied results to match the unrarefied results if 95-100 
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subsampled tests were significant and showed the same beta-diversity rankings (based on mean 

distance to centroid) as the unrarefied test.   

We tested whether the beta-diversity results depended on the diversity metric by running 

a correlation with every pairwise combination of nine diversity metrics. For each of the 150 

OTU-by-geocluster tables, we calculated nine beta-diversity metrics using vegdist() from 

package ‘vegan’ in R (Oksanen et al., 2019). We then took the mean matrix (of the 150 matrices) 

for each diversity metric. We performed a Spearman’s mantel test for every pairwise comparison 

of the nine averaged beta-diversity matrices using mantel() from package ‘stats’ (R Core Team, 

2020). To compare Raup-Crick to the other beta-diversity metrics, we calculated the dissimilarity 

within, but not among, habitats. Raup-Crick is not an appropriate metric when communities do 

not share the same species pool (Chase et al., 2011). To calculate Raup-Crick, we took the mean 

of the matrices computed with raupcrick(…, chase = TRUE) and raupcrick(…, chase = FALSE) 

from package ‘vegan’ in R  (Oksanen et al., 2019) to follow the method recommended by Chase 

et al. (Chase et al., 2011). We calculated one Raup-Crick matrix for each habitat for each of the 

150 OTU-by-geocluster tables, took the mean for each habitat across the 150 matrices, and then 

calculated the mean and SE distance from centroid in PRIMER6 (Clarke & Gorley, 2006). We 

used the mean and SE to compare the trends in dissimilarity to those generated with the Bray-

Curtis metric.  

 

Gamma-diversity analysis. To assess gamma-diversity by habitat, we plotted an OTU 

accumulation curve for each habitat with specaccum() from package ‘vegan’ in R (Oksanen et 

al., 2019) using the 150 OTU-by-geocluster tables. The OTU accumulation curve displays the 

numbers of geoclusters sampled on the x-axis and observed OTU richness on the y-axis. This 
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plot allowed us to compare cumulative diversity levels across multiple samples distributed across 

the world. We examined whether habitats likely exhibit different gamma-diversity levels by 

calculating error bars equal to 1.96 times the standard deviation. 

 

RESULTS 

Alpha-Diversity 

Out of the six habitats compared, soils contained the highest observed richness (i.e., 

number of observed taxa rarefied at 15,000 sequences) for a single sample, with a median of 

1,842 taxa (97% OTUs) per sample given this depth of sequencing (one-way ANOVA: F = 

39.13, P < 0.001, r2 = 0.541; Fig. 1.2A). Sediments were the second most diverse habitat with an 

average of 1,137 taxa. Marine water, air, inland water, and biofilms/mats had a significantly 

lower richness (averaging 571, 500, 478, and 342 taxa, respectively) than soils and sediments (P 

< 0.001; Fig. 1.2A) but could not be distinguished from one another by richness . 

Because salinity influences bacterial community composition (Lozupone & Knight, 

2007), we further tested whether taxon richness varied between non-saline and saline habitats. 

We found that salinity had no impact on alpha-diversity for sediments (one-way ANOVA: F = 

0.433, P = 0.516; Fig. S1.1) or inland water (F = 0.093, P = 0.763; Fig. S1.1).  

Within the soil habitat, we further compared alpha-diversity among seven biomes 

(agricultural, grassland, shrubland, forest, hot desert, cold desert, and tundra soil). Within soil 

samples, richness differed significantly among biomes. Agricultural soils supported the highest 

richness in a sample, along with hot desert, grassland, and shrubland biomes. Forest soils were 

less diverse than agricultural soil, and tundra and cold deserts supported the lowest richness 

(one-way ANOVA: F = 42.62, P < 0.001, r2 = 0.642; Fig. 1.2B). Notably, the cold desert biome 
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was only represented by two geoclusters (averaging across 117 samples); thus, more data are 

needed to assess that particular biome’s diversity.   

The above results were robust to the alpha-diversity metric used. On a sample-by-sample 

basis, 24 alpha-diversity indices, including observed richness, were all correlated with each other 

(r2 = 0.09 – 1.00, P < 0.0001) with a mean r2 of 0.63 (Fig. 1.3A). The metrics grouped into two 

main clusters. One cluster encompassed the richness/coverage metrics such as OTU richness, 

Faith’s Phylogenetic Diversity, and Chao1 (r2 = 0.86 – 1.00, mean r2 = 0.97). The other cluster 

included the evenness/dominance metrics such as Simpson’s and McIntosh dominance index (r2 

= 0.31 – 1.00, mean r2 = 0.85). Further, each metric ranked the habitats from highest to lowest 

alpha-diversity in the same way, with the exception of air. Air communities were more even than 

other habitats, given their relative richness level (Fig. 1.3B). Excluding air samples, OTU 

richness (ANCOVA: F = 54.68, P < 0.0001, r2 = 0.229), but not habitat (F = 2.14, P = 0.0775) 

was a predictor of evenness. When air samples were included, both OTU richness (F = 57.09, P 

< 0.0001, r2 = 0.173) and habitat (F = 7.0989, P < 0.0001, r2 = 0.107) were significant predictors 

of evenness. 

The alpha-diversity patterns were also robust to the taxonomic binning method (Fig. 1.4). 

We compared the 97% OTU and Exact Sequence Variant (ESV) Deblur datasets provided by the 

EMP. Not only were OTU richness and ESV richness strongly correlated (r2 = 0. 933, P < 

0.0001), but, on a sample-by-sample basis, they were also nearly identical (slope = 0.953, P < 

0.0001). However, the relationship between OTU richness and ESV richness varied among 

habitats (ANOVA: F = 786.5, P < 0.0001, r2 = 0.331). In particular, non-saline sediments and 

inland water demonstrated a higher ESV:OTU richness ratio than other habitats (Fig. 1.4).   
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Taxon richness displayed a weak hump-shaped relationship with pH and a peak in 

diversity at a neutral pH (non-linear regression: P < 0.0001, r2 = 0.047; Fig. S1.2A). In contrast, 

taxon richness only weakly correlated with temperature, and this relationship was driven by low-

diversity biofilm/mat samples sampled from high temperatures (P < 0.0001, r2 = 0.036; Fig. 

S1.2C). Overall, the bacterial alpha-diversity patterns across all habitats were not obviously 

related to pH or temperature. Most of the samples were, on average, at a neutral pH, with the soil 

samples more acidic and the biofilm/mat samples more basic (Fig. S1.2B). Despite this, 

temperature (ANOVA: F = 272.3, P < 0.0001, r2 = 0.198) and pH (F = 245.2, P < 0.0001, r2 = 

0.215) differed significantly among habitats (Fig. S1.2D).  

Similar to the pattern observed across all habitats, richness within just the soil samples 

also peaked at a neutral pH (non-linear regression: P = 0.001, r2 = 0.121; Fig. S1.3A). In 

contrast, richness in soils also peaked at a temperature around 10C (P < 0.0001, r2 = 0.288; Fig. 

S1.3C). Both temperature (ANOVA: F = 640.2, P < 0.0001, r2 = 0.153) and pH (F = 199.8, P < 

0.0001, r2 = 0.594) differed among soil samples by biome (Fig. S1.3B and Fig. S1.3D). Soils 

from both hot and cold deserts tended to be basic while agricultural fields, forests, and tundra 

were acidic. Tundra and cold deserts were the coldest biomes, and shrubland, agriculture, and hot 

deserts were among the hottest biomes.  

 

Beta-Diversity 

Sediment, biofilm/mat, and inland water habitats displayed the highest beta-diversity 

among geographic locations or geoclusters (not within a single sample), whereas soil, air, and 

marine water exhibited 17% lower beta-diversity (PERMDISP: F = 10.7, P = 0.001; Fig. 1.2C). 

To test that these patterns were not influenced by unequal sampling (number of geoclusters) of 
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the habitats, we subsampled the habitats (to 20 geoclusters per habitat) and retested the patterns. 

All 100 subsamplings produced the same beta-diversity rankings, and all models were 

significant, indicating that unequal sampling did not influence within-habitat beta-diversity. 

Within the soil habitat, beta-diversity did not differ by biome (P = 0.526; Fig. 1.2D). 

Overall, bacterial community composition differed significantly by habitat 

(PERMANOVA: P = 0.001, Pseudo-F = 9.8601, r2 = 0.210; Fig. 1.2E) and by biome for soils (P 

= 0.001, Pseudo-F = 4.221, r2 = 0.227; Fig. 1.2F). Because salinity influenced the community 

composition for both sediments (P = 0.002, Pseudo-F = 2.0168, r2 = 0.075) and inland water (P = 

0.02, Pseudo-F = 1.7702, r2 = 0.085), we tested whether salinity likewise influenced beta-

diversity within these habitats. Beta-diversity did not differ between saline and non-saline 

samples within sediments (PERMDISP: P = 0.21, F = 2.4404) or inland water (P = 0.849, F = 

0.27406; Fig. S1.4).  

The above results did not depend on the beta-diversity metric used. On a sample-by-

sample basis, nine beta-diversity indices, including Bray-Curtis, were correlated with each other 

(r = 0.435 – 1.00, P = 0.001, mean r = 0.88; Fig. S1.5A). Raup-Crick has been suggested as a 

more appropriate metric when comparing groups with different alpha-diversity levels (Chase et 

al., 2011). Because Raup-Crick assumes that all communities are part of the same regional 

species pool, we calculated the mean and standard error within each habitat (excluding between 

habitat comparisons) and compared the trend to that generated by the Bray-Curtis metric. Both 

Bray-Curtis and Raup-Crick metrics showed the same trend of beta-diversity among habitats 

(Fig. S1.5B). 
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Gamma-Diversity 

Considering the accumulation of taxon richness across geoclusters, sediments exhibited 

the highest gamma-diversity of any habitat, followed by soils and inland water (Fig. 1.5). The 

sediment rarefaction curve showed little sign of flattening out, indicating that most taxa are yet to 

be sampled. In contrast, the soil curve noticeably leveled off, even at a similar level of sampling. 

The gamma-diversity of marine water, biofilms/mats, and air were not statistically 

distinguishable from one another but, as a group, exhibited lower gamma-diversity than inland 

water, soils, and sediments.  

 

DISCUSSION 

Here, we tested which habitat contains the most bacterial taxa within a single sample 

(alpha-diversity), which exhibits the most variation among samples (beta-diversity), and which 

contains the most taxa across all samples (gamma-diversity). We show that a single sample of 

soil on average contained higher bacterial alpha-diversity than any other habitat, including 

sediment (Fig. 1.2A). However, sediment had higher gamma-diversity, with much of its diversity 

yet to be sampled (Fig. 1.5). Within soils, we found that agricultural soils had among the highest 

richness and exhibited just as much compositional variation (beta-diversity) as other biomes.  

Although both sediments and soil were previously known to be highly diverse microbial 

habitats, previous studies demonstrated conflicting results about their relative ranking (Fierer & 

Lennon, 2011; Lozupone & Knight, 2007; Thompson et al., 2017; Torsvik et al., 2002). Using 

11,680 samples and minimizing geographic biases, this analysis suggests that soil contains 

higher alpha-diversity than sediments. In contrast, marine water, inland water, air, and 

biofilms/mats contain the lowest alpha-diversity (Fig. 1.2A). 
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Within-habitat heterogeneity is a known driver of plant and animal diversity (Johnson & 

Simberloff, 1974; Tews et al., 2004) and has been correlated with microbial communities as well 

(Cheeke et al., 2015; Curd et al., 2018). Here, we show that the alpha-diversity patterns are 

consistent with the idea that habitat heterogeneity may drive bacterial diversity at a single 

sample. The highly mixed water and air environments harbor lower diversity, consistent with 

previous smaller-scale studies (Asakawa & Kimura, 2008; Crump et al., 2012; Torsvik et al., 

2002). While both sediments and soil are not as well mixed, sediments contain higher water 

content than soils. Water content increases connectivity and thus reduces environmental 

heterogeneity and promotes dispersal, both of which can result in lower diversity (Bickel et al., 

2019; Carson et al., 2010; Freestone & Inouye, 2006; Vellend, 2010). At the same time, biofilms 

and mats, despite being spatially structured, also displayed low alpha-diversity (Hall-Stoodley et 

al., 2004). However, the biofilm/mat samples from the EMP dataset encompassed samples with 

the highest pH and temperature (Fig. S1.2). We therefore speculate that these abiotic extremes 

contribute to low alpha-diversity (Campbell & Kirchman, 2013; Miller et al., 2009; Sharp et al., 

2014). In fact, diversity in many habitats is lowest at extreme temperatures (Bahram et al., 2018; 

Campbell & Kirchman, 2013; Fierer & Jackson, 2006; Griffiths et al., 2011; Milici et al., 2016; 

Miller et al., 2009; Raes et al., 2018; Sharp et al., 2014). Yet ultimately, little is known about the 

environmental conditions, and their heterogeneity, at the spatial scale that matters for 

microorganisms (Vos et al., 2013). To test the importance of within-sample heterogeneity on 

microbial diversity directly, finer-scale data are needed. 

Our analysis is the first to quantify bacterial beta-diversity among habitats across many 

parts of the globe. While soils contained the highest alpha-diversity within a single sample, 

sediments displayed higher beta-diversity among geoclustered samples within a habitat (Fig. 
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1.2C). Sediment beta-diversity was also similar to that of inland water and biofilms/mats. 

Additional environmental data associated with the individual samples would be needed to 

distinguish whether these beta-diversity patterns might be driven by dispersal limitation (Carson 

et al., 2010; S. Evans et al., 2016) or spatial variation in environmental conditions (Asakawa & 

Kimura, 2008; Barberán & Casamayor, 2010). 

Given their high alpha- and beta-diversity, it is not surprising that sediments are also 

estimated to contain the highest gamma-diversity (Fig. 1.5). While extracellular DNA (eDNA) 

may be particularly prevalent in ocean sediments (Dell’Anno & Danovaro, 2005), evidence thus 

far suggests that eDNA has minimal effect on sediment diversity estimates from sequencing 

surveys (Ramírez et al., 2018). The taxa accumulation curves also suggest that, while we may 

have observed most bacterial taxa in soil (at least from highly sampled continents), there is much 

more diversity to discover in sediments. Similarly, other than soil, the accumulation curves 

suggest that air, water habitats, and biofilms/mats remain undersampled as well. Of course, the 

number and localities of samples available will influence the diversity estimates. Thus, a 

limitation to these conclusions is that the samples are highly concentrated in North America and 

Europe (Fig. 1.1), and continued sampling is needed to test the robustness of these diversity 

patterns. 

Because plant diversity and productivity are shown to impact microbial communities 

(Lamb et al., 2011; Zak et al., 2003), we further characterized alpha- and beta-diversity trends 

among biomes from which the soil samples were collected. Agricultural soils contained among 

the highest alpha-diversity, as previously noted in smaller scale studies (Rodrigues et al., 2013; 

Upchurch et al., 2008). Indeed, some agricultural practices, such as application of manure, are 

known to increase bacterial diversity (Ding et al., 2016; Sharma et al., 2010). Even more notable, 
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however, is that agricultural soils encompassed similar levels of beta-diversity to those of other 

biomes. While some agricultural practices have been shown to homogenize communities within 

a single field (Rodrigues et al., 2013), not all practices have a homogenizing effect (O’Brien et 

al., 2016). Further, the diversity of agricultural practices around the world (Sharma et al., 2010; 

Soman et al., 2017) seems to select for as much variation in bacterial composition (beta-

diversity) as different types forests or deserts.  

Contrary to our hypothesis, biomes with higher plant diversity or productivity, such as 

forest or shrubland soils, were no more diverse within a sample than other biomes (Fig. 1.2B). 

These results support previous findings that grasslands contain more bacterial diversity than 

forests (Delgado-Baquerizo & Eldridge, 2019) and, overall, plant and soil diversity are 

uncoupled (Prober et al., 2015). We therefore propose that abiotic factors may be more important 

for soil bacterial alpha-diversity than plant biomes. Biomes differed significantly in pH and 

temperature, and soil alpha-diversity was strongly correlated with both factors (Fig. S1.3). These 

results are consistent with previous studies (Bahram et al., 2018; Fierer & Jackson, 2006; 

Griffiths et al., 2011) that find bacterial richness in soils peaks at a neutral pH and at mid-

temperatures (around 10ºC). Of course, other unmeasured environmental factors and/or 

ecological interactions are likely influencing soil diversity.  

Finally, these diversity patterns appear to be robust to two key methodological issues. 

First, diversity trends did not depend on the particular alpha- or beta-diversity metrics used (Fig. 

1.3A and Fig. S1.5A). Air, as the only exception, was more even than expected, given its 

richness (Fig. 1.3B). We speculate that the movement of air contributes to its evenness as air 

likely picks up a sampling of bacteria from many different habitats (Miletto & Lindow, 2015; 

Rintala et al., 2008). Second, the results were robust to the degree of clustering of the amplicon 
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sequences (Fig. 1.4). Both the 97% OTU and the ESV datasets yielded the same alpha-diversity 

trends, as previously noted in a smaller scale study (Glassman & Martiny, 2018). Most of those 

outliers in this analysis came from non-saline sediment or inland water samples, which had 

higher ESV richness than 97% OTU richness.  While this pattern could suggest higher finer-

scale diversity within these habitats, we caution that these samples originated from only four 

geoclusters. Overall, while ESVs can be useful for resolving finer diversity among specific 

taxonomic groups (Needham et al., 2017), broad-scale alpha-diversity patterns do not seem to be 

altered by these particular operational definitions. 

With the largest dataset created with consistent methodology and a geographically 

widespread sampling effort, we show that soils support the highest diversity within a single 

sample (alpha-diversity) and that sediments are more variable in composition among locations 

(beta-diversity) and likely support the most bacterial taxa at a larger spatial scale (gamma-

diversity). Within soils, we find biome type impacts soil alpha-diversity but not beta-diversity. 

Many of these results appear consistent with the idea that spatial heterogeneity and dispersal 

limitation promote bacterial diversity. These baseline patterns set the stage for new research on 

the mechanisms driving the generation and maintenance of bacterial diversity. 
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Figure 1.1 Sample and geocluster locations. Map showing locations of each of the EMP 

samples used in this study (black dots) and the geoclustered samples for each habitat (colored 

dots). Geoclusters were created from samples located within 110 km of each other.   
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Figure 1.2 Alpha- and beta-diversity patterns. Alpha- and beta-diversity per habitat for all 

geoclusters used in study (A, C, and E) and per biome for soil geoclusters (B, D, and F). (A and 

B) Boxplot of alpha-diversity (OTU richness). (C and D) Mean beta-diversity (distance from 

centroid) ± standard error. For all bar and boxplots, letters above indicate significant differences 

among groups (Tukey test) where groups that share a letter are not significantly different from 

each other. (E and F) NMDS of geoclusters. 
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Figure 1.3 Comparison of diversity metrics. (A) Heatmap shows degree of correlation (r2 from 

linear regression with all EMP samples used in analysis). Dendrogram shows relatedness of 

metrics based on their correlation strength. Note that the metrics are clustered into two groups: 

one composed of mainly evenness metrics (top cluster on dendrogram) and one composed of 

mainly richness metrics (bottom cluster on dendrogram). Simpson’s evenness, Heip’s evenness, 

and ENSpie fall outside of those two clusters. (B) Dot plot showing relationship between Heip’s 

evenness and OTU richness metrics for geoclusters of each habitat. The green line is a linear 

regression for air geoclusters, and black line is a linear regression for all geoclusters except for 

air. 
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Figure 1.4 Comparison of OTU and ESV richness. On a sample-by-sample basis, OTU 

richness and ESV richness are highly correlated (r2 = 0.933, P < 0.0001). On average, for any 

given sample, ESV richness is equal to 95.26% of OTU richness. However, not all habitats 

showed the exact same relationship between OTU and ESV richness. Non-saline sediment and 

inland water samples have significantly higher ESV richness given their relative OTU richness. 

All samples except for non-saline sediment and inland water have a regression line with a slope 

of 0.891 (P < 0.0001, r2 = 0.971), shown as the black regression line on the graph. Non-saline 

sediment samples have a regression line with a slope of 1.220 (P < 0.0001, r2 = 0.895), shown as 

light orange on the graph. Non-saline inland water samples have a regression line with a slope of 

1.152 (P < 0.0001, r2 = 0.902), shown as light pink on the graph. 
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Figure 1.5 Geocluster accumulation curves. Geocluster accumulation curves (gamma-

diversity) for mean OTU richness from a random sampling of geoclusters (permutations = 999) 

with 95% confidence intervals drawn for each habitat.  
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SUPPLEMENTAL MATERIALS 

Appendix 1A: Supplemental Figures 

 

Figure S1.1 The influence of salinity on alpha-diversity. Taxon richness did not differ 

between saline and non-saline samples from inland water or sediment habitats.  

  



 

29 
 

Figure S1.2 The influence of abiotic factors on taxon richness. (A) pH significantly impacts 

taxon richness (P < 0.0001). Each point represents an individual EMP sample (not a geocluster) 

and is colored by habitat. (B) pH differs among habitats (ANOVA, p < 0.0001). Out of all the 

EMP environmental samples used in this study, 30.7% had associated pH metadata: 0% of air 

samples, 60.0% of inland water samples, 19.6% of sediment samples, 6.5% of marine water 

samples, 5.1% of biofilm/mat samples, and 23.4% of soil samples. (C) Temperature significantly 

influences taxon richness (P < 0.0001). Each point represents an individual EMP sample (not a 

geocluster) and is colored by habitat.  (D) Temperature recorded when samples were collected 

(EMP metadata) differs among habitats (ANOVA, p < 0.0001). Out of all the EMP 

environmental samples used in this study, 47.3% had associated temperature metadata: 9.0% of 

air samples, 77.0% of inland water samples, 17.5% of sediment samples, 48.8% of marine water 

samples, 81.0% of biofilm/mat samples, and 0.6% of soil samples. 
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Figure S1.3 Abiotic factors influence taxon richness in soil. (A) pH significantly impacts 

taxon richness (P = 0.001). Each point represents an individual EMP soil sample (not a 

geocluster) and is colored by biome. (B) pH differs among biomes (ANOVA, p < 0.0001). (C) 

Mean annual temperature significantly impacts taxon richness (P < 0.0001). Each point 

represents an individual EMP soil sample (not a geocluster) and is colored by biome. 

Temperature data was retrieved from WorldClim, a publicly available data source. (D) 

Temperature differs among biomes (ANOVA, p < 0.0001). 
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Figure S1.4 The influence of salinity on beta-diversity. The level of beta-diversity within 

sediments and inland water is not driven by the combination of saline and non-saline samples 

within a single habitat. (A) Mean beta-diversity (distance from centroid) ± standard error of the 

six habitats, ranking habitats from highest to lowest beta-diversity. (B) Mean beta-diversity ± 

standard error of the six habitats with sediment and inland water habitats split into saline and 

non-saline samples.  
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Figure S1.5 Comparison of beta-diversity metrics. Beta-diversity patterns are not dependent 

on the beta-diversity metric used. (A) Heatmap shows degree of correlation (r from a Spearman’s 

mantel test with all EMP samples used in analysis). Dendrogram shows relatedness of metrics 

based on their correlation strength. (B) Mean Raup-Crick dissimilarity (distance from centroid) ± 

standard error. The patterns shown by Raup-Crick analysis match those demonstrated by Bray-

Curtis metric.  
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SUPPLEMENTAL INFORMATION 

Appendix 1B. Sample Locations 

Sediment samples came from freshwater ponds/lakes and rivers/streams, saline 

ponds/lakes, coastal, mangrove, and oil-contaminated marine sediments. Marine samples came 

from northern seas to ocean waters near the equator. Inland water samples included 

rivers/streams, non-saline lakes/ponds, saline lakes/ponds, well water, groundwater, and 

sinkholes. Air samples were taken from urban regions in North America and Europe. 

Biofilm/mat samples were from kelp forests, hot springs, volcanic geothermal vents, coral reefs, 

Arctic lakes/streams, marine and travertine hydrothermal vents, tundra peat soils, and intertidal 

regions.  

Agricultural soils included samples from vineyards, fertilized temperate grasslands, 

soybean fields, wheat fields, rice paddies, a legume cropland, a palm plantation, green roofs, an 

urban park, a coffee plantation, a FACE pasture, a potato farm, a maize field, and a fertilized 

urban field soil. Grassland soils are from North America, Hawai’i, and Argentina. Shrubland 

soils came from desert shrublands, mountain shrublands, and tropical volcanic shrublands. Forest 

soils are from taiga, temperature forests, tropical forests, volcanic forests from Hawaii, and 

unknown forests. Hot desert soils are from North America and India. Cold desert soils are from 

Antarctica. Tundra soils are from North America, Asia, Europe, Greenland, and Antarctica.  
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CHAPTER 2 

The routes and rates of bacterial dispersal impact surface soil microbiomes and their functioning 

 

ABSTRACT 

Recent evidence suggests that, similar to larger organisms, dispersal is a key driver of 

microbiome assembly; however, our understanding of the rates and taxonomic composition of 

microbial dispersal in natural environments is limited. Here, we characterized the rate and 

composition of bacteria dispersing into the litter layer of surface soil via three dispersal routes 

(through the air, from nearby vegetation, and up from the bulk soil). We then quantified the 

impact of those routes on microbial community composition and functioning in soil. The 

dispersal rate onto the soil surface was low (7,900 cells/cm2/day) relative to the abundance of the 

resident community. While bacteria dispersed through all three routes at the same rate, only 

dispersal through the air and vegetation routes brought new taxa onto leaf litter. Further, only the 

air and vegetation routes impacted microbiome composition, suggesting that the composition, 

not rate, of dispersal influenced community assembly. Dispersal also impacted microbiome 

functioning. When exposed to dispersal, leaf litter decomposed faster than when dispersal was 

excluded, although neither decomposition rate nor litter chemistry differed by route. Overall, we 

conclude that individual dispersal routes transport distinct bacterial communities that influence 

soil microbiome composition. 
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INTRODUCTION 

Dispersal is the movement of individuals or propagules with potential consequences for 

gene flow (Ronce, 2007). This process has long been recognized as fundamental to the ecology 

and evolution of plant and animal communities (Shmida & Wilson, 1985; Slatkin, 1987; Vellend, 

2010). More recently, evidence has accumulated that dispersal may also be important for 

microbiomes. Contrary to the long-standing assumption that microbial dispersal is so pervasive 

that it can be ignored (Baas-Becking, 1934), biogeographic patterns suggest that dispersal 

limitation influences the evolution and distribution of microbial diversity (Andam et al., 2016; 

Choudoir et al., 2017; Hanson et al., 2019; Jennifer B. Hughes Martiny et al., 2006; Peay et al., 

2012). Likewise, recent experiments that exclude immigration or artificially introduce cells 

demonstrate the potential for dispersal to alter microbiome composition and functioning 

(Albright & Martiny, 2018; S. E. Evans et al., 2019; Svoboda et al., 2018). While this evidence 

demonstrates the potential impacts of dispersal, we still have not measured the rates and 

taxonomic composition of dispersing bacteria, or the impact of multiple dispersal routes on 

natural communities.   

A dispersal route can be defined as the combination of the source community (e.g., soil or 

vegetation) and the physical vector (e.g., rain or wind) that moves individual cells. Two main 

attributes of dispersal routes – the rate at which individual bacteria move through them and the 

composition of those bacteria – are key to their influence on resident communities (Cevallos-

Cevallos et al., 2012; Lindström & Langenheder, 2012; Rime et al., 2016). In laboratory 

microcosms, higher dispersal rates generally cause greater changes in resident microbiomes 

(Declerck et al., 2013; Lindström & Östman, 2011; Souffreau et al., 2014). However, the impact 

of dispersal also depends on taxonomic composition; a route transporting taxa that easily 
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establish and grow in the resident community can have an outsized impact even under low 

dispersal rates (Albright et al., 2020; Comte et al., 2017). Thus, it is important to characterize 

both the rate and composition of a dispersal route to determine its impact. 

Yet tracking the movement of microorganisms in the field, let alone characterizing 

individual dispersal rates, is a challenge. A handful of studies have followed subsets of microbial 

taxa, such as the accumulation of thermophilic endospores in sediments or the dispersal kernel 

for a single microbial taxon (E. Bell et al., 2018; Galès et al., 2014). Separately, dispersal routes 

have been inferred by the similarity between a focal community and potential source 

communities (Leung et al., 2014; Maignien et al., 2014; Rime et al., 2016), although such 

inferences conflate the influence of (unknown) environmental selection and dispersal (T. Bell, 

2010). Other studies have experimentally blocked all dispersal or specific dispersal routes and 

then characterized changes in microbial composition. For instance, Kaneko & Kaneko (2004) 

covered branches of beech trees to investigate the influence of dispersal on endophytic fungi, and 

Vannette and Fukami (2017) caged flowers to restrict pollination to test for differential effects of 

animal pollinators on nectar-inhabiting microbial communities. Nonetheless, we still lack direct 

quantification of both the rates and composition of microbial dispersal routes in natural 

ecosystems, let alone tests of their differential impacts on microbiome composition and 

functioning.  

To address these gaps, we characterized three potential bacterial dispersal routes and their 

impact on the surface soil microbiome of a southern California grassland. We asked three 

questions: (1) At what rate and by what routes are bacteria dispersing into the surface soil? (2) 

How do these dispersal routes influence microbiome composition in the leaf litter, the topmost 

layer of soil? (3) Do the routes differentially influence microbiome functioning? We first 
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characterized the abundance and taxonomic composition of bacteria immigrating onto sterile 

“traps” – glass microscope slides that allowed little or no cell growth. Three potential routes by 

which bacteria might disperse into the soil surface are: (1) the regional pool of air, settling out or 

raining down during precipitation events; (2) local live and dead vegetation, moved by wind, 

rain, or gravity; and (3) soil, transported by wind or rain up into the surface litter layer. To 

manipulate the exposure of the slides to these routes, the slides were placed in different locations 

and enclosed in bags made of material that either allowed (2mm window screen) or blocked 

(0.22 µm nylon) the immigration of bacteria and larger organisms (Figure 1). In a parallel 

experiment, we filled a second set of bags with freshly cut grass litter from the field site to test 

whether the routes differentially altered the composition (bacteria and fungi) and functioning 

(decomposition rate and litter chemistry) of the resident surface soil microbiome.  

 

MATERIALS AND METHODS  

Field site. The experiment was conducted at the Loma Ridge Global Change Experiment in 

California, USA (33°44′ N, 117°42′ W, 365 m elevation) from April 14, 2018 – October 26, 

2018. The site is a Mediterranean grassland (dry warm summers and cool wet winters), with 325 

mm mean annual precipitation and 17°C mean temperature, and is dominated by non-native 

grasses Bromus madritensis and Avena sp., non-native forbs Hirschfeldia incana and Erodium 

sp., and the native forb Deinandra fasciculata (Finks et al., 2021; Kimball et al., 2014). 

Dispersal slides and litterbags. We characterized dispersal through three routes: settling down 

from the air, horizontally from nearby surrounding vegetation (shrubs, standing dead grass, and 

the litter layer), and up from the bulk soil. We measured dispersal onto two substrates: (1) sterile 
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glass microscope slides to identify immigrating taxa; and (2) green grass leaf litter collected on 

April 11, 2018, from the site. In total, the experiment encompassed eight dispersal treatments 

(four dispersal route manipulations x two substrates) and one death rate treatment. This design 

was replicated in seven experimental blocks (2 m by 2 m each) in an 11 m by 5 m field site.  

The dispersal bags were made up of 0.22 µm nylon (Tisch, SPEC17970) and/or 2 mm 

window screen (Phifer, Model # 3002212) depending on the treatment (Fig. 2.1). Glass 

microscope slides (2.5 cm x 7.5 cm) were sterilized in 70% ethanol, dried, sealed into bags (5 cm 

x 10 cm), and autoclaved. Autoclaved litterbags (10 cm x 10 cm) were filled with green grass 

clipped into 2 cm segments and stored at 4°C for up to three days before placement in the field. 

The bags were set out in the field on April 14, 2018, and either staked into the ground or stapled 

to the field tables to secure in place. At each timepoint (May 23rd, June 13th, July 23rd, September 

12th, and October 26th, 2018), we collected one bag from each treatment from each experimental 

block (9 treatments x 7 experimental blocks = 63 samples per collection). Glass slides were 

transferred to a sterile plastic bag with 2 mL of 1% Pi-buffered GTA and 220 µL of 0.1 M 

tetrasodium pyrophosphate and processed for community composition and bacterial abundance. 

Leaf litter samples were weighed, ground to homogenize, and processed for community 

composition, bacterial abundance, mass loss, and litter chemistry. 

Death rate slides. Bacterial death rate on the glass slides was measured so that immigration rate 

could be calculated using the bacterial abundance on the dispersal slides. To measure death rate, 

glass slides containing a known number of bacterial cells were placed into the field and sampled 

alongside the dispersal bags. Bacterial cells were extracted from grass litter from the field site by 

steeping in 1 L of 0.9% saline solution overnight. The litter was then filtered through cheese 

cloth, and the filtrate was aliquoted in 2 mL volumes, further concentrated and washed by 
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pelleting the cells and resuspending into 100 µL sterile 0.9% saline solution. Each aliquot was 

then spread onto an ethanol-sterilized glass microscope slide and allowed to dry before being 

sealed into autoclaved nylon (0.22 µm) bag that was closed to dispersal. The slides were kept at 

4°C overnight until deployed in the field (on the soil surface). Timepoint 0 samples were 

suspended in 1% phosphate-buffered glutaraldehyde (Pi-buffered GTA) to preserve cell 

abundance for flow cytometry. One death rate sample was collected from each experimental 

block at each timepoint (described above) for a total of 35 samples (7 blocks x 5 timepoints). 

Additionally, a second set of death rate slides were deployed on both the soil and table surfaces 

on September 12, 2018, and sampled on September 19th, 26th, October 3rd, 10th, and 26th to 

calculate the death rate over a finer temporal scale and to capture the difference in death rate 

between soil and table surface. All samples were processed for bacterial abundance and 

community composition.  

Dispersal sources. To characterize potential sources of dispersal, we also collected air, soil, and 

environmental leaf litter samples from the field site (N = 3) at each timepoint (for a total of 15 

samples each). To collect the air samples, we used the QuickTake® 30 sampling pump with the 

BioStage® single-stage impactor (SKC, Inc) fitted with a sterile agar plate, collecting air from 

4.5 m above ground for 30 min at 2.8 L/min flow rate. For the last timepoint, air samples were 

collected by directing airflow from a sterilized portable fan (O2COOL, model FD10101A) 

towards three vertical sterile agar plates for 30 min. All agar plates were kept at 4°C for up to a 

week after collection. We removed a 4 cm x 4 cm area of the top mm of agar using a sterile razor 

blade. To collect soil and litter, we pooled samples taken from the top layer of the bulk soil or 

the litter layer from three corners of each experimental block at each timepoint. Air and soil 



 

40 
 

samples were processed for community composition, and litter samples were processed for 

bacterial abundance and community composition.    

Bacterial abundance. At the time of sample collection, an aliquot of 0.1 g of ground and 

homogenized leaf litter was preserved in 1% Pi-buffered GTA and 550 µL of 0.1 M tetrasodium 

pyrophosphate. Glass slides were transferred to a sterile plastic bag with 2 mL of 1% Pi-buffered 

GTA and 220 µL of 0.1 M tetrasodium pyrophosphate. All samples were stored in the dark at 

4°C for up to two days before being sonicated for 30 minutes in the dark at 4°C, filtered through 

a 4-µm-pore-size vacuum filter to remove large particulates, and stored in the dark at 4°C for up 

to one day before being measured on the flow cytometer. To process samples on the flow 

cytometer, 2 µL of SYBR green (200x, Invitrogen Life Science Technologies, S756) was added 

to 400 µL of each sample, and samples were incubated in the dark at room temperature for 10 

minutes. Samples were run for 30 seconds at 40 µL/min, using a SYBR-Green-H threshold value 

of 1,500 and SSC-H threshold value of 1,000. Gating parameters were used to count particles in 

the size of typical bacterial cells, optimized by Khalili et al. (2019).  

Amplicon Sequencing. Aliquots of 0.05 g of leaf litter, 0.1 g of soil, 250 µL from the glass slide 

solution taken immediately before vacuum filtering, and the agar scraped from the air samples 

were frozen at -70°C and stored until extraction. DNA was extracted following the 

ZymoBIOMICS Microprep DNA Extraction Kit protocol, with the following modifications: (1) 

for all samples, maximum centrifuge speed was 2808 x g, instead of 3500 x g, and centrifuge 

time was increased at that speed from 3 min to 4 min and from 5 min to 7 min; (2) for glass slide 

and air samples only, bead beating was reduced to 3 minutes, instead of 5 minutes, to avoid 

shearing the DNA in these low biomass samples; and (3) proteinase K was added to glass slide 
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samples (with the exception of 33 randomly selected samples) to help uncrosslink proteins 

caused by the addition of the GTA.   

To characterize the bacterial community, we amplified the V4 – V5 region of the 16S 

ribosomal DNA gene using the 515F (GTGYCAGCMGCCGCGGTAA) – 926R 

(CCGTCAATTCCTTTRAGTTT) primers, described in (Caporaso et al., 2012; Lane et al., 

1985). For leaf litter and soil samples, we used 1 µL of template DNA for the PCR. For air and 

glass slide samples, we used 5 µL of template DNA. For all samples, the remaining PCR reaction 

contained 12.5 µL of AccustartII PCR ToughMix (Quanta BioSciences, Inc), 0.5 µL forward 

primer, 0.5 µL reverse primer, and H2O to reach a final volume of 25 µL. Following an initial 

denaturation step at 94°C for 3 min, the PCR was cycled 30 times at 94°C for 45 s, 55°C for 30 

s, and 72°C for 60 s, with a final extension at 72°C for 10 min. 

To characterize the fungal community, we amplified the ITS2 region of the Internal 

Transcribed Spacer (ITS) using the ITS9F (GAACGCAGCRAAIIGYGA) – ITS4 

(TCCTCCGCTTATTGATATGC) primer combination (Looby et al., 2016). For leaf litter and 

soil samples, we used 1 µL of template DNA for the PCR. For air and glass slide samples, we 

used 5 µL of template DNA. For all samples, the remaining PCR reaction contained 12.5 µL of 

AccustartII PCR ToughMix (Quanta BioSciences, Inc), 0.75 µL forward primer, 0.75 µL reverse 

primer, and H2O to reach a final volume of 25 µL. After an initial denaturing step at 94°C for 3 

min, the PCR was cycled 35 times at 95°C for 45 s, 50°C for 60 s, and 72°C for 90 s, with a final 

extension at 72°C for 10 min.  

To prepare libraries for sequencing, PCR products were pooled at different volumes 

based on amplification brightness on gel pictures: high (1 µL), medium (2 µL), low (3 µL), very 

low (5 µL), and none (8 µL). Glass slide, environmental litter, air, soil, and death rate samples 
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were pooled together for one sequencing run. Litterbag samples and environmental litter samples 

were pooled together for a second sequencing run. We sequenced the environmental litter in both 

runs to control for differences in sequencing runs. After pooling, libraries were purified using 

SpeedBeads magnetic carboxylate-modified particles (GE Healthcare UK Limited). Purified 

libraries were sequenced in two paired-end Illumina MiSeq runs (2 x 250 bp) at the Genomics 

High Throughput Facility, UC Irvine, Irvine, CA, USA.  

Bioinformatic processing and analysis. Sequence data were processed in QIIME2 (Bolyen et 

al., 2019), version 2018.11. For samples in the first sequencing run, the forward reads were 

trimmed to 6 – 279 base pairs of the 16S segment. For samples in the second sequencing run, the 

forward reads were trimmed to 6 – 300 base pairs. The reverse reads from both runs were 

discarded. We used DADA2 (Callahan et al., 2016) to define exact sequence variants and 

assigned taxonomy using classify-sklearn with, for bacteria, the reference Greengenes database 

(13_8) at a 99% OTU level (McDonald et al., 2012) and, for fungi, the UNITE (v. 7.2) database 

(Nilsson et al., 2019).  

Decomposition and litter chemistry. Decomposition, or mass loss, was measured as the percent 

decrease in dry weight. Dry weight was calculated by multiplying the wet weight of the leaf litter 

(both pre- and post-experiment) by the ratio of litter dry weight/wet weight. The ratio of dry 

weight/wet weight was calculated by drying a 1 g subset of the wet litter (taken at time of sample 

collection) overnight in a 60°C oven until constant mass and dividing the dry weight by the 

initial wet weight. Ground and oven-dried litter collected at 2 months (on June 13, 2018) was 

analyzed for litter chemistry using attenuated total reflection Fourier transform infrared (ATR-

FTIR) spectroscopy. 
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Temperature, precipitation, and light. Precipitation, temperature, and wind speed data for the 

entire field site was collected from the weather station at the site maintained by the Center for 

Environmental Biology at the University of California – Irvine. We deployed Onset HOBO 

Pendant data loggers (UA-002-64) on the tables and soil surface in the dispersal experiment. 

Although these data were collected outside of our field experiment timeframe (February 15th – 

March 5th, 2019), they allowed us to compare the relative light exposure of the soil and table 

surfaces.  

Statistical analyses. We accounted for differences in sequencing depth by rarefying samples to 

1,000 sequences (bacterial communities) or 3,500 sequences (fungal communities) with 1,000 

resamplings. For each resampling, we calculated a Bray-Curtis dissimilarity matrix, taking the 

median similarity values of all 1,000 matrices using the ‘vegan’ package in R (Oksanen et al., 

2019). Using this median matrix, we performed a PERMANOVA and post-hoc test in PRIMER+ 

(M.J. Anderson et al., 2008; Clarke & Gorley, 2006) to test for differences in community 

composition by treatment and collection month. Bacterial composition on the glass slides was 

further linked to the potential dispersal sources using SourceTracker, a Bayesian approach that 

estimates the proportions of a community that come from possible sources (Knights et al., 2011). 

To analyze alpha-diversity, we used the rounded rarefied dataset to calculate the Shannon index 

in R and an ANOVA in R to test for differences among treatments. Beta-diversity (Bray-Curtis 

metric) was analyzed using the betadisper() function in the ‘vegan’ package in R. Finally, to 

analyze similarity of litterbag samples to environmental (surrounding) litter over time, we 

calculated the centroid of the environmental litter samples within each collection month using 

PRIMER+ and then used an ANOVA in R on the similarity between each litterbag sample and 

the environmental litter centroid at each collection month.  
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To isolate the contribution of each dispersal route on univariate data (bacterial 

abundance, mass loss), we subtracted data between treatments in a nested fashion (Fig. 2.1). To 

analyze the contribution of dispersal route and time on bacterial cell abundance or mass loss, we 

performed a Type III ANOVA using the ‘car’ package (Fox & Weisberg, 2011) and Tukey’s 

HSD in R (R Core Team, 2020) for each subtracted dataset (bacterial abundance on glass slides; 

bacterial abundance in litterbags; mass loss). We also tested whether dispersal increased 

subtracted bacterial abundance or mass loss by performing a one-sample t-test that tested the 

difference from zero for each dispersal route overall and by route at each timepoint. As a 

complement, we analyzed the contribution of dispersal route and time on the non-subtracted 

bacterial abundance and mass loss data using a Type III ANOVA and Tukey’s HSD in R. To test 

the relationship between bacterial abundance in the litterbags and the decomposition rate, we 

performed a Spearman’s correlation on the two variables. To analyze litter chemistry, we 

calculated the Euclidean distance between samples of the baseline-corrected dataset (between 

900-1800 nm) and used a PERMANOVA from the ‘vegan’ package in R to test for differences in 

chemistry among treatments, using the FTIR spectral data. To compare the light levels received 

on the soil and table surfaces, we performed a two-sampled Welch’s t-test with that alternative 

hypothesis that the table surface receives higher light intensity than the soil or ground surface.  

 

RESULTS 

The rate and composition of bacteria dispersing into soil depends on the route 

We destructively sampled the glass slides (n = 7) from four treatments (Elevated, 

Overhead, Open, and Closed) over six months, comparing cell abundances and taxonomic 



 

45 
 

composition between the treatments. The four treatments allowed us to assess the contribution of 

the three dispersal routes to surface litter communities in a nested manner (Fig. 2.1). Closed 

samples were exposed to no dispersal. Elevated samples were exposed to only the air route, 

Overhead to the air and vegetation routes, and Open to all three routes (air, vegetation, and soil). 

Where we can subtract data between treatments (i.e., for univariate data such as cell abundance 

and decomposition), we report estimates by route. However, for data that cannot be subtracted 

between treatments (i.e., multivariate data including community composition and litter 

chemistry), we report the results by treatment – Closed, Elevated, Overhead, and Open – and 

infer route effects. 

The average immigration rate of bacterial cells was similar through all three dispersal 

routes but varied over time in a route-dependent manner (Table S2.1; Fig. 2.2B). After 

accounting for cell death (3.34% of cells died daily; Fig. S2.1; see Supplemental Text), we 

calculated an average of 7,900 cells/cm2/day immigrated onto the Open glass slides, equivalent 

to 0.47% of the average abundance in Open litter communities. Not all dispersal routes 

transferred cells onto the glass slides at every timepoint. Immigration through air was 

significantly greater than zero during all months (one-sample t-test: P < 0.01) except October (P 

= 0.84), whereas immigration through vegetation only occurred during May, June, and October 

(P < 0.05). Further, immigration through the soil route was highest at the October collection 

immediately after a large rainfall (P = 0.015; Fig. S2.2), suggesting that rain transferred cells 

from the soil up onto the slides. In contrast, immigration through the soil route was not 

significantly different from zero in July or September (P > 0.05) when the site received less than 

one mm of rain per month.  
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The taxonomic composition of dispersing bacteria also depended on the route (Table 

S2.2, Fig. 2.3), with large differences between the air and vegetation routes. Bacterial 

composition on the Elevated slides appeared most similar to composition detected in 

environmental air samples (Fig. 2.3A), although the two communities were still distinct (post-

hoc test: P = 0.005). These communities were dominated by the genera Methylobacterium and 

Bacillus (Fig. 2.3B), which are known to be viable in the atmosphere and have a high tolerance 

to desiccation and UV (Bryan et al., 2019; Smith et al., 2018). Bacterial composition on the 

Overhead and Open slides differed from Elevated slides (P = 0.001) but not from one another (P 

= 0.35). These communities most closely resembled those in the nearby, environmental leaf litter 

(Fig. 2.3A). Their composition comprised a relatively even abundance of the genera 

Hymenobacter, Sphingomonas, Janthinobacterium, Curtobacterium, and Methylobacterium (Fig. 

2.3B), taxa commonly observed in Loma Ridge leaf litter (Finks et al., 2021; Matulich et al., 

2015). Thus, the signature of dispersal into the soil surface from the vegetation route was strong 

compared to the soil or air routes. In support of this result, a SourceTracker analysis (Knights et 

al., 2011) estimated that 40% of the Overhead and Open communities could be traced to 

environmental leaf litter, whereas fewer taxa were traced to environmental soil (3.9%) and air 

(9.8%) (Fig. S2.3). 

This taxonomic composition of the glass slides also changed significantly over time and 

by the interaction between route and time (Table S2.2). In particular, Elevated samples showed 

higher variability throughout the course of the experiment (Fig. 2.3B; Fig. S2.4D), possibly 

reflecting the temporal variability of air communities (Bertolini et al., 2013). 
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Dispersal routes differentially influence the leaf litter bacterial community  

Next, we investigated the influence of different dispersal routes on the surface litter 

microbiome. We constructed litterbags containing freshly cut grass from the field site to follow 

the successional shift from a phyllosphere to a decomposer community (Voříšková & Baldrian, 

2013) in treatments parallel to the glass slide experiment (Closed, Elevated, Overhead, Open). 

The phyllosphere, which includes the leaf surface and the apoplast (Rastogi et al., 2013), 

contains diverse microbial communities that may contribute to the decomposer community as the 

leaf goes through senescence. 

Bacterial abundance on the leaf litter was altered by dispersal in a route-specific manner 

(Table S2.3; Fig. 2.4B). In the absence of dispersal (Closed litterbags), abundance increased and 

then decreased over the course of succession (Fig. 2.4A). Dispersal from the air route did not 

increase bacterial abundance on top of this baseline pattern (one-sample t-test: P = 0.99; Fig. 

2.4B). In contrast, dispersal from the vegetation route resulted in significantly higher cell 

abundance (P < 0.0001), where the increase was greatest during the first month of the experiment 

(May) and diminished throughout the experiment. As a comparison, the bacterial abundance in 

the surrounding litter increased throughout the experiment, although remained relatively low 

compared to the abundance within the litterbags (Fig. 2.4A). Moreover, additional dispersal from 

the soil route did not further increase bacterial abundance over that of the vegetation route (P = 

0.61), indicating that dispersal from local vegetation was likely responsible for the effect on 

bacterial abundance in the litter.  

As with abundance, the composition of the litter microbiome was influenced by the 

dispersal route (Table S2.4A; Fig. 2.5A). Both the air and vegetation routes influenced 

composition, whereas the soil route did not (the Overhead and Open communities did not differ 
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in community composition; post hoc comparison: P = 0.81). Bacterial community composition 

also changed over time, as expected during the succession of decomposing litter (Table S2.4A). 

However, dispersal also impacted this successional pattern, as indicated by a significant time-by-

route interaction (Table S2.4A). Specifically, communities exposed to the vegetation route 

(Overhead and Open) resembled the composition of the surrounding environmental litter (a later 

stage of decomposition than the litterbags) after only a month (Fig. S2.5). In contrast, the 

Elevated treatment did not converge on the environmental litter composition until three months 

of decomposition, and the Closed litterbag communities remained the most dissimilar throughout 

the experiment. However, the Elevated treatment was also exposed to higher light intensities 

(Welch’s t-test: P < 0.0001, t = 26.10) than the other treatments, and the effects from dispersal 

exposure cannot be separated here from the possible effects from increased radiation.   

The temporal dynamics of specific abundant genera further illustrate the importance of 

dispersal route for microbiome succession on the leaf litter (Fig. 2.5B). Erwinia, a dominant 

grass phyllosphere member (Lindow & Leveau, 2002), was the most abundant bacterial taxa 

(85%) in the litter communities across all treatments after the first month. Over time, however, 

the communities that received dispersal through the vegetation route (Open and Overhead) 

showed an increase (9% to 68%) in Janthinobacterium, an abundant genus in surrounding leaf 

litter at the site (Finks et al., 2021). In contrast, the treatment exposed only to the air route 

(Elevated) showed an increase in Hymenobacter from undetectable to 64% at the end of the 

experiment, whereas in the absence of all dispersal (Closed), Paenibacillus and Sanguibacter 

became more abundant (8% and 5%, respectively) than in the treatments open to dispersal (1%). 

Further, dispersal through the vegetation route altered the overall alpha-diversity of the litter 

communities in ways consistent with later stages of litter decomposition (Purahong et al., 2016); 
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communities exposed to the vegetation route (Overhead and Open) exhibited higher Shannon 

diversity (alpha-diversity) than Closed litter (P < 0.005; Fig. S2.4B). Overhead and Open 

treatments generally showed lower compositional variation (beta-diversity) than treatments not 

exposed to the vegetation route (Closed and Elevated) (Fig. S2.4E; betadisper: P = 0.001). These 

results, as well as previous studies (Cadotte, 2006; Souffreau et al., 2014), support the 

metacommunity theory predictions that increased dispersal will increase alpha-diversity and 

decrease beta-diversity (Leibold et al., 2004). 

 

Dispersal via the air and vegetation routes accelerates initial litter decomposition  

To test the influence of dispersal routes on community functioning, we tracked the rate of 

decomposition within the grass litterbags, comparing among treatments. Whereas all treatments 

plateaued in mass loss during the dry summer months, Elevated leaf litter exhibited a linear 

increase throughout the entire experiment (Fig. 2.6A). Elevated samples were exposed to higher 

light intensities (Welch’s t-test: P < 0.0001, t = 26.10), and by the end of the experiment, 

radiation-resistant genus Hymenobacter (Lee et al., 2014; Sedláček et al., 2019) made up 53.6% 

of the community (Fig. 2.5B). Thus, we hypothesize that this high rate of decomposition 

reflected increased photodegradation (Austin & Vivanco, 2006), rather than biotic 

decomposition, and we removed this treatment from further decomposition and litter chemistry 

analysis. 

Amongst the remaining treatments, the litterbags lost on average 30.3% of their mass 

throughout the six-month experiment. Exposure to dispersal through the air and/or vegetation 

routes increased mass loss during the first month of the experiment (one-sample t-test: P = 0.015; 
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Table S2.5; Fig. 2.6B), during which Overhead and Open communities degraded leaf litter 2.5 

times faster than Closed communities (Fig. 2.6A). The soil route did not further increase mass 

loss above and beyond the vegetation and air routes during the first month (P = 0.070; air and 

vegetation dispersal routes cannot be separated here because the Elevated treatment was removed 

from the analysis). Since bacterial abundance in the litterbags was not correlated with 

decomposition rate (Spearman correlation: P = 0.16), dispersal from the air and/or vegetation 

routes likely introduced specific taxa that were able to decompose dead plant litter more quickly. 

By the second month, however, all treatments degraded the leaf litter at the same rate (Table 

S2.5; Fig. 2.6A) and, likewise, the chemical composition of the litter did not differ by treatment 

(Table S2.6; Fig. S2.6). 

 

Dispersal routes also influence fungal composition 

Although our study focused on bacterial dispersal, fungi are also important decomposers 

in leaf litter at this research site (Glassman et al., 2018). We therefore also characterized fungal 

community composition in the grass-filled litterbags through ITS metabarcoding. Similar to the 

bacterial communities, dispersal via the air and vegetation routes, but not soil, influenced fungal 

community composition (PERMANOVA: P = 0.001; Table S2.4B; Fig. S2.7). Communities 

exposed to dispersal via air (Elevated, Overhead, and Open treatments) differed from Closed 

communities (post-hoc test: P = 0.001) and showed higher proportions of the air-associated 

genera Aureobasidium (4.0%) and Filobasidium (4.1%) (Elmassry et al., 2020; Punnapayak et 

al., 2003) than the Closed treatment (1.3% and 0.7%, respectively). Likewise, the vegetation-

exposed Overhead and Open communities differed from Elevated communities (P = 0.001), but 

not one another (P = 0.884), and showed higher proportions of the decomposer taxon 
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Paraconiothyrium (15.1%) than the Elevated or Closed communities (2.0%) (Van Diepen et al., 

2017). Further, like bacterial communities, increasing exposure to dispersal (Closed to Elevated 

to Overhead to Open) increased fungal alpha-diversity (Fig. S2.4C). The only pattern that 

differed from bacteria was that exposure to the vegetation route increased (rather than decreased) 

fungal beta-diversity relative to the Closed and Elevated communities (PERMDISP: P = 0.001; 

Fig. S2.4F). This discrepancy might be caused by the higher spatial and temporal heterogeneity 

of fungal versus bacteria community composition in this system (Finks et al., 2021), which could 

lead to heightened priority effects (Schmidt et al., 2014; Vannette & Fukami, 2017). 

 

DISCUSSION 

Here, we measured bacterial dispersal into the soil surface through three dispersal routes 

and characterized their effects on microbiome composition and functioning. The overall rate of 

dispersal through the three routes was similar but remarkably low, despite the high abundance of 

bacteria in the surrounding potential sources of dispersing taxa, such as leaf litter and bulk soil, 

which both contain roughly 108 cells g-1 dry weight (Khalili et al., 2019). Incoming bacterial 

cells made up only a small fraction (0.5% per day) of the open litterbag community abundances. 

Given that leaf litter is often a much deeper layer than that in the litterbags, this dispersal rate is 

likely a highly conservative percentage of the resident litter community, suggesting that dispersal 

does not swamp the resident surface soil communities and lead to mass effects (sensu (Leibold et 

al., 2004)). It is difficult to directly compare this continuous rate to previous mesocosm and 

modeling studies as those manipulate dispersal by adding pulses, or discrete additions, of cells to 

a resident community. However, in those studies, minimum pulses of 2.5-25% of total 

abundance were needed to impact community composition (S. Evans et al., 2016; Lindström & 
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Östman, 2011; Souffreau et al., 2014). Thus, the dispersal rate that we quantified in this natural 

system altered the composition and functioning of the leaf litter microbiome despite a seemingly 

low (albeit continuous) rate. 

Two dispersal routes – air and vegetation – transported a unique composition of bacteria 

into the soil surface, and, in turn, both routes had unique impacts on microbiome composition. 

Microbial taxa dispersing through the air route most closely resembled taxa sampled directly 

from the air and, likewise, taxa moving through the vegetation route resembled those found in 

the surrounding leaf litter. In contrast, taxa dispersing through the soil route were 

indistinguishable from the vegetation route and did not resemble surrounding bulk soil, 

suggesting that most of the cells dispersing through the soil route may be derived from the soil 

surface interface rather than dispersing up from the bulk soil below. Furthermore, exposure to the 

air and vegetation routes changed the course of bacterial and fungal succession, shifting these 

communities towards the composition of the surrounding leaf litter, presumably reflecting a later 

stage of leaf litter succession. Given that the dispersal rates between these routes did not differ, 

we conclude that the taxonomic identities, rather than the rates, of dispersing bacteria changed 

the resident community by outcompeting resident phyllosphere taxa. For instance, the soil route 

did not affect leaf litter composition even though it increased the overall rate of immigration into 

the litter communities, suggesting that immigrating taxa influence the resident community 

through biotic interactions rather than mass effects (Albright et al., 2020). 

The differential impacts of the dispersal routes on microbiome composition also had 

initial functional consequences. Exposure to the air and/or vegetation routes accelerated 

decomposition in the Overhead treatment during the first month of the experiment. Although we 

cannot tease apart the effect of the air route (having removed the Elevated treatment in this 
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analysis), we hypothesize that the increase in decomposition was due to dispersal through the 

vegetation route and in particular, immigration of well-adapted litter decomposers to the 

phyllosphere communities on the fresh green leaves. In support of this interpretation, dispersal 

through the vegetation route alone increased bacterial abundance in the first three months of 

decomposition; past studies in this system demonstrate that higher decomposition rates lead to 

high bacterial abundance (rather than vice versa) (Baker et al., 2018; Glassman et al., 2018). 

However, after two months, all communities – including those without dispersal – experienced 

similar levels of mass loss and similar litter chemical makeup. This attenuation shows support 

for previous findings that dispersal impacts are strongest during early succession (T. Bell, 2010). 

This study demonstrates the possibility of directly characterizing bacterial dispersal by 

different routes in an ecosystem; however, we also acknowledge limitations in the extent to 

which the results can be generalized, even to other surface soils. Dispersal may be more 

important during environmental shifts or stressors because immigrating taxa adapted to the new 

conditions may outcompete resident taxa (Comte et al., 2017). In particular, our experiment used 

freshly cut litter, which may be more susceptible to dispersal than litter in later stages of 

decomposition as the transition from green leaf to litter represents significant changes in the leaf 

environment (e.g., nutrient content, water availability). Further, the environmental context may 

impact dispersal routes and their influence on communities (Albright et al., 2020). For instance, 

litter decomposition generally stops during the dry summer months at our site (Jennifer B. H. 

Martiny et al., 2017), and our results may have differed if the experiment was performed during 

the wet season instead. In fact, after an unusually heavy rainstorm for the season in October, the 

rate at which bacteria dispersed through the soil route increased significantly, indicating that 

abiotic conditions may have a strong impact on dispersal rate by route. Along these lines, the 
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dispersal routes in our study may also be specific to this leaf litter system. Our site comprises a 

thick leaf litter layer with minimal exposed bulk soil, perhaps explaining why dispersal through 

soil did not impact community assembly. A site with more exposed bulk soil would likely show 

different results, as we hypothesize that environmental context has a strong influence on 

dispersal. For example, a study conducted along the coast would likely observe influence from 

sea spray dispersal (Santander et al., 2021), yielding a different impact from dispersal through air 

on microbiomes.  

 

CONCLUSION  

Our study suggests that dispersal impacts the surface soil microbiome in a route-

dependent way, driven by differences in the taxonomic composition of the bacteria immigrating 

through different routes rather than by differences in dispersal rates. By adopting the 

experimental approaches demonstrated here to quantify dispersal routes in other systems, we can 

start to ask how differences in the environment (e.g., precipitation, degree of wind) or ecosystem 

(e.g., plant community) may impact microbial dispersal. For example, in this study, we observed 

seasonal variation in dispersal through the three routes, observing that dispersal rates and 

taxonomic composition vary over time. We hypothesize that meteorological conditions may 

strongly influence microbial dispersal and, thus, impact microbiome assembly. In this litter 

system, microbiome structure was mainly impacted by dispersal from surrounding vegetation, 

which was primarily composed of older leaf litter. If new litter communities are primarily 

colonized, or “seeded,” by older decomposer communities, then disturbances such as fire that 

remove the litter layer “seed bank” are likely to significantly delay or prevent the assembling of 

decomposers in new leaf litter, a major source of nutrient addition to soil (Hobbie, 2015). 
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Figure 2.1 Overview of the dispersal experiment. (A) The four dispersal bag treatments 

contained one of two substrates, either glass slides or grass litter. The Closed treatment, a 

negative control, was placed on the ground and closed to all dispersal using 0.22um nylon mesh 

bag. The Elevated treatment was placed on 60 cm above the surrounding vegetation in bags open 

to dispersal from above (2 mm window screen) but not below (0.22 um nylon). The Overhead 

treatment was placed on the ground and open to dispersal from above (2 mm window screen) but 

not below (0.22 um nylon). The Open treatment was placed on the ground and open to all 

dispersal (2 mm window screen). (B) Dispersal routes were isolated by comparing the treatments 

in a nested manner: contribution by the air route was inferred by the difference between the 

Elevated and Closed treatments; the vegetation route by the difference between the Overhead 

and Elevated treatments; and the soil route by the difference between the Open and Overhead 

treatments.  
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Figure 2.2 Bacterial abundance on the glass dispersal slides. (A) Treatment (ANOVA: P < 

0.0001, r2 = 0.30, F = 26.18), month (P < 0.0001, r2 = 0.11, F = 7.18), and the interaction 

between treatment and month (P < 0.001, r2 = 0.15, F = 3.20) are significant predictors for 

bacterial abundance on dispersal slides. Abundance differs by treatment in all months (P < 0.05). 

Letters indicate pairwise significance within each significant month (Tukey’s HSD). (B) 

Abundance by dispersal route is calculated by the difference between treatments (Table S2.1). 

Asterisks indicate that abundance differed by dispersal route (post hoc ANOVA: P < 0.05). Error 

bars represent 95% confidence intervals.  
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Figure 2.3 Community composition of dispersing bacteria. (A) Visualization (NMDS) of the 

composition of bacteria dispersing onto the glass slides and of bacteria from potential 

environmental sources. (B) The most abundant bacterial genera (relative abundance > 9% of 

community) in the environmental and glass slides samples, averaged (Avg) and by time point.  
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Figure 2.4 Bacterial abundance in the litterbags. (A) Both treatment (ANOVA: P = 0.00026, 

r2 = 0.12, F = 6.87) and the interaction between treatment and month (P = 0.015, r2 = 0.19, F = 

2.06) are significant predictors for bacterial abundance. Abundance differs by treatment for the 

first three months (P < 0.05) but not September (P = 0.12) or October (P = 0.53). Letters indicate 

pairwise significance within each significant month (Tukey’s HSD). Environmental litter is 

provided for context but was not included in statistical analyses. (B) Abundance by dispersal 

route is calculated by the difference between treatments (Table S2.3). Asterisks indicate that 

abundance differed by dispersal route for all timepoints (post hoc ANOVA: P < 0.05), except 

October (P = 0.36). Error bars represent 95% confidence intervals.  
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Figure 2.5 Community composition of litterbag bacteria. (A) Visualization (NMDS) of the 

composition of litterbag bacterial communities exposed to different dispersal routes including 

environmental (surrounding) litter as a comparison. (B) The most abundant bacterial genera 

(relative abundance > 9%) in the litterbag communities and the environmental litter, averaged 

(Avg) and by time point. 
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Figure 2.6 Mass loss within litterbags. (A) Treatment impacted mass loss in May (ANOVA: F 

= 10.02, P = 0.0012, r2 = 0.53) but no other months. Letters indicate pairwise significance within 

collection month (Tukey’s HSD). (B) Mass loss by dispersal route is calculated by the difference 

between treatments, grouping air and vegetation routes together. May is the only month when 

mass loss differed significantly by dispersal route (Table S2.5), represented by an asterisk. Error 

bars represent 95% confidence intervals.  
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SUPPLEMENTAL MATERIALS 

Appendix 2A: Supplemental Figures 

 

Figure S2.1 Results of the two death rate experiments.  (A) The abundance of bacteria cells 

remaining on the glass slides on the ground for the entirety of the field experiment (April – 

October; linear model: r2 = 0.81, P < 0.0001); (B) Comparison bacterial cells remaining on glass 

slides on the ground (r2 = 0.81, P < 0.0001) and on tables (r2 = 0.80, P < 0.0001) for the last 1.5 

months of the field experiment (September – October). 
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Figure S2.2 Weather data during the field experiment.  (A) Cumulative precipitation at the 

field site per day; (B) Average daily temperature at the field site; (C) Maximum daily wind speed 

at the field site. Vertical dashed lines represent sampling dates.  
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Figure S2.3 SourceTracker results. Proportion of bacterial community composition that was 

attributed to different source communities for Elevated (Kruskal-Wallis: P < 0.0001), Overhead 

(P < 0.0001), and Open (P < 0.0001) treatments. Letters indicate significant pairwise differences 

by dispersal route using Dunn’s post hoc test with a Bonferroni correction.  
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Figure S2.4 Alpha- and beta-diversity by dispersal route. Shannon diversity differs by 

dispersal routes for (A) bacterial communities on the glass slides (ANOVA: F = 5.22, P = 

0.0072, r2 = 0.11), (B) bacterial communities in the litterbags (F = 6.25, P = 0.00056, r2 = 0.14), 

and (C) fungal communities in the litterbags (F = 62.88, P < 0.0001, r2 = 0.67). Letters for panels 

A, B, and C indicate pairwise significance for each treatment (Tukey’s HSD). Beta-diversity 

(distance to group centroid) differs by dispersal route for (D) bacterial communities on the glass 

slides (betadisper: F = 8.2518, P = 0.002, r2 = 0.16), (E) bacterial communities in the litterbags 

(F = 10.533, P = 0.001, r2 = 0.21), and (F) fungal communities in the litterbags (F = 27.03, P = 

0.020, r2 = 0.37). Letters indicate pairwise differences using a post-hoc test. Environmental 

samples are provided for context and are the same across all columns but rarefied independently. 
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Figure S2.5 Similarity to environmental litter. Similarity to environmental litter was 

calculated as the similarity (1 – Bray-Curtis) between each sample and the centroid of the 

environmental litter samples each month. The distance to the environmental litter differs by 

treatment for all months (ANOVA: P < 0.05), except May (P = 0.16). Letters indicate pairwise 

significance within each significant month (Tukey’s HSD). 
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Figure S2.6 Litter chemistry composition by timepoint. Visualization (PCA) of the 

composition of litterbag litter chemistry exposed to different dispersal routes, including 

environmental (surrounding) litter and initial litter (phyllosphere) as a comparison. 
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Figure S2.7 Fungal community composition of litterbag communities. (A) Visualization 

(NMDS) of the composition of litterbag fungal communities exposed to different dispersal 

routes, including environmental (surrounding) litter as a comparison. (B) The most abundant 

bacterial genera (relative abundance > 4%) in the litterbag communities and environmental litter, 

averaged (Avg) and by time point. 
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Appendix 2B: Supplemental Tables 

Table S2.1. ANOVA results for the effects of dispersal route, time (sampling timepoint), and 

dispersal route-by-time interaction on subtracted bacterial abundance on glass slides.   

 Df SumsOfSqs F r2 Pr(>F)  

Route 2 7.15x109 0.63  0.54  

Month 4 4.37x1010 1.92  0.12  

Route-by-Month Interaction 8 2.10x1011 4.60 0.30 0.00011 *** 

Residuals 85 4.85x1011     

 

 

Table S2.2. PERMANOVA results for the effects of dispersal route, time (sampling timepoint), 

and dispersal route-by-time interaction on bacterial community composition on glass slides. 

 Df SumsOfSqs MeanSqs 

Pseudo-

F r2 P(Perm)  

Route 2 1.45 0.72 2.07 0.043 0.001 ** 

Time 4 2.41 0.60 1.72 0.072 0.001 ** 

Route-by-Time 

Interaction 8 3.59 0.45 1.29 0.11 0.001 ** 

Residuals 75 26.18 0.35  0.78   

Total 89 33.82   1   

 

 

Table S2.3. ANOVA results for the effects of dispersal route, time (sampling timepoint), and 

dispersal route-by-time interaction on subtracted bacterial abundance in litterbags.   

 Df SumsOfSqs F r2 Pr(>F)  

Route 2 1.23x1020   15.32 0.26 1.95x10-06 *** 

Time 4 3.33x1019 2.07     0.091  

Route-by-Time 

Interaction 8 4.05x1019   1.26  0.27  

Residuals 88 3.53x1020     
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Table S2.4. PERMANOVA results for the effects of dispersal route, time (sampling timepoint), 

and dispersal route-by-time interaction on community composition in litterbags for A) bacteria 

and B) fungi. 

A) Bacteria 

 Df SumsOfSqs MeanSqs 

Pseudo-

F r2 P(Perm)  

Route 3 3.71 1.24 7.49 0.14 0.001 ** 

Time 4 3.17 0.79 4.81 0.12 0.001 ** 

Route-by-Time 

Interaction 12 3.23 0.27 1.63 0.12 0.001 ** 

Residuals 98 16.16 0.16  0.62   

Total 117 27.61          1   

 

B) Fungi 

 Df SumsOfSqs MeanSqs 

Pseudo-

F r2 P(Perm)  

Route 3 3.78 1.26 22.64 0.31 0.001 ** 

Time 4 0.84 0.21 3.75 0.069 0.001 ** 

Route-by-Time 

Interaction 12 0.98 8.17e-02 1.47 0.081 0.002 ** 

Residuals 117 6.51 5.57e-02  0.54   

Total 136 12.11   1   
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Table S2.5. ANOVA results for the effects of dispersal route, time (sampling timepoint), and 

dispersal route-by-time interaction on subtracted mass loss (decomposition rate) in litterbags for 

A) all timepoints, B) May, C) June, D) July, E) September, F) October.   

A) All timepoints 

 Df SumsOfSqs F r2 Pr(>F)  

Route 1 0.011   2.25  0.14     

Time 4 0.020   1.03    0.40     

Route-by-Time 

Interaction 4 0.089   4.64 0.25 0.0026 ** 

Residuals 56 0.27     

 

B) May 

 Df SumsOfSqs F r2 Pr(>F)  

Route 1 0.087    15.73 0.57 0.0019 ** 

Residuals 12 0.066     

 

C) June 

 Df SumsOfSqs F r2 Pr(>F)  

Route 1 0.0071  3.57  0.083  

Residuals 12 0.024     

 

D) July 

 Df SumsOfSqs F r2 Pr(>F)  

Route 1 0.00088  0.65  0.44  

Residuals 12 0.016     

 

E) September 

 Df SumsOfSqs F r2 Pr(>F)  

Route 1 0.0065    0.58  0.46   

Residuals 12 0.13     

 

F) October 

 Df SumsOfSqs F r2 Pr(>F)  

Route 1 0.00057 0.17  0.69  

Residuals 8 0.027       
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Table S2.6. PERMANOVA results for the effects of dispersal route on leaf litter chemical 

makeup of the litterbags from June (2nd collection month). 

 Df SumsOfSqs MeanSqs 

Pseudo-

F r2 P(Perm)  

Treatment 2 2435.8 1217.89 1.35 0.13 0.21  

Residuals 18 16264.2 903.57  0.87   

Total 20 18700   1   
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Appendix 2C: Equilibrium between death and immigration rate 

The cells observed on the glass slides are not just the product of immigration but the 

difference between immigration and death rate. Therefore, to estimate immigration rate, we first 

needed to estimate death rate on the glass slides. At the start of the experiment, we set out sample 

bags closed to dispersal that contained a glass slide with a known number of bacteria on it. The 

bacteria were a community derived from leaf litter to keep the taxonomic composition consistent 

with the rest of the experiment. We measured the decrease in abundance over time at each time 

point to model death rate.  

Overall, 3.34% of the community dies every day, or 21.2% per week (Fig. S2.1A). To 

calculate immigration rate, we used the average cell abundance on the Open dispersal samples 

and the estimated death rate. Because abundance on dispersal samples does not increase or 

decrease over time, we assume that equilibrium between death and immigration was established 

before the first time point. At equilibrium, the number of cells immigrating is equal to the death 

rate times the number of cells observed (mean over the five timepoints). Using that equation, we 

calculated 7,900 cells/cm2/day immigrating every day, or 55,000 cells/cm2/week. 

These calculations assume that death rate is constant for every sample, whether samples 

were placed on the ground or the table surface. We tested whether this was true by measuring 

weekly death rate on the table and the ground from September – October. Overall, the death rates 

did not differ between ground and table. The weekly death rate on the table (28.05%) was 

slightly, but non-significantly, higher than the death rate on the ground (23.92%; ANCOVA, P = 

0.090; Fig. S2.1B). Therefore, we can conclude that our assumptions are appropriate. However, 

there is still a chance we are underestimating dispersal from regional rain/air. The table surface is 

exposed to higher light intensities (Welch’s t-test: P < 0.0001, t = 26.10), which might result in a 



 

74 
 

higher death rate but would not be picked up by our nylon death rate samples as the nylon blocks 

UV exposure.  
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CHAPTER 3 

Staying local: Comparing the rate and composition of microbial dispersal into soil between two 

ecosystems 

Abstract 

Dispersal is a key process influencing soil microbiomes. The taxonomic composition of 

microbial dispersal influences community composition and functioning, including decomposition 

rate. However, where dispersing taxa originate from or how far they disperse remains unknown 

because microbial dispersal has yet to be studied in a spatially explicit way. Here we measured 

the rate and composition of microbial dispersal into the soil surface along three 30 m transects 

that span the boundary of two ecosystems: a grassland and a shrubland. We estimated the sources 

and dispersal distances by comparing the species composition of immigrating microorganisms 

with the surrounding plant composition measured at different radii around each sampling 

location. Simultaneously, we characterized the microbial composition in potential sources of 

dispersal – air, leaf litter, and soil. The taxonomic composition of immigrating bacteria and fungi 

were distinct between ecosystems. Bacterial dispersal rate, however, did not differ by ecosystem. 

The local vegetation was correlated with the taxonomic composition of dispersing 

microorganisms with the strongest correlation at 1 m from the dispersal location. Vegetation 

explained 35% of variation in dispersing fungal composition. Bacteria, however, were more 

strongly associated with soil, suggesting that the dispersing bacteria and fungi emigrated from 

different sources. Overall, this research provides evidence that microbial dispersal is spatially 

heterogeneous and is influenced by the immediate surroundings. In particular, these results 

suggest that microorganisms exhibit smaller dispersal kernels (within 1 meter) than previously 

assumed. Further research on microbial dispersal kernels is needed to predict how dispersal will 
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influence microorganisms’ ability to respond to environmental shifts such as climate or land-use 

change.  
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INTRODUCTION 

Microbial communities are primary decomposers of leaf litter that play essential roles in 

nutrient and carbon cycling (Sayer, 2006). The composition of microbial communities – the 

fungal and bacterial taxa – strongly influence decomposition processes, including the rate of 

decomposition and which compounds are broken down (Glassman et al., 2018). Thus, 

understanding the ecological drivers of leaf litter microbiomes provides deeper understanding of 

ecosystem health. Dispersal, in particular, is a key ecological process, but its impacts on soil 

microbiomes is not well understood.  

Recent studies have demonstrated that manipulating dispersal into leaf litter influences 

the microbiome composition and litter decomposition (Albright & Martiny, 2018; Walters et al., 

2021), thus impacting ecosystem processes. However, we have yet to answer even basic 

questions about microbial dispersal. For example, at what rate do microorganisms disperse into 

soil? Dispersal rates can inform how strongly dispersal acts on a resident community in relation 

to other ecological processes, such as selection. Further, we have only a preliminary 

understanding of what sources contribute to microbial dispersal. Past research suggests that soil 

or sediment (Rime et al., 2016; Yang & van Elsas, 2018), air, and vegetation (Lindow & 

Andersen, 1996; Peay, Garbelotto, & Bruns, 2010; Walters et al., 2021) are important sources of 

dispersal into soil. However, the degree of spatial heterogeneity of these sources in unknown. In 

other words, do microorganisms disperse far enough that dispersal is homogenous across a 

landscape? Or do cells disperse short distances, yielding high heterogeneity? Because the 

microbiomes of potential dispersal sources vary over small spatial scales, dispersal is likely 

heterogeneous, although at what scale is unknown.  

Different microorganisms are also likely to exhibit different dispersal patterns, 
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particularly bacteria and fungi. Bacteria and fungi exhibit different life history strategies that 

may influence how they disperse. In particular, fungi form strong symbiotic relationships with 

plants (Selosse et al., 2004) and thus may show greater spatial heterogeneity. Further, past 

research suggests that fungi may be more dispersal limited than bacteria (Chen et al., 2020; Li et 

al., 2020), potentially because fungi have larger cell size and patchier species distributions 

(Schmidt et al., 2014). For example, at our research site, fungal communities in leaf litter show 

stronger heterogeneity across a landscape than bacterial communities (Finks et al., 2021). 

Because traits like cell size and species distributions are known to impact a species dispersal 

ability, we expect that bacteria and fungi may exhibit different dispersal abilities.  

In this study, we tested three hypotheses by characterizing the abundance and taxonomic 

composition of the bacteria and fungi immigrating onto sterile glass slides (dispersal “traps”) in 

two ecosystems (a grassland and a shrubland). First, we hypothesized that both the taxonomic 

composition and the rate of microorganisms dispersing onto the surface soil varies between 

ecosystems. Microbiome composition and abundance of important dispersal sources, such as leaf 

litter and soil, differ between these ecosystems (Finks et al., 2021; Khalili, Weihe, Kimball, 

Schmidt, & Martiny, 2019; Barbour et al., in prep), and these differences in source communities 

may impact dispersal composition and rates. Second, we hypothesized that vegetation 

differences between the ecosystems drive compositional differences in the microorganisms 

dispersing onto the surface soil. Past research suggests that local vegetation is the main dispersal 

source that may influence heterogeneity on a small spatial scale (Walters et al., 2021). Finally, 

we hypothesized that dispersing fungi show stronger associations with the surrounding plant 

community than dispersing bacteria because fungi form specific symbiotic relationships with 

plants (Selosse et al., 2004).  
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METHODS 

Field site. The experiment was conducted at the Loma Ridge Global Change Experiment in 

California, USA (33°44′ N, 117°42′ W, 365 m elevation) from June 18th, 2020 – August 11th, 

2020. The site encompasses a Mediterranean grassland and shrubland, which experiences dry 

warm summers and cool wet winters, with 325 mm mean annual precipitation and 17°C mean 

temperature. The grassland is dominated by non-native grasses Bromus madritensis and Avena 

sp., non-native forbs Hirschfeldia incana and Erodium sp., and the native forb Deinandra 

fasciculata. The shrubland is dominated by native shrubs Salvia mellifera, Malosma laurina and 

Artemisia californica, native herb Acmispon glaber, and invasive grass Bromus madritensis 

(Finks et al., 2021; Kimball et al., 2014).  

Experimental Approach. To identify the taxa dispersing across the landscape, we deployed 

dispersal “traps” at eight locations along each of three 30 m transects that spanned the boundary 

between the grassland and shrubland ecosystems (Fig. 3.1). These dispersal samples were placed 

on top of the soil and thus captured microorganisms immigrating onto the soil surface. To 

estimate bacterial dispersal rate, we measured the number of bacterial cells that accumulated on 

the dispersal samples over time; however, the cell abundance on these samples is affected by 

both immigration and death rates. Therefore, to estimate immigration rate, we simultaneously 

deployed samples that allowed us to calculate in-field death rates. These death rate samples 

contained a known number of bacterial cells and were closed to immigration, allowing us to 

measure the decrease in abundance over time to model death rate. Death rate was measured 

independently in the grassland and shrubland ecosystems (Fig. 3.1). In addition, along each 



 

80 
 

transect, we deployed negative control samples that excluded immigration and thus provided a 

measure of potential contamination. 

Plant composition and geographic sampling locations. We characterized the plant composition 

and geographic sampling locations by taking aerial drone (Holy Stone, HS100) photos of the 

study area. Photos were stitched together using Hugin (2019.2.0) and aligned to a Google Earth 

satellite image of the field site to ensure accurate aspect ratio. Sampling locations were identified 

on the composite aerial photo by the presence of red flagging, and polygons were drawn around 

individual plants and areas of exposed soil. Plant polygons were identified to species in the field, 

including the species composition of the grassland which was applied to all areas of grass 

coverage.   

Dispersal slides. The dispersal samples were made of 2 mm window screen (Phifer, Model # 

3002212) and the negative controls were made of 0.22 µm nylon (Tisch, SPEC17970). Glass 

microscope slides (2.5 cm x 7.5 cm) were sterilized in 70% ethanol, dried, sealed into bags (5 cm 

x 10 cm), and autoclaved. The bags were set out in the field on June 18, 2020 and were secured 

under chicken wire and staked into the ground to prevent disturbance. At four timepoints (June 

30th, July 14th, August 4th, August 11th), we collected one bag from each treatment from each 

location along the transects. All samples were processed for amplicon sequencing and bacterial 

abundance.  

Death rate slides. To measure bacterial death rate, slides containing a known number of bacterial 

cells were placed into the field and sampled at the same time as the dispersal samples. Bacterial 

cells were extracted separately from both grass and shrub litter from the field site by steeping the 

litter in 1 L of 0.9% saline solution overnight. We used bacterial communities derived from leaf 

litter to keep the taxonomic composition consistent with the rest of the experiment.  The litter 
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was then filtered through cheese cloth, and the filtrate was aliquoted in 50 mL volumes, further 

concentrated and washed by pelleting the cells and resuspending into 0.5 mL sterile 0.9% saline 

solution. Aliquots of 100 µL of either the grass- or shrub-derived cells were then spread onto 

ethanol-sterilized glass microscope slides and allowed to dry before being sealed into autoclaved 

nylon (0.22 µm) bags that were closed to dispersal. The slides were stored at room temperature 

overnight until being deployed in the field.  

Dispersal sources. To characterize the potential sources of dispersal, we collected soil, leaf litter, 

and air samples from the field site at the second timepoint (July 14th). To collect soil samples, we 

used a sterile scoop to collect approximately 2 g of the top layer of soil at four locations across 

each transect (N = 12). To collect environmental litter samples, we used sterile clippers to collect 

approximately 3 g of leaf litter at four locations along each transect (N = 12). To collect the air 

samples, we deployed glass slide samples open to dispersal (enclosed in 2 mm window screen 

bags; N = 3) and Mini FTA cards (Whatman, WB120356; N = 3) elevated at 3 m on June 18th 

and then collected on July 14th. All samples were processed for amplicon sequencing.  

Bacterial abundance. At the time of sample collection, glass slides were transferred to a sterile 

plastic bag with 2 mL of 0.9% sterile saline. After aliquots were removed (2 x 250 µL) for 

amplicon sequencing, 167 µL of 10% phosphate-buffered GTA was added to bring the solution 

to a final concentration of 1% phosphate-buffered GTA. Samples were filtered through a 4-µm-

pore-size vacuum filter to remove large particulates and stored in the dark at 4°C overnight 

before being measured on the flow cytometer. To process samples on the flow cytometer, 2 µL 

of SYBR green (200x, Invitrogen Life Science Technologies, S756) was added to 400 µL of 

each sample, and samples were incubated in the dark at room temperature for 10 minutes. 

Samples were run for 30 seconds at 40 µL/min, using a SYBR-Green-H threshold value of 1,500 
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and SSC-H threshold value of 1,000. Gating parameters were used to count particles in the size 

of typical bacterial cells, optimized by Khalili et al. (2019).  

Amplicon Sequencing. Aliquots of 0.05 g of leaf litter, 0.1 g of soil, 250 µL from the glass slide 

saline solution, and half of the FTA card rounds were frozen at -70°C and stored until extraction. 

DNA was extracted following the ZymoBIOMICS Microprep DNA Extraction Kit with tubes for 

glass slide samples and FTA cards, and plates for litter and soil samples. The kit protocols were 

followed with the following modifications. For glass slide and FTA card samples only, bead 

beating was reduced to 3 minutes, instead of 5 minutes, to avoid shearing the DNA in these low 

biomass samples. For all tube extraction samples, the Zymo-SpinTM III-F filter was not used and 

water for elution was heated to 60°C. For all plate extraction samples, maximum centrifuge 

speed was 2808 x g, instead of 3500 x g, and centrifuge time was increased at that speed from 3 

min to 4 min and from 5 min to 7 min. 

To characterize the bacterial community, we amplified the V4 – V5 region of the 16S 

ribosomal DNA gene using the 515F (GTGYCAGCMGCCGCGGTAA) – 926R 

(CCGTCAATTCCTTTRAGTTT) primers, described in (Caporaso et al., 2012; Lane et al., 

1985). For leaf litter and soil samples, we used 1 µL of template DNA for the PCR. For glass 

slide and FTA card samples, we used 5 µL of template DNA. For all samples, the remaining 

PCR reaction contained 12.5 µL of AccustartII PCR ToughMix (Quanta BioSciences, Inc), 0.5 

µL forward primer, 0.5 µL reverse primer, and H2O to reach a final volume of 25 µL. Following 

an initial denaturation step at 94°C for 3 min, the PCR was cycled 30 times at 94°C for 45 s, 

55°C for 30 s, and 72°C for 60 s, with a final extension at 72°C for 10 min. Because 29 glass 

slide and FTA card samples did not amplify with the above protocol, the PCR was repeated for 

those samples with 8 µL of template DNA (final volume of 25 µL) and 34 cycles.  
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To characterize the fungal community, we amplified the ITS2 region of the Internal 

Transcribed Spacer (ITS) using the ITS9F (GAACGCAGCRAAIIGYGA) – ITS4 

(TCCTCCGCTTATTGATATGC) primer combination (Looby et al. 2016). For leaf litter and 

soil samples, we used 1 µL of template DNA for the PCR. For air and glass slide samples, we 

used 5 µL of template DNA. For all samples, the remaining PCR reaction contained 12.5 µL of 

AccustartII PCR ToughMix (Quanta BioSciences, Inc), 0.75 µL forward primer, 0.75 µL reverse 

primer, and H2O to reach a final volume of 25 µL. After an initial denaturing step at 94°C for 3 

min, the PCR was cycled 35 times at 95°C for 45 s, 50°C for 60 s, and 72°C for 90 s, with a final 

extension at 72°C for 10 min.  

To prepare libraries for sequencing, PCR products were pooled at different volumes 

based on amplification brightness on gel pictures: high (1 µL), medium high (2 µL), medium (3 

µL), medium weak (4 µL), weak (5 µL), and none (10 µL). All samples were pooled together for 

one sequencing run – both 16S and ITS amplicons. After pooling, the library was purified using 

SpeedBeads magnetic carboxylate-modified particles (GE Healthcare UK Limited) and 

sequenced in a paired-end Illumina MiSeq run (2 x 250 bp) at the Genomics High Throughput 

Facility, UC Irvine, Irvine, CA, USA.  

Bioinformatic processing and analysis. Sequence data were processed in QIIME2 (Bolyen et 

al., 2019), version 2020.8. The forward reads were trimmed to 6 – 224 base pairs of the 16S 

segment and 5 – 235 base pairs of the ITS segment. The reverse reads were discarded. We used 

DADA2 (Callahan et al., 2016) to define exact sequence variants and assigned taxonomy using 

classify-sklearn with, for bacteria, the reference Greengenes database (13_8) at a 99% OTU level 

(McDonald et al., 2012) and, for fungi, the UNITE (v. 7.2) database (Nilsson et al. 2019).   
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Statistical analyses. We accounted for differences in sequencing depth by rarefying samples to 

971 sequences (bacterial communities) or 2,400 sequences (fungal communities) with 1,000 

resamplings. For each resampling, we calculated a Bray-Curtis dissimilarity matrix, taking the 

median similarity values of all 1,000 matrices using the ‘vegan’ package in R (Oksanen et al., 

2019; R Core Team, 2020). Using this median matrix, we performed a PERMANOVA and post-

hoc test in R using the ‘vegan’ and ‘pairwiseAdonis’ packages (Martinez Arbizu, 2017; Oksanen 

et al., 2019) to test for differences in community composition by ecosystem and timepoint. 

Microbial composition on the glass slides was further linked to the potential dispersal sources 

using SourceTracker, a Bayesian approach that estimates the proportions of a community that 

came from possible sources (Knights et al., 2011). To analyze alpha-diversity, we used the 

rounded rarefied datasets to calculate richness and an ANOVA to test for differences among 

treatments. Beta-diversity (Bray-Curtis metric) was analyzed with a PERMDISP test using the 

betadisper() function. To identify taxa that were driving changes over time, we used an indicator 

species analysis in the ‘indicspecies’ package in R (De Caceres & Legendre, 2009).  

Immigration rates were calculated using two different equations that describe the 

bacterial abundance on the glass slides as a function of immigration and death rates. Both 

equations used the measured in-field death rates as a parameter. Death rate was calculated as the 

slope of a linear model fitted to the decrease in the log bacterial abundance on the death slides 

over time. Death rate was measured separately in the grassland and shrubland ecosystems. To 

test whether death rate differed by ecosystem, we used an ANCOVA to test the influence of time 

and a time-by-ecosystem interaction on the bacterial abundance on the death slides, where a 

significant time-by-ecosystem interaction would indicate different death rates between 

ecosystems. Further, to test whether microbial taxa exhibited different death rates, we performed 
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a PERMANOVA testing the influence of time, ecosystem, and a time-by-ecosystem interaction 

on the bacterial and fungal communities on the death slides, where a significant influence of time 

would indicate that microbial taxa die at different rates.  

The first equation used to calculate immigration rate assumed a dynamic relationship 

between immigration and death rates (not at equilibrium). That equation modeled the abundance 

on the glass slides (n) as 𝑛(𝑡) =  
𝑖

𝑑
 × (1 − ℯ−𝑑 ×𝑡), where d is the death rate measured for each 

ecosystem, t is time, and i is the immigration rate estimated using the nls() function in the ‘stats’ 

package in R (R Core Team, 2020). The second approach to calculate immigration rate assumed 

that immigration and death rates were at equilibrium such that the abundance on the glass slides 

was constant over time. This calculation only used the abundance at the third timepoint for which 

abundance was highest. At equilibrium, the number of cells immigrating is equal to the death 

rate times the number of cells observed. Because the abundance on the glass slides did, in fact, 

change over time (ANOVA: P = 0.02; indicating that immigration and death rate were not at 

equilibrium), we expect the first equation to provide more a more accurate estimate of 

immigration rate; however, we report both to provide a sense of uncertainty around these 

estimates.  

To examine the scale to which local vegetation influences dispersing microorganisms, we 

tested the correlation between plant composition and geographic distance on the bacterial and 

fungal communities on the glass slides using a partial Mantel test. Plant composition was 

measured by calculating the area of each plant species within circles of 1-m radius around each 

sampling location. Geographic distance was measured as the pairwise distance among locations. 

This analysis was repeated at a series of increasing radii of the circles, from 0.1 m to 4 m. By 

graphing the strength of these correlations against the radii of the circles for which plant 
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composition was measured, we identified the distance for which plant composition had the 

strongest influence on immigrating taxa. In other words, we identified the average dispersal 

distance (dispersal kernel) of bacteria and fungi immigrating from vegetation. 

 

RESULTS 

Hypothesis 1: The composition, but not rate, of immigrating taxa differed by ecosystem.  

Composition of immigrating microorganisms.  

In support of our first hypothesis, the bacterial and fungal taxa dispersing onto the surface 

soils (captured by the glass slide “traps”) were distinct between the shrubland and grassland 

ecosystems (Table S3.3; Fig. 3.2). Overall, immigrating fungi had higher richness in the 

shrubland than the grassland (ANOVA: P < 0.0001, F = 27.65), but immigrating bacteria showed 

no difference in richness between ecosystems (P = 0.28). Similarly, beta-diversity was higher in 

the shrubland than the grassland for immigrating fungi (PERMDISP: P < 0.0001; Fig. 3.2 shows 

greater spread in fungal community data points in the shrubland). Beta-diversity in bacterial 

communities, however, did not differ by ecosystem (P = 0.45).  

Further, the composition of dispersing bacteria and fungi communities changed over 

time, although more strongly for fungi than bacteria (Table S3.3; Fig. S3.1). Specifically, the 

first timepoint differed from each of the last three timepoints (post-hoc comparisons: P < 0.05), 

which did not differ from one another (P > 0.05). However, this statistical difference may be 

driven by changes in the variance in bacterial community composition among the glass slides 

(the spread of the points in Fig. S3.1), where the variance decreased over time (PERMDISP: P = 

0.033). The change in variance may contribute to the effect of time on composition (Marti J. 
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Anderson & Walsh, 2013). In contrast, variance in fungal community composition did not 

change significantly over time (P = 0.087).  

Further, a subset of the fungal taxa appears to be driving this change over time. For both 

the grassland and shrubland ecosystems, the last three timepoints are characterized by an 

increase in Alternaria and Cladosporium, from 37% or 12%, respectively, in the first timepoint 

to 55% or 17%, respectively, in later timepoints (Fig. 3.3A). In the grassland, we also saw a 

decrease in the relative abundance of Teichospora from 0.5% to 0.02%. In the shrubland, the 

first timepoint showed a high proportion of Caryophylloseptoria (2.6%), which decreased to 

0.03% in later timepoints, and there were also decreases in relative abundances of 

Aureobasidium, Truncatella, and Seimatosporium (8, 3, and 8% to 2, 1, and 2%, respectively). 

An indicator species analysis further supported these trends (Fig. 3.3B). In particular, multiple 

fungal OTUs in the Alternaria and Cladosporium genera were also identified as indicator species 

of the later timepoints in both ecosystems. 

 

Dispersal Rate into Leaf Litter.  

In contrast to our first hypothesis, bacterial immigration rates did not differ by ecosystem. 

Bacteria immigrated onto the top layer of soil at a rate of 1,170 cells/cm2/day (P < 0.0001) in the 

grassland and 940 cells/cm2/day (P < 0.0001) in the shrubland (Fig. 3.4). These rates represent 

0.05% and 0.04% of the average bacterial abundance in the grass and shrub litterbags, 

respectively. However, the grassland immigration rate was not statistically higher than the 

shrubland rate (difference between the two rates: 230 ± 375 cells/cm2/day). This immigration 

rate calculation was performed assuming a dynamic number of cells on the glass slides, where 

immigration and death rates were not required to be at equilibrium. To complement this 
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calculation, immigration rates were also calculated assuming an equilibrium between 

immigration and death rates. This second method yielded similar rates at 1,100 cells/cm2/day in 

the grassland and 600 cells/cm2/day in the shrubland. 

To estimate bacterial death rates for the above calculations, we measured death rate on 

the glass slides in both ecosystems. Bacterial death rates were marginally lower in the shrubland 

than the grassland (Table S3.1; Fig. 3.4). On average, 3.16% of the community died per day in 

the grassland but only 2.40% in the shrubland. Bacterial abundance on the death rate slides was 

low, and thus many samples did not sequence successfully. Still, bacterial taxa on the glass slides 

appeared to exhibit different death rates, as indicated by a significant change in the community 

composition on the slides between the beginning of the experiment, the first timepoint and the 

three later timepoints grouped together (PERMANOVA: P < 0.0001; Table S3.2; Fig. S3.2). 

Similarly, fungal taxa also exhibited different death rates (P = 0.02; Table S3.2; Fig. S3.2).  

 

Hypothesis 2: Plant composition was positively correlated with dispersing microorganisms.  

Plant composition and immigrating microorganisms.  

In support of our second hypothesis, plant composition was correlated with the 

composition of dispersing microorganisms, although more strongly with fungi than bacteria. 

Dispersing bacterial communities were positively correlated with the plant composition within a 

1-m radius of each sampling location (Pearson’s r = 0.13, P = 0.027) but not geographic distance 

(P = 0.15). Fungal communities, on the other hand, were positively correlated with both plant 

composition (r = 0.61, P = 0.0020) and geographic distance (r = 0.20, P = 0.0030). When the 

variation from plant composition was removed, geographic distance was not a significant 
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predictor of dispersing fungi (partial Mantel test: P = 0.13), whereas plant composition remained 

positively correlated with fungal community composition when variation from geographic 

distance was removed (r = 0.59, P = 0.0020). 

To estimate the distance at which bacteria and fungi disperse from the vegetation, we 

calculated a series of partial Mantel tests between microbial communities (on the glass slides) 

and plant composition calculated at radii between 0.1 m and 4 m around each sampling location 

(with variation from geographic distance removed for fungi). The strength of the correlation 

between the microbial community and the surrounding plant composition peaked at 1 m for both 

bacteria and fungi (Fig. 3.5), although the strength of the correlations with plant composition 

were generally much higher for fungal composition at all radii. Note, however, that the measures 

of plant composition for the sampling locations closest to the ecosystem boundary were not 

independent because circles of radii larger than 1 m overlapped substantially. 

 

Sources of dispersal differed for bacteria and fungi.  

In partial support of our second hypothesis, leaf litter was a significant source of 

dispersing fungi but not bacteria. We characterized the microbial communities in the air, soil, 

and leaf litter at the field site and used SourceTracker to identify contributions from each 

potential source. Soil significantly contributed to the immigrating bacterial communities (those 

on the glass slides) in both the grassland and shrubland (Fig. 3.6). Air and grass litter were the 

most likely sources of fungal dispersal onto the glass slides in the grassland while all sources – 

air, soil, grass litter, and shrub litter – seemed to contribute equally in the shrubland. 
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Hypothesis 3: Dispersing fungi showed stronger associations with the surrounding plant 

community than bacteria.  

Bacteria and fungi comparison.  

In support of our third hypothesis, plant composition explained 35% of the variation in 

fungal composition on the glass slides but only 2% in bacterial composition (Fig. 3.5). Based on 

the SourceTracker analysis, bacteria on the glass slides may be dispersing primarily from soil 

(Fig. 3.6). 

 

DISCUSSION 

While studies show that microbial dispersal influences community assembly, we do not 

know at what rates bacteria disperse nor what sources contributed to dispersal. Here, we 

compared the microbial dispersal community composition and rates between two ecosystems and 

characterized the influence of the plant composition on microbial dispersal. In support of our 

first hypothesis, the taxa dispersing into the surface soil differed between the grassland and 

shrubland ecosystems for both bacteria and fungi. We expect that this difference may be driven 

by distinct sources in the two ecosystems. In particular, immigrating bacteria were primarily 

coming from soil and fungi were dispersing from leaf litter, soil, and air. Leaf litter and soil in 

the shrubland and grassland harbor distinct microbiomes (Finks et al., 2021; Barbour et al., in 

prep), which may contribute to the distinct taxa dispersing in each ecosystem. Air currents lift 

cells from soil and leaf surfaces (Bowers, McLetchie, et al., 2011; Bowers, Sullivan, et al., 2011; 

Tignat-Perrier et al., 2019), and the same mechanism may be at work here to transfer cells from 

soil and leaves to the glass slides. However, the importance of sources likely depends on 
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conditions (e.g., weather, amount of bare soil, litter, etc.). While 34% of immigrating bacteria in 

this experiment were attributed to bulk soil, a previous experiment at the same study area found 

that soil was not an important source of immigrating bacteria (Walters et al., 2021). The transects 

in this study covered significant areas of exposed soil (9% of the area in the grassland and 19% 

in the shrubland), which may explain why soil is a strong contributor to immigrating bacteria.  

In contrast to our first hypothesis, however, the rate of bacterial dispersal did not differ 

by ecosystem. Both ecosystems showed equally low dispersal rates, relative to the average 

bacterial abundance in the leaf litter microbiome. At 1,000 bacterial cells/cm2/day, bacterial 

dispersal represents around 0.05% of the grass litter microbiome community per day and 0.04% 

of the shrub litter community. This rate is about an order of magnitude lower than previous 

bacterial deposition rates (Jones, Newton, & McMahon, 2008; Walters et al., 2021). We expect 

that the dispersal rates are similar between these ecosystems because, being in close proximity, 

these two ecosystems experience similar abiotic conditions, particularly wind direction and 

speed, precipitation, temperature, and landscape topography which influence microbial dispersal 

(Cevallos-Cevallos et al., 2012; Galès et al., 2014; Julianne Lindemann & Upper, 1985; Tignat-

Perrier et al., 2019).  

To determine whether differences in vegetation were driving differences in dispersal 

communities between ecosystems, we correlated the dispersal communities to the surrounding 

plant communities while controlling for geographic distance. In support of our second 

hypothesis, plant composition corresponded with the dispersal community for both fungi and 

bacteria, although more strongly for fungi than bacteria. Leaf surfaces are an important source of 

airborne bacteria, whose dispersal is facilitated by wind (J. Lindemann et al., 1982; Julianne 

Lindemann & Upper, 1985; Šantl-Temkiv et al., 2018). This analysis, however, does not exclude 
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the possibility that the dispersing cells may be instead coming from leaf litter, which has 

microbiomes that are correlated with the plant species composing the litter (Urbanová et al., 

2015; Veen et al., 2019). Further, it is likely that other sources are also driving the distinct 

dispersal communities for each ecosystem. This is especially true for bacteria for which only 2% 

of the variation can be explained by the plant community. The bulk soil and litter layer, 

important dispersal sources in this system, harbor distinct microbiomes by ecosystem at this field 

site (Barbour et al., in prep). Thus, these sources are also likely contributing to the distinct 

dispersal communities between the shrubland and grassland ecosystems. 

Because plant communities were a key source of immigrating taxa, we estimated the 

distance at which vegetation contributes most to dispersal communities. We found that the 

strongest correlation between plant composition and microbial dispersal community occurred 

around 1 meter, indicating a small average dispersal distance for both bacteria and fungi. Thus, 

while some microbial taxa are able to disperse over large distances, even between continents 

(Smith et al., 2013; Wilkinson et al., 2012), many dispersing microorganisms in this experiment 

were likely highly localized, moving directly from the surrounding vegetation to the surface soil. 

This study adds to the growing body of literature that microorganisms are often dispersal-limited 

within a kilometer (Adams et al., 2013; Galante et al., 2017; Norros et al., 2012; Peay et al., 

2010, 2012) but further highlights that dispersal limitation for both fungi and bacteria can occur 

on a much smaller scale – within a single meter. Previous research suggests that fungi are more 

dispersal limited than bacteria (Chen et al., 2020), potentially because of their larger cell size 

(Schmidt et al., 2014); however, this study found both bacteria and fungi had similar dispersal 

distances from vegetation. For such a short dispersal distance, habitat fragmentation, even in 

small patches, is likely to have a significant impact on microbial dispersal.  
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Our study also provided evidence that fungi and bacteria disperse in different ways. In 

support of our third hypothesis, immigrating fungi were more strongly associated with the 

surrounding plant community than bacteria. Specifically, 35% of the variation in immigrating 

fungal taxa could be explained by the surrounding plant composition within 1 m, compared to 

only 2% of the bacterial variation. In agreement, fungi show higher beta-diversity in the 

shrubland (heterogeneous plant composition) than the grassland (homogeneous plant 

community). Bacteria, however, showed equal beta-diversity between the two ecosystems. Past 

research has shown that fungi form more specific symbiotic relationships with plants than 

bacteria (Schmidt et al., 2014), likely driving this pattern. Soil, on the other hand is a more likely 

driver of bacterial dispersal in this system. Dispersal from soil onto leaf litter may occur through 

direct contact or through facilitation by wind picking up individual cells or cells attached to soil 

particles (Yang & van Elsas, 2018).   

 

CONCLUSIONS 

In this study, we demonstrated that microbial dispersal shows spatial heterogeneity on a 

small scale. Bacteria and fungi dispersing in two different ecosystems are distinct and vegetation 

may be driving that pattern, at least for fungi. However, we only examined two ecosystems in a 

relatively small geographic area. Thus, the question remains whether plant composition holds the 

same explanatory power in other ecosystems as well. This study also provided estimates of 

bacterial immigration rates. We expect that the dispersal rates did not differ by ecosystem 

because these ecosystems experienced similar abiotic conditions (e.g., precipitation, wind speed). 

However, research on controls on microbial dispersal are limited, and future research could 

continue to characterize influences on bacterial immigration rates. Further, more research is 
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needed to estimate dispersal distances of microorganisms. While we showed that fungi and 

bacteria disperse only 1 meter from the local vegetation, dispersal distances from different 

sources, during different seasons, and in different ecosystems may vary. All in all, this research 

suggests that local vegetation is an important dispersal source and that microorganisms exhibited 

smaller dispersal kernels than previously assumed.  
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Figure 3.1 Experimental design. An aerial photo of the field site showing the three transects 

with eight locations per transect. The dashed line represents the boundary between the shrubland 

and grassland. Dispersal samples (glass slides collecting immigrating microorganisms) were 

placed at each location along the transects (locations marked in red or orange). Death rate 

samples were deployed at two locations per transect (locations marked in orange). Negative 

controls (glass slide samples closed to dispersal) were placed at the ecosystem boundary along 

each transect (marked in blue squares). Polygons around each plant were used to calculated plant 

composition around each location.  
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Figure 3.2 Dispersing microbial taxa by ecosystem. NMDS of the bacterial and fungal 

communities on the dispersal slides. Community composition differed by ecosystem for both 

bacteria and fungi (PERMANOVA: P < 0.0001; Table S3.3).  
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Figure 3.3 Changes in dispersing fungi over time. (A) The fungal genera within the grassland 

and shrubland ecosystems during the first timepoint and the last three timepoints. (B) Indicator 

species that significantly (P < 0.05) characterized the grassland and shrubland ecosystems during 

the first timepoint and the other three timepoints of the field experiment. The indicator species 

represented here include all OTUs that had an indicator value of at least 0.8 and were identified 

at least to the family level.  
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Figure 3.4 Bacterial abundance on glass and death slides. (A) Bacterial abundance on the 

death slides over time. The lines are linear regressions, from which the slopes are used to model 

immigration rates in panel B. (B) Bacterial abundance on the dispersal slides over time. The 

curved lines represent the immigration model that does not assume equilibrium between the 

immigration and death rates: n(t) = i/d * (1 - e(-d*t)), where n is the abundance on the dispersal 

slides, i is the immigration rate, d is the death rate, and t is time.  
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Figure 3.5 Plant composition and dispersing microorganisms. Correlation between bacterial 

and fungal taxon richness and the surrounding plant composition, measured within circles of 

increasing radii around each transect location. Each point represents one partial Mantel test. The 

y-axis shows the Pearson correlation coefficients. 
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Figure 3.6 Dispersal sources. The proportions of the bacterial and fungal communities that were 

attributed to different source communities for the grassland (Kruskal-Wallis: P < 0.0001) and 

shrubland (P < 0.0001) ecosystems. Letters indicate significant pairwise differences by 

ecosystem using Dunn’s post-hoc test with a Bonferroni correction. 
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SUPPLEMENTAL MATERIALS 

Appendix 3A: Supplemental Figures 

 

Figure S3.1 Changes in dispersing taxa over time. NMDS of the bacterial and fungal 

communities on the dispersal slides. Dispersal community composition differs by ecosystem and 

time for both bacteria and fungi, and by an ecosystem-by-time interaction for fungi 

(PERMANOVA: P < 0.05; Table S3.3).  
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Figure S3.2 Changes in composition on death slides over time. NMDS of the bacterial and 

fungal communities on the death slides. Community composition differed by ecosystem and time 

(comparing timepoint 0, 1, and 2 – 4) for both bacteria and fungi, and by a time-by-ecosystem 

interaction for bacteria (PERMANOVA: P < 0.05; Table S3.2).  
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Appendix 3B: Supplemental Tables 

 

Table S3.1. ANCOVA results for the effects of time and time-by-ecosystem interaction on bacterial 

abundance on the death rate glass slides.   

 Df SumsOfSqs F r2 Pr(>F)  

Time 1 35.84 211.86 0.82 < 0.0001 *** 

Time-by-Ecosystem Interaction 1 0.65 3.87  0.056  

Residuals 43 7.27  0.17   

 

 

Table S3.2. PERMANOVA results for the effects of ecosystem, time (grouped into Timepoint 1 and 

Timepoint 2+3+4), and ecosystem-by-time interaction on community composition on the death slides for 

A) bacteria and B) fungi. 

A) Bacteria 

 Df SumsOfSqs MeanSqs Pseudo-F r2 P(Perm)  

Time (grouped) 2 1.57 0.79 2.75 0.28 < 0.0001 *** 

Ecosystem 1 0.81 0.81 3.69 0.15 0.0003 *** 

Interaction 1 0.54 0.54 2.47 0.10 0.007 ** 

Residuals 12 2.65 0.22  0.47   

Total 16 5.58          1   

 

B) Fungi 

 Df SumsOfSqs MeanSqs Pseudo-F r2 P(Perm)  

Time (grouped) 2 0.54 0.29 2.19 0.17 0.02 * 

Ecosystem 1 1.27 1.27 10.35 0.41 < 0.0001 *** 

Interaction 1 0.21 0.21 1.70  0.11  

Residuals 9 1.11 0.12  0.35   

Total 13 3.12   1   
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Table S3.3. PERMANOVA results for the effects of ecosystem, time, and ecosystem-by-time interaction 

on community composition on the dispersal slides for A) bacteria and B) fungi. 

A) Bacteria 

 Df SumsOfSqs MeanSqs Pseudo-F r2 P(Perm)  

Ecosystem 1 0.78 0.78 2.11 0.028 < 0.0001 *** 

Time 1 0.54 0.54 1.46 0.019 0.0008 *** 

Interaction 1 0.41 0.41 1.10  0.13  

Residuals 72 26.62 0.37  0.94   

Total 74 27.94          1   

 

B) Fungi 

 Df SumsOfSqs MeanSqs Pseudo-F r2 P(Perm)  

Ecosystem 1 1.50 1.50 10.31 0.12 < 0.0001 *** 

Time 1 0.63 0.63 4.36 0.050 0.0002 *** 

Interaction 1 0.27 0.27 1.86 0.02 0.016 * 

Residuals 71 10.30 0.15  0.81   

Total 74 12.69   1   
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