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Abstract 

PET/CT systems are used to visualize and quantify molecular processes in vivo. The extended 

axial field of view (FOV) of total-body PET/CT systems, like the recently developed 

uEXPLORER, leads to increased system sensitivity and can allow for reduced scan time and dose, 

improvements in image quality, and most importantly for this work, the ability to fit the entire 

body of a subject within the FOV. The FOV includes large blood pools in addition to any organ of 

interest, allowing for the use of an appropriate image-derived input function (IDIF) for the 

purposes of quantitative total-body PET kinetic modeling.  

Although the first clinical scans on the uEXPLORER at UC Davis were performed in 2019, in 

vivo assessment of the quantitative performance of the scanner and the development of total-body 

PET kinetic modeling methods are necessary to extend single-organ and limited FOV studies to 

encompass organs throughout the entire body. Thus, this work focused on the development of 

total-body PET kinetic modeling methods. First, via a group of fourteen healthy volunteers who 

underwent 60-minute dynamic PET acquisitions on the uEXPLORER system with the commonly 

used radiotracer [18F]-fluorodeoxyglucose (FDG), in vivo performance metrics were established to 

quantitatively assess differences in the reconstructed images from a newly installed total-body PET 

system (e.g., due to software updates and reconstruction settings), and methods to mitigate the 

impact of motion (e.g., respiratory) and partial volume effects across a wide range of organs were 

determined. Then, with the same cohort of healthy subjects in addition to seven patients with 

genitourinary cancer, the computational efficiency of voxel-wise total-body PET kinetic modeling 

was increased by a factor of 6.7 through the development of the leading-edge method for time 

delay correction of the IDIF. Without delay correction there was an underestimation of blood 

volume, vb (69.4%), and the rate of FDG transport from blood to tissue, K1 (4.8%). 
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Total-body PET kinetic modeling methods developed above using FDG datasets were 

extended to the assessment of [11C]-butanol for total-body imaging of tissue blood flow (perfusion). 

The application of total-body PET/CT for radiation dosimetry of tracers with rapid kinetics and 

short half-life was demonstrated with this tracer. Radiation doses were estimated on an early small-

scale prototype of a total-body PET scanner in two young rhesus monkeys and subsequently on 

the uEXPLORER in humans. Average adult dosimetry estimates of total effective dose were 

consistent (rhesus monkeys-derived: 3.67 uSv/MBq, human-derived: 3.64 uSv/MBq). Perfusion 

test-retest reproducibility was established in healthy volunteers at a wide range of flow values and 

showed good repeatability (slope 0.9, Pearson’s r = 0.97, p < 0.001) with up to two weeks between 

acquisitions. Intra-human sensitivity assessments were performed in two ways: (1) a rest-stress 

paradigm with a cold pressor test and (2) the comparison of right and left lower limbs for an 

individual with peripheral artery disease. Initial studies demonstrated changes in perfusion in both 

cases. 

In this work, appropriate methods for the quantitative assessment of total-body dynamic PET 

images were developed; computational efficiency of total-body kinetic modeling was increased 

6.7-fold; and ultimately, these methods were developed and exploited in the measurement of FDG 

transport, FDG metabolism and [11C]-butanol perfusion, in organs throughout the body.  
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1. Chapter 1: Background 

1.1. Molecular imaging  

Molecular imaging is a subset of medical imaging that involves the visualization and 

characterization of molecular or cellular level processes in vivo (Mankoff, 2007) through the use 

of a molecular probe or imaging agent. Some medical imaging modalities that can be leveraged 

for molecular imaging include optical coherence tomography (OCT), ultrasound (US), magnetic 

resonance imaging (MRI), x-ray computed tomography (CT), positron emission tomography 

(PET), and single photon emission computed tomography (SPECT). Many of these modalities use 

inherent properties of the tissue to generate contrast. For example, OCT detects on the interactions 

of visible or infrared light with tissue, relying on heterogenous tissue absorption and scattering 

characteristics to generate contrast. Similarly, ultrasound signal utilizes the propagation and 

reflection of sound waves within a tissue. CT relies on the differences in the radiodensity, or 

absorption and transmittance of X-rays through the different tissues in the body. The biochemical 

properties of a tissue can be leveraged as well. MRI involves manipulating the magnetic fields 

experienced by water protons throughout the body, and differences in the chemical environments 

of those protons result in signal contrast. While endogenous contrast allows these modalities to be 

minimally or noninvasive, contrast can be enhanced through the use of a contrast media or injected 

dye.  

Nuclear medicine is a branch of medical imaging that includes PET and SPECT. Nuclear 

medicine with PET and SPECT involves detection of the emissions from an externally supplied 

radioactive source of contrast that is used for gaining a functional understanding of the behavior 

of the contrast agent in vivo. Referred to as a radiotracer, the PET contrast agent is a compound 

labeled with a positron-emitting radioisotope. It can be introduced into the blood pool of the subject, 
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most commonly via intravenous injection. How the radiotracer interacts with different tissues 

throughout the body over time will depend on the radiotracer used, allowing for specific image 

contrasts that are based on the physiology of individual tissues or organs.  

1.2. Radiotracers of interest: [18F]-FDG and [11C]-butanol  

This work focused on the metabolism and distribution of 2-deoxy-2-[18F]-fluoro-D-glucose (FDG) 

and the kinetics and radiation dosimetry of [11C]-butanol. FDG, one of the most commonly used 

PET radiotracers, is structurally similar (i.e., an analog) to glucose, and is taken up by different 

organs of the body in a similar manner to glucose. Upon uptake into the cell, FDG is 

phosphorylated ([18F]-FDG-6-phosphate or FDG6P) by hexokinase, as would occur with glucose. 

However, FDG6P is irreversibly trapped in the cell, and further metabolism of FDG6P does not 

occur due to the substitution of the hydroxyl group at the number 2 carbon for fluorine-18. 

Although FDG is non-specific to any particular disease pathology, glucose metabolism has been 

shown to be increased in cancerous lesions, and thus has been used extensively in tumor lesion 

evaluation and staging (Cori & Cori, 1925; Hess et al., 2014; Warburg et al., 1927). [11C]-butanol 

is a perfusion or blood flow tracer that has been used previously to estimate cerebral and 

myocardial blood flow in humans (Hack et al., 1983; Manouilenko et al., 2013; Quarles et al., 

1993). It is metabolized in a similar manner to ethanol by alcohol dehydrogenase: [11C]-butanol is 

rapidly converted to [11C]-butyric aldehyde, which is then oxidized by aldehyde dehydrogenase to 

form [11C]-butyric acid, which can be fully broken down to [11C]-CO2 and water via fatty acid 

metabolism (DiVincenzo & Hamilton, 1979; Knapp et al., 1985). 
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1.3. PET physics and reconstruction 

PET radioisotopes include unstable nuclei like 11C and 18F that undergo radioactive decay through 

the release of a high-energy particle called a positron, also called a beta particle (β+). Below are 

the decay schemes for 11C and 18F:  

C!"" 	
	$!
#$	 B%"" 		                       F&"' 	

	$!
#$	 O'"'  

Although the β+ decay from any given atom occurs randomly, each radioisotope has a characteristic 

rate of decay given by lambda (λ), which is inversely proportional to the half-life (t1/2) of the tracer. 

The characteristic half-lives of 11C and 18F are approximately 20.3 and 109.8 minutes, respectively, 

and thus 11C decays more rapidly.  

When the β+ interacts with any nearby electron within a tissue, the pair of particles undergo 

annihilation, in which they are converted into energy in the form of two, 511 keV photons that are 

approximately colinear, or 180 degrees, from each other. These photons are used to generate the 

PET image through two additional processes: (1) conversion to an electrical signal via arrival at 

and interaction with the PET detector module, and (2) the PET image reconstruction algorithm.  

 

Figure 1.1: Simplified illustrations of a PET detector module and detection of a coincident 
event 

Figure 1.1: Simplified illustrations of a PET detector module with a silicon photomultiplier (A) 

and the detection of coincident event by a pair of detectors (B), as adapted from figure 18-1 of 

Physics in Nuclear Medicine (Cherry et al., 2012). (B) shows the detection of colinear photons 

(red) after an annihilation event in the head of a subject injected with a positron-emitting 
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radiotracer. It is important to note that the photons will only be detected if both photons interact 

with the detector modules, demonstrating the importance of scanner geometry in improving system 

sensitivity (which is discussed in section 1.4). 

 

The PET detector module is composed of a scintillation crystal and a photomultiplier (either 

photomultiplier tube or silicon photomultiplier). In the event that a photon interacts in a detector 

module, the high energy photon is converted into visible light within the scintillation crystal. This 

visible light is then detected by a photomultiplier, which amplifies the light output of the 

scintillation crystal and converts the deposited energy into an electrical signal. Once this signal, 

also referred to as a detected event or a count, is collected by the scanner electronics, its timing is 

compared with detected events recorded from opposing detectors. If two events occur 

approximately 6-12 nanoseconds (Cherry et al., 2012) apart, they are recorded as a coincident pair, 

and their timing and detector positions are recorded on a log known as a list-mode file. The PET 

image can then be reconstructed using the list-mode file. Alternatively, each event can be stored 

based on the angle of projection of the two detectors and the distance of the event from the center 

point in the form of a sinogram. Sinograms consist of rows of projections taken by rotating 180 

degrees around the center of the FOV. However, this requires determining the temporal framing 

(how the scan acquisition length is divided into dynamic frames) prior to creating the sinograms, 

and is thus less flexible than list-mode representation of the data. The reconstructed image units 

are typically in terms of radioactivity concentration, such as counts per second per cubic centimeter, 

or Becquerels/cc (Bq/cc). For further details regarding the PET detectors and acquisitions, see 

Cherry et al. (2012) (Cherry et al., 2012).  
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PET reconstruction algorithms capitalize on the colinear nature of the 511 keV photons 

released by annihilation events. Analytical methods, such as filtered back-projection (FBP), or 

iterative processes such as ordered subsets expectation maximization (OSEM) generate an image 

reflecting the 3-dimensional (3D) localization of radiotracer activity in space. These reconstruction 

algorithms can also take advantage of time-of-flight (TOF) information. If the two annihilation 

photons arrive at colinear detectors at times t1 and t2, their position Δ𝑑 relative to the midpoint of 

the line (called a line of response, or LOR) between the two detectors can be determined by the 

following: Δ𝑑 = 𝑐 ∙ (𝑡( − 𝑡") 2⁄ , where c is the speed of light 3x108 m/s (Cherry et al., 2012). Due 

to the additional time it takes within the scintillation crystal to convert the annihilation photons 

into visible light and detect that light, there is uncertainty in the measurement of t1 and t2, and thus 

uncertainty in Δ𝑑. Nonetheless, TOF information reduces the uncertainty in the position of the 

annihilation event, since a TOF probability distribution, or kernel, can be used during the 

reconstruction to constrain the location of events within a narrow region of the LOR, instead of 

allowing the events to occur over the entire LOR. However, there are many factors that affect the 

image quality and quantification, including the random alignment in time of photons that did not 

derive from the same annihilation event (called a random or accidental event), differences in 

detector sensitivity for detecting individual events, detector pulse pileup or deadtime, or the scatter 

of the 511 keV photons within the detectors or the body. Prior to or during the reconstruction 

process, corrections for these effects are applied to make the images as quantitatively accurate as 

possible.  

1.4. Image quality trade-offs 

The efficiency of a PET imaging system to account for as much of the available signal as possible 

is measured by the system sensitivity. Sensitivity is dependent on the source activity or emission 
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rate, the efficiency of each detector, the fraction of events that can be detected based on the 

geometric arrangement of the detectors (geometric efficiency), and the attenuation that occurs 

within the object (Cherry et al., 2012). For given crystal and geometric efficiencies, sensitivity can 

be affected by multiple aspects of the acquisition. Photons can be scattered in the tissue or detector 

modules and not be detected, and high activity levels can cause the electronics to become 

overwhelmed by the number of pulses detected, known as deadtime. Although physical factors 

such as positron range and non-collinearity of the resulting annihilation photons, as well as random 

and scattered coincidences, do not directly impact sensitivity, they can cause blurring of the images 

and reduce image contrast. Trade-offs can be made among the factors that affect sensitivity—in 

addition to the phenomena that affect image quality— to produce images of sufficient statistical 

quality for clinical and diagnostic use.  

In addition to modifying the geometric efficiency of the scanner, the most straightforward way 

to increase image statistics would be to increase the amount of injected radioactivity or dose. 

Although this may increase the spatial resolution, this comes with increased radiation exposure to 

the subject, in addition to increased deadtime and random coincidences. Instead, the trade-off 

between higher image resolution and reducing the noise can be considered when the PET images 

are reconstructed. As discussed in the previous section, PET data for an entire scan session is 

acquired and saved as a list-mode file. This data can then be reconstructed as either a single static 

3D image or broken up into segments over time to produce a 4-dimensional (4D) dynamic PET 

image series. The latter is used for quantitative kinetic modeling. This 4D image can have image 

frames with different temporal lengths, typically ranging from 5 or 10 seconds—to capture any 

changes in activity—out to a frame length of 5 minutes, as the tracer biodistribution stabilizes. 

Rapid changes in activity can be captured with shorter (e.g., < 2 s) frames, but can result in lower 
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image quality. Increasing the amount of radioactivity present and reducing the impact of noise in 

each 3D image voxel can be accomplished through either increasing the voxel size or increasing 

the frame lengths.  

However, reduced spatial resolution can lead to increased partial volume effects (PVE), where 

the signals from anatomically distinct tissues are averaged together in the same image voxel, and, 

as will be discussed in chapters 2 and 3, reduced temporal resolution can negatively impact kinetic 

modeling and quantification. Recent improvements in scanner design have led to increases in 

sensitivity that have allowed for high spatiotemporal-resolution scanning with reasonable noise 

levels without sacrificing image resolution. 

1.5. Significance of total-body PET  

In previous generations of PET scanners, the imaging field of view (FOV) was limited to roughly 

20 cm in the axial direction. Dynamic PET studies were limited to a single organ, such as the entire 

brain, since 20 cm is approximately the distance from the top of the head to just below the jaw line 

(figure 1.2A). With this limited FOV, one could focus on individual organs like the brain, or step 

the patient through the scanner FOV over the course of the scanning session. But with the advent 

of long axial FOV scanners such as the uEXPLORER, events throughout the entire body can be 

detected simultaneously with a higher sensitivity, since many more rows of detector modules are 

utilized, in addition to increasing the acceptance angle, which allows for a greater number of rows 

of the detectors to record coincidence events with each other (Badawi et al., 2019; Leung, Berg, et 

al., 2021; Spencer et al., 2021). Although no imaging modality is 100% sensitive, total-body PET 

systems are capable of a 40-fold gain in sensitivity over conventional commercially available PET 

scanners with short axial FOV (Poon et al., 2012; Spencer et al., 2021).   
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Figure 1.2: Whole-body PET versus total-body PET 

Figure 1.2: Whole-body PET versus total-body PET. In (A), a whole-body PET acquisition 

requires stepping the subject through the scanner over time. The long axial FOV of total-body PET 

systems allows for the entire body to fit within the imaging FOV (B), allowing for all regions of 

the body to be imaged simultaneously. 

 

The uEXPLORER scanner is made up of 8 rings of detector modules, reaching a bore length 

of nearly 2 meters (figure 1.2B). Most individuals can fit completely within the imaging FOV, 

allowing one to measure radiotracer uptake in all of the organs at once. For example, rapid changes 

in activity in the brain and heart due to the injection of a radiotracer bolus can be tracked at the 

same instance in time. Though tracking changes across different organs may not be important in 

every study, multi-site diseases such as metastatic cancer or diabetes can affect a wide range of 

tissues and may benefit from the increased FOV of total-body PET (Cherry et al., 2018). 

Additionally, radiation safety characterization of radiotracers with rapid changes in biodistribution 

or short half-lives is feasible with total-body PET, as will be demonstrated in chapter 5.  
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As discussed in more detail in the next section, quantitative PET kinetic modeling can be 

performed using an input function (IF) and the uptake and clearance of radiotracers, as measured 

by the tissue time-activity curve (TAC), to estimate changes in parameters such as perfusion and 

other metabolic rates. But a major hurdle to the quantification of parameters via PET kinetic 

modeling is that it requires measuring the radiotracer activity concentration in the blood, in 

addition to that of the tissue itself. Measurement of the IF is traditionally done by drawing arterial 

blood samples from the radial artery, a process that is considered safe (Everett et al., 2009), but is 

nonetheless invasive. Additionally, some organs have unique relationships to their blood pool. For 

example, the liver is perfused by both the portal vein and the hepatic artery, and would also require 

accounting for the activity from the portal vein in addition to the radial artery either by measuring 

the activity in the portal vein from the images, or as part of the modeling process. The 

uEXPLORER’s long axial FOV allows for the measurement of an image-derived input function 

(IDIF) from large, central blood pools in the aorta and cardiac ventricles non-invasively, directly 

from the images themselves. Additionally, with a spatial resolution of approximately 3 mm 

(Spencer et al., 2021), IDIF blurring due to motion and partial volume effects (PVE) are reduced 

compared to IDIF measurements with scanners from previous generations. The narrow axial FOV 

of these older scanners requires using an IDIF from small vessel—often fraught with motion and 

PVE—that can be captured in the same bed position as the tissue of interest, or through invasive 

measures such as arterial sampling (Bohm et al., 1988), making quantitative PET kinetic modeling 

challenging to execute routinely without a long axial FOV scanner like the uEXPLORER. 

1.6. Dynamic PET 

As discussed in section 1.3, PET images represent the concentration of radioactivity in each voxel, 

generally with units Bq/cc. However, a common method of standardizing the pixel values is to use 
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the standardized uptake value (SUV) (Lucignani et al., 2004). SUV normalizes the activity in the 

images by the injected dose and body weight of the subject. SUV can be determined from a static 

PET image and is considered a semi-quantitative metric that is dependent on the way in which the 

tracer behaves within the body, as well as on the uptake time, or how long after injection the static 

image is acquired. High SUVs for FDG PET are indicative of increased glucose metabolism, as 

might be the case in inflamed tissues and cancerous lesions. However, as noted in section 1.2, FDG 

is nonspecific to any particular disease or pathology; it simply reflects glucose delivery, transport 

into the cells, phosphorylation, and clearance, which are unique to each individual tissue and also 

depends on the uptake time (Chin et al., 2009). Therefore, it is important to perform the static 

acquisition at the optimal scan time post injection, i.e., after the tracer has had time to accumulate, 

but before it washes out of the tissue of interest.  

Alternatively, dynamic imaging can also be performed, which allows for the assessment of 

radiotracer uptake over time. Serial PET images acquired dynamically allow for quantitative 

kinetic modeling to be performed. After a subject is placed in the scanner, for example, dynamic 

studies can be performed to visualize and track the distribution of the radiotracer bolus into the 

blood pool and its delivery into tissues throughout the body. The radiotracer tissue TAC can then 

be measured from any tissue of interest. The uptake and distribution of a radiotracer can occur 

rapidly, and unfortunately, depending on the scanner geometry, the temporal gaps between 

successive frames can be too large to adequately sample multiple region TACs. This is an issue 

with whole-body PET kinetic modeling with limited axial FOV scanners, where as depicted in 

figure 1.2A, the subject must be stepped through the scanner to acquire a single whole-body image. 

In order to acquire a dynamic dataset, multiple timepoints per positioning step are needed, and the 

subject must be cycled through the scanner FOV multiple times. 
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In addition to the tissue TAC, the radioactivity concentration in the plasma, or plasma IF, is 

often needed for kinetic modeling. As discussed briefly in the previous section, the traditional 

method of acquiring an IF is to take many samples of arterial blood from the radial artery in the 

wrist during the study. This procedure is invasive to the subject, and requires additional expertise 

and hardware for measuring the plasma radioactivity in each blood sample drawn from the subject. 

The IDIF is a non-invasive alternative to arterial sampling that can be easily measured in total-

body PET images from a variety of blood pool locations such as the right ventricle, left ventricle, 

aortic arch, and descending aorta. However, since the IF represents the activity concentration in 

whole blood it must be converted to the plasma concentration for kinetic modeling. In section 1.7.1, 

foundational concepts regarding compartment modeling will be addressed. Then, in section 1.7.2, 

corrections such as the conversion of whole-blood to plasma and additional corrections to the IF 

that build on section 1.7.1 will be discussed.   

1.7. Kinetic modeling 

1.7.1. Compartment models and other relevant modeling methods 

As discussed in the previous section, semiquantitative metrics such as SUV are utilized for clinical 

assessments of disease. SUV represents the static assessment of the radiotracer distribution at a 

pre-determined time. SUV images for FDG, for example, are typically acquired 60 to 90 minutes 

post injection. However, the PET radiotracer distribution is a dynamic process that depends on 

delivery, uptake, binding, and clearance of the tracer over time. Thus, there is additional 

uncertainty associated with SUV when assessing disease status, which has been demonstrated in 

relation to assessment of coronary artery disease, cancer, and receptor binding studies 

(Lammertsma, 2017). Quantitative kinetic modeling can reduce this uncertainty; through the 

measurement of the plasma IF and a tissue TAC over the course of the dynamic study, these rates 
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of uptake, transport or binding, and clearance of the tracer to tissues of interest can be estimated 

using compartment modeling. In compartment modeling, each compartment represents a different 

physical or chemical state of the radiotracer, rather than spatial location alone. The number of 

compartments—and therefore the complexity of the model—is dependent on the radiotracer and 

associated mechanisms being studied. The models for [11C]-butanol and FDG typically have one 

and two tissue compartments, respectively. To align with the order of the subsequent chapters, 

FDG and two-tissue compartment modeling will be discussed first.  

A two-tissue compartment model can be represented by two compartments where distinct 

processes occur. For FDG, the following occurs: (1) bidirectional transport and uptake of the tracer 

between the plasma and the cells in tissue (Cfree) and (2) phosphorylation of FDG within the cell 

(Cmet), as shown figure 1.3. 

 

Figure 1.3: Tissue compartment models implemented in this work 

Figure 1.3: Tissue compartment models implemented in this work. Two-tissue compartment 

model was implemented for FDG (A), where the phosphorylation of FDG by hexokinase is 

considered irreversible. K1 represents the blood-to-tissue rate of transport of FDG, and has units 

ml plasma/min/ml tissue, or ml·min-1·cm-3. k2 has units of min-1 and reflects the transport of 

unphosphorylated FDG back into the blood pool. k3 (units min-1) is the rate at which FDG is 
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phosphorylated by hexokinase and then is trapped in the cell. The reverse rate, which would be 

called k4 (units min-1), is not shown, since the rate of dephosphorylation is very small and 

challenging to measure, and thus is assumed to be negligible (Gallagher et al., 1978; Huang et al., 

1980). A one-tissue compartment model is appropriate for [11C]-butanol (B), since [11C]-butanol 

is considered freely diffusible across the cell membrane. 

 

It is important to note that compartment modeling relies on the following key assumption: the 

tracer concentration in each different tissue compartment is homogenous at any given time, 

meaning that instantaneous mixing of the tracer within each compartment is assumed. If 

homogeneity can be assumed, then the activity in each compartment can be modeled as the 

convolution of the plasma IF with its impulse response function. For FDG, change in the 

compartment concentrations of Cfree and Cmet over time can be represented by a series of linear 

ordinary differential equations: 

)*"#$$(,)
),

= 𝐾"𝐶.(𝑡) − (𝑘( + 𝑘/)𝐶0122(𝑡)     (1.1) 

)*%$&(,)
),

= 𝑘/𝐶0122(𝑡)        (1.2) 

which can be solved by least-squares methods for individual parameters (Gunn et al., 2001; 

Watabe et al., 2006) using a TAC measured from the dynamic images (CT): 

𝐶3(𝑡) = (1 − 𝑣4)(𝐶0122(𝑡) + 𝐶52,(𝑡)) + 𝑣4𝐶4(𝑡)   (1.3) 

Cp is the plasma IF, K1 (units ml/min/ml or ml·min-1·cm-3) is the transport rate constant from the 

blood into the cell, k3 represents the rate of phosphorylation of FDG into FDG-6P with units min-

1, and k2 (min-1) represents the return of unphosphorylated FDG to the blood pool. Cb(t) denotes 

the whole blood TAC and is commonly approximated by Cp(t) for FDG. Correction for the blood 

volume fraction present in the tissue space vb will be discussed in further detail in section 1.7.2. 
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The rate of dephosphorylation of FDG-6P within the cell, which would be called k4, is not shown 

in figure 1.3, since it is challenging to estimate due to its small magnitude, and is assumed in this 

work to be negligible (Gallagher et al., 1978; Huang et al., 1980). The parameter estimates of the 

two-compartment model can then be obtained through non-linear least squares fitting (G. Wang & 

Qi, 2009), and can be combined to determine the net influx rate, Ki (ml/min/ml or ml·min-1·cm-3). 

Ki accounts for both net transport into the tissue (K1 and k2) and FDG trapping (k3), and is equal to 

K1k3/(k2+k3).  

In addition to compartment modeling, additional analysis methods can be used to assess FDG 

kinetics. In this work, Patlak graphical analysis was implemented. Patlak graphical analysis can 

be performed for tracers like FDG where the tracer is assumed to be irreversibly trapped (Gjedde, 

1982; Patlak et al., 1983; Patlak & Blasberg, 1985; Rutland, 1979) but has the advantage of being 

independent of the assumed compartment model structure. Patlak analysis can be used to derive 

the net influx rate of FDG, known as Ki, for tissue TAC Ct by determining the slope of the equation:  

*&(,)
*'(,)

= 𝐾6
∫ *'(8))8
&
(
*'(,)

+ 𝑉,															𝑡 > 𝑡∗.             (1.4) 

Equilibrium must be reached after time 𝑡∗, such that the resulting plot from equation 1.4 becomes 

linear for 𝑡 > 𝑡∗. For the linear portion of the plot, the slope is Ki. The intercept V is related to the 

initial volume of distribution, or ratio of tissue to blood concentrations at equilibrium. It is 

important to note that the fractional blood volume vb within the tissue space is not accounted for 

in equation 1.4 for Patlak modeling, and thus will impact the estimate of Ki, particularly for large 

values of vb. For compartmental modeling, vb can be accounted for as part of the fitting process, 

which will be discussed in more detail in section 1.7.2. Both 2-tissue compartment modeling and 

Patlak graphical analysis will be used in the analysis of FDG dynamic datasets in chapter 3. 
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Chapters 4 and 5 focus on [11C]-butanol. Here, relevant methods of analysis for perfusion 

tracers like [11C]-butanol will be discussed. Whole-brain cerebral blood flow using an inert gas 

was first assessed by Kety and Schmidt (1947). This was based on the Fick principle, where the 

change in tissue concentration Ct can be written as a mass-balance equation: 

)*&(,)
),

= 𝐾"(𝐶:(𝑡) − 𝐶;(𝑡))       (1.5) 

where Ca is the arterial inflow, Cv is the venous outflow, and K1 is blood flow with units of 

ml/min/ml or ml·min-1·cm-3. Equation 1.5 can be solved for blood flow by finding the integral of 

both sides and rearranging:  

𝐾" =
*&(,)

∫ *)(8)<**(8))8
&
(

 .        (1.6) 

For dyes or inert gasses such as nitrous oxide that were used for the foundational paper in this field 

(Kety & Schmidt, 1947), it was not possible to measure the brain tissue concentration Ct directly. 

But by reaching an equilibrium state at time te, the partition coefficient 𝜌 , mathematically 

equivalent to the volume of distribution of the tracer, can have an assumed value of the ratio of the 

tissue and arterial concentrations at equilibrium (Ct(te)/Ca(te)), and thus the measurement of CBF 

depended solely on the equilibrium arterial and venous concentrations: 

𝐾" =
=*)(,)

∫ *)(8)<**(8))8
&
(

 .       (1.7) 

Assuming equilibrium is reached, equation 1.5 can be solved using Laplace transforms to obtain 

the following: 

𝐶,(𝑡) = 𝐾"𝐶.(𝑡)⨂𝑒<(>+/=),.      (1.8) 

Equation 1.8 is very similar to the equation for one-tissue compartment model (figure 1.3B): 

𝐶,(𝑡) = 𝐾"𝐶.(𝑡)⨂𝑒<@,,.      (1.9) 
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Thus, by comparing equations, the partition coefficient is also equal to K1/k2 for a one-tissue 

compartment model. When accounting for the blood volume fraction present in the tissue, 

equation 1.9 can be written: 

𝐶,(𝑡) = (1 − 𝑣4)𝐾"𝐶.(𝑡)⨂𝑒<@,, + 𝑣4𝐶4(𝑡) .   (1.10) 

Once in this form, non-linear least squares regression can be used to solve for K1 and k2 in a similar 

manner to the two-tissue compartment model for FDG.  

As an alternative to solving the compartment model via non-linear least squares, 𝜌 can be 

assumed to have a specific value, as is done for PET autoradiographic methods (Herscovitch et al., 

1983; Raichle et al., 1983). PET autoradiography (ARG) traditionally utilizes static acquisitions, 

where the coincident events across the entire acquisition time are used to estimate the area under 

the curve (AUC) for each voxel. Dynamic PET can be utilized for ARG methods by taking the 

integral for each TAC 𝐶,: 

𝐴𝑈𝐶 = ∫ 𝐶,(𝜏)
,
A 𝑑𝜏       (1.11) 

where 𝜏 represents the time of integration. An AUC lookup table can be generated for a wide range 

of K1 values, and then K1 can be estimated by determining the K1 that provides the closest AUC to 

that of the measured Ct. Although ARG is more computationally efficient, only K1 can be estimated, 

while assumptions about the partition coefficient and integration time must be made prior to 

determination of K1. While the partition coefficient for [11C]-butanol has been investigated 

previously in the brain (Gjedde et al., 1980), its value in other organs is unclear. The integration 

time must also be carefully decided, since freely diffusible perfusion tracers such as [11C]-butanol 

can washout of the tissue quickly, leading to the underestimation of K1 for too long of scan times 

(Sage et al., 1981). Additionally, dispersion and delay of the input function can lead to large biases 

in autoradiographic perfusion estimates (H. Iida et al., 1986). Applying autoradiographic 
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techniques across the many organs of interest in total-body PET datasets, without knowledge of 

partition coefficients, integration times, and delay and dispersion correction of the input function, 

is likely prone to significant error. Thus, for this work, we focused on the non-linear least squares 

solution of equation 1.10 to accurately estimate K1 and k2 for [11C]-butanol studies.   

One important factor not yet discussed is extraction, or the ability of the tracer to cross out of 

the arterial inflow into the tissue space. The Renkin-Crone model of the capillary is a cylindrical 

tube which describes the flow (F) of the tracer through the capillary (Crone, 1963; Renkin, 1959). 

Extraction of the tracer into the tissue is based on the permeability-surface area product (PS):  

𝐸 = 1 − 𝑒<BC/D.       (1.12) 

PS is dependent on both the vessel wall permeability to the tracer used, as well as the capillary 

surface area (figure 1.4). Small, non-polar lipophilic tracers such as [11C]-butanol and [15O]-O2 

have high permeability because they pass easily through the cell membranes, while larger or 

hydrophilic molecules must pass through gaps in the endothelium or must be transported (as is the 

case for FDG) via facilitated diffusion across the vessel wall. If blood flows through a tissue at a 

flow rate F, the observed K1 or clearance to the tissue is the product of the extraction and flow rate 

EF. For tracers explicitly used to measure flow (e.g., [15O]-water), high flow rates or low PS will 

lead to the underestimation of flow due to a lower K1 relative to a tracer that might be more highly 

extracted (figure 1.4). 
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Figure 1.4: Blood flow F (ml/min/ml) versus K1 clearance (ml/min/ml). 

Figure 1.4: Blood flow F (ml/min/ml) versus K1 clearance (ml/min/ml). Based on the Renkin-

Crone model (equation 1.12), the permeability surface area products for several cerebral and 

myocardial perfusion scenarios were determined based on previous literature (Berridge et al., 1991; 

Glatting et al., 1997; Hack et al., 1983; Herscovich et al., 1987; Phelps et al., 1981; Schelbert et 

al., 1981). 

 

This underestimation of blood flow F via K1 among the different tracers in across tissue types 

is important for perfusion tracers, which focus on quantification of blood flow through estimation 

of K1. One of the strengths of [11C]-butanol is that it has been shown to have an extraction fraction 

of ~1 even at high flow rates in the brain (Hack et al., 1983; Herscovich et al., 1987; Knapp et al., 

1985). Commonly used perfusion tracers such as [15O]-water (Herscovich et al., 1987; Raichle et 

al., 1976), as well as [13N]-ammonia and [82Rb]-RbCl (Maddahi & Packard, 2014), show 

underestimation of clearance at flow rates greater than 0.8 ml/min/ml in the myocardium, and 0.6 

ml/min/ml in the brain (figure 1.4). Thus, for this work, E is assumed to be equal to 1 for [11C]-

butanol, and the terms blood flow, perfusion and K1 are used interchangeably in reference to [11C]-
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butanol. In chapter 4, one-tissue compartment modeling is used to measure perfusion using this 

tracer at a variety of flow rates in the body. 

1.7.2. Quantitative corrections to the input function 

In addition to considering how the tracer interacts with the tissue (uptake, metabolism, clearance), 

kinetic modeling also relies critically on the plasma time-activity curve Cp(t). Thus it is important 

to note that many quantitative corrections to the IF curve can be applied prior to or as part of the 

modeling process, including corrections for: whole blood to plasma ratio, metabolites, blood 

volume fraction, delay, and dispersion.  

Blood consists not only of plasma, but also proteins, leukocytes, and erythrocytes. Since the 

tissue can only interact with free radiotracer in the plasma and not that which is taken up into 

erythrocytes or bound to plasma proteins, a TAC derived via a region of interest (ROI) within the 

blood pool may not represent the true activity concentration of the IF. Thus, it is common to scale 

the IF based on the radiotracer concentration ratio 𝜑 between plasma and whole blood: 

𝐶.(𝑡) = 𝜑(𝑡)𝐶4(𝑡).       (1.13) 

In the case where there is little uptake by erythrocytes, the plasma curve Cp can be recovered by 

scaling the whole blood IF Cb by the relative plasma to blood ratio, or division by 1 minus the 

hematocrit (HCT), where the nominal HCT is approximately 0.45 (Billett, 1967). If there is uptake 

into the erythrocytes, then this ratio has the potential to change over the course of the scan. For 

example, [11C]-butanol is taken up rapidly into erythrocytes that exhibit a 𝜑 of approximately 1 

(Knapp et al., 1985). However, for some tracers, 𝜑 is time-dependent rather than a constant scaling 

factor. For FDG for example, glucose is the primary source of energy for erythrocytes. Therefore, 

initial FDG transport into erythrocytes occurs rapidly (Gambhir et al., 1989) and 𝜑  is 

approximately 1.09 after the bolus is injected (Hinz, 2012; Naganawa et al., 2020). However, 
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erythrocytes have low but non-negligible metabolic demand, and only some of the FDG that is 

transported into the erythrocytes are actually phosphorylated and trapped. Thus, this ratio 

gradually drops to 1.05 after 60 minutes (Feig et al., 1972; Hinz & Turkheimer, 2006; Lowe & 

Walmsley, 1986; Naganawa et al., 2020). For this work, the appropriate correction factor 𝜑 can 

then be applied depending on the radiotracer:  

𝐶.(𝑡) = 𝜑(𝑡)𝐶4(𝑡),          𝜑(𝑡) = E1																																						 ∶
[ 𝐶	"" ] − 𝑏𝑢𝑡𝑎𝑛𝑜𝑙

1.09 + 𝑟E𝐶4(𝑡) 												 ∶ 𝐹𝐷𝐺																						
   

(1.14) 

where 𝑟E (units 1/s) is equal to the rate of FDG sequestration by erythrocytes, which was set to 

(1.05-1.09)/3600, or -1.1x10-5. Example plasma and whole blood curves for FDG are shown in 

figure 1.5.  

 

Figure 1.5: Example of whole blood to plasma correction for FDG 

Figure 1.5: Example of whole blood to plasma correction for FDG. 𝜑(t)	from	equation	1.13	(left)	

was	multiplied	by	the	whole	blood	TAC	(right,	blue	curve)	derived	from	the	descending	aorta	

to	obtain	the	plasma	concentration	(right,	orange	curve).	Note	that	the	x-axis	is	shown	in	
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logarithmic	scale	for	better	visualization	of	the	change	in	𝜑(t),	and	that	the	right	curves	were	

scaled	to	the	maximum	value	of	the	plasma	curve	for	visual	comparison.		

 

In addition to correcting the IF function curve for differences between the free concentration 

in plasma versus whole-blood, metabolite correction may be necessary. Metabolites are the 

products of the breakdown of the radiotracer in the body. When these metabolites are released into 

the blood, any metabolite with a radioisotope label can alter the apparent concentration of the 

original unmetabolized radiotracer, called the parent tracer, as measured by the PET scanner. The 

relative amounts of these products in the blood over time, called the metabolite fraction, is obtained 

through blood sampling and chromatography. The metabolite fractions obtained via blood 

sampling can be fit to a model to match the sampling rate of the images. Then, metabolite 

correction can be performed by subtracting the metabolite fraction from the parent IF curve.  

Like most other radiotracers, [11C]-butanol has metabolites that have the potential to impact IF 

quantification. Potential metabolites of [11C]-butanol include [11C]-CO2, [11C]-butyric aldehyde, 

and [11C]-butyric acid (DiVincenzo & Hamilton, 1979; Knapp et al., 1985). [11C]-butanol is 

metabolized similarly to ethanol, and thus can be metabolized in the liver or undergo fatty acid 

esterification in the pancreas (Carlson, 1994; DiVincenzo & Hamilton, 1979; Manautou & Carlson, 

1991). However, these processes occur slowly enough that metabolites are not detected in the first 

3.5 minutes (Knapp et al., 1985) and thus do not affect first-pass perfusion imaging. For illustrative 

purposes, an example metabolite correction curve was generated based on the model used by Gunn 

et al. in the monitoring of the metabolite [11C]-CO2 in the blood after intravenous injection of 

[11C]-thymidine (Gunn et al., 2000), where the fraction of metabolites in the plasma 𝑓52, over time 

is: 
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𝑓52,(𝑡) = E
0																																𝑡 ≤ 3.5	𝑚𝑖𝑛

𝛼(1 − 𝑒<$(,<)))												𝑡	 > 3.5	𝑚𝑖𝑛						    (1.15) 

where 𝛼 was set to 0.7, 𝛽 was set to 0.005, and the delay d was set to 3.5 minutes. The corrected 

plasma curve is then equal to (1-𝑓52,) x Cp. The resulting metabolite-corrected plasma IF is shown 

in orange in figure 1.6. In this case, metabolite correction does not affect the first pass of the tracer, 

but by 8 minutes into the study, 50% of the activity in the blood represents the metabolite [11C]-

CO2. Although the knowledge of such a curve would allow for longer time periods to be used for 

kinetic modeling of [11C]-butanol, the metabolite fraction curve in figure 1.6 is a simulated result 

based on the metabolite curve of a different tracer, and implementation of such a curve would 

require performing a validation study with blood sampling using [11C]-butanol. This study 

therefore focuses on modeling over the first pass of the tracer, when metabolites from [11C]-butanol 

can be considered negligible. 

 

Figure 1.6: Example of metabolite fraction in the blood and corrected plasma IF 

Figure 1.6: Example of metabolite fraction in the blood (left) and corrected plasma IF over time 

(right, orange). The metabolite fraction model implemented here was designed such that no 

metabolite formation occurred prior to 3.5 minutes. Such a metabolite-corrected plasma curve on 
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the right (orange) could in principle be used for kinetic modeling with longer acquisition times for 

[11C]-butanol. 

 

In the case of FDG, corrections for metabolites are well-understood: since the phosphorylated 

FDG6P is irreversibly trapped within the cell (Phelps et al., 1979; Sokoloff et al., 1977), no 

additional metabolites are present in the plasma fraction of whole blood. Therefore, correction of 

the IF only requires correction of the plasma to whole-blood ratio as discussed above.  

Regardless of the tracer used, corrections for blood volume fraction, delay, and dispersion must 

also be considered. Although the impact of these corrections differs depending on the tissue type, 

figure 1.7 demonstrates the importance of each of these factors in estimating liver perfusion with 

[11C]-butanol. The parameter estimates for each scenario are included in table 1.1. Each of these 

corrections will be discussed in further detail, starting with blood volume fraction.  
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Figure 1.7: Impact of blood-based corrections on liver [11C]-butanol TAC quality of fit 

Figure 1.7: Impact of blood-based corrections on liver [11C]-butanol TAC quality of fit. In the 

plots shown above, the original IDIF derived from the descending aorta is shown (Cp (original)), 

along with the measured activity concentration in the tissue (Ct), which in this example is the liver. 

Various combinations of corrections were applied to the corrected plasma curve (Cp (corrected)). 

The resulting fitted tissue curve (Cfit) is shown.  

 

The first correction of interest is for blood volume fraction, or vb. Although large vessels can 

be avoided when drawing ROIs, small blood vessels such as arterioles and venules cannot be 

avoided. These small vessels can contribute to the apparent tissue concentration, particularly in 

organs where the blood volume fraction is high, such as in the lungs and liver. To account for this, 

equations 1.3 and 1.10 above also include blood fraction vb, such that it is included as part of the 
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fitting process. As seen in figure 1.7, there is slight underestimation of liver activity during both 

the early phases and later time frames when vb is ignored. This results in a higher K1 by 13.5% 

relative to when all corrections were applied (table 1.1).  

Table 1.1: Impact of blood-related corrections for [11C]-butanol perfusion in the liver 
Parameter All corrections No vb corr. No delay corr. No dispersion corr. 

vb 0.069 0.0 0.0 0.0 

K1 (ml·min-1·cm-3) 0.658 0.747 0.559 0.360 
delay (s) 14.0 14.0 0.0 14.0 

 

After an intravenous bolus injection, the bolus travels through the veins, right ventricle, and 

lungs prior to entering the arterial blood supply. This pass through the lungs leads to internal 

dispersion or blurring of the IF. Further, there is internal time delay; delay occurs not only prior to 

the arrival of the bolus into the arterial blood supply where an IDIF may be measured (e.g., left 

ventricle or descending aorta), but also between the IDIF sampling location to its arrival into a 

tissue of interest, such as the brain. For studies involving an arterial blood sampling system, 

external delay and dispersion due to the sampling site (e.g., the radial artery in the wrist) and the 

additional system tubing (Bohm et al., 1988), can lead to larger delay and dispersion correction 

factors (H. Iida et al., 1986) than those occurring internally. However, even with an IDIF, as used 

in this work, there is delay and dispersion within the subject. This can be seen in the example IDIFs 

for [11C]-butanol shown in figure 1.8, where there is a shift in time and slight lengthening of the 

bolus with longer delay times. Without delay or dispersion correction, the fit of the liver TAC in 

figure 1.7 is poor and results in the underestimation of K1 by 15.0% without delay correction, and 

45.3% without dispersion correction, and vb is underestimated by 100% without delay or dispersion 

correction (table 1.1). 

Although delay correction will be discussed in further detail in chapter 3, it is important to note 

that the mismatch of the IDIF and true IF to a tissue can cause poor fitting of the data. This is 
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shown in figure 1.7 and table 1.1, where the poor fit when delay correction was not performed 

resulted in a 15% drop in K1 relative to when all corrections were included. More specifically, 

errors in accounting for the IDIF delay and dispersion can cause large biases in the resulting 

parameter estimates (H. Iida et al., 1986; E. J. Li et al., 2021). Delay correction can be performed 

by shifting the IF over time, while dispersion can be accounted for via deconvolution of the IF 

with an exponential function (H. Iida et al., 1988; Ito et al., 2001). It is important to note that the 

liver is a special case, where dispersion of the IF is severe due to the passing of blood through the 

gastrointestinal tract and mesentery prior to arrival at the liver. Thus, a lack of dispersion correction 

for the liver greatly impacted the estimate of K1 (45.3% decrease) in figure 1.7. Nonetheless, these 

correction factors all caused a shift in the estimated K1 by greater than 10% and must be carefully 

considered across tissue types.  

 

Figure 1.8: [11C]-butanol IDIFs across the blood pool 

Figure 1.8: [11C]-butanol IDIFs across the blood pool. The delay in the bolus arrival across the 

IDIFs can be identified from the differences between the start of the rising edges of the arterial 

IDIFs in the central blood pool, which approximately ranges from 18 to 22 seconds for this 
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acquisition. Due to the small diameter of the carotids and radial artery, partial volume effects lead 

to reduced peaks for these IDIFs. For improved visualization of the differences between the IDIFs 

in this plot, the right ventricle IDIF was scaled by a factor of 0.5, and the radial artery IDIF was 

scaled by a factor of 10. A temporal frame length of 2 seconds was used for the dynamic 

reconstruction of the image dataset used to obtain the IDIFs shown here. 

 

Figure 1.8 also illustrates the substantial internal delay experienced by the radial artery, which 

was approximately 20 seconds relative to the left ventricle IDIF. Dispersion of the radial artery 

IDIF may also occur, based on the flatter slope of the rising edge as compared to IDIFs derived 

from the ventricles or descending aorta. However, since the radial artery diameter is approximately 

2.7 mm (Wahood et al., 2022) and the uEXPLORER spatial resolution is approximately 3 mm 

(Spencer et al., 2021), partial volume effects play a role in the shape of the radial artery IDIF in 

figure 1.8. Although automatic blood sampling systems are traditionally used for quantitative 

kinetic modeling, they tend to sample from the radial artery, and thus measure the IF with the 

internal delay and dispersion shown in figure 1.8, as well as the dispersion and delay that occurs 

within the blood sampling system. Automatic blood sampling systems require corrections for delay 

that are larger in magnitude and further complicated by the dependence on the sampling system, 

and must include dispersion correction. In this work, a blood sampling system was not used as a 

ground truth; instead, emphasis was placed on correcting the IDIFs derived from large blood pools 

(e.g., the left ventricle or descending aorta) for internal delay, since they produced similar curve 

shapes across sampling locations. The impact of IDIF sampling location will be discussed in 

further detail in section 2.5. 
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1.7.3. Evaluation of modeling results 

In sections 1.7.1 and 1.7.2, relevant compartment models and corrections to the input function are 

discussed. However, a quantitative metric is needed to evaluate whether these models and 

corrections are appropriate to apply in various scenarios. One example is the liver, which receives 

blood from both the hepatic artery and portal vein, and thus requires consideration of a second 

blood input function (Zuo et al., 2019). Further, the blood from the portal vein is collected from 

the vessels leaving the gastrointestinal tract, spleen, pancreas, and gallbladder. Thus, prior to 

entering the liver, the portal vein blood experiences dispersion. As shown in figure 1.7, fitting of 

the liver curve with the proper assumptions improves the fitting process. Quantitative assessment 

of the quality of the model fit can be performed using a variety of criteria, including the F-test, the 

Akaike information criterion (AIC), the Schwarz criterion, and the Bayesian information criterion 

(BIC). In this work, the AIC with a correction for small sample sizes was implemented as follows:   

𝐴𝐼𝐶 = 𝑀 ∙ ln |FGCC
H
} + 2𝑁 + (I(IJ")

H<I<"
,					𝑊𝑅𝑆𝑆 = 	∑ 𝑤5(𝑐5,06, − 𝑐5)(H

5 	   

 (1.15) 

where M is equal to the number of frames, N is the number of estimated parameters in the model, 

and WRSS is the residual sum of squares. For the WRSS, 𝑤5 represents a weighting factor, which 

in this work is equal to 1, and	𝑐5 and 𝑐5,06, represent the measured TAC and fitted model result 

respectively.  

1.8. Qualities of a good radiotracer 

As discussed above, there are many important corrections that are required prior to obtaining 

quantitative measures of radiotracer kinetics. The use of a radiotracer that is specific to the 

physiological process of interest is key, as the image contrast of PET studies is based on a number 

of factors, including any delivery, transport, metabolism, binding, and clearance of the tracer in 
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the body. Ideally a tracer exhibits high specificity for the process of interest, limited recirculation 

of metabolites, or has metabolites that do not interact with the tissue of interest over the course of 

the dynamic acquisition. Having to perform fewer data corrections may improve upon the 

accessibility of quantitative modeling metrics for clinical use, to improve upon the reliability of 

clinically implemented imaging metrics. Since high temporal resolution dynamic PET images of 

the entire body can be generated with a total-body PET system, these qualities should ideally apply 

to the majority of organs throughout the body. Additionally, the half-life of the radioisotope is an 

important factor to consider for practical scan considerations. Because the half-life of carbon-11 

(20 mins) is 10 times that of oxygen-15 (2 mins), the cyclotron for carbon-11 based radiotracers 

need not be on the immediate premises, but must still be in close proximity to the scanner. The 

109.8-minute half-life of fluorine-18 allows for further flexibility and distance from a cyclotron. 

For a review on some of these qualities as they relate specifically to neuroimaging, see Ametamey, 

Honer, and Shubiger (2008). 

1.9. Flow-metabolism coupling mismatch  

This work focuses on the measurement of [11C]-butanol perfusion (K1) and FDG metabolism (Ki) 

in dynamic total-body PET. Although these two tracers both ultimately rely on the delivery of 

blood across the vessel wall into the tissue of interest, the information they provide are distinct. 

As a freely diffusible tracer with a high first-pass extraction fraction, [11C]-butanol is rapidly 

distributed to and cleared from tissues. On the other hand, depending on the organ, FDG has a 

relatively low extraction fraction (Zuo et al., 2021), and is an irreversibly trapped marker of 

glucose metabolism. In most healthy tissues, metabolism and flow are coupled, with cerebral 

autoregulation of the brain as a notable exception. Thus, perfusion and glucose metabolism would 
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be correlated throughout the body. But in cases of flow-metabolism mismatch, dual tracer studies 

can provide complementary information.  

This pathological change in flow-metabolism mismatch has been demonstrated in the 

myocardium. In a fasting state, the healthy myocardium relies on the oxidation of fatty acids as an 

energy source. However, with mild to moderate ischemia, the blood to the myocardium becomes 

partially restricted due to an atherosclerotic blockage, and glucose is taken up by myocardial cells 

at a higher rate (Brosius et al., 1997; Sun et al., 1994) with a corresponding reduction of perfusion 

in regions with mild ischemia (Marshall et al., 1983; Yamagishi et al., 1999, 2000). This flow-

metabolism mismatch has been assessed via myocardial viability studies; perfusion SPECT tracers 

such as thallium-201 and [99mTc]-sestamibi and PET tracers like [82Rb]-RbCl have been paired 

with FDG to assess myocardial viability (Tamaki et al., 1989; Tillisch et al., 1986). If there is a 

mismatch (e.g., reduced perfusion but normal FDG uptake), the tissue is assumed to be in a state 

of hibernation, and revascularization may reverse the ischemia. Reductions in both perfusion and 

glucose metabolism is indicative of irreversible scarring (Allman, 2013; Madsen et al., 2020). 

Flow-metabolism mismatches have also been observed in many types of cancer. In fact, the 

Warburg effect, or the high glucose utilization by tumors even in aerobic, or oxygen-rich, settings 

(Cori & Cori, 1925; Warburg et al., 1927), is central to the clinical adoption of FDG PET for cancer 

imaging. The observation of altered metabolism in tumor cells has led to additional work 

investigating the difference in blood flow and metabolism with dual tracer PET. Although the 

studies catalogued in the review by Miles and Williams show no clear patterns overall in the 

relationship between tumor blood flow and metabolism, the studies cover a range of cancer types, 

which each have unique relationships between flow and metabolism (2008).  
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The reason for this mismatch in tumors is likely due to the microenvironment and changes in 

the availability of nutrients. The high metabolic rates of tumor cells result in increased vessel 

growth that leads to the formation of disorganized and leaky vascular networks in solid tumors 

(Dvorak et al., 1988). Further, tumors beyond approximately 100 microns in diameter can exhibit 

acute hypoxia, or lack of oxygen, due to the increased metabolic demand partnered with larger 

distances of these tumor cells to the nearest vessel (Dewhirst & Secomb, 2017; Krogh, 1919). 

Hypoxic tumor environments lead to two scenarios: chronic and acute hypoxia. Chronic hypoxia 

can lead to necrosis or cell death in parts of a tumor lesion; acute hypoxia can lead to increased 

tumor aggressiveness through the promotion of vessel growth but reduced cell proliferation, which 

in turn leads to resistance to both radiation therapy (Busk et al., 2020; Harada, 2011; Moeller et 

al., 2004) and chemotherapy (Gray et al., 1953; Rankin & Giaccia, 2008; Shannon et al., 2003). 

This resistance to therapies is both a result of reduced delivery of the therapy due to disorganized 

vessel networks, as well as the ability of tumor cells to reduce their metabolic needs in acutely 

hypoxic environments. Thus, quantification of coupled changes in perfusion and glucose 

metabolism may be important for treatment planning and monitoring. Since [11C]-butanol 

maintains a high extraction fraction at high flow rates such as those in healthy myocardium, the 

investigation of flow-metabolism mismatch is an important future direction of this work. 

1.10. Summary 

In this chapter the foundational knowledge and motivations needed to understand the subsequent 

research in total-body PET kinetic modeling were introduced. The relevant kinetic models and 

associated IDIF corrections that are integral to this work were discussed, as the latter are key to 

addressing some of the quantitative complexities of kinetic modeling with total-body PET. 

Underlying concepts including radioisotope physics and the PET image reconstruction process 
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were also introduced. Since an important underlying assumption of PET kinetic modeling is that 

the dynamic sequence of images is quantitative, and given the many data corrections and the large 

dynamic range the scanner must operate across, it is first important to assess the magnitude and 

extent of quantitative errors in the underlying image data itself before proceeding to kinetic 

modeling. Those quantitative errors are the subject of chapter 2. 
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2. Chapter 2: Factors that affect quantification  

2.1. Introduction: Challenges of total-body PET 

As with the installation of any new scanner, characterization of image quality and quantitative 

accuracy is important for future studies. However, there are many unique challenges associated 

with the implementation of total-body PET systems. As compared to conventional PET/CT, where 

the axial FOV is limited to approximately 20 cm, the uEXPLORER has a 15- to 68-fold gain in 

sensitivity for total-body imaging due to its 196 cm axial FOV and 8 separate PET ring units that 

can detect counts from other rings, as long as they are within ±4 rings of each other (Spencer et 

al., 2021). However, this gain in sensitivity also increases the randoms and scatter fractions, and 

data-based corrections such as scatter and dead-time have to occur over a wide dynamic range. 

Additionally, the increased sensitivity allows the use of short (less than one 1/20th of the scan time 

of conventional PET) temporal frames while still achieving diagnostic image quality (Badawi et 

al., 2019). Increased scatter and randoms contributions, activity ranges, and temporal resolution 

have pushed the existing PET correction standards to their limits, which were optimized using 

static PET images or uniform distributions of activity. Thus, as physics corrections specific to 

total-body PET mature, updates to the data correction and image reconstruction software are vital 

to improving quantitative accuracy. For further discussion of image reconstruction for total-body 

PET see the review by Efthimiou (2020).   

Although the assessment of quantitative accuracy and improvement of the corrections for total-

body PET across different software versions is actively being addressed by others (Leung, Berg, 

et al., 2021; Spencer et al., 2021), the work presented here uniquely focuses on the in vivo 

assessment of the quantitative accuracy of the uEXPLORER system. For previous scanner 

generations, standardized image phantoms and analyses could be performed based on the National 
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Electrical Manufacturers Association (NEMA) NU-2 guidelines. While it is still possible to 

characterize the uEXPLORER scanner with these guidelines, Spencer et al. (2021) have modified 

these guidelines for use with total-body PET scanners and have worked to demonstrate the 

performance of the scanner across a wide range of activity levels. Since most subjects can fit 

entirely within the imaging FOV, one can also assess quantitative accuracy in humans in a similar 

manner as is typically performed with image phantoms. Assuming a properly calibrated total-body 

PET scanner and perfect reconstruction process, all the activity within the imaging FOV can be 

summed and should equal the total injected dose. It is important to emphasize that is unique to 

total-body PET scanners, where all the injected activity can be accounted for within the FOV of 

the scanner, and any changes in the tracer distribution over time can be captured. For total-body 

PET acquisitions, the total image-derived activity (TIDA) can be compared directly with the 

injected dose.  

In addition to updates to the reconstruction software, biases can arise from the spatial location 

of the tissue and IDIF ROIs. Although the use of an image-derived input function allows any issues 

with global image scaling or scanner calibration between software versions to be ignored during 

the modeling process, many corrections are spatially variant and thus, in addition to positioning 

differences during ROI delineation, can impact kinetic modeling. Further, any subject motion 

during the acquisition can negatively impact quantification; and since the entire body is within the 

FOV for total-body PET/CT systems, motion can influence the quantification in organs throughout 

the body. Thus, motion correction methods that require image cropping and focus on a single organ 

of interest (e.g., rotations of the head, cardiac gating) were not considered, and instead, methods 

that could be applied across multiple regions within the same image FOV were developed.   
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Using TIDA bias and other quantitative comparisons, the in vivo accuracy of the total-body 

PET system can be assessed for scenarios that push the correction factors to their limits, as is the 

case for high temporal resolution dynamic acquisitions, where, in the initial frames of the study, 

the frames may be short (~2s), and rapid changes in activity distribution occur that may influence 

deadtime, randoms, and scatter correction. Here, we discuss our work assessing and mitigating the 

impact of software updates, ROI position, and subject motion on TIDA, dynamic image activity, 

and the measured kinetic parameters.  

2.2. Total-body PET bias—TIDA 

As part of the scanner characterization work by Leung and others (2021a), total image-derived 

activity (TIDA, units MBq) was used to assess the activity bias for a number of subjects, allowing 

for further characterization of the uEXPLORER performance for different body habitus and body 

mass indices (BMI), activity levels, and activity distributions. For an image frame m, TIDA and 

TIDA bias can be calculated as follows: 

𝑇𝐼𝐷𝐴(𝑚) = ∑ 𝑉 × 𝐴66 (𝑚)      (2.1) 

𝑇𝐼𝐷𝐴	𝑏𝑖𝑎𝑠(𝑚) = 100%	 ∙ 3LMN(5)<6.).
6.).

     (2.2) 

where V is the voxel volume in milliliters, Ai(m) is the activity concentration in frame m for pixel 

i (units MBq/ml) and i.d. is the injected dose (MBq). To assess the performance of the 

uEXPLORER reconstruction software in recovering the total injected dose, TIDA was compared 

across different voxel sizes, temporal framing, isotopes, and software updates. TIDA was assessed 

across entire dynamic acquisitions as well as for longer static frames (i.e., 5-minute frames) after 

the stabilization of activity. Here, the ways in which TIDA measurements provide relevant 

information are discussed with examples.  
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FDG TIDA bias was compared for 2 healthy volunteers who underwent 1-hour dynamic FDG 

acquisitions (BMI: 29.5, 20.0 kg/m2; injected doses: 374.3, 378.7 MBq FDG; 1 male, 1 female; 62 

and 30 years). FDG datasets were reconstructed with three different software versions (V0, V1, 

and V2). Major algorithmic updates that occurred with the different versions are listed in table 2.1. 

FDG images were reconstructed with 3 temporal framing schemes designated 1H29, 1H66, and 

2m90, with increasing temporal resolution with frame number (table 2.2).  

 

Table 2.1: Reconstruction software version updates 
Version Major updates with respect to previous version 

V0 - 

V1 Artifact reduction of the attenuation map, deadtime correction look-up table updated  
V2 Additional artifact reduction of the attenuation map, updated scatter correction methods 

 

[11C]-butanol TIDA bias was compared across matrix sizes and temporal framings for one 

subject who underwent a dynamic study at rest lasting 30 minutes (BMI: 28.9 kg/m2; injected dose: 

249.0 MBq [11C]-butanol; female; 64 years). Images were reconstructed with the temporal framing 

schemes 30m29, 5m12, 5m52, and 2m90 with 4.0 and 2.344 mm isotropic voxel sizes, as listed in 

table 2.2. 

Table 2.2: Temporal framing and reconstructed image sizes for TIDA bias 
Tracer Framing 

designation 
Framing Matrix size Voxel size(s) 

FDG 1H29 6x10 s, 2x30 s, 6x60 s, 
5x120 s, 4x180 s, 6x300 s 

150x150x486x29 4.0 x 4.0 x 4.0 mm3 

FDG 1H66 30x2 s, 12x10 s, 6x30 s, 
12x120 s, 6x300 s 

150x150x486x66 4.0 x 4.0 x 4.0 mm3 

FDG 2m90 60x1 s, 30x2 s 150x150x486x90 4.0 x 4.0 x 4.0 mm3 
[11C]-

butanol 
30m29 12x5 s, 6x10 s, 6x30 s, 

5x300 s 
150x150x486x29 4.0 x 4.0 x 4.0 mm3 

[11C]-
butanol 

30m29 12x5 s, 6x10 s, 6x30 s, 
5x300 s 

256x256x828x29 2.3438 x 2.3438 x 
2.344 mm3 

[11C]-
butanol 

5m52 30x2 s, 12x5 s, 6x10 s, 
4x30 s 

150x150x486x52 4.0 x 4.0 x 4.0 mm3 

[11C]-
butanol 

5m52 30x2 s, 12x5 s, 6x10 s, 
4x30 s 

256x256x828x52 2.3438 x 2.3438 x 
2.344 mm3 

[11C]- 5m12 6x10 s, 4x30 s, 2x60 s 150x150x486x12 4.0 x 4.0 x 4.0 mm3 
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butanol 
[11C]-

butanol 
5m12 6x10 s, 4x30 s, 2x60 s 256x256x828x12 2.3438 x 2.3438 x 

2.344 mm3 
[11C]-

butanol 
2m90 60x1 s, 30x2 s 150x150x486x90 4.0 x 4.0 x 4.0 mm3 

[11C]-
butanol 

2m90 60x1 s, 30x2 s 256x256x828x90 2.3438 x 2.3438 x 
2.344 mm3 

 

The investigation of TIDA bias can verify that decay or scatter correction were correctly 

applied. A lack of scatter correction can be identified through a large increase in scale of the TIDA 

curve for an FDG study, and shifts in the TIDA curve that may occur due to software updates can 

be identified (figure 2.1A). TIDA can also be used to assess relationships between different 

corrections and patient size; figure 2.1B demonstrates this, where an artifact in the attenuation map 

was corrected for, and the average TIDA bias over the last 15 minutes of the acquisitions decreased 

in magnitude in proportion to BMI. Figure 2.1C shows the impact of updated deadtime correction 

on the resulting TIDA; as the number of frames increase, the shorter the frames, and higher the 

bias in the early phases of the dynamic study. Improvements in deadtime correction can reduce 

this bias in the short frames. Changing of temporal framing and matrix size also can push the 

reconstruction algorithm and associated corrections to their limits, as seen in figure 2.1D in the 

early frames, where the activity enters the imaging FOV and stabilizes after the radiotracer 

becomes more distributed throughout the body, and the frame lengths increase. 
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Figure 2.1: TIDA investigations of correction factors, software updates, and reconstruction 
parameters 

Figure 2.1: TIDA investigations of correction factors, software updates, and reconstruction 

parameters. Subfigures A, B, and C focus on FDG acquisitions, while subfigure D shows results 

for a baseline [11C]-butanol study. TIDA plots with and without scatter correction, in addition to 

changes in software from V1 to V2 (A). As time increases, the TIDA values become stable, and 

software updates improved agreement with the injected dose (dashed line). By looking at the 

average TIDA bias from the last 15 minutes of the study, late frame bias could be compared to 

BMI (B). With a change in the reconstruction software (from V0 to V1) accounting for differences 

between the CT and PET FOVs for generation of the attenuation map (B, red circles), there was a 
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BMI-dependent reduction in the magnitude of TIDA bias. TIDA can be used to check the impact 

of updates to correction factors like dead time, as shown in (C), where improved agreement of 

TIDA and the injected dose (dashed line) can be seen in the early timepoints of the acquisition. In 

the early phases of the scan, the activity is highly concentrated in the blood, pushing the limits of 

deadtime correction for the detector modules that capture events from the blood pool. Overall 

performance of the reconstruction algorithm can also be assessed across temporal framing 

protocols and matrix sizes, as is shown for [11C]-butanol in (D). 

 

2.3. Total-body PET bias—TAC-level assessment of reconstructed PET images 

Although TIDA plots are useful for understanding global scaling issues, changes to the 

reconstruction or image corrections can also cause local changes in the activity concentration over 

the course of a dynamic study. Thus, ROI-based TACs can also be used to investigate the impact 

of software updates in a regional manner for different parts of the body. TACs derived for grey 

matter, liver, and the descending aorta (DA) using the software versions V0, V1, and V2 are shown 

Figure 2.2. Changes in the TACs were both tissue and frame dependent. While V1 demonstrated 

a scalar shift in the TACs with respect to V0, software version V2 TACs for liver and DA 

decreased across the scan time as compared to V1. In contrast to liver and DA, grey matter showed 

increasing activity across time with V2 as compared to V1. 



 40 

 

Figure 2.2: Representative TACs of grey matter, liver, and descending aorta IDIF 

Figure 2.2: Representative TACs of grey matter (A), liver (B), and descending aorta (DA) IDIF 

(C), from a 60-minute dynamic FDG study. TACs were derived using identical ROIs applied to 

images reconstructed with different software versions (V0, V1 and V2). By the last frame of the 

60-minute study, grey matter V2 activity was 10% greater than V0. 

 

Previous work has demonstrated the effects of the iterative reconstruction methods and 

parameters such as iteration number, temporal framing, image matrix size, time-of-flight (TOF) 

and point spread function modeling-based smoothing on kinetic parameter estimates (Boellaard et 

al., 2001; Brambilla et al., 2021; Girard et al., 2020; Häggström et al., 2014, 2015; Hove et al., 

2008; Presotto et al., 2015; Siekkinen et al., 2020; Wallstén et al., 2017). Although we employ 

similar methods to characterize the effects of some of these reconstruction parameters (framing, 

voxel size) in kinetic modeling estimates in chapter 4, in this chapter changes in the kinetic 

parameter estimates from software version to version are highlighted. To accomplish this, the bias 
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was determined using the current software version (V2) as the standard, to compare to two previous 

versions (V0 and V1). Dynamic FDG studies from two healthy volunteers were used for the 

comparison (BMIs: 29.5, 29.6 kg/m2; injected doses: 374.3, 370.0 MBq FDG, 1 male, 1 female). 

An irreversible two-tissue compartment model was fit for TACs from a number of metabolically 

distinct regions (whole brain, grey matter, kidney, liver, lung, muscle, myocardium, spleen). 

Differences in parameter estimates were assessed using Bland-Altman plots with 95% limits of 

agreement.  

As shown in the Bland-Altman plots in figure 2.3, V1 and V2 parameter estimates were more 

similar than V0 and V1 for K1, Ki and vb, and moreover, V1 showed a tighter K1 and Ki agreement 

with V2 than V0, for spleen and grey matter respectively.  

 

Figure 2.3: Bland-Altman plots of FDG parameter estimates. 

Figure 2.3: Bland-Altman plots of FDG parameter estimates that compare modeling results 

between different software versions. Using the most current software version V2 as the ground 

truth, Bland-Altman plots were generated in comparison to VX, where X is 1 or 0, representing 

progressively older software versions. Sets of Bland-Altman data points for the same ROI are 

connected by a solid black line. The difference between V1 and V2 (red) show fewer datapoints 

outside the 95% limits of agreement, showing that V1 and V2 software result in more similar 

values than V0 (blue).  
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2.4. Tissue and IDIF ROI delineation: motion correction 

The increased temporal resolution of total-body PET, while improving the overall dynamic image 

quality, also captures physiologic motion. Respiratory and cardiac motion occur at rates on the 

order of 10-100 per minute. While the impact of cardiac motion might be considered somewhat 

limited to the heart and the aorta (Zhang et al., 2020), respiration can compress most of the tissues 

in the abdomen and can shift the position of tissues throughout the body. Further, filling of the 

bladder over the course of a 60-minute acquisition can cause aperiodic, large shifts in many tissues 

(figure 2.4A). Shorter frames will reduce the amount of spatial averaging of motion-related shifts 

in position that occur within a given frame, but also can result in large changes in the TACs from 

one frame to the next, if the motion is left uncorrected (figure 2.4B). If the tracer is delivered as a 

short bolus, as is ideal, the IDIF activity from the blood in the aorta or left ventricle will have a 

sharp peak. However, the shape and height of the IDIF are also impacted by spatial positioning of 

the ROI, as will be discussed in the next section.  
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Figure 2.4: Impact of subject motion on TACs 

Figure 2.4: Impact of subject motion on TACs. A myocardial example is shown in (A), dashed 

lines indicate the superior and inferior edges of the myocardium in frame 66, which represents the 

last 5 minutes of the 60-minute FDG acquisition. Frame 6 shows the position of the myocardium 

as the tracer enters the left ventricle; in this frame, the right and left ventricles can be distinguished 

from each other and from the septal wall by the lack of uptake in the myocardium. The mismatch 

between the final PET frame 66 and the CT, which was acquired just prior to the dynamic PET 

acquisition, illustrates the difference in the positioning of the myocardium over the 60-minute 

acquisition, likely due to bladder filling during the acquisition. This results in reduced activity in 

the measured TAC due to less overlap of the ROI with the left ventricle blood pool. Respiratory 

motion can cause large shifts in the position of the renal cortices (B). The dashed lines in (B) 
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indicate the superior and inferior edges of the right renal cortex in frame 20. Manual compensation 

for motion can be performed across the dynamic series by shifting the ROI to reduce the 

misalignment, as is shown in (C), for the myocardial example in (A) and for the renal cortex in 

(B). The mismatch between the ROI position and the frame-by-frame tissue location can lead to 

large jumps in the ROI-based TACs (C, fixed ROI: kidney). For the kidney, higher activity in the 

measured TAC was observed with motion compensation, due to better alignment of the ROI with 

the renal cortex within individual image frames.  

 

It is important to note that, although both rigid and non-rigid image-based registration methods 

exist, these approaches need to be compared and carefully evaluated before they can be 

implemented routinely for total-body PET datasets. Shifts in the centroid of distribution or the 

geometric center of preselected regions within the FOV have been used to guide dynamic frame 

selection during the reconstruction process (Leung, Revilla, et al., 2021). Non-rigid deformations, 

where geometric transformations can be applied at the voxel level, can also be applied to total-

body PET data (Sundar, Wang, et al., 2021), but this is computationally demanding given that the 

image size is frequently >106 voxels, and is challenging for dynamic studies, when the tracer 

distribution changes throughout the course of the scan. With large enough sample datasets, it is 

possible that a machine learning approach may be used to perform motion correction with low bias 

and high computational efficiency (T. Li et al., 2021; Sundar, Iommi, et al., 2021). Thus, the 

strategies discussed here focus on minimizing the impact of and manual correction for motion in 

total-body PET datasets.  

Three procedures were aimed at reducing the impact of or compensating for motion with ROI-

derived TACs. ROIs were defined on: (i) the last frame of the dynamic series, (ii) an average image, 
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and (iii) multiple frames for maximizing the contrast. Methods (i) and (ii) utilize static ROIs to 

reduce the impact of motion artifacts based on high-statistical quality images, and method (iii) 

implements dynamic ROIs, where the ROI was shifted from frame to frame to correct for motion.  

Since there are many possible tissues of interest with varying statistical quality throughout a 

total-body PET study, table 2.3 lists the strategies employed in this work to delineate specific ROIs 

in total-body PET image datasets, where strategy (i) utilizes the frame 55-60 minutes into the FDG 

acquisition. Since the distribution and radioactive decay of [11C]-butanol results in peak image 

quality during the first 5 minutes of the 30-minute dynamic study, (i) and (ii) utilize frames from 

3-3.5 minutes and the first 0-3.5 minutes respectively. After application of methods (i), (ii), and 

(iii), ROIs were then manually corrected for gross motion as needed. For example, for subjects 

that exhibited a turning or rotation of the head during the study, white and grey matter ROIs were 

manually adjusted across dynamic frames. 

 

Table 2.3: ROI delineation strategies to reduce the impact of motion 

Region 

ROI delineation strategy 

(i) Late frame (ii) Average image 
(iii) High-

contrast frames 
Grey matter  x  
White matter  x  

Kidney  x x 
Liver  x x 
Lung  x x 

Skeletal 
Muscle x (FDG) x ([11C]-butanol) x 

Myocardium  x x 
Spleen  x x 

 

The three delineation strategies were compared in grey matter, kidney, and the myocardium of 

two healthy subjects that each underwent dynamic FDG or [11C]-butanol acquisitions. As can be 

seen in figure 2.5, the impact of the three methods was tissue and activity distribution dependent. 
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The use of high-contrast frames reduces the myocardial peak activity concentration by 

approximately 50% (figure 2.5 B,E). As shown in table 2.4, the different delineation methods can 

result in variable estimates of vb and K1, particularly in the myocardium, with little impact on AIC. 

 

Figure 2.5: TACs for various tissues derived with different strategies. 

Figure 2.5: TACs for various tissues derived with different strategies (high-contrast (HC), average 

image (Avg), and late frame (Late)) aimed at addressing subject motion. TACs are shown for two 

acquisitions: one FDG (A-C) and one [11C]-butanol (D-E). Across the three tissue types shown 

here, grey matter was least impacted by ROI delineation strategy (A, D). The use of high-contrast 
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(HC) frames results in lower myocardial peaks for both FDG (B) and [11C]-butanol (E), likely due 

to the improved corrections for cardiac motion and spillover from the right ventricle blood pool, 

especially in early frames.  

Table 2.4:Parameter estimates and AIC across ROI delineation methods 

 (i) Late frame (ii) Average 
image 

(iii) High-contrast 
frames 

Butanol 
Parameter Grey Matter 

vb 0.061 0.061 0.066 
K1 (ml·min-1·cm-3) 0.489 0.489 0.505 

delay (s) 9 9 10 
AIC -500.107 -500.145 -485.212 

 Myocardium 
vb 0.262 0.437 0.151 

K1 (ml·min-1·cm-3) 1.028 1.040 1.084 
delay (s) 0 0 1 

AIC -445.070 -434.547 -483.101 
 Kidney 

vb 0.263 0.258 0.258 
K1 (ml·min-1·cm-3) 1.339 1.323 1.325 

delay (s) 4 4 4 
AIC -450.998 -452.393 -452.473 

FDG 
Parameter Grey Matter 

vb 0.054 0.054 0.053 
K1 (ml·min-1·cm-3) 0.172 0.169 0.167 

delay (s) 4 4 4 
AIC -964.828 -951.639 -945.544 

 Myocardium 
vb 0.320 0.383 0.109 

K1 (ml·min-1·cm-3) 0.850 1.247 1.284 
delay (s) -2 -2 -3 

AIC -845.291 -801.273 -831.939 
 Kidney 

vb 0.167 0.150 0.201 
K1 (ml·min-1·cm-3) 1.252 1.312 1.026 

delay (s) 2 2 2 
AIC -700.910 -713.728 -665.601 
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2.5. Tissue and IDIF ROI delineation: inter-reader variability 

Delineating ROIs for each region, including the IDIF, can be observer-dependent. This is 

especially true for the measurement of blood parameters such as delay and dispersion, which not 

only depend on physiological parameters like heart rate, but also on the location of the IDIF 

measurement within the blood pool as compared to the tissue ROI. For example, the delay and 

dispersion from the carotids to the brain are smaller than if an IF was derived from the radial artery 

using an external blood sampling system that has been calibrated for use with the PET scanner. 

Even within the same vessel, such as the descending aorta, ROI placement for the IDIF 

measurements can vary.  

As shown in figure 2.6, three researchers in the UC Davis Molecular Imaging Physics and 

Engineering Team (MIPET) who have been implementing IDIF-based kinetic modeling for at least 

2 years were tasked with delineating IDIFs in the right ventricle (RV), left ventricle (LV), 

ascending aorta or aortic arch (AA), and the descending aorta (DA, figure 2.6, arrows) for a number 

of 1-hour dynamic FDG studies. From fully automated methods like k-means clustering of the 

dynamic data, to manually choosing a distinct portion of each blood vessel using an anatomical 

landmark, the position and dimensions of the IDIF ROIs can vary depending on the best judgement 

of the delineator, also referred to here as a reader. As shown in figure 2.7 for the descending aorta, 

the resulting IDIFs are impacted by the anatomical location and volume of the defined ROI, which 

impacts the estimated kinetic parameters for FDG. The mean peak IDIF activity in figure 2.7 was 

450.6 kBq/cc with a standard deviation of 36.3 kBq/cc, yielding a coefficient of variation 

(mean/standard deviation) of 0.08. The average area under the curve was 44.7 MBq·sec/cc with a 

standard deviation of 2.5 MBq·sec/cc and a coefficient of variation of 0.06. 
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Figure 2.6: Cross-sectional views of IDIF delineations in the aorta 

Figure 2.6: Cross-sectional views of IDIF delineations in the aorta. Each panel shows views 

focused on the descending aorta IDIF (arrows) delineated by different experienced kinetic 

modeling researchers. (A) focuses on one subject with 1H66 framing, while (B) focuses on another 

subject with 1H29 framing. IDIF position and the selected frame for ROI delineation can vary 

depending on the reader. 

 

Figure 2.7: IDIFs from the three readers for the descending aorta 

Figure 2.7: IDIFs from the three readers for the descending aorta across frame number. The three 

IDIFs are scaled to the maximum of Reader 1 for the purpose of visual comparison. The peak in 

frame 8 (approximately 12-14 seconds post injection) and recirculation portion in frames 14-22 
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(approximately 24-40 seconds post injection) show discrepancies between the three readers, 

although all three TACs converge for the later frames of the acquisition.  

 

For the subject included in figure 2.6A, whole-grey matter TACs were fit using an irreversible 

two-tissue compartment model with delay correction, for each of the reader-defined IDIFs, a subset 

of which is shown in figure 2.7. The percent difference in Ki for each IDIF was determined as 

follows: 100% x (minimum Ki – maximum Ki) / maximum Ki. After the fitting process was 

complete, Ki estimates are used as labels for each of the IDIFs delineated by the three readers in 

various IDIF locations (figure 2.8). ROIs were overlaid on dynamic time frames that best illustrate 

the differences between the blood pool. Not only was there a large range of percent differences (8-

40%) in parameter estimates between readers in the same IDIF region such as the left ventricle, 

but there were also >20% increases in Ki depending on the IDIF location. Thus, in subsequent 

chapters, IDIFs were derived by a single individual with the goal of keeping the locations and 

volumes of the ROIs consistent between image datasets. 
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Figure 2.8: Color-coded IDIF ROIs from three readers 

Figure 2.8: Color-coded IDIF ROIs from three readers. Each ROI is labeled with the associated 

whole-grey matter Ki (ml·min-1·cm-3), and overlaid on a number of frames and sagittal slices.  

 

2.6. Discussion 

As detailed in this chapter, PET image-based quantification relies on a variety of factors, including 

updates to the image reconstruction software, dynamic framing and voxel size. A major challenge 

with the installation of any new PET/CT system is determining the standard practices for 

reconstructing the images. Different reconstruction settings are necessary depending on the use 

case; for static clinical acquisitions, for example, one set of reconstruction settings may work better 

for a specific clinical question than another set. For dynamic imaging and quantitative kinetic 

modeling, the crucial impact of this work was the quantitative assessment of the reconstructions 

and software at the total-body level.  

One metric implemented here to evaluate quantitative image accuracy was TIDA; TIDA can 

be used to assess a variety of reconstruction scenarios, including lack of scatter correction or other 
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correction factors, but also changes from software version to version, and instances where there is 

a gradual loss of activity in the FOV, as is the case for [11C]-butanol and the exhalation of its 

metabolite, [11C]-CO2. However, TIDA may not be implemented in PET/CT systems when the 

subject does not fit within the imaging FOV. While this is a strength of the uEXPLORER system, 

as the only commercially available total-body PET/CT system to date, TIDA-based metrics for in 

vivo quantification is not broadly available to all systems. 

The examples included here for software-based changes in kinetic parameters, and the impact 

of various ROI-based delineation strategies demonstrate the need for thoughtfulness when 

selecting image datasets and defining ROIs, especially if quantitative comparisons are drawn 

between them. Further, if multiple readers are needed, careful training to reduce the variability in 

the reader IDIF delineation may be needed. The ROI-based delineation strategies discussed here 

may also serve as guidelines for cases where a ground-truth TAC is needed, such as in the 

assessment of motion correction algorithms on TAC shape and kinetic parameter estimates.  

A limitation of the ROI strategies included here is that they have not been extended to multi-

acquisition or longitudinal studies, where a dynamic study is performed on day 0, and the subject 

leaves the scanner. Follow up studies may occur hours to weeks later. While the ROI delineation 

methods developed here may still be useful since they were developed and assessed in a number 

(N = 3) of test-retest studies, they were not developed explicitly in consideration of extended 

timepoint imaging. Thus, further work is needed to consider ROI delineation for additional 

timepoints.  

2.7. Summary 

Quantification of metabolism in dynamic PET can be affected by reconstruction parameters such 

as temporal framing and image matrix size, in addition to changes in the correction methods and 
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factors during the reconstruction process, such as scatter correction. For long axial FOV of total-

body PET scanners, TIDA can be used to investigate and interpret the global effects of changes to 

the software or reconstruction parameters. For local changes in the activity distribution, 

investigation of the regional or organ-specific TACs and estimated parameter values can be fruitful 

in assessing the impact of software changes. Additionally, ROI delineation can be tissue and tracer-

dependent, where the effects of motion, tracer distribution over time, and method of delineation 

can alter the quality of the measured TAC. Though the methods to understand and mitigate the 

effect of these phenomena on TAC and estimated kinetic parameters were briefly discussed here, 

Chapter 4 will dive deeper into the methodology implemented for [11C]-butanol perfusion imaging. 
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3. Chapter 3: Leading edge method for delay correction 

3.1. Introduction 

An input function (IF) is required for fully quantitative PET kinetic modeling and can be derived 

through arterial blood sampling (ABS) (Lammertsma, 2019). However, ABS is invasive, 

technically challenging, and can introduce additional errors in the measured IF arrival time and 

bolus shape, which may result in biased kinetic parameter estimates when left uncorrected (T. Feng 

et al., 2021; H. Iida et al., 1986; Islam et al., 2017). An image-derived input function (IDIF) can 

be sampled from the images directly, reducing errors in arrival time and removing the external 

dispersion introduced by ABS. Still, the delay between the IF peak and arrival time at a tissue or 

voxel of interest must be considered.  

The advent of high-efficiency, long axial field-of-view scanners, such as the uEXPLORER 

total-body PET system (Cherry et al., 2017; Zhang et al., 2020), presents the opportunity for high 

signal-to-noise total-body kinetic modeling. Short frames with high count statistics are possible 

for improved estimation of parameters such as delay. Additionally, an IDIF can be derived from 

the larger vessels, where partial volume effects are reduced. However, with total-body PET, delay 

correction becomes more important because the IDIF will be further from a tissue of interest than 

a more localized IDIF (e.g., carotid IDIF for grey matter) and incorrect delay estimates may lead 

to parameter bias (T. Feng et al., 2021; H. Iida et al., 1986; Islam et al., 2017). Different tissues 

will also have their own unique delay values, and thus delay correction must be performed for 

every voxel or regional time activity curve (TAC). 

Common methods of delay correction include: (i) setting delay to a predetermined value (H. 

Iida et al. 1986; H. Iida et al. 2000), (ii) adjusting the IF based on an IDIF close to the tissue of 

interest (H. Iida et al., 1986, 1988), or (iii) jointly estimating delay during the fitting process (T. 
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Feng et al., 2021; Lammertsma et al., 1990; Meyer, 1989). However, the widely used joint 

estimation (JE) method is costly in terms of computation time, especially for voxel-level total-

body PET, because it involves non-linear fitting of kinetic parameters for all possible delay values. 

Therefore, a much faster method for estimating bolus delay would be beneficial. Applications 

where voxel-level parametric imaging is important include the detection/quantification of 

metastatic lesions, and disease processes that result in heterogenous tracer delivery and uptake 

within a tissue or organ. 

Here, we draw our inspiration from pulse timing methods, including leading edge (LE) and the 

constant fraction discriminator (CFD) methods, that are used to efficiently determine the arrival 

time of electronic pulses from a radiation detector (Knoll, 2005). In this work, LE and CFD pulse 

timing methods are applied to TACs rather than electronic pulses. Delay is defined as td – t0, which 

is the difference between the arrival times of the bolus in the region chosen to define the IF, t0, and 

of a tissue or voxel TAC determined using one of the pulse timing methods, td. Implementation of 

pulse timing methods would greatly reduce the computational burden of the fitting process for a 

given kinetic model, since the non-linear least-squares fitting process can be performed for a single 

delay value, as determined by these methods. While these methods are computationally efficient, 

the choice of parameters (LE trigger threshold, CFD attenuation values) can impact delay 

estimation. Therefore, we investigate the use of pulse timing methods for time delay estimation 

and correction for quantitative total-body kinetic modeling and parametric imaging. 

3.2. Materials and methods: 

3.2.1. Computer simulations 

Computer simulations of TAC data were developed to evaluate bias and standard deviation (s.d.) 

of delay estimation approaches. A high-temporal resolution IF (0.1-second sampling) representing 
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a bolus of 18F-FDG was generated based on the tri-exponential function proposed by Feng et al. 

(D. Feng et al., 1993, 1997). The IF was shifted by 100 randomly selected delay values between 0 

and 50 s. Brain grey matter TACs were simulated based on these delayed IFs and typical kinetic 

parameters (vb = 0.05, K1 = 0.06 (mL/min/mL), k2 = 0.07 (min–1), and k3 = 0.07 (min–1), k4 = 0 

(min–1)) from Huisman et al., (2012). For each delay value, 500 noisy realizations were generated 

using a commonly used time-changing Gaussian noise model (Wu & Carson, 2002) with a mean 

equal to the initial activity concentration in frame m, and standard deviation 𝑆P ∙ 𝛿5:   

𝑇𝐴𝐶5~	𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝑇𝐴𝐶5��������, 𝑆P𝛿5),				𝛿5 =	�3N*%QQQQQQQQ∙STU	(V,%)
∆,%

	     (3.1) 

where 𝛿5 is dependent on the radioisotope decay constant 𝜆, frame length ∆𝑡, and mean activity 

concentration 𝑇𝐴𝐶5�������� in frame m. The scale Sc was set to four noise levels of 0.03, 0.1, 0.2, and 0.3 

to encompass TACs with different statistical quality. To mimic zero-mean noise present in 

measured TACs prior to bolus arrival, the activity concentration included in 𝛿5was modified to 

have a mean of 0.5% of the maximum TAC activity: 

𝑇𝐴𝐶2:1XY,5~	𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(0, 𝑆P𝛿5),				𝛿5 =	�A.AA%∙Z[T	(3N*QQQQQQ)∙STU	(V,%)
∆,%

.   (3.2) 

TACs were then re-binned to frame lengths of 1, 2, 5, and 10 s and used to assess the impact of 

framing on delay estimates. Supplemental figure A.1A shows an example TAC with Sc equal to 

0.1. 

For the LE method (Knoll, 2005), a trigger threshold is selected and the time at which the 

signal amplitude passes that threshold is recorded as the arrival time. LE thresholds were set across 

a wide range (2.5 to 50%) of the peak activity in the first 120 seconds. A 10% LE threshold is 

shown in supplemental figure A.1B. For the CFD method (Knoll, 2005), the TACs were shifted in 

time by 2 seconds for shorter framing, or by 1 frame for frame lengths >2 seconds. Attenuated and 
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inverted versions of the TAC (attenuated to between 2.5 and 50% of the peak activity) were added 

to the shifted TAC and the resulting zero-crossing point marks the arrival time (supplemental 

figure A.1C). LE and CFD-based estimates for each combination of delay value, frame length, 

noise level, and % peak activity were determined. Average bias and standard deviation of the LE 

and CFD delay estimates were determined by comparing the estimates with the ground truth. Based 

on the results of these simulations, only the LE method was subsequently applied on human data.  

3.2.2. Human data 

Institutional Review Board approval and written informed consent was obtained for 14 healthy 

volunteers (6 male, 8 female, body mass index (BMI): 19.4-37.0 kg/m2, 26-78 years) and 7 male 

subjects with genitourinary cancer (GUC) (BMI: 20.1-32.0 kg/m2, 56-76 years). Subjects were 

injected with an average dose of 357.8 MBq FDG (range: 331.9-391.8) and underwent 60-minute 

dynamic studies on the uEXPLORER scanner (Spencer et al., 2021). Images were reconstructed 

with vendor-provided TOF-OSEM software (20 subsets, 4 iterations, 150x150x486 image matrix 

size, 4 mm isotropic voxels) with corrections for attenuation, scatter, randoms, deadtime and decay 

(Leung, Berg, et al., 2021). No point spread function modeling was applied. For generating 

parametric images, image data were smoothed using a composite image prior and the kernel 

method (G. Wang & Qi, 2015). The following framing protocol was used to generate 66 timepoints: 

30x2 s, 12x10 s, 6x30 s, 12x120 s, 6x300 s. 

For all human data, an IDIF was derived from a region of interest (ROI) in the left ventricle. 

Tissue compartment model selection was incorporated to account for tissue spaces where FDG is 

not metabolized, such as the blood pool. Model selection was performed for a range of tissue ROIs 

and voxel TACs by fitting a 0-tissue 1-parameter (where vb was the only non-zero parameter), a 

1-tissue 3-parameter, and an irreversible 2-tissue 4-parameter model (k4 = 0); the model with the 
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lowest Akaike Information Criterion was chosen. For comparison, parametric Patlak plots (Patlak 

et al., 1983) were generated with and without using the JE delay estimates from model selection. 

Patlak-transformed TAC data representing the period from 35 to 60 minutes post injection were 

used for determination of Patlak-based Ki. All results were obtained using a non-linear least-

squares fitting process as described previously (G. Wang & Qi, 2009). Initialization parameters 

are included in supplemental table A.1. To assess the impact of delay correction methods, delay 

was estimated jointly (JE), via the leading edge (LE) method, or not at all (no delay correction). 

The first 36 dynamic frames, representing the first 120 seconds of the acquisition, were used to 

jointly estimate delay prior to fitting all 66 timepoints for estimation of the rest of the parameters. 

For ROI-based analysis, the same LE thresholds used in simulations (between 2.5 and 50% of the 

peak activity in the first 2 minutes) were used to determine the IDIF bolus arrival time t0 and arrival 

time at the tissue td. Both JE and LE estimates of delay (td - t0) were estimated in 1-second steps 

and were constrained to be between zero and 50 seconds. The conventional JE method was 

considered ground truth, such that the optimal LE threshold could be determined across a variety 

of ROIs. After determining the optimal LE threshold, a single LE threshold was used for kinetic 

modeling, and the quality of ROI-based and parametric image-derived parameter estimates was 

assessed using Pearson’s r.   

ROIs were identified in six tissue types: grey matter, liver, lungs, muscle, myocardium, spleen, 

in addition to the left ventricle blood pool. An additional 28 GUC lesions were delineated based 

on a threshold of 41% of the maximum standardized uptake value, as recommended by Boellaard 

et al. (2015). All ROIs were manually corrected for subject motion. ROI delineation was 

performed using PMOD (PMOD Technologies, Zurich, Switzerland).   

In order to highlight a variety of tissue types for prototyping of the method, parametric maps 
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of delay and other kinetic parameters (vb, K1, Ki) were generated with both JE and LE methods 

using the entire image volumes of one representative healthy and one GUC subject. The tissue 

ROIs listed above were used to generate tissue-specific voxel-wise parameter estimates from the 

parametric images (supplemental figure A.2). A vascular ROI was also included to assess the 

impact of delay within the blood pool in the parametric images.  

3.3. Results: 

3.3.1. Simulations 

Delay estimates were determined for different framing schemes and noise levels (e.g., 

supplemental figure A.1). From the wide range of LE thresholds and CFD attenuation fractions 

tested, LE results indicate that higher noise levels resulted in only marginal increases in bias and 

standard deviation of estimated delay times, particularly with 2-second frames and a LE threshold 

of less than 15%, while CFD bias and standard deviation increased with higher noise levels for 

attenuation fractions of 15% or less (supplemental table A.2). With 2-second frames, there was 

less than a 1-second bias in delay for all LE thresholds of 10% or greater, and a 30% LE threshold 
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led to the lowest bias in delay (0.11-0.18 seconds, supplemental table A.2, bold). As frame length 

increases from 2 to 10 seconds, the effect of frame length dominates the bias, particularly at higher 

LE thresholds and higher CFD attenuation fractions. This was mitigated for LE results by 

increasing the LE threshold to 25% or greater, which reduced bias to < 5 seconds for all noise 

levels. With a 30% LE threshold, absolute biases for 10 second frames are between 3.80 and 3.96 

seconds for all noise levels tested. The CFD method was not investigated further due to its poorer 

performance on noisy simulated data and reliance on a user-chosen time shift, traditionally based 

on waveform rise-time (Knoll, 2005). The LE method does not rely directly on the rise-time, 

making it the more practical method for total-body PET human subject data. Supplemental table 

A.3 expands upon the LE results showing data for additional frame lengths. The impact of frame 

length dominates the bias estimates for longer (5- and 10-second) frames and were within 0.5 

seconds of each other across the different noise levels at the same LE threshold.  

Figure 3.1: Normalized TACs in a number of healthy subject and GUC patient tissues. Although 

injection bolus shape was consistent across pooled human subjects, injection time relative to the 

start of the scan, delay in arrival time to individual tissues, and initial lesion uptake differed. A 

single lesion is shown per GUC patient for ease of visualization. 

 

Figure 3.1: Normalized FDG TACs in healthy subject and GUC patient tissues 
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Although a LE threshold of 25% was the most insensitive to noise level, and a threshold of 30% 

resulted in the lowest biases and standard deviations for 2-second frames, the simulations focus 

solely on a grey matter TAC with an ideal bolus injection. Therefore, to assess the performance of 

the LE method on different tissue types with varying kinetics and the effect of time walk, or the 

over estimation of LE estimates, in slowly rising TACs (e.g., liver), a variety of LE thresholds 

were tested in human ROI-based analyses.  

3.3.2. Human ROI-based Analysis 

Tissue-specific TACs were consistent across organ type among subjects (figure 3.1, supplemental 

figure A.3). The subset of the 28 lesion TACs shown in figure 3.1 demonstrates the heterogeneity 

of tracer arrival time and metabolism. Since there were no noticeable differences between healthy 

subject and GUC patient TACs, ROI-based parameter estimates were pooled across the 14 healthy 

subjects and 7 GUC patients. Average JE and LE delay estimates with their standard errors (figures 

3.2A, 3.2B) demonstrate the impact of slower TAC rise-times on the LE estimates of liver and 

muscle, as compared to grey matter, spleen, and GUC lesions, which all demonstrate a sharp rising 

edge (supplemental figure A.3). Based on simulation results and the timing walk, or overestimation 

of delay that occurs for more slowly-rising TACs as LE thresholds are increased in figure 3.2B, a 

LE threshold of 10% was selected for further ROI-based results and implemented for parametric 

imaging. As shown in figure 3.2C, there was good agreement between JE and LE methods in the 

estimation of delay (Pearson’s r=0.96, p<0.001, slope: 1.00) with a 10% LE threshold for all ROIs.  

The impact of delay correction can be seen in Table 3.1 where parameter estimates were 

obtained with and without delay correction. With LE-based delay estimation, mean parameter 

estimates were in agreement with JE results for vb (r=0.96, p<0.001, slope: 0.98), Ki (r=1.00, 

p<0.001, slope: 0.99), and K1 (r=0.97, p<0.001, slope: 0.91) when all regions were pooled (N=154) 
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(table 3.1, top, supplemental figure A.4). When delay correction was not performed, there was 

little impact on Ki (r=1.00, p<0.001, slope: 1.02), however vb (r=0.86, p<0.001, slope: 0.85) and 

K1 (r=0.89, p<0.001, slope: 0.89) are poorly estimated in some tissues, including grey matter, 

spleen, and GUC lesions. When tissues with negative or zero delay (myocardium, lung) were 

excluded from pooled analyses, Ki remains relatively constant while there was a drop in vb (69.4%), 

and K1 (4.8%) without delay correction (table 3.1).  

 

Figure 3.2: Average JE versus LE delay estimates 

Figure 3.2: Average JE delay estimates with standard error (s.e.) (A), and LE estimates (B) at 

thresholds ranging from 2.5 to 50% for different ROIs. As LE threshold increases, LE delay 

estimates exhibit time walk for tissues with longer rise-times such as the liver (▲) and muscle 

(▲). Based on A and B, a threshold of 10% was selected for further kinetic analyses. The LE 

method was in good agreement with JE estimates of delay (C, r=0.96, p<0.001, slope: 1.00) with 

a 10% threshold across all regions. 
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Table 3.2 shows the mean and standard deviation estimates of the 42 tissue-parameter pairs. 

LE estimates were strongly in agreement with JE methods for most tissues, where only five of 38 

statistically significant comparisons had a Pearson’s r < 0.8. The LE method did not agree with JE 

results only in a limited number of areas, including some liver and spleen ROIs when estimating 

vb. 

Table 3.1: Mean (s.d.) estimated kinetic parameters obtained from pooled regions  
All regions (N=154) Regions* with positive delay (N=112)  

Parameter JE LE r† JE LE r† 
vb 0.070 (0.079) 0.076 (0.080) 0.96  0.036 (0.056) 0.044 (0.061) 0.91  
K1 0.553 (0.629) 0.529 (0.584) 0.97  0.600 (0.677) 0.569 (0.618) 0.98  
Ki 0.012 (0.017) 0.012 (0.017) 1.00  0.011 (0.014) 0.011 (0.014) 1.00  

Delay 5.981 (6.073) 6.377 (6.331) 0.96  8.205 (5.701) 8.732 (5.888) 0.94  
k2 1.213 (1.292) 1.171 (1.277) 0.94  1.133 (1.230) 1.084 (1.188) 0.95  
k3 0.039 (0.069) 0.037 (0.057) 0.97  0.035 (0.064) 0.032 (0.046) 0.96              

All regions (N=154) Regions* with positive delay (N=112)  
Parameter JE No delay corr. r† JE No delay corr. r† 

vb 0.070 (0.079) 0.050 (0.078) 0.86 0.036 (0.056) 0.011 (0.036) 0.57  
K1 0.553 (0.629) 0.541 (0.622) 0.89 0.600 (0.677) 0.571 (0.656) 0.88  
Ki 0.012 (0.017) 0.012 (0.017) 1.00 0.011 (0.014) 0.011 (0.015) 0.99  

Delay 5.981 (6.073) 0 0  N.A. 8.205 (5.701) 0 0  N.A. 
k2 1.213 (1.292) 1.205 (1.348) 0.85 1.133 (1.230) 1.085 (1.233) 0.79  
k3 0.039 (0.069) 0.040 (0.063) 0.96 0.035 (0.064) 0.036 (0.057) 0.94   

N.A.: Not available. 
    

 
*excludes lung and myocardium, †p<0.001. 
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3.3.3. Parametric Imaging  

Voxel-wise LE results were assessed using datasets from one representative healthy volunteer and 

one representative GUC subject. Using a high-performance computational node (Intel Xeon Gold 

2.6 GHz, 24-core processor), JE were produced at an approximate rate of 180 voxels/s, while LE 

parametric images were produced at an approximate rate of 1,200 voxels/s, representing a 6.7-fold 

increase in computational efficiency. Parametric results were in agreement with ROI-based 

methods, though were slightly overestimated for both JE (r=0.97, p<0.001, slope: 1.05) and LE 

(r=0.99, p<0.001, slope: 1.06) (supplemental figure A.5). Example delay and Ki maps are shown 

Table 3.2: Mean (s.d.) estimated kinetic parameters for healthy subjects (N=14) and GUC 
patients (N=7)  

Grey Matter Liver Lung 
Parameter JE LE r* JE LE r* JE LE r* 

vb 0.030 (0.006) 0.030 (0.006) 0.98  0.001 (0.003) 0.001 (0.005) N.S.  0.128 (0.039) 0.128 (0.039) 1.00  
K1 0.107 (0.017) 0.107 (0.018) 1.00  0.660 (0.286) 0.636 (0.291) 0.98  0.023 (0.012) 0.023 (0.012) 1.00  
Ki 0.031 (0.007) 0.031 (0.007) 1.00  0.002 (0.002) 0.002 (0.001) 0.81  0.000 (0.000) 0.000 (0.000) 1.00  

Delay 5.048 (0.805) 5.238 (0.944) 0.77  13.571 (3.723) 12.333 (2.536) 0.87  0.000 (0.000)  0.000 (0.000)  N.A. 
k2 0.165 (0.027) 0.163 (0.029) 0.95  0.765 (0.374) 0.737 (0.381) 0.98  0.205 (0.090) 0.205 (0.090) 1.00  
k3 0.067 (0.012) 0.066 (0.013) 0.99  0.002 (0.002) 0.002 (0.002) 0.84  0.001 (0.004) 0.001 (0.004) 1.00                   

Muscle Myocardium Spleen 
Parameter JE LE r* JE LE r* JE LE r* 

vb 2.3E-4 (4.7E-4) 0.001 (0.001) 0.69  0.190 (0.063) 0.192 (0.068) 0.98  0.044 (0.025) 0.083 (0.029) N.S.  
K1 0.026 (0.012) 0.026 (0.012) 1.00  0.832 (0.307) 0.820 (0.356) 0.81  1.593 (0.556) 1.458 (0.467) 0.99  
Ki 0.002 (0.000) 0.002 (0.000) 1.00  0.029 (0.024) 0.028 (0.024) 1.00  0.003 (0.001) 0.003 (0.001) 0.99  

Delay 14.333 (3.812) 17.000 (3.715) 0.94  0.095 (0.301) 0.190 (0.512) N.S.  4.905 (1.411) 6.333 (1.278) 0.71  
k2 0.249 (0.142) 0.249 (0.136) 1.00  2.651 (1.044) 2.597 (1.215) 0.78  2.867 (0.980) 2.709 (0.882) 1.00  
k3 0.016 (0.006) 0.016 (0.006) 1.00  0.099 (0.088) 0.098 (0.088) 1.00  0.006 (0.003) 0.006 (0.003) 0.99                   

GUC lesions (N=28) 
          

Parameter JE LE r* 
          

vb 0.089 (0.086) 0.089 (0.092) 0.93  
          

K1 0.609 (0.614) 0.605 (0.573) 0.92  
          

Ki 0.017 (0.016) 0.018 (0.016) 0.99  
          

Delay 4.429 (5.295) 4.250 (5.254) 0.90  
          

k2 1.496 (1.213) 1.443 (1.272) 0.79  
          

k3 0.071 (0.114) 0.062 (0.074) 0.97  
          

 
N.A.: Not available. N.S.: Not significant. 

         
 

* p<0.001. 
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Figure 3.3: Maximum intensity projection (MIP) parametric images of delay and Ki for a 

representative healthy subject (A) and a GUC patient (B) generated using four coronal slices 

(1.6 cm thick). 10% LE threshold-derived delay maps showed some differences compared 

to JE delay maps, particularly close to the injection site in the right antecubital, but are 

broadly in agreement across the rest of the body. Compartment modeling-based Ki maps 

were similar with JE and LE methods of delay correction, and both methods resulted in 

improved liver signal (A, arrows) and lesion contrast (B, arrows) compared to Patlak results, 

or to when no delay correction was implemented. 

 

 

Figure 3.3: Maximum intensity projection (MIP) parametric images of delay and Ki 
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in figure 3.3. LE-derived delay maps showed some artifacts near the injection site compared to JE 

delay maps, but results were broadly comparable across most tissues. Ki was similar between JE 

and LE, and demonstrated improved Ki contrast in the liver and GUC lesions (arrows) compared 

to Ki computed with no delay correction or via Patlak plot (figure 3.3, supplemental table A.4). 

GUC subject maximum intensity projection images of K1 and vb are shown in figure 3.4, where 

delay correction improved visualization of lesions in the thorax, lower torso, and legs. Like the 

ROI-based results in tables 3.1 and 3.2, relative to when no delay correction was performed, voxel-

Figure 3.4: MIPs of K1 (left) and vb (right) parametric maps for a representative GUC patient. 

Overall, LE-derived parametric images were similar to JE-based images. Without delay 

correction, K1 was increased while vb was underestimated in much of the abdomen and lower 

body compared to JE-based vb. Multiple GUC lesions (arrows) demonstrated increased K1 and 

vb when delay correction was applied, while vessels in the legs and some lesions in the upper 

abdomen and liver (asterisks) showed a reduction in K1 and an increase in vb.  

 

Figure 3.4: MIPs of K1 and vb parametric maps for a representative GUC patient 
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level delay correction resulted in improved estimation of lesion vb and K1 (figure 3.4), which are 

both sensitive to the early phases of the scan.  

Both representative subjects showed some disagreement of LE delay in the muscle and spleen 

relative to JE delay, though this did not greatly impact Ki or vb estimates. Scatter plots comparing 

JE and LE results in a representative healthy subject (supplemental figure A.6) demonstrate 

agreement in the estimation of delay (r=0.99, p<0.001, slope: 1.01) across organs. Estimates of vb 

(r=1.00, p<0.001, slope: 1.00) and Ki (r=1.00, p<0.001, slope: 0.99) were in strong agreement 

with JE results. Although not shown, K1 LE-based estimates also agreed with JE, but were 

underestimated (r=0.97, p<0.001, slope: 0.91).  

GUC voxel-wise estimates of delay were similarly in disagreement in some muscle, spleen, 

and lesion voxels, and overall, delay was slightly overestimated (r=0.99, p<0.001, slope: 1.10) 

(figure 3.5). There was strong agreement for vb (r=1.00, p<0.001, slope: 0.98) and Ki (r=1.00, 

Figure 3.5: Parametric LE versus JE results for a GUC patient were compared across a number 

of regions including 8 lesions (L1-L8). Delay is slightly overestimated (r=0.99, p<0.001, slope: 

1.10) overall, and is underestimated in a number of TACs, namely from muscle, lesions and 

grey matter. LE vb (r=1.00, p<0.001, slope: 0.98) and Ki (r=1.00, p<0.001, slope: 1.00) estimates 

demonstrate nearly 1:1 ratios with JE.  

 

Figure 3.5: Parametric LE versus JE results for a GUC patient. 
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p<0.001, slope: 1.00). Although not shown, GUC subject K1 estimates were also in agreement 

(r=0.99, p<0.001, slope: 0.97) between LE and JE methods.  

3.4. Discussion  

Here we demonstrate, at both the ROI and voxel level, the feasibility of using pulse timing methods 

(LE and CFD) as a surrogate for jointly estimating tracer delay using the first 120 seconds of data, 

across a wide range of tissue types present in total-body PET datasets. Noise, in addition to 

temporal framing, plays an important role in the choice of threshold in the LE method. In 

simulations, LE with a 10% threshold or greater provided satisfactory delay bias and standard 

deviation in short frames at most noise levels, but a 30% threshold resulted in the lowest measured 

bias and standard deviation at all noise levels. However, the shape of the TAC itself is important, 

and may explain the discrepancies between simulations and acquired TACs in determining the 

optimal LE threshold for grey matter. Further, tissues with a long rise-time such as the liver suffer 

from time walk, and spillover from the blood pool can cause early triggering and thus over and 

underestimation of delay respectively. Threshold optimization may be necessary for these tissues. 

Since the simulation data showed no advantage in using the CFD approach, the simpler LE method 

was used for human studies. 

After assessing regional delay estimates from various LE thresholds, a 10% threshold was 

implemented for all human analyses. JE and LE methods were in agreement for all estimated 

kinetic parameters at both ROI and voxel levels. vb and K1 estimates were sensitive to delay 

correction, while Ki was only impacted by delay correction in the liver and GUC lesions of the 

parametric images. Improved estimation of vb and K1 has implications for perfusion imaging with 

radiotracers with rapid kinetics utilized for first-pass imaging (e.g., 15O-water).  



 69 

The bolus shape is another important consideration; the simulation results indicate that LE 

methods work well with a sharp bolus peak for the IF with respect to the frame length, such that 

there is as little timing walk in the tissue and IF curves as possible. Therefore, these methods are 

expected to be translatable to other tracers delivered via bolus injection, but may need further 

investigation for continuous infusion or dual-tracer injection paradigms.  

Although we implemented model selection in our parametric analyses, special-case tissues 

(e.g., liver, lung) require additional models that consider dual input functions and dispersion which 

were not implemented here, but will be a part of our future work. Patient motion is another major 

challenge with total-body parametric imaging. Short frames capture respiratory and cardiac motion, 

while any gross motion throughout the scan is also captured. In practice, application of these 

methods will likely benefit greatly from incorporation of motion correction in total-body PET (Y. 

Wang et al., 2021). Here, we performed simple manual correction of motion for our ROIs, and 

selected image datasets with limited motion for parametric analysis.    

While LE delay correction can be implemented with the Patlak analysis, delay correction has 

a limited impact on Patlak Ki, indicating that improved lesion contrast seen in this study was a 

result of implementation of full compartment modeling with delay correction. 

3.5. Conclusions  

In this work we apply pulse timing methods to dynamic PET images to estimate the arrival time 

of the radiotracer bolus in ROIs and in every voxel in the body. We have demonstrated that pulse 

timing methods can be an efficient surrogate for JE. Moreover, LE and JE methods of delay 

correction provided Ki, vb, and K1 estimates that were in good agreement and substantially 

improved parametric results compared to fitting results when no delay correction was performed, 

or compared to Patlak analysis. Further, at the voxel level, LE estimates were in agreement with 
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JE across a variety of tissue types for both healthy and GUC subjects. The results suggest delay 

correction should be implemented for total-body PET kinetic modeling using short (<5 second) 

frames, and implementing the LE method instead of JE will allow for efficient correction of delay. 
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4. Chapter 4: [11C]-butanol total-body PET perfusion imaging 

4.1. Introduction 

Perfusion and blood flow imaging using positron emission tomography (PET) has been clinically 

utilized in the assessment of single-organ flow-related diseases such as stroke (Ackerman et al., 

1981; Baron et al., 1982, 1984; Z. Wang et al., 2020) and myocardial ischemia (Chareonthaitawee 

et al., 2017; Marshall et al., 1983; Murthy et al., 2018; Schwaiger, 1994). Perfusion imaging of the 

myocardium is of particular importance for its role in assessing myocardial viability after the onset 

of ischemia in cases where revascularization, or reopening of the affected vasculature, is being 

considered. Patients typically undergo a resting flow study with a perfusion tracer such as [13N]-

NH3, followed by an [18F]-fluorodeoxyglucose (FDG) static acquisition. A mismatch of perfusion 

and metabolism (i.e., low levels of perfusion but high FDG uptake) is indicative of hibernating 

myocardium, in which revascularization can lead to full recovery of myocardial function (Marshall 

et al., 1983; Yamagishi et al., 1999, 2000). However, if no abnormalities are seen in the resting 

perfusion images, no FDG acquisition is recommended (Manapragada et al., 2021). Therefore, 

careful characterization of myocardial perfusion is necessary for assessing myocardial ischemia.    

However, there are limitations with the more commonly used perfusion tracers such as [15O]-

water, [82Rb]-RbCl, and [13N]-ammonia. Not only do these tracers suffer from large positron 

ranges and reduced image quality relative to 18F and 11C-based tracers (Sánchez-Crespo et al., 

2004), but also, due to the flow and tissue dependence of the extraction fraction, E, perfusion with 

these tracers is underestimated at high flow rates (Berridge et al., 1991; Glatting et al., 1997; Hack 

et al., 1983; Herscovitch et al., 1987; Phelps et al., 1981; Schelbert et al., 1981). E is dependent on 

the permeability-surface area coefficient, and is impacted by the size, structure and charge of the 

tracer molecule itself and its interactions with the tissue, as discussed in section 1.7.1. Reduced 
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extraction fraction even of [15O]-water has been observed in the brain, due to the selectivity of the 

blood-brain barrier; when perfusion is above 0.60 ml·min-1·cm-3, CBF is underestimated (figure 

1.4) (Berridge et al., 1991; Morris et al., 2004; Raichle et al., 1976). Despite this underestimation 

and its short half-life of 2 minutes, [15O]-water has been used extensively for studying changes in 

cerebral blood flow (CBF) and has produced repeatable results in a number of studies with the 

subject at rest (Kaufmann et al., 1999; Puig et al., 2020; Siegrist et al., 2006). But perhaps the 

larger limiting factor in the clinical adoption of [15O]-water in the US is that it is not FDA approved 

for myocardial perfusion studies, and thus has been utilized in research settings only (Murthy et 

al., 2018). 

This flow-dependent extraction is a challenge for measuring high flow rates, which can occur 

either inherently due to organ-specific flow rates (e.g., kidney cortex, spleen), or due to a stress 

stimulation by an external pressor, such as exercise, injection of adenosine, increased partial 

pressure of CO2, or a visual stimulus (Berridge et al., 1991; Murthy et al., 2018; Quarles et al., 

1993). Thus, clinical perfusion studies involving a rest-stress paradigm may benefit from the 

introduction of a more highly extracted tracer, that will be able to further distinguish between high 

and low flow regions. One example of this is myocardial perfusion imaging, which utilizes paired 

acquisitions to obtain images at rest and during stress, to assess viability of the myocardium and 

calculate the myocardial flow reserve, which is the ratio of the stress to rest images.  

Butanol has been used as a perfusion agent in both human (Berridge et al., 1991; Hack et al., 

1983) and preclinical (Gjedde et al., 1980; Knapp et al., 1985; Takagi et al., 1984) settings. As 

discussed briefly in chapter 1, [11C]-butanol is metabolized in a similar manner to ethanol (Carlson, 

1994; Knapp et al., 1985; Raichle et al., 1976). Most of the metabolism occurs in the liver, where 

alcohol dehydrogenases break down [11C]-butanol into [11C]-butyric aldehyde and [11C]-butyric 
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acid, the latter of which can be broken down via beta-oxidation to [11C]-CO2 (Knapp et al., 1985). 

Since these metabolites do not impact the first pass-kinetics of [11C]-butanol (DiVincenzo & 

Hamilton, 1979; Knapp et al., 1985), it is possible to perform first-pass perfusion imaging of the 

entire body without the need to correct for tracer metabolism. Due to the short time of acquisition, 

the improved sensitivity and extended axial field of view (FOV) of total-body PET are vital to 

multi-organ [11C]-butanol perfusion imaging. 

In this work, baseline studies were utilized in the establishment of total-body PET [11C]-

butanol kinetic modeling methods. Then, the reproducibility and sensitivity of total-body PET to 

differences in perfusion was assessed in this work in three ways: (i) via baseline or resting test-

retest studies, (ii) through a rest-stress paradigm generated via the cold pressor test (CPT), and (iii) 

by assessing regional ischemia in a patient with peripheral artery disease (PAD).  

4.1.1. The cold pressor test (CPT) 

The use of a cold stimulus has been previously assessed as a noninvasive alternative to 

pharmacologic or exercise-based stressors in the quantification of blood flow via PET (Di Piero et 

al., 1994; Kjaer et al., 2003; Petrovic et al., 2000; Prior et al., 2007; Schindler et al., 2007; Siegrist 

et al., 2006). More widely, CPT, which involves submerging a limb in cold or ice water for a short 

period of time, has been used to assess the sympathetic—or fight-or-flight response—to cold 

stimulus or pressor (Bachmann et al., 2018; Micieli et al., 1994; Velasco et al., 1997). In response 

to the CPT, norepinephrine is released into the blood via post-ganglionic sympathetic neurons, 

leading to increases in heart rate and blood pressure. Although many blood vessels undergo 

vasoconstriction as a result of the interaction between norepinephrine and alpha-1 adrenergic 

receptors, the blood vessels that supply blood to tissues that are more vital to survival (coronary 

artery, arteries supplying blood to skeletal muscle) benefit from the increased blood flow, due to 
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the activation of pro-vasodilatory beta-2 adrenergic receptors that counteract the effects of alpha-

1 (Bangash et al., 2012; Belletti et al., 2020; McCarty, 2016). The response of various tissues to 

the CPT or a similar pressor are dependent on distribution of catecholamines like norepinephrine 

and their associated G-protein coupled receptors.  

CPT has been shown to alter flow in a number of organs with perfusion PET imaging. In the 

myocardium, flow has been shown to increase by approximately 40-80% (Schindler et al., 2004; 

Siegrist et al., 2006). Small regional (<10%) increases (Di Piero et al., 1994; Petrovic et al., 2000) 

in cerebral blood flow are likely, but to our knowledge, no global increase has been observed in 

cerebral blood flow with the CPT (Wilson et al., 2005), likely due to cerebral autoregulation. 

Hepatic blood flow has been shown to increase by 80% in a rest-stress paradigm with [82Rb]-RbCl 

and a pharmacological pressor, adenosine (Keramida et al., 2020). Renal blood flow has also been 

shown to drop slightly (Kannenkeril et al., 2021), and splenic blood flow has been shown to 

increase by approximately 40% (Galea et al., 2019) with the CPT, but will decrease with enough 

adenosine (Manisty et al., 2015). In this work, total-body PET was used to characterize  organ-

specific responses to the CPT.  

4.1.2. Peripheral artery disease (PAD) 

Patients with peripheral artery disease (PAD) have stenoses or occlusions in peripheral vessels 

that reduce blood flow to the limbs, cause local ischemia, and lead to differences in perfusion 

between muscle groups and opposing limbs. The classic symptom of PAD is muscle pain while 

exercising, which is called intermittent claudication. Severe PAD can lead to ulcers and amputation 

without appropriate intervention. PAD affects 6.5 million people in the US who are 40 years and 

older (Virani et al., 2021), and is typically diagnosed using a blood pressure cuff and the ankle-

brachial index (ABI), which is defined as the ratio of the arterial blood pressure in the leg to that 
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of the arm. A lower index is indicative of more severe disease in the leg, while a ratio much greater 

than 1 would indicate disease in the arm. Despite the fact that the diagnosis of PAD is fast and 

accessible, it is thought to be underdiagnosed globally since many individuals are unaware of the 

existence of PAD and are either asymptomatic or do not experience traditional symptoms such as 

intermittent claudication (Fowkes et al., 2017; Virani et al., 2021). The risk of additional 

cardiovascular events and death is similar to that of other cardiovascular diseases, such as coronary 

artery disease (Virani et al., 2021), thus functional characterization of PAD may be beneficial to 

the clinical decision-making. Here, total-body PET is used to quantify regional differences in 

perfusion, but in future work could also be used to monitor disease progression and the effect of 

interventions.  

As discussed in chapter 1, blood flow to all the tissues in the body can be measured 

simultaneously with total-body PET/CT systems. Further, using an image-derived input function 

(IDIF), quantitative total-body perfusion measurements can be made with minimal invasiveness. 

However, tissues of interest across the body have a wide range of possible perfusion values and 

kinetics. Here, the initial methodology and results for an ongoing [11C]-butanol perfusion study 

are discussed, where methods are introduced to reliably and reproducibly estimate perfusion across 

a number of organs throughout the body. The sensitivity of these methods to intra-subject changes 

in total-body PET perfusion estimates was assessed in two individuals: one healthy volunteer using 

the CPT, and one patient with PAD at rest. 

4.2. Underlying materials and methods: 

4.2.1. Pilot study details 

With Institutional Review Board approval and written informed consent, 6 healthy volunteers (2 

male, 4 female, body mass index (BMI): 20.9-30.0 kg/m2, 28-64 years) and 1 patient with PAD 
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(BMI: 23.4 kg/m2, 66 years) were injected with a bolus of [11C]-butanol (mean: 279.1, range: 

190.6-348.6 MBq). The dynamic acquisitions on the uEXPLORER scanner (Spencer et al., 2021) 

were approximately 30 minutes in length, except for one acquisition that ended with a scan time 

of 10 minutes. A low-dose CT scan was acquired prior to the PET acquisition for attenuation 

correction and initial ROI delineation. Healthy volunteers underwent either two baseline studies 

to assess reproducibility (group 1) or underwent a baseline and a CPT study (group 2), while the 

PAD subject had a single visit (group 3). Visits occurred up to 2 weeks apart (table 4.1). All eight 

baseline studies from groups 1 and 2 were pooled for this work. 

 For group 2, CPT and baseline visits were randomly ordered. During the CPT visit, 

commercially available foot therapy pads (Polar Products, Ohio, USA) were applied to both feet 

of the subject prior to the CT acquisition. Starting after the CT scan but approximately 60 seconds 

prior to the start of the dynamic PET acquisition, ice water was continuously pumped through the 

conformable boots. The pump was allowed to run for up to five minutes, or until the subject 

expressed discomfort. 

 

Vendor-provided TOF-OSEM software was used to perform the reconstructions (20 subsets, 

4 iterations) and corrections for attenuation, scatter, randoms, deadtime and decay  (Leung, Berg, 

et al., 2021). No point spread function modeling was applied. To assess the impact of spatial and 

temporal resolution changes, images from three baseline acquisitions were reconstructed with a 

Table 4.1: [11C]-butanol pilot study acquisition groupings 
Group Population No. of 

subjects 
No. of 

acquisitions 
Days to second 

visit 
Injected dose 

(MBq) 
1 Healthy volunteers 3 6 9.7±3.8 284.8±35.7 
2 Healthy volunteers 3 4* 7 267.8±55.3 
3 PAD 1 1 - 290.4 

Mean (s.d.) reported where appropriate.  
* of the 3 subjects in group 2, 1 had a complete (baseline + CPT) series of studies, 1 completed the CPT 
visit only, and 1 completed the baseline study only.  
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variety of framing protocols and image matrix sizes (table 4.2). For each one of the three 

representative baseline acquisitions, eight reconstructed dynamic datasets—encompassing two 

voxel sizes (2.344x2.344x2.344 and 4.0x4.0x4.0 mm3), and four framing protocols (5m12, 30m29, 

5m52, 2m90)—were used to assess the impact of spatial and temporal resolutions on kinetic 

modeling. However, initial investigations—including TIDA plots and sensitivity and 

identifiability analysis of the kinetic parameters—were performed with images reconstructed with 

30m29 framing and 4.0x4.0x4.0 mm3 voxels.   

Table 4.2: Temporal framing and reconstructed image sizes 
Designation* Shortest 

frame 
Framing Matrix size Voxel size 

5m12 10 s 6x10 s, 4x30 s, 2x60 s 150x150x486x12 4.0 x 4.0 x 4.0 mm3 
5m122.3 10 s 6x10 s, 4x30 s, 2x60 s 256x256x828x12 2.3438 x 2.3438 x 2.344 

mm3 
30m29 5 s 12x5 s, 6x10 s, 6x30 s, 

5x300 s 
150x150x486x29 4.0 x 4.0 x 4.0 mm3 

30m292.3 5 s 12x5 s, 6x10 s, 6x30 s, 
5x300 s 

256x256x828x29 2.3438 x 2.3438 x 2.344 
mm3 

5m52 2 s 30x2 s, 12x5 s, 6x10 s, 
4x30 s 

150x150x486x52 4.0 x 4.0 x 4.0 mm3 

5m522.3 2 s 30x2 s, 12x5 s, 6x10 s, 
4x30 s 

256x256x828x52 2.3438 x 2.3438 x 2.344 
mm3 

2m90 1 s 60x1 s, 30x2 s 150x150x486x90 4.0 x 4.0 x 4.0 mm3 
2m902.3 1 s 60x1 s, 30x2 s 256x256x828x90 2.3438 x 2.3438 x 2.344 

mm3 
*Notation XmY denotes acquisition length of X minutes with a total number of frames Y. A subscript 
of 2.3 indicates a voxel size of 2.3438 x 2.3438 x 2.344 mm3 

 

4.2.2. ROI delineation  

Tissue time activity curves (TACs) were derived from large or whole-organ ROIs for grey matter, 

white matter, kidney, liver, lungs, skeletal muscle regions (splenius capitis, deltoid, psoas, left and 

right whole thighs, left and right whole calves), bone marrow, myocardium, pancreas, spleen, 

thyroid and rectum using PMOD (PMOD Technologies, Zurich, Switzerland). With the exception 

of the deltoid muscle, which demonstrated high spillover in the arm in which the bolus was 



 78 

delivered, all regions were drawn bilaterally and averaged for kinetic modeling, where applicable. 

The CT scan was used for the initial delineation of the ROIs. The ROIs were further modified to 

account for the effects of subject motion in a tissue-dependent manner through two image 

visualization strategies: (i) the use of a 0-3.5 minute average image and (ii) avoidance of visible 

motion or spillover effects in high-contrast frames. ROI delineation was performed using the 

30m29 images. For strategies implemented for different tissue types, see table 4.3.   

A volumetric region of interest (ROI) was drawn in the descending aorta (DA) and the right 

ventricle (RV) for use as the IDIFs. The DA IDIF was used for all tissues except for the lungs, 

where the RV IDIF was used.  

Table 4.3: Tissue-dependent ROI delineation strategies for [11C]-butanol 

Region 

(i) 
Average 
image 

(ii) 
High-

contrast 
frames Rationale 

IDIF (DA, 
RV) x x 

Gross cardiac motion and first-pass partial volume effects and can be 
visually assessed with (i) and (ii) respectively 

Grey matter x  
Limited physiologic motion. Spillover can be avoided using 

thresholding and morphological operations of (i) 
White 
matter x  

Limited physiologic motion. Spillover can be avoided using 
thresholding and morphological operations of (i) 

Kidney x x 
Respiratory motion may lead to overlap of the ROI with the liver or 

spleen, which may be noticed in (i) and (ii) 

Liver x x 
Respiratory motion may lead to overlap of the ROI with the lung or 

kidney, which may be noticed in (i) and (ii)   

Lung x x 
Respiratory motion may lead to overlap of the ROI with the 

myocardium, liver, or spleen, which may be noticed in (i) and (ii)   

Skeletal 
Muscles x x 

CT-based ROIs can be further adjusted via threshold to avoid large 
vessels with (ii), and also modified to account for any motion 

between CT and PET acquisitions using (i) 
Bone 

Marrow x  
Limited physiologic motion. Spillover can be avoided using 

thresholding and morphological operations 

Myocardium x x 
Gross cardiac motion can be addressed primarily with (i). RV 

spillover was accounted for by (ii)  

Pancreas x x 
High signal in (i). (ii) was useful for reducing the impact respiratory 

motion 

Spleen x x 
High signal in (i). (ii) was useful for reducing the impact respiratory 

motion 
Thyroid  x Low signal, thus beneficial to use (ii) in addition to the CT 

Rectum x  

CT can be used as primary reference, but limited physiologic motion 
and sufficient signal allows for further threshold-based adjustment 

with (i)  
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Figure 4.1: ROI-based [11C]-butanol TACs for all acquisitions 

Figure 4.1: ROI-based [11C]-butanol TACs for all acquisitions, shown from 0 to 3.5 mins of the 

dynamic PET 30m29 reconstruction protocol. Baseline, CPT, and PAD acquisitions across all 

participants are shown in black, blue, and red lines respectively. The descending aorta (DA) was 

used as the IDIF for all tissues except the lungs, where the right ventricle (RV) was more 

appropriate. After performing the fitting process, parameter estimates in the skeletal muscle 

regions (splenius capitis, deltoid, psoas, left calf, and right calf) were averaged.  

 
In figure 4.1, IDIFs and ROI-based TACs across acquisitions show consistency in shape from 

region to region, while the magnitude varies from subject to subject. TACs from PAD subject 

(figure 4.1, red lines) show the lowest uptake for many tissues, but have high uptake in the skeletal 

muscle regions.  
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4.2.3. Total image-derived activity (TIDA) 

Total image-derived activity (TIDA), as discussed in chapter 2, can be used to assess the 

quantitative performance of a total-body PET/CT system like the uEXPLORER and also can be 

used to assess excretion of activity from the body. TIDA and TIDA bias for each frame m is defined 

as: 

𝑇𝐼𝐷𝐴(𝑚) = 𝑉 × ∑ 𝐴66 (𝑚)      (4.1) 

𝑇𝐼𝐷𝐴	𝑏𝑖𝑎𝑠(𝑚) = 100%	 ∙ 3LMN(5)<6.).
6.).

     (4.2) 

where V is the voxel volume in milliliters, Ai(m) (MBq/ml) is the activity concentration of pixel i 

in frame m and i.d. is the injected dose in megabecquerels. Based on liquid chromatography, Knapp 

et al. found 3 metabolites present in the plasma fraction of the blood, the earliest of which was 

[11C]-CO2 at 3.7 minutes (1985). Since no blood sampling was performed in this study, TIDA 

curves for [11C]-butanol were also used to verify a lack of early metabolism for the purposes of 

kinetic modeling.  

As seen in figure 4.2, there was an approximately 10% drop in TIDA over the course of the 

30-minute scan. This drop off is due to the exhalation of [11C]-CO2. However, the TIDA curves 

for the first five minutes of the butanol studies are relatively flat in comparison, and thus tracer 

metabolism during the first 4-5 minutes can be safely ignored, as demonstrated previously by 

others (DiVincenzo & Hamilton, 1979; Knapp et al., 1985). Thus, the first 4.5 minutes were used 

for kinetic modeling, and the metabolite fraction over this period was assumed to be negligible.   
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Figure 4.2: TIDA bias for test-retest [11C]-butanol acquisitions 

Figure 4.2: TIDA bias plots of a representative baseline test-retest subject who underwent 30-min 

dynamic [11C]-butanol acquisitions. As shown in the left plot, the TIDA bias curve decreases over 

the course of a 30-minute study, reflecting the loss of activity through the exhalation of [11C]-CO2. 

However, as shown in the inset on the right, the TIDA bias curves remain flat in the first 3.5 

minutes of the study, confirming that metabolic losses of carbon-11, at least in the form of exhaled 

[11C]-CO2 gas, is negligible during the first pass of the bolus as determined previously 

(DiVincenzo & Hamilton, 1979; Knapp et al., 1985).  

4.2.4. Investigation of factors involved in kinetic modeling 

For the fitting of individual tissue TACs, the following factors were considered in the subsequent 

sections to ensure confidence in the resulting parameter estimates: acquisition time (AT), or the 

delay-corrected total time of the TAC used for kinetic modeling; optimal temporal framing and 

reconstructed image size; and use of an appropriate compartment model and associated IDIF 

corrections.  

An overarching understanding of the quality of the fitting results was first assessed through 

sensitivity and identifiability analyses in section 4.3, during which the compartment model was 

fixed for each tissue. Based on preliminary fitting results, a 1T4P model was implemented for all 

tissues except for the liver, where the 1T6P model was used. AT was investigated as part of the 
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sensitivity analysis and subsequently fixed. As will be described in section 4.4, a number of image 

reconstructions were performed in a subset of baseline acquisitions to investigate the impact of 

temporal framing and voxel size on kinetic parameter estimates.  

Section 4.5 focuses on kinetic model selection. For each regional tissue TAC, three 

compartment models were implemented, where the more complicated models included additional 

corrections to the input functions: (i) a 1-tissue, 4-parameter (1T4P) model (vb, K1, k2, delay 

correction), (ii) a 1-tissue, 5-parameter (1T5P) model (vb, K1, k2, delay, dispersion) and (iii) a 1-

tissue, 6-parameter (1T6P) model (vb, K1, k2, delay, dispersion, and contribution from a second 

blood input function) (G. Wang et al., 2018). vb is the unitless blood volume fraction of the tissue 

TAC, K1 (ml·min-1·cm-3) represents blood flow, and k2 (min-1) represents the washout rate constant 

from the tissue back into systemic circulation. Delay correction was performed using the leading 

edge (LE) method (E. J. Li et al., 2021), where a trigger threshold based on a percent of the peak 

activity was used to determine the time delay between the bolus arrival in the IDIF and a given 

tissue. LE delay estimates were constrained to values between -10 and 50 seconds, allowing for 

negative delay to tissues such as the lung and the myocardium, where the bolus arrival occurs 

earlier in the acquisition than it does within the descending aorta IDIF. Since this method results 

in tissue type and frame-dependent biases of delay (E. J. Li et al., 2021), two sets of tissue-specific 

LE thresholds were implemented, to account for differences in TAC shape for the high (1 and 2 

seconds) and low (5 and 10 seconds) temporal resolution reconstructions.  

Model selection was performed at the ROI level by comparing the Akaike Information 

Criterion (AIC) and parameter estimates at two different minimal frame lengths from the 5m52 

and 30m29 framing protocols (2 and 5 s minimum frame sizes respectively). As defined in chapter 

1, AIC with a correction for small sample sizes was implemented as follows:   
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𝐴𝐼𝐶 = 𝑀 ∙ ln |FGCC
H
} + 2𝑁 + (I(IJ")

H<I<"
,					𝑊𝑅𝑆𝑆 = 	∑ 𝑤5(𝑐5,06, − 𝑐5)(H

5 	   

 (4.3) 

where M is the number of frames, N is the number of parameters included in the modeling process, 

and WRSS is the residual sum of squares. For the WRSS, 𝑤5 represents a weighting factor, which 

in this work is equal to 1, and	𝑐5 and 𝑐5,06, represent the measured TAC and fitted model result 

respectively. Because AIC is heavily influenced by the number of frames, 2 and 5-second results 

were considered separately.  

The optimal reconstruction protocol (i.e., the temporal framing) and choice of model were then 

fixed, and the kinetic parameter estimates for ROI-based TACs and voxel-level dynamic image 

data were assessed. For parametric imaging, dynamic image data were smoothed as described 

previously for parametric kinetic modeling of representative acquisitions for each study group (G. 

Wang & Qi, 2015). Since parametric images were generated with a minimum frame size of 5 

seconds, a lower LE threshold of 1% was used for delay correction, as compared to chapter 3, 

where 2-second frames and a 10% LE were utilized for FDG image data. An AT of 3.5 minutes 

was used for all voxels. Parametric model selection was assessed with AIC. 

4.2.5. Validation of methods 

Baseline tissue-specific parameter estimates from this work were compared with previously 

published literature values. The literature search for K1 was limited to reported values using 

PET/CT perfusion agents, and more specifically, [11C]-butanol, [15O]-water, and [15O]-CO2. vb 

measurements were based on PET/CT blood volume agents whenever possible. Parameter values 

reported for healthy subjects were preferred over measurements made within healthy tissues from 

patient populations.  

For assessment of test-retest reproducibility within group 1, correlation analysis was 
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performed. The correlation between visits was assessed with Pearson’s r. A one-sample 

Kolmogorov-Smirnov (KS) test was used to test for normality. After testing for normality, Bland-

Altman plots were generated with limits of agreement of 1.96 times the standard deviation. A 

significance level of 0.05 was used for assessments of test-retest reproducibility. Intra-subject 

regional comparisons of parameter estimates for groups 2 and 3 were made between dynamic 

acquisitions and between opposing limbs, respectively. In group 2, percent change of K1, vb, and 

delay was determined relative to baseline. Thus, for the paired baseline-CPT studies, percent 

change of K1 for each tissue was: 100 % * (K1,CPT – K1,baseline) / K1,baseline. For the PAD patient in 

group 3, whose popliteal stenosis was behind the left knee, percent change of K1 comparing left 

and right calf muscles was: 100 % * (K1,LCalf – K1,RCalf) / K1,RCalf. 

4.3. Sensitivity and identifiability analysis 

Sensitivity and identifiability analysis was performed to assess the relationship between parameter 

estimates and various factors that may impact the estimated parameter values. Sensitivity analysis 

and investigation of AT was performed, such that AT could be fixed for further investigation of 

parameter identifiability. 

4.3.1. Sensitivity curves and acquisition time (AT) 

To better understand the relationships between the estimated parameters vb, K1, and k2, sensitivity 

and identifiability analysis was performed for each tissue type. Sensitivity is a measure of how 

much a small error in a parameter estimate perturbs the resulting model output Cfit. The normalized 

sensitivity of parameter ki was calculated as follows: 

𝑆𝑒𝑛𝑠@-(𝑡) = 	 \*"-&(,)
\@-

@-
*"-&(,)

       (4.4) 

where 𝜕𝑘6 was set to 5% (Mankoff et al., 1998; Muzi et al., 2005; Wells et al., 2002; Zuo et al., 

2019). For each of the tissue regions, IDIFs from a representative baseline study were used as the 
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plasma input, and the average kinetic parameters for the eight baseline 30m29 studies from groups 

1 and 2 were used to generate 𝐶06,. If a small change 𝜕𝑘6 leads to a large impact on the error of the 

model output 𝜕𝐶06,(𝑡) at a given time t, the magnitude of 𝑆𝑒𝑛𝑠@- will be larger, and therefore it is 

more likely that the parameter ki can be estimated accurately during the fitting process. This allows 

for a visual assessment of the ATs that lead to a higher confidence in the parameter estimates.  

As shown in figure 4.3, sensitivity plots for the first 4.5 minutes of the acquisitions were 

generated across the different regions. Sensitivity curves show that blood volume fraction vb was 

challenging to estimate, in that only the first 30-60 seconds of most tissue TACs are sensitive to 

changes in vb. As AT increased, K1 became easier to estimate reliably for most tissues, as reflected 

by the plateauing of the K1 sensitivity curves close to a value of 1 by approximately 60 seconds. 

In contrast to K1, estimation of k2 was challenging in most tissues, since most tissues did not reflect 

a high sensitivity to changes in k2 until relatively late in the acquisition (> 3 minutes), if at all. 

However, for some tissues, such as the myocardium, spleen, and thyroid, the normalized sensitivity 

curve for k2 approached -1 over time. Other tissues showed a peak absolute sensitivity for k2; for 

the kidney, this reflects an optimal AT of approximately 90 seconds. The lung was the most 

challenging to fit, as it was evident from the sensitivity curve for K1, which dropped to a value of 

approximately 0.25 as AT increased.  
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Figure 4.3: Normalized sensitivity curves 

Figure 4.3: Normalized sensitivity curves for a baseline acquisition across different regions. The 

x-axis represents acquisition time (AT) over 5 minutes, where delay has been accounted for (e.g., 

time zero for grey matter does not represent time zero of the dynamic acquisition, but instead is 

equal to the start of the TAC used in the fitting process). vb showed peak sensitivity in the first 30-

60 seconds of most tissue TACs. K1 can be reliably estimated in most tissues after approximately 

60 seconds, as evidenced by the fact that the K1 sensitivity curves approach 1 by 60 seconds for 

most tissues. k2 was challenging to estimate, especially for short AT in the skeletal muscle. k2 in 

some tissues, such as the kidney, show a peak in absolute sensitivity at certain timepoints, followed 

by a drop-off in magnitude towards zero. 
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4.3.2. Impact of acquisition time (AT) on parameter estimates 

The sensitivity plots above provided useful information with regards to optimal AT. For example, 

the sensitivity plot for kidney showed that the magnitude of the normalized sensitivity of k2 was 

maximized at 90 seconds, indicating this may be an appropriate AT for the kidney. But to further 

assess the impact of AT, the direct impact of AT on the parameter estimates was investigated. A 

series of 8 different ATs were assessed in increments of 30 seconds, from 1 to 4.5 minutes. Figure 

4.4 shows the stability of estimates of K1 and vb across ATs. The kidney showed an inverse 

relationship between K1 and vb across ATs: K1 decreased and vb increased with AT. The liver 

estimates were unstable at short ATs, which agreed with the sensitivity curves in figure 4.3, where 

K1 and vb showed stable results with increasing AT. Estimates of k2 also mirror the sensitivity 

curves, where k2 was overestimated at short AT, especially for muscle TACs. While k2 stabilized 

overall as AT increased, it nonetheless decreased in magnitude over time for most tissues, 

demonstrating a dependence on AT. The lung was a notable exception, which showed a wide range 

of values for k2 across subjects (e.g., for an AT of 60 seconds, k2 ranged from 0.7 to 7.2 min-1) but 

was relatively flat across AT. Based on figures 4.3 and 4.4, optimal ATs were identified and fixed 

for each region for further analyses. For tissues that showed stability across ATs, 180 seconds was 

selected as the default AT. All subsequent fitting was performed with the issue-specific ATs listed 

in table 4.5.  
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Figure 4.4: Impact of AT on parameter estimates 
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Figure 4.4: Impact of AT on parameter estimates. Different subjects are shown across a gradient 

of red to black lines. After assessing sensitivity changes over the first 4.5 minutes, the impact of 

the AT was directly assessed by performing the fitting TACs across ATs of 60 to 270 seconds, in 

30 second increments. For most tissues, K1 (A) and vb (B) were stable across ATs. Notable 

exceptions were the kidney, where K1 and vb are inversely related across ATs, and the liver, where 

the fitting process resulted unstable estimates for shorter ATs. The grey matter, pancreas, and 

rectum estimates also showed slightly decreasing values for K1 and increasing vb with larger ATs. 

The spleen and thyroid also show an inverse relationship between changes in K1 and vb with AT, 

but only for the shortest ATs. In (C), estimates of k2 fluctuate at shorter ATs, but show stabilization 

at longer ATs across tissues, except for the kidney.  

Table 4.4: Tissue-specific ATs 
AT (s) Tissue region 

180 Grey Matter 
180 White Matter 
90 Kidney 
240 Liver 
60 Lungs 
180 Splenius Capitis 
240 Deltoid 
240 Psoas 
270 Thighs 
270 Calves 
180 Red Marrow 
180 Myocardium 
180 Pancreas 
180 Spleen 
180 Thyroid 
180 Rectum 
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4.3.3. Parameter identifiability: correlation matrix 

The sensitivity curves above not only allow for assessment of the proper AT for different tissues, 

but also give an initial indication of the identifiability of individual parameters. For parameters to 

be considered identifiable, the sensitivity functions must be distinct from each other over time 

(Muzi et al., 2005). This was assessed by calculating the correlation matrix CM. The sensitivity 

matrix SM, the entries of which are equal to the integrated product of pairs of sensitivity functions 

produced with equation 4.4 for parameters ki and kj, can be inverted and rescaled to produce the 

CM: 

𝑆𝑀@-@. = 	 ∫ 𝑆𝑒𝑛𝑠@-(𝜏)𝑆𝑒𝑛𝑠@.(𝜏)𝑑𝜏
3
A      (4.5) 

𝐶𝑀 = "
])6:^(CH/+)

�
𝑆𝑀@+@+ 𝑆𝑀@,@+ 𝑆𝑀@0@+
𝑆𝑀@+@, 𝑆𝑀@,@, 𝑆𝑀@0@,
𝑆𝑀@+@0 𝑆𝑀@,@0 𝑆𝑀@0@0

�

<"

.    (4.6) 

The integration time T was fixed at 4.5 minutes. Highly correlated parameters, which would have 

values close to 1 in CM, may be difficult to estimate independently (Mankoff et al., 1998; Muzi et 

al., 2005; Wells et al., 2002).  

As shown in table 4.5, K1 and k2 were highly correlated, with correlation coefficients of greater 

than 0.88 in all tissues. vb was negatively and weakly correlated with K1 and k2. This agrees the 

assessment of different ATs in figure 4.4, especially for the kidney, pancreas, and rectum, which 

all showed an inverse relationship between K1 and vb across ATs, and show a negative correlation 

coefficient of 0.3 or greater.  
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4.3.4. Parameter identifiability: error landscapes  

To better visualize [11C]-butanol kinetic parameter identifiability initially explored via the 

correlation matrix above, error landscapes were produced, where the weighted residual sum of 

squares (WRSS) was determined across the parameter space. Basis functions were generated using 

logarithmic sampling for vb, K1, and k2 with the following upper bounds: [1.0, 5.0 ml·min-1·cm-3, 

5.0 min-1] and lower bounds of zero. TACs from one baseline 30m29 dataset were used to generate 

the error landscapes, with a fixed, tissue-specific AT. If there is a global minimum in the error 

landscape, then the model output parameters are globally identifiable and can be uniquely 

determined. It is possible to have a local minimum, in which case the model parameters are 

considered locally identifiable. It is also possible to have a flat region in the error landscape where 

the error is relatively constant; in this case, gradient-based fitting algorithms, including the 

Levenberg-Marquart algorithm utilized in this work (G. Wang et al., 2021), can fail to converge 

in the requested number of iterations. In cases where the fitting process failed (i.e., the parameter 

Table 4.5: Correlation matrices across tissue regions 
 vb K1 k2 vb K1 k2 vb K1 k2 vb K1 k2 
 Grey Matter White Matter Kidney Liver 

vb 1 - - 1 - - 1 - - 1 - - 
K1 -0.30 1  -0.30 1  -0.42 1  -0.22 1 - 
k2 -0.28 0.93 1 -0.27 0.91 1 -0.42 0.98 1 -0.25 0.90 1 
 Lung Splenius Capitis Deltoid Psoas 

vb 1 - - 1 - - 1 - - 1 - - 
K1 -0.42 1  -0.30 1  -0.30 1  -0.31 1 - 
k2 0.00 0.89 1 -0.25 0.89 1 -0.24 0.90 1 -0.25 0.89 1 
 Thighs Calves Red Marrow Myocardium 

vb 1 - - 1 - - 1 - - 1 - - 
K1 -0.31 1  -0.31 1  -0.30 1  -0.10 1 - 
k2 -0.26 0.89 1 -0.25 0.89 1 -0.25 0.90 1 -0.17 0.95 1 
 Pancreas Spleen Thyroid Rectum 

vb 1 - - 1 - - 1 - - 1 - - 
K1 -0.30 1  -0.15 1  -0.11 1  -0.31 1 - 
k2 -0.32 0.96 1 -0.22 0.96 1 -0.14 0.95 1 -0.27 0.90 1 
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values hit the upper or lower bounds), the resulting WRSS was excluded from visualization in 

figure 4.5.  

Error landscapes shown in figure 4.5 utilized the fixed ATs listed in table 4.4. Many tissues, 

such as grey matter and skeletal muscle regions, only showed successful fits in a small part of the 

parameter space, indicating the presence of a global minimum. In other tissues such as spleen and 

thyroid, the error landscape showed a flat region, resulting in a wider range of possible fits 

(corresponding to low WRSS) within the landscapes. This corresponds to the sensitivity curves in 

figure 4.3, where the myocardium, spleen, and thyroid showed a plateauing of the sensitivity 

curves for K1 to approximately 0.7 - 0.8. The range of k2 values in figure 4.5 also agree with the 

sensitivity plots. The value of k2 was demonstrated to be less impactful in obtaining a reasonable 

fitting result of the TAC across most tissue types in the sensitivity plots of figure 4.3, and in figure 

4.5, there are broad range of values for k2 that result in a low WRSS as reflected by the dark blue 

regions. The lung was the most challenging to fit; based on the sensitivity curve for lung in figure 

4.3, a higher temporal resolution (e.g., 2-second framing) may improve the fitting results. Together 

the sensitivity curves, correlation matrix, and the error landscapes show that for some tissues, a 

range of possible output solutions exist, and that less confidence can be placed in the resulting 

parameter estimates for myocardium, spleen, and thyroid, relative to results for tissues like grey 

matter, pancreas, and liver.  
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Figure 4.5: Error landscapes across all tissues 

Figure 4.5: Error landscapes across all tissues. Error landscapes were generated using 30m29 

framing, 4.0x4.0x4.0 mm3 voxels, and tissue-specific ATs. The weighted residual sum of squares 

(WRSS) was used as the colormap, where dark blue represents the minimum error for the 

corresponding values of vb, K1 and k2 that are plotted along the x, y, and z axes respectively. For 

many tissues, the model failed to fit k2 and hit the lower bound of 0.0 or the upper bound of 5.0 

when values of K1 and vb were far from the minimum WRSS; these data were excluded from the 

error landscapes. Some tissues show broad minima, such as the lungs and thyroid.  
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4.3.5. Parameter identifiability: Monte Carlo simulation 

The previous two sections address parameter identifiability through measuring or visualizing the 

impact of different parameter values on the fitting error. Practical identifiability of the model (i.e., 

the impact of noisy TACs on the parameter estimates) was assessed through Monte Carlo 

simulations (Mankoff et al., 1998; Muzi et al., 2005; Wells et al., 2002; Zuo et al., 2019). As 

discussed above, initial sensitivity and identifiability results were used to determine the appropriate 

AT, which was fixed for each tissue (table 4.4) prior to the Monte Carlo simulation. For each tissue 

type and fixed AT, the average parameter set for vb, K1, and k2 was determined across the eight 

healthy control baseline datasets reconstructed with the 30m29 dynamic framing scheme and a 

voxel size of 4.0x4.0x4.0 mm3. IDIFs from each of the eight baseline studies were used to generate 

1,000 noisy realizations per baseline acquisition. Delay was not implemented in the Monte Carlo 

simulations, since it was pre-determined via the leading-edge method (E. J. Li et al., 2021). Any 

IDIF-specific corrections (i.e., delay, dispersion) were performed for each baseline study prior to 

generating the clean TAC, denoted �̅�. For a post-delay frame m at time tm, Gaussian-distributed 

noise (Wu & Carson, 2002) was added: 

𝐶(t5)~	𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(�̅�(t5), 𝑆P𝛿5),				𝛿5 =	�*̅(`%)∙STU	(V,%)
∆,%

	   (4.7) 

where 𝑆P  is a tissue-specific scaling factor for the standard deviation. The unscaled standard 

deviation, 𝛿5, scales with the radioisotope decay constant 𝜆 and the frame length ∆𝑡5. To account 

for scatter and spillover prior to the bolus arrival to the tissue, equation 4.7 was modified (E. J. Li 

et al., 2021) to give 𝛿5 a non-zero value for the tissue concentration 𝐶̅(t5): 

𝐶(t5)~	𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛(�̅�(t5), 𝑆P𝛿5),				𝛿5 =	�A.A"∗Z[T	(*1QQQQ)∙STU	(V,%)
∆,%

	  (4.8) 

where max	(𝐶3���)  is the maximum value of �̅�  in the first 0 to T seconds of delay-adjusted 
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acquisition. T is tissue-dependent, since the upslope of 𝐶̅ depends on the shape of the IDIF and the 

parameter values. 𝑆P  was also set for each tissue type through visual assessment of the noisy 

realizations. The resulting 8,000 Monte Carlo simulation parameter estimates were averaged, and 

their standard deviation was estimated for comparison with the ground truth parameters. 

The tissue-specific scaling factors for the standard deviation Sc and average simulation 

parameter estimates used in the simulation as ground truth are listed in table 4.6, along with 

simulation-based mean and standard deviation. Simulated-based estimates were in agreement with 

ground truth parameters, though some values (e.g., vb and k2 of the liver) were greatly over- or 

underestimated in the simulations, indicating more sensitivity to noise in these tissue-parameter 

pairs. 

Table 4.6: Practical identifiability: ground truth and average (s.d.) simulation estimates 

  Ground 
truth Average (s.d.) Ground 

truth Average (s.d.) Ground 
truth Average (s.d.) Ground 

truth Average (s.d.) 

 Grey Matter, Sc = 0.8 White Matter, Sc = 0.6 Kidney, Sc = 1.0 Liver, Sc = 0.3 

vb 0.062 0.062 (0.011) 0.029 0.029 (0.007) 0.157 0.157 (0.031) 0.068 0.318 (0.153) 
K1 0.528 0.528 (0.085) 0.250 0.250 (0.050) 2.020 2.020 (0.393) 0.532 0.501 (0.567) 
k2 0.667 0.667 (0.107) 0.374 0.374 (0.090) 2.382 2.382 (0.600) 0.189 0.081 (0.153) 
  Lungs, Sc = 0.5 Splenius Capitis, Sc = 0.15 Deltoid, Sc = 0.15 Psoas, Sc = 0.15 

vb 0.191 0.185 (0.030) 0.005 0.005 (0.002) 0.006 0.006 (0.005) 0.004 0.004 (0.003) 
K1 0.261 0.251 (0.192) 0.054 0.054 (0.030) 0.042 0.042 (0.031) 0.044 0.044 (0.021) 
k2 3.441 3.476 (2.492) 0.140 0.140 (0.051) 0.063 0.064 (0.051) 0.073 0.073 (0.038) 
  Thighs, Sc = 0.3 Calves, Sc = 0.3 Red Marrow, Sc = 0.2 Myocardium, Sc = 0.5 

vb 0.002 0.002 (0.002) 0.002 0.002 (0.001) 0.018 0.018 (0.008) 0.306 0.305 (0.043) 
K1 0.036 0.036 (0.018) 0.022 0.022 (0.010) 0.159 0.159 (0.061) 0.994 0.996 (0.280) 
k2 0.030 0.031 (0.034) 0.034 0.035 (0.023) 0.240 0.241 (0.070) 1.034 1.036 (0.296) 
  Pancreas, Sc = 1.5 Spleen, Sc = 1.5 Thyroid, Sc = 0.5 Rectum, Sc = 0.3 

vb 0.149 0.149 (0.069) 0.267 0.267 (0.043) 0.368 0.368 (0.131) 0.010 0.010 (0.003) 
K1 1.074 1.075 (0.461) 1.341 1.341 (0.167) 0.816 0.816 (0.252) 0.144 0.144 (0.044) 
k2 1.062 1.064 (0.565) 1.305 1.305 (0.192) 0.997 0.998 (0.257) 0.238 0.238 (0.052) 
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Since the sensitivity and identifiability analyses of skeletal muscle ROIs (splenius capitis, 

deltoid, psoas, thighs, and calves) showed similar parameter estimates in baseline studies, these 

regions were fit separately, but were pooled for discussion of the results in the subsequent sections. 

4.4. Reconstruction parameters: impact on parameter estimates 

In addition to the sensitivity and identifiability analyses detailed above, a variety of reconstruction 

protocols (table 4.2) were performed in three representative baseline acquisitions to investigate the 

impact of framing and voxel size on ROI-based parameter estimates. Images were reconstructed 

with a number of reconstruction protocols to achieve high temporal resolution over the first pass 

of the bolus. One-second temporal resolution was achieved with a 2m90 framing scheme (table 

4.2). To obtain ATs greater than 90 seconds, the 2m90 data were concatenated with the 2 to 5-

minute period of the 5m52 images. Additional reconstructions utilized for assessing the impact of 

temporal resolution were 5m52 (2 second resolution), 30m29 (5 second resolution), and 5m12 (10 

second resolution). Estimated values were compared to previously published works in table 4.7. 
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Table 4.7: Parameter values adapted from previous work for comparison 
Tissue 
type vb vb tracer vb ref. K1 K1 tracer K1 ref. k2 k2 ref. 

Grey 
matter 0.05 [11C]-CO (Leenders et 

al., 1990)  
0.53-
0.83 

[11C]-butanol; 
[15O]-butanol; 

[15O]-H2O 

(Berridge et 
al., 1991; 

Herzog et al., 
1996; Ito et al., 

2001) 

0.78*  
(Gjedde et 
al., 1980) 

White 
matter 0.03 [11C]-CO (Leenders et 

al., 1990) 0.25 [11C]-butanol (Quarles et al., 
1993) 0.32*  

(Gjedde et 
al., 1980) 

Kidney 0.15 [15O]-CO (Yamashita et 
al., 1989) 3.3 [15O]-H2O (Alpert et al., 

2002) -  

Liver 0.2 [15O]-H2O (Taniguchi et 
al., 1996) 1.25 [15O]-H2O (Taniguchi et 

al., 1999) -  

Lung 0.16-
0.21 [11C]-CO; 

[11C]-CO; 
[15O]-H2O 

(Brudin et al., 
1987; 

Schober et al., 
1985; 

Schuster et 
al., 1995) 

1.20-
1.40 

[15O]-H2O; 
[15O]-H2O 

(Matsunaga et 
al., 2017; 

Schuster et al., 
1995) 

-  

Bone 
marrow 

0.02-
0.03 

[15O]-CO; 
DCE-MRI† 

(S. Iida et al., 
1999; Liu et 

al., 2021) 

0.10-
0.18 

[15O]-H2O; 
[15O]-CO2 

(Kahn et al., 
1994; Martiat 
et al., 1987) 

-  

Skeletal 
muscle 0.003 [15O]-CO (Raitakari et 

al., 1995) 
0.18-
0.24 

[15O]-H2O; 
[15O]-H2O 

(Burchert et 
al., 1997; 

Nuutila et al., 
1996) 

-  

Myocardi
um 0.31 [15O]-CO (H. Iida et al., 

1991) 0.94 [15O]-H2O (Kaufmann et 
al., 1999) -  

Pancreas 0.16 Perfusion CT (Delrue et al., 
2012) 1.14 [15O]-H2O (Komar et al., 

2009) -  

Spleen 0.17-
0.20 

[18F]-FEOBV; 
perfusion CT 

(Horsager et 
al., 2022; Yan 
et al., 2022) 

1.33-
1.68 

[15O]-H2O; 
[15O]-H2O 

(Oguro et al., 
1993; 

Taniguchi et 
al., 1999) 

-  

Thyroid 0.14 Perfusion CT (Rumboldt et 
al., 2005) 0.6 [15O]-H2O (Fletcher et al., 

2015) -  

Rectum 0.034 Perfusion CT (Sahani et al., 
2005) 0.16 Perfusion CT (Khan et al., 

2012) -  

Units for K1 and k2 are ml·min-1·cm-3 and min-1 respectively. * Calculated based on the partition 
coefficient	𝜌, where 𝜌 = 	𝐾!/𝑘". † Dynamic contrast-enhanced magnetic resonance imaging.  
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The estimated parameter values across framing protocols and voxel sizes are shown in figure 

4.6. Voxel size was inconsequential for most tissues, but reconstructions with 2.344 mm voxels 

resulted in higher estimates for K1 and delay in the thyroid compared to 4.0 mm reconstructions. 

Temporal resolution did not impact perfusion estimates in the brain, skeletal muscle, pancreas or 

marrow, but resulted in decreased K1 with increasing frame length for the myocardium, thyroid, 

and spleen, while the liver showed increasing perfusion estimates with frame length. Delay 

estimates increased with frame duration particularly in the liver, where the slow rising edge of the 

liver TAC results in overestimation of delay, as observed previously (E. J. Li et al., 2021). Bone 

marrow, spleen, and thyroid also showed moderate (5-10s) changes in delay as frame length 

increases. Blood volume vb was larger with increasing frame lengths, especially in the myocardium, 

thyroid, and spleen. The fitting process failed for the lungs; with short frames, vb was small or 

equal to zero, and with long frames, K1 was underestimated. In the pancreas, there was a shift in 

the estimation of delay with shorter (1-2 second) frames, and vb was close to or equal to zero. Since 

better overall agreement with the values of K1 and vb in table 4.7 were achieved with 2 and 5-

second frames, the impact of model choice was investigated with the 5m52 and 30m29 datasets 

with tissue-optimized ATs.  
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Figure 4.6: Impact of reconstruction parameters on ROI-based parameter estimates 

Figure 4.6: Impact of reconstruction parameters on ROI-based parameter estimates. Average 

parameter estimates were determined across the different framing schemes and voxel sizes. Voxel 

size had less of an impact on parameter estimates than frame length, as evidenced by the higher K1 

and lower vb in a number of tissues (e.g., myocardium, spleen, thyroid) with short (1-2s) frames. 

The kidney showed a unique relationship with framing, where K1 increased and lower vb decreased 

with frame length. The fitting process in the lungs and the pancreas resulted in underestimation of 

vb with shorter frames. Delay estimates in the liver, spleen, and thyroid were highly dependent on 

the temporal framing. 

 

4.5. Model impact on parameter estimates and AIC 

After fixing AT, further investigation of the impact of the temporal resolution was performed. The 

three models implemented in this work (1T4P, 1T5P, and 1T6P) were tested across 2 and 5-second 
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reconstructed baseline datasets. As shown in figure 4.7, with a temporal resolution of 2 seconds, 

increased model complexity did not greatly improve AIC (where the most negative value indicates 

the superior model). As compared to the 1T4P model, AIC increased in most tissues with the 1T5P 

and 1T6P models. This was particularly evident for the kidney, myocardium, pancreas, spleen, and 

thyroid, where K1 and vb were also overestimated. In tissues where the AIC was very similar across 

models (grey matter, white matter, skeletal muscle, red marrow, and rectum), there was little 

impact on K1 but the 1T6P model resulted in the overestimation of vb in some tissues compared to 

literature values in table 4.7. The liver showed the greatest gain in model fit and resulted in 

parameter values that were closer to the values listed in table 4.7. 
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Figure 4.7: Impact of model choice on parameter estimates for 5m52 framing protocol 

Figure 4.7: Impact of model choice on parameter estimates for 5m52 (2-second temporal 

resolution) framing protocol. The increased model complexity of the 1T5P and 1T6P models did 

not result in improved parameter estimates for the majority of tissues. Further, the 1T5P and 1T6P 

models overestimated values for vb and K1 in a number of tissues relative to literature values in 

table 4.7, including the kidneys and lungs. The 1T6P model was beneficial for fitting the liver 

TACs, where the 1T4P and 1T5P models showed underestimation of K1 relative to literature value 

of 1.25 ml·min-1·cm-3 (Taniguchi et al., 1996) from table 4.7. 
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Similar results were obtained with 5-second framing from the 30m29 datasets, where AIC 

favored the 1T4P model in all tissues except for the liver (figure 4.8). Based on these results and 

those from section 4.4 in which reconstruction parameters were investigated, an initial temporal 

resolution of 5 seconds, derived from the 30m29 protocol, was chosen for subsequent analyses.  

 

Figure 4.8: Impact of model choice on parameter estimates for 30m29 framing protocol 

Figure 4.8: Impact of model choice on parameter estimates for 30m29 (5-second temporal 

resolution) framing protocol. The 1T4P model was the preferred model for all tissues except the 

liver. The 1T4P model resulted in underestimation of K1 for the liver relative to the other models, 

while for other tissues, higher-complexity models resulted in failed estimates of K1 in the lungs 



 103 

and spleen, and over estimation of vb for the myocardium, pancreas, spleen, and thyroid as 

compared to literature values in table 4.7. Based on the AIC and parameter estimates depicted here 

for 5-s frames, the 1T4P model was used for further analyses, except for in the liver, where the 

1T6P model was used. 

4.6. Baseline parameter estimates and test-retest reproducibility  

After performing sensitivity and identifiability analyses and investigating the impact of 

reconstruction parameters and model selection, the optimal AT, reconstruction parameters, and 

model for each tissue, were fixed. Baseline parameter estimates were determined using the 30m29 

framing protocol with 5-second temporal resolution and 4.0x4.0x4.0 mm3 voxels (table 4.8). All 

tissues except for the liver were fit with a 1T4P model, while the liver was fit with the 1T6P model.  

Kidney, liver, and lung regions showed underestimation of perfusion (K1) compared to 

published work in table 4.7, while thyroid showed an overestimation of K1 (0.8 in this work versus 

0.6 ml·min-1·cm-3 by Fletcher et al. (2015)). Liver vb was also 66% lower than reported (Taniguchi 

et al., 1996), and thyroid vb was approximately double the value reported previously (Rumboldt et 

al., 2005). The wide range of estimated parameter values across the body are shown in figure 4.9.  
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Table 4.8: Parameter estimates in [11C]-butanol baseline scans (N = 8) 
Parameter Grey Matter White Matter Kidney Liver 

vb 0.044 (0.009) 0.021 (0.007) 0.157 (0.032) 0.068 (0.058) 
K1 (ml·min-1·cm-3) 0.543 (0.089) 0.255 (0.052) 2.02 (0.393) 0.532 (0.162) 

k2 (min-1) 0.690 (0.111) 0.387 (0.093) 2.382 (0.601) 0.189 (0.102) 
delay (s) 5.75 (0.71) 6.25 (1.17) 4.25 (0.71) 22.13 (0.83) 
AT (s) 180 - 180 - 90 - 240 - 

LE threshold (%) 5.0 - 5.0 - 1.0 - 15.0 - 
Parameter Lungs Skeletal Muscle Red Marrow Myocardium 

vb 0.191 (0.036) 0.004 (0.002) 0.013 (0.006) 0.306 (0.043) 
K1 (ml·min-1·cm-3) 0.261 (0.204) 0.040 (0.012) 0.161 (0.062) 0.994 (0.280) 

k2 (min-1) 3.441 (2.486) 0.068 (0.044) 0.239 (0.071) 1.034 (0.297) 
delay (s) 5.00 (0.00) 10.68 (5.18) 3.63 (1.41) -2.25 (1.03) 
AT (s) 60 - 240 - 180 - 180 - 

LE threshold (%) 1.0 - 6.2* - 3.0 - 1.5 - 
Parameter Pancreas Spleen Thyroid Rectum 

vb 0.102 (0.054) 0.267 (0.043) 0.368 (0.131) 0.01 (0.003) 
K1 (ml·min-1·cm-3) 1.167 (0.539) 1.341 (0.167) 0.816 (0.251) 0.144 (0.044) 

k2 (min-1) 1.183 (0.636) 1.305 (0.191) 0.997 (0.257) 0.238 (0.052) 
delay (s) 4.50 (0.76) 12.00 (0.93) 9.38 (1.30) 9.63 (1.51) 
AT (s) 180 - 180 - 180 - 180 - 

LE threshold (%) 2.0 - 25.0 - 20.0 - 1.5 - 
*Average value across pooled muscle groups 
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Figure 4.9: Baseline ROI-based kinetic parameter estimates across the body 

Figure 4.9: Baseline ROI-based kinetic parameter estimates across the body. TACs were 

generated using the 30m29 framing protocol and 4.0x4.0x4.0 mm3 voxels, with 5-second framing 

in the first 60 seconds. AT was fixed for individual tissues (table 4.4). Estimates were broadly 

consistent with the literature values included in table 4.7. 

 

Correlation analysis of the three test-retest subjects (group 1) showed good agreement of K1 

(slope 0.99, r = 0.91, p < 0.001), vb (slope 1.04, r = 0.96, p < 0.001), and delay (slope 1.03, r = 

0.97, p < 0.001) across all tissue types (figure 4.10), where the muscle regions were represented 

as individual data points. K1 outliers were from the kidney and pancreas for subject 1. vb for the 

pancreas and spleen of subject 1 were also beyond the limits of agreement. The largest shift in 

delay, estimated via the LE method, was 4 seconds, which was observed in the deltoid of subject 

3. k2 was less in agreement due to large variations in lung estimates, with a slope of 0.57 and a 

Pearson’s r of 0.77 (p < 0.001). When the lung values were ignored, k2 was in better agreement 

between visits (slope 1.04, r = 0.90, p < 0.001), with the kidneys for subjects 1 and 3 as the outliers.   
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Figure 4.10: Correlation analysis of test-retest studies 

Figure 4.10: Correlation analysis of test-retest studies for K1 (A, C) and vb (B,D). Three healthy 

volunteers underwent two dynamic 30-minute acquisitions no more than 2 weeks apart between 

visits 1 and 2. Correlation plots for K1 (A) and vb (B) showed strong agreement between the two 

visits. Normality was observed for the log-transformed data points shown in the Bland-Altman 

plots for K1 (C) and vb (D). A significance level of 0.05 was used. p values for plots (A) and (B) 

were less than 0.001. 
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4.7. Intra-subject comparisons: groups 2 and 3  

As listed in table 4.1, there was a single completed group 2 study, for which a baseline study was 

paired with a CPT acquisition. The ROI-based results for this subject are shown in figure 4.11. 

CPT induced marked increases in perfusion in the myocardium and skeletal muscle (104% and 

113% respectively) relative to baseline. A large decrease in the thyroid of -51% was observed. 

Slight increases in perfusion were observed in grey matter (22%) and the pancreas (9%), and 

slightly decreased perfusion was seen in the kidneys (-9%), liver (-13%), and spleen (-19%). Some 

tissues such as the thyroid exhibited large changes in vb (0.41 at baseline, 0.11 with CPT), and the 

liver showed a decrease in blood delay of 7 seconds with the CPT.  

Figure 4.11 showed an increase in the pooled skeletal muscle K1; parameter estimates from 

individual muscle ROIs are shown in figure 4.12. Muscle regions showed various degrees of 

increased K1. The overall range of K1 for the CPT muscle groups was from 0.07 ml·min-1·cm-3 in 

the calves to 0.21 ml·min-1·cm-3 in the deltoid. For the baseline study, K1 ranged from 0.04 ml·min-

1·cm-3 in the calves to 0.10 ml·min-1·cm-3 in the deltoid. Regionally, the highest increase was in 

the psoas (157%), followed by the thigh muscles (137%), deltoid (117%), splenius capitis (111%), 

and calf muscles (75%). CPT-based delay values were smaller than baseline values; CPT-based 

delay was generally within 5 seconds of the baseline values, except for the calf, which exhibited a 

baseline delay of 16 s, and a CPT delay of 6 s.  
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Figure 4.11: CPT intra-subject comparison 

Figure 4.11: CPT intra-subject comparison between baseline (blue) and CPT (red) kinetic 

parameter estimates. Large increases in perfusion were observed when skeletal muscle regions 

were pooled (0.06 ml·min-1·cm-3 at baseline; 0.13 ml·min-1·cm-3 with CPT), and the myocardium 

(1.22 ml·min-1·cm-3 at baseline; 2.49 ml·min-1·cm-3 with CPT). There were also slight increases in 

K1 for grey matter (0.48 ml·min-1·cm-3 at baseline; 0.58 ml·min-1·cm-3 with CPT) and the pancreas 

(1.29 ml·min-1·cm-3 at baseline; 1.41 ml·min-1·cm-3 with CPT). The thyroid showed a large 

decrease in perfusion (1.13 ml·min-1·cm-3 at baseline; 0.55 ml·min-1·cm-3 with CPT), and in the 

kidneys and spleen, perfusion was also slightly lower with the CPT. For the liver, myocardium, 

pancreas, spleen, and thyroid, vb was lower for the CPT study. There were also large (>4s) 
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differences in delay estimates in the liver (22 s at baseline; 15 s with CPT) and skeletal muscle 

(average of 10.2 s at baseline; 4.4 s with CPT). 

 

Figure 4.12: Parameter estimates across baseline and CPT acquisitions for skeletal muscle 

Figure 4.12: Parameter estimates across baseline and CPT acquisitions for skeletal muscle ROIs. 

K1 was approximately double across most muscle ROIs (average increase of 113%) for the CPT 

study compared to baseline. vb was also higher (average increase of 33%) in most cases for the 

CPT data, whereas delay was longer in the baseline data compared to CPT (average decrease of 

57%). The calf muscles showed a slight decrease in vb (0.003 at baseline, to 0.0004 with CPT), 

though it should be noted that the magnitude of vb in the calves was the smallest across all tissues. 

 

Initial results for the group 3 PAD patient (N = 1) are shown in table 4.9 for a subset of tissues. 

Since the patient with PAD had a history of myocardial infarction, table 4.9 includes myocardial 

parameter estimates in addition to a variety of skeletal muscle regions. Myocardial perfusion for 

the PAD patient was 21% lower than baseline results in healthy volunteers in table 4.8. Pooled 
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skeletal muscle K1 was 170% higher than baseline studies, and roughly 4 times that of the literature 

value listed in table 4.7.  

 

4.8. Representative parametric images 

After assessing model selection at the ROI-level, AIC was used to perform voxel-wise model 

selection between 1T4P and 1T6P models only. Figure 4.13 includes representative cross sectional 

parametric images of K1, vb, and delay for groups 1, 2, and 3. The images in figure 4.13 match 

ROI-based results, which can be seen especially for skeletal muscle of the CPT subject and PAD 

patient, which show increased perfusion as compared to baseline or in the affected limb, 

respectively. Although there was a global increase with the CPT in most of the skeletal muscle 

groups included in this work (figure 4.12), figure 4.14A shows the large increase in specific muscle 

groups of the thigh. For the PAD subject, regional perfusion differences in the myocardium due to 

a history of myocardial ischemia can be observed. Comparison of the left and right calves of the 

PAD subject can be visualized in the K1 image in figure 4.13, but cross-sectional views in figure 

4.14B also illustrate this. 

In figure 4.14B, cross sections of the calves illustrate the localized increases in perfusion in 

the left, relative to the right, calf muscle of the PAD subject. This was also shown with whole-calf 

ROIs in table 4.9, albeit with a smaller increase in perfusion across the entire calf. A local K1 was 

measured by drawing ellipsoidal regions of interest within the area of increased perfusion and the 

Table 4.9: PAD parameter estimates (N = 1) 

Parameter Myocardium 
Splenius 
Capitis Deltoid Psoas L Thigh R Thigh L Calf R Calf 

vb  0.237 0.015 0.020 0.019 0.005 0.004 0.002 0.002 
K1 (ml·min-1·cm-3) 0.781 0.133 0.140 0.177 0.087 0.086 0.041 0.034 

k2 (min-1) 0.940 0.130 0.137 0.150 0.086 0.083 0.053 0.040 
delay (s) -3.00 8.00 9.00 8.00 8.00 8.00 16.00 18.00 
AT (s) 180 180 240 240 270 270 270 270 
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corresponding region in the right calf. In the left and right calves respectively, local K1 values were 

0.06 and 0.04 ml·min-1·cm-3, which represents an increase in perfusion of the affected limb of 80% 

increase relative to the opposing limb. 

 

Figure 4.13: Parametric cross-sectional images of K1, vb, and delay for each study group 

Figure 4.13: Parametric cross-sectional images of K1, vb, and delay for each study group. The red 

arrows indicate the affected limb of the group 3 PAD patient. Parametric maps were generated 
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using the 30m29 framing protocol and 4.0x4.0x4.0 mm3 voxels. The cross-sectional views are 

centered in the left ventricle, allowing for visualization of many tissue types in the coronal plane, 

including grey matter, myocardium, liver, and skeletal muscle in the legs. In the sagittal plane, the 

renal cortex, in addition to the spleen and stomach, can be visualized. Delay maps show the early 

triggering of the leading edge threshold, or underestimation of delay near the deltoid, due to the 

bolus injections. As discussed in the text, the skeletal muscle of CPT (group 2) and PAD (group 

3) studies exhibit increased K1 compared to baseline (group 1) images. 

 

 

Figure 4.14: Perfusion maps of subjects from groups 2 and 3 

Figure 4.14: Perfusion maps of subjects from groups 2 (A) and 3 (B). In (A), visual comparison 

of the maximum intensity projections (MIPs) of the CPT and baseline or rest K1 show the increase 

in perfusion from baseline. Sagittal and axial cross sections illustrate that although there was a 

global increase in skeletal muscle K1 in the leg muscle groups, there was a large increase in specific 

muscle groups of the thigh (arrows). In (B), K1 and static MIPs show the increased perfusion to 

the skeletal muscle in the left leg as compared to the right (arrows), which can be visualized in the 

axial cross sections.  
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4.9. Discussion 

Here we discuss the methods and analyses for [11C]-butanol total-body PET kinetic modeling. As 

indicated by the sensitivity and AT analyses, AT was inconsequential to the fitting process for 

most tissues, with sufficiently long AT (>150 seconds). However, some tissues demonstrated a 

dependence on AT for the stability and estimated values of kinetic parameters. This was 

particularly evident for the liver, which resulted in unstable estimates at short AT, and the kidneys, 

which showed a consistent drop in both K1 and k2 with increasing AT. In the case of the liver, this 

dependence on long AT is likely due to the slow rising edges of the liver TACs, which do not peak 

until approximately 150 seconds (figure 4.1), and thus characterization of the parameter values 

investigated here require longer AT. AT was tested in 30-second increments, with a temporal 

resolution of 5 seconds; while the methods discussed here included a variety of ATs and 

reconstruction protocols, finer sampling of ATs at variable frame lengths may result in improved 

estimates in the lung, as indicated by figure 4.6. Further, shorter frame lengths may improve 

characterization of the IDIF and tissue TACs with the increased temporal resolution, especially for 

tissues with sharper peaks that show a dependence on the temporal resolution. Although not shown 

here, additional investigation of kidney kinetic parameter estimates with shorter (1 or 2 seconds) 

frame lengths showed improved parameter stability across ATs. 

Additional sensitivity and identifiability analyses showed a strong positive correlation between 

K1 and k2, and a weak negative correlation of vb with K1 and k2. It should be noted that a relationship 

between [11C]-butanol K1 and k2 is not unexpected – based on the principles of fluid transport in 

the body, it is expected that the flow of fluid to and from the tissue is dictated by hydrostatic and 

osmotic pressure differences (Swartz & Fleury, 2007). Thus flow back into the blood pool from 

the tissue (k2) will be larger or similar in value to the flow into the tissue (K1), otherwise there 
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would be fluid accumulation or edema in the tissue. And since [11C]-butanol is injected in trace 

amounts to investigate perfusion, the measured K1 and k2 are expected to follow these same 

transport principles, where k2 is larger or similar in magnitude to K1. Practical identifiability was 

assessed using Monte Carlo simulations, which showed robust estimation of parameter estimates 

in most tissues. Liver estimates were less robust to noise, which may be due to the need for 

additional parameters for modeling the dual blood supply to the liver.  

Out of the variety of reconstruction settings tested, voxel size had little to no effect on the ROI-

based parameter estimates, while a temporal resolution of 5 seconds for all tissues allowed for the 

highest agreement of parameter estimates with literature values. As shown in figure 4.6, longer 

frame lengths resulted in larger delay estimates for most tissues, and resulted in reduced K1 

estimates for most tissues with a sharp peak in figure 4.1 (e.g., thyroid, myocardium, spleen). This 

agrees with our previous work, in which we demonstrated that temporal resolution influences the 

LE delay estimates (E. J. Li et al., 2021). Although the estimates produced in this work were 

compared with existing literature values, it is important to note that the literature values were 

obtained across a range of methods (including different radiotracers) and scanners with range of 

temporal and spatial resolutions. While reported values serve as useful comparators for the results 

produced in this work, it may be the case that improved scanner technology has helped to produce 

improved estimates of these parameters. Accordingly, the extent of agreement between the 5-

second temporal resolution results and literature values could be explained by the inability to 

perform high spatial and temporal resolution dynamic imaging with previous scanner generations. 

This may be especially true for vb, a parameter which may depend more heavily on the partial 

volume effects imposed by the scanner, the reconstruction parameters, and analysis methods than 

other parameters; while larger blood vessels are avoided during ROI delineation, vb represents the 



 115 

activity present in the smaller blood vessels and capillaries within the tissue. Thus estimation of vb 

will depend partially on the underlying magnitude of vb, as well as the scanner sensitivity and 

reconstruction parameters to be able to recover this fraction of the activity (which is between 0.003 

and 0.2 in table 4.7). Further, as evidenced by the sensitivity curves in figure 4.3, the early portions 

of the sensitivity curves provide show higher sensitivity to vb, and thus, higher temporal resolutions 

may aid in the estimation of vb. 

ROI-based model selection with 5-second temporal resolution showed that correction of the 

internal dispersion of the IDIF was not necessary for the tissues tested here, with the exception of 

the liver. However, further investigation of dispersion correction is warranted for dynamic data 

with increased temporal resolution, since AIC balances the minimization of error with model 

complexity, and one- or sub-second resolution may better reflect the internal dispersion of the IF.  

After fixing AT, reconstruction framing and voxel size, and choice of model, baseline 

parameter estimates were in agreement with values reported in the literature. Liver and thyroid 

both showed large discrepancies in vb, which may be due to spillover from the lung and blood pool 

in early frames respectively, but investigations of reconstruction framing indicate that the temporal 

resolution also can lead to differences in the estimated parameters, especially for the liver and 

thyroid as well as the spleen. Baseline test-retest reproducibility indicated that estimates of 

perfusion, vb, and delay are all highly reproducible (Pearson’s r > 0.9) between visits. Outliers 

included the kidney, pancreas, spleen, which all may experience variable K1 due to normal changes 

in perfusion over the day. The  RV IDIF and 1T4P model implemented in this work may not be 

sufficient to estimate lung perfusion and blood volume, since k2 exhibited a wide range of values 

across subjects (0.7-7.2 min-1 for 5 s frames and a fixed AT of 60 s). Further, even with high 

temporal resolution (1-2 s frames), lung vb was underestimated, and with longer frames, lung K1 
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was underestimated (figures 4.6, 4.7). Further investigation with a dual-blood input function for 

the lung is likely necessary, since the lung also receives blood from the bronchial artery in addition 

to the pulmonary artery.  

With the CPT, a heterogeneous response across organs was expected; previous studies have 

shown that flow increases in the myocardium (Schindler et al., 2004; Siegrist et al., 2006), in 

certain regions of the cerebral cortex (Di Piero et al., 1994; Petrovic et al., 2000), in the liver 

(Keramida et al., 2020), and in the spleen (Galea et al., 2019), while blood flow decreases in the 

kidneys (Kannenkeril et al., 2021). To our knowledge, this is the first work to investigate changes 

in skeletal muscle blood flow with PET and the CPT combined, and moreover across multiple 

muscle groups. In the group 2 subject, K1 increased substantially in the myocardium (104%) and 

skeletal muscle (113%) with the use of the CPT. Decreases were also observed in the kidney, 

thyroid and spleen. Similarly, there were regional differences in perfusion for the group 3 subject 

with PAD; there was lower myocardial perfusion (-21%) compared to baseline results in healthy 

volunteers, while skeletal muscle K1 was higher than in baseline studies (170%). Localization and 

visualization of the highly perfused region of the left calf in the perfusion map allowed for 

quantitative assessment of the 80% increase in perfusion compared to the right calf. This increase 

may be due to increase flow through collateral vessels. Another explanation may be hyperemia 

(Depairon & Zicot, 1996), though the PAD study occurred when the subject was at rest, and no 

exercise or walk test was performed prior to the acquisition.  

With parametric imaging of perfusion, increased perfusion of specific muscle groups was 

observed for groups 2 and 3. Voxel-wise delay maps were visually similar to the FDG-based delay 

maps in chapter 3. However there were three major differences in the methods. First, the minimum 

frame length for [11C]-butanol reconstructions was 5 seconds, as compared to 2 seconds for FDG 
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image data. Second, the IDIFs for [11C]-butanol and FDG datasets were derived from the 

descending aorta and left ventricle respectively. Finally, as discussed in chapter 3 and noted above 

in relation to the ROI-based delay estimates, frame length influences the delay estimates, and thus, 

to try and account for this, [11C]-butanol LE delay estimates were determined with a LE threshold 

of 1%, as opposed to the 10% LE threshold utilized in chapter 3. Visual and quantitative 

comparisons of parametric LE delay maps from chapters 3 and 4 indicate that they were similar 

overall. However, [11C]-butanol delay maps showed slightly longer delay estimates in the liver, by 

roughly 3 seconds. Since the participant, IDIF location, bolus shapes, and temporal framing are 

different for chapters 3 and 4, minor differences in the delay maps are expected. Nonetheless, in 

chapters 3 and 4, we demonstrated that LE delay methods can be applied to datasets with different 

radiotracers, reconstruction protocols, and IDIFs.  

This study has several limitations. First, due to the limited number of enrolled subjects in 

groups 2 and 3, broader interpretations of the intra-subject perfusion values were not possible, 

since no statistical assessment of the significance of these differences was performed. Second, 

although the subjects were advised not to drink caffeine two hours prior to the study, there are 

many factors that may impact perfusion estimates—such as recent exercise and time of day—that 

may contribute to differences between visits. Third, although eight baseline studies provided 

reasonable results for K1 and vb, test-retest reproducibility was only performed with data from three 

subjects (and thus six acquisitions). Improved characterization of reproducibility would require 

increasing the number of subjects. Further intra-subject assessments that would allow for 

additional statistical analyses, are needed to further assess of the sensitivity of total-body PET/CT 

to investigate intra-subject changes in perfusion. 
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4.10. Conclusions 

Despite the small number of subjects, the kinetic modeling methods and estimated parameters 

discussed here provide a basis future PET kinetic modeling work with [11C]-butanol. While these 

methods were developed with [11C]-butanol total-body PET applications in mind, this work can 

be implemented for short axial FOV PET/CT systems, assuming an input function, with limited 

PVE or corrections for PVE, is available, and the early phases of the [11C]-butanol dynamic study 

capture the tissue of interest, such as the brain. TIDA-based quantification of the exhalation of 

[11C]-CO2 may provide a method of metabolite correction for a variety of carbon-11 tracers, which 

often result in the formation of [11C]-CO2, and serves as a potential future direction of this work. 

Based on sensitivity assessments, AT only needed to be fixed in a tissue-specific manner for 

three (kidney, liver, lungs) of the twelve tissues, where the majority of tissues showed stability 

across ATs. This is important for parametric imaging, since AT may need to be set independently 

for these tissues as part of the fitting process. Identifiability analyses showed that reliable 

estimation of K1 and k2 was possible for many tissues, though K1 and k2 estimates for some 

tissues (e.g., lung, spleen, and thyroid) exhibited broad error landscapes. Parameter estimates at 

the ROI-level were stable with the addition of noise. Higher temporal resolution resulted in over 

or underestimation of parameter values relative to literature in a few tissues, which warrants further 

investigation. After establishing methodologies to reproducibly estimate parameters using [11C]-

butanol, the final results in baseline studies showed that parameter estimates of K1 (slope 0.99, r = 

0.91, p < 0.001), vb (slope 1.04, r = 0.96, p < 0.001), and delay (slope 1.03, r = 0.97, p < 0.001) 

were highly reproducible out to two weeks between acquisitions, and the changes in perfusion 

identified in the CPT and PAD cases illustrated the ability to perform intra-subject measurements 

of perfusion with these methods. These methods can be extended to other activation or pressor 
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methods, and to monitor pathophysiological progression of other perfusion-related diseases.  
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5. Chapter 5: [11C]-butanol total-body PET dosimetry 

5.1. Introduction:  

The previous chapter focused on the methodology for total-body PET perfusion studies with [11C]-

butanol. Single-organ perfusion studies of specific organs such as the brain and heart to investigate 

ischemia are performed in humans with tracers such as [15O]-water and [13N]-ammonia (Baron & 

Jones, 2012; Murthy et al., 2018). However, there are a number of reasons that carbon-11 is a 

superior radioisotope to utilize for perfusion imaging. First, carbon-11 has a smaller positron range 

and thus will result in improved image quality relative to oxygen-15, nitrogen-13, and rubidium-

82 (Sánchez-Crespo et al., 2004). Second, it has a half-life of 20.3 minutes, which is longer than 

that of oxygen-15, nitrogen-13, and rubidium-82, allowing for the radiotracer production to occur 

offsite (although still in close proximity to the scanner) without large increases in effective dose 

(Zanotti-Fregonara et al., 2021). Third and most importantly, for high flow rates or tissues with a 

low permeability, such as the heart and brain respectively, PET measurements of perfusion will be 

underestimated when using [13N]-ammonia and [15O]-water, since they both have been 

demonstrated to exhibit flow-limited first-pass extraction at high flow rates (>0.6 ml·min-1·cm-3) 

(Quarles et al., 1993; Schelbert et al., 1981). Of note also, is that [82Rb]-RbCl has an extraction 

fraction of 2% across the blood-brain barrier (Brooks et al., 1984); since [82Rb]-RbCl effectively 

does not cross the healthy blood-brain barrier, it is not a reasonable candidate for total-body PET 

perfusion imaging. Thus, we propose to use [11C]-butanol because it is a carbon-11 tracer with a 

practical extraction fraction of 1 (figure 1.4). However, a limited number of perfusion and 

dosimetry studies have been performed to date using [11C]-butanol.  

Radiation dosimetry involves quantification of radiation dose to an individual and is the 

science of attempting to quantitatively relate that dose to the potential biological damage it may 
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cause. When new or investigational radiotracers are used, it is important to understand the radiation 

dose that may be received by any given subject. Although butanol-related dosimetry and 

biodistribution estimates have been performed previously, they were mostly performed either in 

animals (Knapp et al., 1985), or with oxygen-15 instead of carbon-11 labeled butanol (Herzog et 

al., 1994; Nordberg et al., 1995; Takagi et al., 1984). [15O]-butanol, which involves labeling the 

hydroxyl group rather than the main carbon chain may have a different biodistribution of the 

radioisotope over time, and the labelling radionuclide is also different. Jackson and others 

published a comprehensive collection of their dose estimates, including those for [11C]-butanol, 

but study details were limited (Jackson et al., 2020). Further, no carbon-11-based tracers had 

previously been utilized with the uEXPLORER PET/CT system at UC Davis. Since there is no 

cyclotron on-site for the uEXPLORER, careful consideration of the safety and timing of [11C]-

butanol production and delivery was needed. Thus, additional investigations of [11C]-butanol 

dosimetry and of the study timing were first assessed in rhesus macaques at the California National 

Primate Research Center, which also required utilizing an off-site cyclotron, prior to moving 

forward with [11C]-butanol in-human studies.  

Total-body PET also allows a unique opportunity in the measurement of human dosimetry for 

radiotracers with rapid kinetics and short half-life. As discussed in sections 2.2 and 4.2.3, changes 

in the activity distribution throughout the entire body can be measured since most subjects fit 

within the imaging FOV of the scanner. Assuming accurate scanner calibration, any activity lost, 

such as through voiding, can be accounted for through the comparison of the total image-derived 

activity (TIDA) and the injected dose (i.d.). Large discrepancies between the assayed dose and 

TIDA can be identified, preventing large erroneous fluctuations in dose estimates. In this work, 

for example, decreases in activity that occur due to the exhalation of [11C]-CO2 can be accounted 
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for, enabling more quantitatively accurate dosimetry measurements, particularly for short-lived 

radioisotopes, such as carbon-11. In this chapter, dosimetry estimates were performed for [11C]-

butanol initially in rhesus macaques and subsequently in human subjects. 

5.2. Materials and methods:  

5.2.1. Image data  

Preliminary studies in juvenile rhesus macaques were performed (N=2; male: 3.6 kg, female: 2.5 

kg, 2-3 years) for extrapolation to human studies under the guidance and approval of an 

Institutional Animal Care and Use Committee. The male and female rhesus subjects were injected 

with 85.1 and 173.3 MBq of [11C]-butanol respectively and scanned for 75 minutes on a prototype 

small-scale total-body PET scanner, the mini-EXPLORER I system (Berg et al., 2018), which was 

developed for the imaging of nonhuman primates and has an axial FOV of 46 cm. The mini-

EXPLORER I images were reconstructed using in-house reconstruction software with 102 frames, 

as listed in table 5.1 under the designation 75m102. Standard corrections (attenuation, scatter, 

randoms, deadtime, and decay) were applied. OLINDA 2.0 (Stabin et al., 2005) was used for 

extrapolation of rhesus macaque data for human dosimetry estimates to the human adult ICRP 89 

models.  

 

Table 5.1: Temporal framing and reconstructed image sizes 
Designation Framing Matrix size Voxel size 

75m102 30x2 s, 24x5 s, 15x20 s, 12x60 s, 

16x120 s, 5x300 s 

323x323x445x102 1.0 x 1.0 x 1.0 mm3 

30m29 12x5 s, 6x10 s, 6x30 s, 5x300 s 150x150x486x29 4.0 x 4.0 x 4.0 mm3 
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Human studies were performed for 6 healthy volunteers (2 male, 4 female, body mass index 

(BMI): 20.9-30.0 kg/m2, 28-64 years) and 1 subject with PAD (BMI: 23.4 kg/m2, 66 years). The 

study was performed under the guidance and approval of an Institutional Review Board and a 

Radioactive Drug Research Committee, with informed consent from all participants. A subset of 

the healthy volunteers (N = 3) underwent two baseline acquisitions less than two weeks apart. As 

discussed in chapter 4, three healthy volunteers were enrolled for a rest-stress study with the cold 

pressor test (CPT). However, due to radiochemistry challenges, one subject participated in the CPT 

study only, while another was only imaged at rest. This resulted in a total of 11 [11C]-butanol scans. 

Subjects were injected with a bolus of [11C]-butanol (mean: 279.1, range: 190.6-348.6 MBq) at the 

start of a 30-minute dynamic acquisition on the uEXPLORER PET/CT system (Leung, Berg, et 

al., 2021; Spencer et al., 2021). Dynamic images were reconstructed with 29 frames using the 

reconstruction parameters listed under the label 30m29 in table 5.1. Vendor-provided 

reconstruction software was used to generate the 4-D images, and corrections for attenuation, 

scatter, randoms, deadtime, decay were applied. No point-spread function modeling was applied. 

One CPT study was ended at ten minutes post-injection due to failure of the cold pressor pump. 

Absorbed dose estimates were determined from pooled studies across groups, such that dose 

estimates for the PAD subject was included, and for subjects that had two visits, the first visit was 

used for calculating the average and standard deviation of the dose estimates. 

5.2.2. TIDA 

TIDA curves were generated for rhesus and human acquisitions to assess the loss of carbon-11 in 

the form [11C]-CO2 over the course of the study and its impact on dose estimates. However, since 

there is no ground truth in this context for the determination of TIDA bias since the loss of activity 

is expected, TIDA percent change was used instead, which is identical in calculation to TIDA bias:   
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𝑇𝐼𝐷𝐴(𝑚) = 𝑉 × ∑ 𝐴66 (𝑚)      (5.1) 

𝑇𝐼𝐷𝐴	𝑝𝑒𝑟𝑐𝑒𝑛𝑡	𝑐ℎ𝑎𝑛𝑔𝑒	(𝑚) = 100%	 ∙ 3LMN(5)<6.).
6.).

     (5.2) 

where V is the voxel volume in milliliters, Ai(m) is the activity concentration in frame m for pixel 

i (units MBq/ml) and i.d. is the injected dose (MBq). 

5.2.3. Dosimetry estimates 

After injection of the radiotracer, the overall distribution in the body is dependent on both the 

biodistribution and physical decay of tracer over time. Dose is typically reported in terms of 

absorbed dose Dk (units Gy) which can be reported per unit of administered activity with units 

Gy/MBq. Dk is a measure of how much energy, in joules, is absorbed per kilogram of absorbing 

tissue k. Dose deposited to and emitted from various organs can be calculated using OLINDA 2.0 

and the Medical Internal Radiation Dose (MIRD) method from the Society of Nuclear Medicine 

(Stabin & Farmer, 2012). For an organ of interest (also called target) rk, the total absorbed dose 

from h source organs is equal to: 

𝐷�(𝑟@) = 		∑ 𝐷�(𝑟@ ← 𝑟a)a =	∑ Nb

52
∑ 𝜙6(𝑟@ ← 𝑟a)Δ66a =	∑ 𝐴� × 𝑆	a   (5.3) 

where 𝐴� is the cumulated activity (or integrated area under the time activity curve) in MBq·sec for 

rh, mk is the mass of rk, 𝜙6(𝑟@ ← 𝑟a) is the fraction of energy absorbed from rh by rk, and Δ6 is the 

equilibrium absorbed dose constant with units (Gy·kg)/(MBq·sec), which accounts for the how 

much radiation energy is emitted from the ith type of emission (e.g., gamma or x-ray) (Cherry et 

al., 2012). 𝜙 has been determined for a number of simulated anthropomorphic phantoms by the 

International Commission of Radiological Protection (ICRP), which allows for equation 5.3 to be 

simplified by substituting in the mean dose per unit cumulated activity, or S factor (also called 

dose factor), for each source-target organ pair. The S factor thus represents the physical phenomena 

associated with absorbed dose, including the emission type and the physical distance between 
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source-target organ pairs, while the cumulated activity 𝐴�  accounts for the half-life of the 

radioisotope and the uptake and distribution of the tracer in the body.	𝐴� can be determined using 

the dynamic image data and the following equation: 

𝐴� = 𝑉12 ∫ 𝐴12(𝑡)𝑑𝑡
c
A 	        (5.4) 

where 𝐴12 represents the time activity curve (TAC) for organ rk at time t, and 𝑉12 is the volume of 

organ rk based on the ICRP 89 male and female adult models (Valentin, 2002). 𝐴� is a similar to 

TIDA, since they both require converting from activity concentration (MBq/ml) to activity (MBq), 

except 𝐴�  is also a cumulative measurement across time with units MBq·sec. Thus, for dose 

estimation for both rhesus macaques and human subjects, organ TACs (in kBq/cc) were the only 

information obtained based on the image data; the separate dose factors S for male and female 

adults models published in ICRP 89 were used to account for organ masses and volume, organ 

positioning, and the emission type.   

TACs were used to determine the cumulated activity 𝐴� in equation 5.4 through trapezoidal 

integration and an exponential fit of the non-decay corrected tail out to infinity, or zero activity 

based on the half-life of carbon-11. The TACs were derived from tissue regions of interest (ROIs) 

delineated initially using the CT for anatomical reference. As discussed in chapters 2 and 4, an 

average image of the dynamic PET series was then used to minimize the effect of motion on ROI 

placement. However, to produce conservative estimates of the activity within organs, partial 

volume effects were ignored in that no morphologic operations (e.g., erosion) were applied to the 

dosimetry ROIs, resulting in higher activity due to spillover in tissues like the heart wall and thus 

more conservative estimation of absorbed dose in regards to radiation safety. It should also be 

noted that rhesus and human subjects were scanned for 3.7 and 1.5 half-lives of carbon-11. Since 

loss of carbon-11 occurs through the exhalation of [11C]-CO2 beyond the end of the acquisition, 
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extrapolation to infinity is a conservative method of dose estimation. After determining D at the 

organ level, the effective dose, E was also estimated. E has units of Sieverts (Sv), and is equal to 

the weighted summation of the organ-based absorbed doses, as show in the following equation: 

𝐸 = ∑ 𝑤@𝑤G𝐷�(𝑟@)@              (5.5) 

where 𝑤@ is the tissue-specific weighting factor to account for the organ-specific differences in 

dose risk as determined by the ICRP, and 𝑤G  is a weighting factor to account for the type of 

radiation, which for positron-emitting radionuclides, is equal to 1.  

5.2.4. In-human test-retest reproducibility  

For the three human subjects that were scanned twice at rest, test-retest reproducibility of the 

absorbed dose estimates was assessed through correlation analysis. Bland-Altman plots were 

generated with 95% limits of agreement, using the Kolmogorov-Smirnov (KS) test for normality. 

Pearson’s r was used to assess the correlation of doses between visits.  

5.3. Results:  

5.3.1. Rhesus macaque dosimetry 

Cross sectional views of one study are shown in figure 5.1. The tracer uptake peaked in the brain 

and heart by roughly 4 minutes. Over the course of the 75-minute study, there was rapid clearance 

in the brain and heart, and slower clearance from the gut and liver. Non-decay and decay corrected 

TACs for a subset of organs are included in figure 5.2. Organ absorbed doses are listed in table 

5.2. The kidneys were found to have the highest absorbed dose (uGy/MBq) for both female (21.60 

uGy/MBq) and male (17.70 uGy/MBq) rhesus monkeys. Additional critical organs were the right 

ascending colon (female: 15.60 uGy/MBq; male: 9.25 uGy/MBq) and left descending colon 

(female: 11.30 uGy/MBq; male: 9.18 uGy/MBq). Female and male effective doses were 4.35 and 

3.00 uSv/MBq. 
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Figure 5.1: Coronal and sagittal cross sections of the male rhesus dynamic PET acquisition 

Figure 5.1: Coronal and sagittal cross sections of the male rhesus dynamic PET acquisition over 

time. Image frames were reconstructed with the 75m102 protocol listed in table 5.1 and then 

rebinned. During the first few minutes of the study (top row), [11C]-butanol was delivered to tissues 

throughout the body. Increased uptake was observed in the heart, brain and liver in the first 4 

minutes of the study. By 34 to 77 minutes post-injection, the tracer distribution was lower in the 

brain compared to the liver and walls of the intestines. Images shown in this figure are corrected 

for decay and thus reflect tracer concentration and distribution rather than activity. Non decay-

corrected activity images were used for dosimetry estimation.   
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Figure 5.2: Non-decay corrected and decay corrected TACs 

Figure 5.2: Non-decay corrected (left) and decay corrected (right) TACs from the male rhesus 

subject in a number of organs. By the end of the 75-minute acquisition, activity was the highest in 

the pancreas, which showed a non-decay corrected activity of 0.003 %i.d./g.  

 

Compared to human TIDA plots, the rhesus TIDA plots showed a larger drop relative to 

injected dose over time, but TIDA drop-off was fairly linear in both species. TIDA plots for a 

representative rhesus macaque and a representative human subject are shown in figure 5.3. The 

total activity in the animal decreased by an average of 0.53% per minute, compared to 0.37% per 

minute for the human subject (figure 5.3, left). However, during the first 5 minutes the TIDA curve 

was relatively flat (figure 5.3, right) for both representative subjects. Since blood flow 

measurements and kinetic modeling only rely on the first 4 to 5 minutes of the scan, this loss of 

carbon-11 via the exhalation of [11C]-CO2 throughout the scan does not impact perfusion estimates. 

 
 
Table 5.2: Absorbed doses of [11C]-butanol in rhesus macaques 

Target Organ 

Absorbed dose (uGy/MBq) 
Adult Female Adult Male 
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Adrenals 4.15 3.62 
Brain 2.10 1.51 
Breasts 1.88 - 
Esophagus 2.51 1.88 
Eyes 1.74 1.17 
Gallbladder wall 4.99 3.65 
Left colon 11.30 9.18 
Small intestine 10.50 8.16 
Stomach wall 3.06 2.07 
Right colon 15.60 9.25 
Rectum 2.42 1.77 
Heart wall 2.38 1.61 
Kidneys 21.60 17.70 
Liver 7.05 4.77 
Lungs 7.62 6.22 
Ovaries 2.65 - 
Pancreas 4.74 3.79 
Prostate - 1.72 
Salivary glands 1.90 1.38 
Red marrow 2.04 1.39 
Osteogenic cells 1.72 1.29 
Spleen 3.82 2.94 
Testes - 1.32 
Thymus 2.63 1.67 
Thyroid 2.14 1.62 
Urinary bladder wall 2.21 2.04 
Uterus 2.67 - 
Total body 2.68 1.75 

Effective dose (uSv/MBq) 4.35 3.00 
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Figure 5.3: TIDA percent change in representative rhesus and human subjects 

Figure 5.3: TIDA percent change in representative rhesus and human subjects relative to injected 

dose. As shown in the left plot, TIDA for the rhesus subject dropped by 40% over the course of 

the 75-minute study. Assuming a linear relationship based on the left plot, this corresponds to a 

rate -0.53% per minute. The human subject experienced a loss of approximately 11% over the 30-

minute acquisition, or 0.37% per minute. However, the change in TIDA in the first five minutes 

(right) was relatively flat for both subjects, which is important for kinetic modeling. Although 

there exists a positive bias of the TIDA curve for the human subject, it is within the expected bias 

range of the system (Leung, Berg, et al., 2021). 

 

5.3.2. Human dosimetry 

Table 5.3 shows the average absorbed doses across one scan from each of the 7 human subjects 

included in this work for subjects scanned more than once, their first scan was included in table 

5.3. Highlighted and in bold in table 5.3, the critical organs for both male and female subjects were 

the liver (male: 11.28 ± 2.95 uGy/MBq, female: 12.04 ± 6.14 uGy/MBq), pancreas (male: 9.51 ± 

1.92 uGy/MBq, female: 12.42 ± 3.27 uGy/MBq), and kidneys (male: 9.08 ± 3.37 uGy/MBq, 
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female: 10.02 ± 1.97 uGy/MBq). Average male and female total effective doses were 3.24 ± 0.45 

and 3.95 ± 0.66 uSv/MBq respectively.  

 

Table 5.3: Average absorbed dose of [11C]-butanol in 7 studies 

Target organ 
Mean (s.d.) absorbed dose (uGy/MBq) 

Female (N = 4) Male (N = 3) 
Adrenals 4.83 (1.05) 4.30 (0.51) 
Brain 3.48 (0.64) 2.70 (0.55) 
Breasts 2.27 (0.23) - - 
Esophagus 3.18 (0.52) 2.80 (0.09) 
Eyes 2.27 (0.20) 1.90 (0.17) 
Gallbladder wall 5.63 (1.85) 5.88 (0.32) 
Left colon 4.64 (0.90) 4.52 (0.67) 
Small Intestine 6.79 (1.42) 4.82 (0.90) 
Stomach wall 3.75 (0.50) 3.65 (0.38) 
Right colon 4.43 (0.72) 4.10 (0.31) 
Rectum 4.47 (0.63) 3.36 (0.34) 
Heart wall 8.76 (1.20) 7.61 (2.26) 
Kidneys 10.02 (1.97) 9.08 (3.37) 
Liver 12.04 (6.14) 11.28 (2.95) 
Lungs 3.88 (0.94) 3.36 (0.67) 
Ovaries 3.01 (0.26) - - 
Pancreas 12.42 (3.27) 9.51 (1.92) 
Prostate - - 4.41 (0.63) 
Salivary glands 2.39 (0.21) 2.18 (0.21) 
Red marrow 4.06 (0.54) 3.21 (0.43) 
Osteogenic cells 3.94 (0.42) 3.42 (0.29) 
Spleen 7.94 (1.53) 6.74 (1.32) 
Testes - - 2.33 (0.96) 
Thymus 3.00 (0.31) 2.62 (0.06) 
Thyroid 5.20 (1.34) 4.59 (0.86) 
Urinary bladder wall 3.48 (1.54) 2.69 (0.28) 
Uterus 3.05 (0.25) - - 
Total Body 3.14 (0.42) 2.57 (0.08) 
Effective dose (uSv/MBq) 3.95 (0.66) 3.24 (0.45) 
 

5.3.3. Test-retest reproducibility 

Correlation and Bland-Altman plots assessing the reproducibility for the estimated absorbed doses 

of the three test-retest human subjects are shown in figure 5.4A and 5.4B respectively. Absorbed 

doses were highly correlated (slope 0.9, r = 0.97, p < 0.001), and after confirming normality using 
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the KS test, a Bland-Altman plot showed agreement at lower absorbed doses, with increasing 

variability at higher average dose. In order of decreasing absolute difference in absorbed dose, the 

liver, pancreas, and heart wall for subject 2, and the liver and heart wall for subject 3 were outliers.  

 

 

Figure 5.4: Correlation analysis of test-retest dosimetry estimates 

Figure 5.4: Correlation analysis of test-retest dosimetry estimates. Dose estimates to individual 

organs (A) were highly correlated, with a slope of 0.9 and a Pearson’s r of 0.97 (p < 0.001). Bland-

Altman plot of the dose estimates in (B) showed larger differences for tissues with higher absorbed 

dose estimates. Outliers included the liver, pancreas and heart wall for subject 2, as well as the 

liver and heart wall for subject 3. A KS test confirmed normality of the absorbed dose estimates.  

 

5.4. Discussion 

In this chapter, total-body PET dosimetry was assessed for [11C]-butanol. With the long axial FOV 
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of total-body PET/CT system, dosimetry estimates can be made for any short-lived radiotracer like 

carbon-11 without moving the bed or loss of information due to the axial FOV. Initial studies in 

nonhuman primates, specifically rhesus macaques, demonstrated the feasibility of off-site [11C]-

butanol production for the subsequent work in humans. Additionally, these rhesus datasets were 

used to assess the radiation dosimetry associated with [11C]-butanol, which was not previously 

investigated in total-body PET settings. The total effective doses determined from both rhesus 

monkey- and human-derived cumulated activities were very similar (rhesus average: 3.67 

uSv/MBq, human average: 3.65 uSv/MBq). The critical organs for the rhesus subjects were the 

kidneys, left colon, and right colon, with average absorbed doses of 19.3, 12.4, and 10.24 

uGy/MBq, respectively. However, human-based results showed the liver (male: 11.28 ± 2.95 

uGy/MBq, female: 12.04 ± 6.14 uGy/MBq), pancreas (male: 9.51 ± 1.92 uGy/MBq, female: 12.42 

± 3.27 uGy/MBq), and kidneys (male: 9.08 ± 3.37 uGy/MBq, female: 10.02 ± 1.97 uGy/MBq) as 

the critical organs. Since there was greater loss of [11C]-CO2 over time for the rhesus subjects 

(figure 5.2), sedation and species-related differences in the metabolism and breakdown of [11C]-

butanol may play role in the differences in absorbed doses to different organs.  

Additionally, the rhesus monkeys were juveniles as noted above. Juvenile rhesus monkey 

organ-level activities A were utilized to extrapolate the rhesus datasets to the human adult ICRP 

89 models under the assumption that there were no age- or size- related differences in the activity 

concentration distribution over time, and that there was no need for corrections for organ mass 

differences, as is considered necessary for human dose estimates from rat and mouse cumulated 

activities, where organ masses and body sizes differ by two orders of magnitude or more (Macey 

et al., 2001; Tian et al., 2011). Although only 3.7 and 1.5 half-lives were accounted for during the 

rhesus and human acquisitions respectively, effective doses were similar to those reported for other 
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carbon-11 tracers as well as the limited number of [11C]-butanol dosimetry tables available 

(Jackson et al., 2020). 

Absorbed dose estimates in humans with up to two weeks between baseline visits were strongly 

in correlated (slope 0.9, r = 0.97, p < 0.001). Outliers included the liver, pancreas, and heart wall, 

which all may play a role in the metabolism of [11C]-butanol either through the action of alcohol 

dehydrogenases, or fatty acid metabolism (Carlson, 1994). The higher doses observed for females 

were expected and have been observed with other radiotracers (Stabin & Siegel, 2018; Tian et al., 

2011), due to sex-based differences in basal metabolic rates, body mass, height, as well as 

differences in the activity of alcohol dehydrogenases in the liver (Chrostek et al., 2003; Soldin & 

Mattison, 2009). 

5.5. Conclusions 

In this work, radiation dose for [11C]-butanol was assessed using total-body PET in rhesus 

macaques and humans. TIDA percent change curves were useful for assessing the dose loss 

observed in both species through exhalation of [11C]-CO2. Total effective doses for rhesus 

monkeys were 4.35 and 3.00 uSv/MBq for female and male subjects respectively. The results were 

similar in humans, where for female and male subjects, the total effective doses were 3.95 ± 0.66 

and 3.24 ± 0.45 uSv/MBq respectively. Test-retest assessments demonstrated that these methods 

are repeatable with the second visit occurring out to two weeks. Total-body PET is an effective 

tool for radiation dosimetry estimates to all organs and tissues for tracers with rapid kinetics and 

short half-life which could not be simultaneously captured on a conventional PET scanner. 
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6. Conclusions and future directions  

This thesis focused on quantitative methods for total-body PET kinetic modeling, in particular, the 

development of methods to quantitatively and reproducibly assess the various organs present in 

the FOV of total-body dynamic PET images. The physiological goal of these developments was 

to use a non-invasive, central IDIF in the left ventricle or descending aorta (or the right ventricle 

for lung tissue) to assess total-body glucose transport and metabolism using the tracer [18F]-FDG, 

and perfusion using the radiotracer [11C]-butanol. Prior to model fitting, quantification-related 

challenges that are associated with improved system sensitivity of the uEXPLORER total-body 

PET/CT needed to be addressed. In chapter 2 we introduced in vivo metrics to quantitatively assess 

biases between software updates, including methods based on total image-derived activity. In 

addition, motion compensation strategies during ROI delineation were developed for a wide range 

of organs, where organ-specific motion and partial volume effects can lead to large discontinuities 

in the measured TACs.  

In chapter 3, we took inspiration from pulse-timing methods in PET instrumentation and 

implemented a leading-edge method for delay correction between the IDIF and tissue of interest 

in fourteen healthy volunteers and seven genitourinary cancer patients. Compared to the 

conventional joint estimation method, the leading-edge method resulted in improved 

computational efficiency of parametric imaging by a factor of 6.7. This increase in computational 

efficiency was obtained without a major loss in accuracy in estimating delay, as shown for ROI-

based TACs (slope 1.00, Pearson’s r = 0.96, p < 0.001) and for parametric imaging of 

representative subjects (healthy subject: slope 1.01, r = 0.99, p < 0.001; GUC subject: slope 1.10, 

r = 0.99, p < 0.001). Thus, the leading-edge method was demonstrated to be an efficient surrogate 
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of joint estimation for accurate ROI-based and voxel-wise kinetic modeling, accounting for a range 

of delay values seen across the body. 

In chapter 4, the methods developed in chapters 2 and 3 were extended to [11C]-butanol total-

body PET perfusion imaging. Sensitivity and identifiability analyses were used to assist in the 

setting of optimal acquisition time and temporal framing. After assessing the impact of 

reconstruction settings and performing model selection, [11C]-butanol K1, vb, and delay were 

estimated in all studies. Test-rest assessments showed that these methods were reproducible in 

most tissues throughout the body, the major exception being the lungs, though accounting for the 

dual-blood input and finer assessment of the acquisition time may improve reproducibility. Intra-

subject assessment with the CPT showed heterogenous responses across organs, with the largest 

changes in perfusion in the myocardium (104%) and skeletal muscles (113%). For the PAD subject, 

there was a localized increase in perfusion of 80% compared to the same region in the opposing 

limb. The PAD subject also showed increased perfusion across muscle groups as compared to 

resting healthy volunteers (170%), and decreased perfusion in the myocardium (-21%). Together, 

these results suggest that [11C]-butanol total-body perfusion imaging is reproducible and sensitive 

to changes in perfusion due to a rest-stress paradigm as well as PAD-related changes in perfusion 

from limb to limb. However, additional subjects are needed to confirm these findings.  

The dosimetry estimates produced in chapter 5 showed consistency across species for 

estimation of effective dose, but slight differences in the dose distribution to different organs 

between species. With the total-body PET FOV, we were able to account for the loss of [11C]-CO2 

during the studies using TIDA plots, which showed a faster rate of exhalation of [11C]-CO2 in 

rhesus compared to human subjects. Thus, careful interpretation of [11C]-butanol dose estimates 

from nonhuman primates such as rhesus macaques is needed to extrapolate the results to humans. 
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Validation of [11C]-butanol dosimetry was further performed in human subjects. Test-retest 

reproducibility also showed agreement (slope 0.9, r = 0.97, p < 0.001) of dosimetry for visits less 

than 2 weeks apart.  

Due to the large number of tissue types interrogated in this work, comprehensive literature 

searches for perfusion and vb in a variety of organs were performed, and values were aggregated 

which may serve as a useful unified resource of vb and K1 for perfusion tracers such as [11C]-

butanol. Moreover, the ROI-based estimates and parametric maps produced in this work (vb, delay, 

FDG K1, FDG Ki, and [11C]-butanol K1) were obtained at a variety of temporal resolutions, and 

may serve as tracer-specific references for these parameters moving forward. 

Throughout chapters 2, 3, and 4, methods that assessed the impact of reconstruction software 

updates, and perturbations of various model parameters (e.g., leading edge threshold, model 

complexity) were developed, resulting in an improved understanding of how these factors affect 

kinetic parameter estimates. This is especially important as the sensitivity and image resolution of 

PET/CT systems continue to improve, since quantification at higher spatial and temporal 

resolutions can result in large differences in the estimated kinetic parameter values compared to 

previously published work. Additionally, further generational improvements in long axial FOV 

scanner technology may require further improvements to the computational efficiency of 

parametric imaging to increase the clinical utility of quantitative PET kinetic modeling. Future 

directions of this work, which are discussed in more detail in the following sections, are fivefold: 

(1) incorporation of ROI-based information for total-body PET parametric image generation and 

motion correction, (2) incorporation of more complex models, and an in-depth investigation of the 

relationship between delay and dispersion corrections, (3) further human evaluation of [11C]-

butanol perfusion imaging, with additional rest-stress and PAD acquisitions, (4) additional 
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permutations over combinations of acquisition-related variables and their impact on total-body 

PET kinetic modeling (e.g., injected dose, finer sampling of acquisition times for [11C]-butanol), 

and (5) dual tracer studies with both FDG and [11C]-butanol, the radiotracers evaluated in this 

thesis.  

 

6.1. Incorporation of ROIs for parametric imaging or motion correction 

As discussed in chapters 3 and 4, the leading edge method for delay correction is sensitive to 

changes in the noise levels and temporal framing, which can lead to biases in the estimated 

parameters. At the voxel level and with shorter frames, noise levels are increased, which can lead 

to artifacts in the estimation of delay (e.g., from the injection, figure 3.3, figure 4.13). With limited 

subject motion, the strategies listed in tables 2.2 and 4.3 to delineate various organs can be used to 

create masks to set tissue-specific delay values, select the kinetic model implemented, or fix other 

parameters such as vb for entire organs. These techniques will improve parametric image quality 

and further reduce the computational burden of these methods. While only a single fixed ROI (e.g., 

ROI of the kidney cortex delineated using an averaged image) can be used for mask-based 

parameterization, evaluation of the appropriate ROI for this task is another possible application of 

this work. This may be especially challenging to implement in organs or large tumor lesions that 

show heterogeneity in delay estimates (e.g., kidney cortex versus medulla), since spatial resolution 

and ROI size may play a role in the resulting delay estimates. 

Additionally, motion correction methods for total-body PET are actively being investigated in 

our group (T. Li et al., 2020, 2021). The manual ROI strategies included in chapters 2 and 4 may 

be used to determine motion-compensated TACs to serve as a ground truth dataset for evaluation 

of automated motion correction algorithms that use image registration, machine learning, or list-
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mode information for motion correction. The methods utilized here to assess changes in parameter 

estimates due to technical considerations, such as changes in the temporal framing or leading edge 

threshold, may be leveraged to assess motion correction results and encourage quantitative data 

fidelity.  

6.2. Investigation of additional models, dispersion 

To compare results to literature values, this dissertation implemented compartment models and 

modeling methods commonly used in single-organ studies. However, with the increased temporal 

resolution made possible with total-body PET, models that incorporate additional corrections to 

the input function can be included, such as dispersion correction. Dispersion correction was found 

only to be necessary for the liver in chapter 4, where a dual-blood input function was also beneficial. 

But with additional investigations of AT and temporal framing, dispersion correction may prove 

to be important to the stability of parameter estimates for other tissues such as skeletal muscles or 

the lungs. Similar to the liver, the lungs receive additional blood supply from the bronchial arteries. 

Thus, modeling of the pulmonary dual-blood input function and dispersion may also improve the 

stability of perfusion estimates.  

Additional tissue compartments can also be included to better account for the underlying 

physiology. For example, K1 in this work represents the rate of transport of the radiotracer from 

the blood to the inside of individual cells, but the traversal of the tracer through the extracellular 

space between the blood vessel and the cell membrane can possibly be modeled as a separate 

compartment with sufficiently high temporal resolution (e.g., 2 s). This additional compartment 

may be particularly important in diseases that can result in regions of necrosis such as cancer, 

where the vasculature becomes disorganized, or the distance between vessel walls and the tumor 

cell membranes becomes so large that the tumor cells experience hypoxia (Dewhirst & Secomb, 
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2017; Krogh, 1919). Others in our group are actively investigating the potential of such models 

(Tran et al., 2022; Y. Wang et al., 2020).   

6.3. Additional CPT, PAD studies for [11C]-butanol sensitivity assessments 

As discussed in chapter 4, only single-subject assessments for groups 2 and 3 (CPT rest-stress and 

PAD groups respectively) have been performed to date. Additional subjects are needed to 

understand the inter-subject variability of these responses, and whether the results discussed here 

are generalizable to larger study populations. Although ischemia was expected in the region 

downstream of the stenotic region, the PAD subject showed increased perfusion to the affected 

limb, suggesting that collateral vessels may have compensated for the stenotic region (figure 

4.14B). Since the sensitivity of total-body PET to the presence of ischemia outside the myocardium 

could not be assessed with this subject, additional subjects are needed to assess low perfusion 

values that may be present in non-myocardial ischemia that may present in the limbs or other 

organs.   

6.4. Permutations over combinations of acquisition-related variables 

While chapters 3 and 4 assess the impact of the reconstruction protocol and framing on parameter 

estimates, additional variables can be considered to broaden the applicability of quantitative 

modeling across clinical scenarios. One important optimization challenge, for pediatric studies in 

particular, is the determination of the lower limit for injected dose, which will impact image quality 

and ultimately kinetic parameter estimates. Thus, similar methods to those discussed in this 

dissertation can be used to assess the impact of lower dose on estimates of perfusion, either through 

subsampling of the events prior to image reconstruction, or through higher temporal resolution to 

increase the noise levels. Also, as discussed above, finer sampling of the acquisition times, and 
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further evaluation of temporal and spatial resolution extremes could be tested to better account for 

tissues that were challenging to fit in this work (e.g., lung). 

6.5. Dual tracer studies 

As discussed above, baseline values of a number of kinetic parameters were established in this 

work, including FDG K1, FDG Ki, and [11C]-butanol K1 (tables 3.2 and 4.8). With an understanding 

of these parameters and the methods developed in chapters 2 through 4, dual tracer studies 

(Kadrmas & Hoffman, 2013; Roth et al., 2022; Vraka et al., 2022), where two boluses of 

radiotracer are delivered during a single acquisition, can be performed. The delivery of the second 

bolus occurs after a sufficient amount of time has passed, such that TACs from the first bolus can 

be fit to a compartment model with confidence while still leaving enough time for the second bolus 

to be distributed throughout the body for a second round of modeling. Thus, sensitivity and 

identifiability methods used here, in addition to determining the optimal time between injections, 

careful temporal framing for the reconstruction of the dynamic acquisition, and consideration of 

differential injected activity levels, can be used to design a reasonable imaging protocol prior to 

performing an initial dual injection study.  

A dual tracer study with [11C]-butanol for the first bolus, followed later by a bolus of FDG, 

would allow for imaging of perfusion ([11C]-butanol K1) in addition to glucose transport (FDG K1) 

and metabolism (Ki or SUV). As discussed in section 1.9, perfusion-metabolism mismatches can 

occur, particularly in ischemic regions of the myocardium (Marshall et al., 1983; Yamagishi et al., 

1999, 2000). Myocardial viability studies are performed to identify regions with this mismatch, 

since revascularization may improve myocardial function.  

Mismatches between perfusion and metabolism have also been observed in tumor lesions 

(Dewhirst & Secomb, 2017; Krogh, 1919). Since delivery to the tissue is a major factor in the 
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success of chemotherapy (Gray et al., 1953; Rankin & Giaccia, 2008; Shannon et al., 2003) and 

radiotherapy (Busk et al., 2020; Harada, 2011; Moeller et al., 2004), dual tracer studies may aid in 

treatment planning as well as assessment of treatment response. Although tumor lesions were only 

characterized with FDG in this work, quantitative assessment of cancerous lesions using [11C]-

butanol is feasible with the methods developed in chapters 2 through 4.  

One potential limiting factor of a dual tracer study is the need to separate the two injections by 

a sufficient length of time. Since dynamic FDG studies are typically long (e.g., 60 minutes) to 

allow for better estimation of the kinetic parameters, it may not be a suitable tracer to pair with 

[11C]-butanol, as it would lead to long scan durations. However, with a dual tracer total-body PET 

study of FDG and [11C]-butanol, the tissue-specific extraction of FDG can be evaluated through 

the comparison of FDG-based K1 and [11C]-butanol-based K1 in various organs throughout the 

body for use of FDG-based K1 as a measure of perfusion. Another attractive alternative is [11C]-

acetate, a tracer that has been used to investigate myocardial aerobic metabolism and perfusion, 

and scan times of 30 minutes can be utilized (Akinboboye & Bergmann, 2000). However, since 

this tracer also results in the formation of [11C]-CO2, metabolite correction of the plasma curve 

may be necessary.  
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Appendix: Supplemental data for chapter 3 

 

 
 
 

 
 
 
 
 

Supplemental table A.1: Initialization parameters for non-linear least squares fitting 
Parameter vb 

(mL/mL) 
K1 

(mL/min/mL) 
k2 (min-1) k3 (min-1) k4 (min-1) Delay (s) 

Initial value 0.01 0.01 0.01 0.01 - 0 
Upper bound 1.0 5.0 5.0 1.0 - 50 
Lower bound 0.0001 0.0 0.0 0.0 - 0 

Supplemental table A.2: Absolute bias (s.d.) in seconds of LE and CFD delay estimates 
for 2- and 10-second frame lengths 

 LE  CFD 
Noise Level 0.03 0.1 0.2 0.3  0.03 0.1 0.2 0.3 

Threshold/ 
Attenuation 

fraction 

LE, 2 s frames  CFD, 2 s frames 

2.5% 1.49 (0.38) 1.54 (0.39) 1.61 (0.63) 5.93 (9.99)  5.24 (13.14) 13.71 (19.38) 22.28 (20.22) 27.97 (18.52) 
5% 1.23 (0.33) 1.25 (0.34) 1.29 (0.35) 1.33 (0.37)  0.74 (2.85) 5.63 (13.71) 11.75 (18.46) 16.62 (19.99) 
10% 0.88 (0.24) 0.89 (0.25) 0.91 (0.27) 0.93 (0.29)  0.62 (0.41) 0.64 (0.98) 2.43 (8.30) 5.53 (13.29) 
15% 0.61 (0.21) 0.62 (0.22) 0.63 (0.23) 0.64 (0.26)  0.67 (0.46) 0.69 (0.47) 0.71 (0.82) 1.19 (4.31) 
20% 0.39 (0.17) 0.40 (0.18) 0.40 (0.20) 0.41 (0.22)  0.80 (0.53) 0.79 (0.52) 0.79 (0.52) 0.79 (0.72) 
25% 0.20 (0.13) 0.21 (0.14) 0.22 (0.15) 0.24 (0.17)  0.87 (0.55) 0.87 (0.55) 0.87 (0.55) 0.86 (0.55) 
30% 0.11 (0.05) 0.11 (0.07) 0.14 (0.10) 0.18 (0.13)  0.94 (0.56) 0.93 (0.56) 0.93 (0.56) 0.93 (0.57) 
40% 0.32 (0.09) 0.32 (0.12) 0.34 (0.17) 0.35 (0.21)  1.00 (0.56) 1.04 (0.57) 1.06 (0.58) 1.07 (0.59) 
50% 0.63 (0.09) 0.63 (0.12) 0.65 (0.19) 0.67 (0.25)  1.18 (0.58) 1.18 (0.58) 1.20 (0.60) 1.20 (0.61) 

Threshold/ 
Attenuation 

fraction 

LE, 10 s frames  CFD, 10 s frames 

2.5% 8.46 (2.34) 8.64 (2.39) 8.95 (2.65) 15.13 (11.40)  4.27 (7.53) 7.36 (11.87) 14.44 (16.73) 20.69 (17.57) 
5% 7.70 (2.22) 7.81 (2.25) 7.99 (2.28) 8.20 (2.32)  2.73 (1.59) 5.16 (9.26) 6.65 (11.03) 10.10 (14.31) 
10% 6.65 (2.04) 6.74 (2.06) 6.86 (2.08) 6.99 (2.10)  2.78 (1.66) 2.78 (1.67) 4.08 (6.63) 5.02 (8.36) 
15% 5.84 (1.94) 5.91 (1.96) 6.00 (1.99) 6.09 (2.00)  2.94 (1.86) 2.95 (1.86) 2.94 (1.86) 3.06 (2.59) 
20% 5.14 (1.82) 5.20 (1.84) 5.28 (1.86) 5.35 (1.88)  3.01 (1.94) 3.01 (1.94) 3.01 (1.93) 3.01 (1.93) 
25% 4.47 (1.71) 4.52 (1.73) 4.59 (1.75) 4.65 (1.77)  3.05 (1.98) 3.06 (1.98) 3.06 (1.98) 3.06 (1.98) 
30% 3.80 (1.64) 3.85 (1.65) 3.91 (1.67) 3.96 (1.69)  3.10 (2.02) 3.10 (2.02) 3.09 (2.01) 3.09 (2.01) 
40% 2.50 (1.59) 2.54 (1.60) 2.59 (1.62) 2.63 (1.63)  3.10 (2.02) 3.10 (2.02) 3.10 (2.02) 3.12 (2.04) 
50% 1.58 (1.30) 1.61 (1.31) 1.64 (1.33) 1.66 (1.34)  3.21 (2.12) 3.18 (2.10) 3.21 (2.12) 3.25 (2.15) 
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Supplemental table A.3: Absolute bias (s.d.) of delay estimates (s) across different LE 
thresholds, framing protocols, noise levels 
Noise Level (Sc) 0.03 0.1 0.2 0.3  

Framing (s) 5% LE 
 

0.1 (Native) 0.03 (0.01) 0.03 (0.02) 1.83 (6.89) 11.06 (15.0) 
 

1 0.54 (0.14) 0.55 (0.15) 0.56 (0.17) 0.58 (0.27) 
 

2 1.23 (0.33) 1.25 (0.34) 1.29 (0.35) 1.33 (0.37) 
 

5 3.58 (0.85) 3.64 (0.86) 3.73 (0.90) 3.82 (0.94) 
 

10 7.70 (2.22) 7.81 (2.25) 7.99 (2.28) 8.20 (2.32) 
 

 
10% LE 

 

0.1 (Native) 0.01 (0.01) 0.03 (0.03) 0.06 (0.06) 0.08 (0.09) 
 

1 0.32 (0.10) 0.32 (0.11) 0.32 (0.13) 0.32 (0.16) 
 

2 0.88 (0.24) 0.89 (0.25) 0.91 (0.27) 0.93 (0.29) 
 

5 2.88 (0.72) 2.92 (0.74) 2.97 (0.76) 3.04 (0.78) 
 

10 6.65 (2.04) 6.74 (2.06) 6.86 (2.08) 6.99 (2.10) 
 

 
20% LE 

 

0.1 (Native) 0.08 (0.02) 0.13 (0.07) 0.18 (0.12) 0.21 (0.15) 
 

1 0.06 (0.04) 0.06 (0.05) 0.09 (0.07) 0.12 (0.09) 
 

2 0.39 (0.17) 0.40 (0.18) 0.40 (0.20) 0.41 (0.22) 
 

5 1.89 (0.65) 1.92 (0.66) 1.95 (0.67) 2.00 (0.69) 
 

10 5.14 (1.82) 5.20 (1.84) 5.28 (1.86) 5.35 (1.88) 
 

 25% LE  
0.1 (Native) 0.14 (0.03) 0.21 (0.09) 0.26 (0.15) 0.30 (0.19)  

1 0.09 (0.05) 0.10 (0.06) 0.14 (0.09) 0.16 (0.13)  
2 0.20 (0.13) 0.21 (0.14) 0.22 (0.15) 0.24 (0.17)  
5 1.51 (0.64) 1.53 (0.64) 1.56 (0.65) 1.60 (0.67)  
10 4.47 (1.71) 4.52 (1.73) 4.59 (1.75) 4.65 (1.77)  

 30% LE  
0.1 (Native) 0.22 (0.04) 0.30 (0.11) 0.36 (0.18) 0.40 (0.22)  

1 0.19 (0.05) 0.21 (0.07) 0.24 (0.12) 0.26 (0.16)  
2 0.11 (0.05) 0.11 (0.07) 0.14 (0.10) 0.18 (0.13)  
5 1.16 (0.61) 1.18 (0.61) 1.21 (0.63) 1.23 (0.64)  
10 3.80 (1.64) 3.85 (1.65) 3.91 (1.67) 3.96 (1.69)  

 40% LE  
0.1 (Native) 0.40 (0.05) 0.50 (0.14) 0.58 (0.24) 0.64 (0.30)  

1 0.40 (0.04) 0.42 (0.07) 0.46 (0.14) 0.50 (0.21)  
2 0.32 (0.09) 0.32 (0.12) 0.34 (0.17) 0.35 (0.21)  
5 0.64 (0.40) 0.65 (0.42) 0.66 (0.45) 0.67 (0.48)  
10 2.50 (1.59) 2.54 (1.60) 2.59 (1.62) 2.63 (1.63)  

 50% LE  
0.1 (Native) 0.61 (0.06) 0.74 (0.18) 0.85 (0.31) 0.93 (0.40)  

1 0.61 (0.05) 0.63 (0.09) 0.69 (0.17) 0.75 (0.27)  
2 0.63 (0.09) 0.64 (0.12) 0.65 (0.19) 0.67 (0.25)  
5 0.50 (0.30) 0.51 (0.30) 0.52 (0.30) 0.54 (0.32)  
10 1.58 (1.30) 1.61 (1.32) 1.64 (1.33) 1.67 (1.35)  
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Supplemental table A.4: Impact of delay correction on mean parametric Patlak Ki 
(mL/min/100 mL) for representative GUC patient 

Tissue JE LE No delay correction 
Grey matter 1.253 1.250 1.249 

Liver 0.118 0.116 0.113 
Lung 0.094 0.094 0.094 

Muscle 0.051 0.050 0.049 
Myocardium 0.252 0.252 0.252 

Spleen 0.302 0.302 0.301 
L1 0.300 0.300 0.299 
L2 0.187 0.187 0.186 
L3 0.309 0.308 0.306 
L4 0.214 0.213 0.211 
L5 0.270 0.269 0.268 
L6 0.317 0.316 0.316 
L7 0.130 0.129 0.128 
L8 0.277 0.277 0.276 
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Supplemental figure A.1: Time activity curves for simulations, example LE and CFD delay 

estimates 

Supplemental figure A.1: Time activity curves (TACs) for simulations (A), example LE (B) and 

CFD (C) delay estimates. In the left panel, a delay of 19.2 seconds was used to shift the IF and 

generate the ground truth TAC (—). In this example noisy realization (•), the scaling factor of the 

standard deviation Sc is equal to 0.1. The TACs were then re-binned to reflect different frame 

lengths. Shown here are 2 (—) and 10 (—) second frames, with example LE (B, ) and CFD (C, 

) delay estimates for the 10-second frames. For the LE delay estimation in (B), a 10% LE trigger 

threshold was selected to mark the time at which the signal amplitude passes the trigger value, 

which is recorded as the arrival time. For the CFD method in (C), the following three steps were 

performed: (i) TACs were shifted in time by 2 seconds for shorter framing, or 1 frame when the 

frame length was greater than 2 seconds (C, Ctshift). (ii) Attenuated and inverted versions of the 

TAC (attenuated to between 2.5 and 50% of the peak activity) (C, Ctinv) were added to the shifted 

TAC. (iii) The zero-crossing point, or the timepoint at which the TAC sign changes from negative 

to positive marks the arrival time (C, ).  
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Supplemental figure A.2: Cross sectional delay maps 

Supplemental figure A.2: Cross sectional delay maps with overlay of regions of interest (ROIs) 

from a number of GUC patient tissues selected for parametric kinetic analysis. As noted in the text, 

an additional vascular ROI was delineated in order to assess the impact of delay correction within 

the blood pool. The descending aorta, as shown above, reflects a positive delay value with respect 

to the left ventricle.  
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Supplemental figure A.3: TACs in a number of healthy subject and GUC patient tissues 

Supplemental figure A.3: TACs in a number of healthy subject and GUC patient tissues. As noted 

in the caption for figure 3.1, a single lesion is shown per GUC patient for ease of visualization. 
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Supplemental figure A.4: Parameter estimates as compared to JE 

Supplemental figure A.4: Parameter estimates as compared to JE. Linear fits were performed on 

pooled ROI-based results. Top: LE estimates for Ki (r=1.00, p<0.001, slope: 0.99), K1 (r=0.97, 

p<0.001, slope: 0.91), and vb (r=0.96, p<0.001, slope: 0.98), were in strong agreement with JE. 

Bottom: Without delay correction, Ki results were not affected (r=1.00, p<0.001, slope: 1.02). 

However, estimates for K1 (r = 0.89, p<0.001, slope: 0.89) and vb (r=0.86, p<0.001, slope: 0.85) 

were poorer in some tissues when delay correction was not applied, notably in the spleen and GUC 

lesions. 
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Supplemental figure A.5: Average parametric delay estimates versus ROI-based estimates 

Supplemental figure A.5: Average parametric delay estimates as compared to ROI-based 

estimates. Left: JE estimates for delay (r=0.97, p<0.001, slope: 1.05), were in strong agreement 

with ROI-based TAC results. Right: LE estimates for delay (r=0.99, p<0.001, slope: 1.06) were 

also in strong agreement with ROI-based TAC results. To generate this figure, parametric delay 

values were averaged across all voxels per tissue. Delay estimates for both representative subjects 

were included. 

 

Supplemental figure A.6: Parametric LE versus JE results: representative healthy subject 

Supplemental figure A.6: Parametric LE versus JE results for a representative healthy subject. 

LE delay was in agreement with JE results (r=0.99, p<0.001, slope: 1.01), but demonstrated a 

spread of delay values in the liver and muscle for both methods. LE estimates of vb (r=1.00, 

p<0.001, slope: 1.00) and Ki (r=1.00, p<0.001, slope: 0.99) were in agreement with JE results.  
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