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Abstract 

 Although the cerebellum is now recognized as part of a long-range brain network 

that serves limbic functions and motivated behavior, knowledge of cerebello-limbic 

connectivity is limited, and nearly nothing is known about how the cerebellum connects 

functionally to the nucleus accumbens (NAc), a region well-known for its role in social, 

reward, and motivated behaviors. In my first chapter, I report the first 

electrophysiological evidence that stimulation of cerebellar nuclei in mice of both sexes 

modulates spiking activity in both NAc core and medial shell. NAc neurons respond with 

fast excitation and slower, less synchronized inhibition. Fast responses would be well 

poised to support rapid communication of information critical to the control of motivated 

behavior, whereas slower responses may be suggestive of a regulatory function, such 

as gain control. In my second chapter I describe anatomical connections via tracing 

experiments to chart cerebellar nuclei-NAc pathways identified disynaptic pathways that 

recruit the ventral tegmental area (VTA) and intralaminar thalamus (Centromedial and 

Parafascicular nuclei) as intermediary, monosynaptically-connected nodes. Optogenetic 

activation of cerebellar axons in each of these nodes was sufficient to evoke responses, 

primarily excitatory, in both NAc core and medial shell. These pathways and the 

functional connectivity they support could underlie the role of the cerebellum in 

motivated behavior and further elucidate our growing understanding of the non-motor 

cerebellum. 
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Figure 0.1 Graphical Abstract.  
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Chapter 1: THE NON-MOTOR CEREBELLUM 
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Insight from humans 

In any neuroscience textbook, the cerebellum (CB) can be found under the 

“movement and motor control” chapter. However, the field of CB research now 

dedicates a fair share of the spotlight to the structure’s non-motor roles. While this shift 

in focus away from motor learning and coordination only began in the last decade, the 

CB has long been implicated in higher-order functions such as emotion processing, 

working memory, and executive functioning (Buckner, 2013; Sokolov et al., 2017; Liang 

and Carlson, 2019; Hull, 2020). Early knowledge of CB non-motor roles came from 

behavioral symptoms of injury and stroke patients. Schmahmann and Sherman first 

described cerebellar cognitive and affective syndrome (CCAS) after recording marked 

cognitive and behavioral deficits in patients with CB lesions due to stroke (Schmahmann 

& Sherman, 1998). Imaging studies corroborate these findings, observing CB activation 

during emotion identification and imitation (Schraa-Tam et al., 2012), during complex 

linguistics tasks (Peterson et al., 1988), or even while solving puzzles (Kim et al., 1994). 

 Abundant evidence for the CB’s nonmotor role also comes from research on 

human neuropsychiatric disorders and divergences. One can utilize clinical data on 

diagnoses commonly associated with altered affect, cognition, and social behavior such 

as attention deficit hyperactivity disorder (ADHD), autism, and intellectual disability (ID). 

Studying individuals in these populations could offer insight into the CB’s role in the 

associated symptoms/behavioral manifestations. For example, when comparing brain 

volume between individuals with and without ADHD, the CB is the most frequently 

altered structure (Wyciszkiewicz et al., 2017). Volume changes in the CB are typical in 

individuals with autism, as is reduced CB cortical neuron number (Bauman & Kemper, 
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2005). Additionally, CB injury at birth is the second highest risk factor for autism 

diagnosis (Wang et al., 2014). In individuals with autism, CB activation is often reduced 

during performance of motor and cognitive tasks and CB pathology is extremely 

common in postmortem tissue (Fatemi et al., 2012; Bauman & Kemper, 2005). GWAS 

studies have been useful in identifying key genes associated with these diagnoses. This 

has opened doors for advancements in rodent models, allowing scientists to look at 

region, or cell-specific contributions to the non-motor behavioral pathologies in these 

disorders. With this we have entered a new age of directed studies to evaluate the 

effect of CB perturbation in cognitive performance. 

Insight from rodent CB manipulations 

CONSERVED CB ORGANIZATION 

How valuable is rodent research when it comes to translational applications? 

Fortunately, for CB research, rodent models are extremely useful. The CB is 

characterized by a well-described, stereotyped circuit organization. Excitatory inputs 

into this structure arrive at the Purkinje cells (PCs) in the CB cortex, either directly via 

climbing fibers or through mossy fiber synapses onto granule cells (GCs) and their 

parallel fibers (Prestori et al., 2019). The CB cortex contains three key layers: the PC 

layer, which houses these sole cortical output neurons; the molecular layer, containing 

PC dendrites and inhibitory molecular layer interneurons; and the GC layer, in which 

inhibitory Golgi cells synapse onto GCs. All of these cerebellar cells, with the exception 

of GCs, are inhibitory (Prestori et al., 2019). The cortex can also be divided into 10 

major lobules moving from the superior to inferior side of the CB based on the deep 

fissures that separate them, their cellular makeup, and several functional distinctions 
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(Kozareva et al., 2021; Guell & Schmahmann, 2019). The PCs in the CB cortex send 

inhibitory projections to the deep cerebellar nuclei (DCN), which send outputs to the rest 

of the brain. From lateral to medial, there are three distinct DCN: the dentate nucleus, 

the interposed nucleus, and the fastigial nucleus. This cellular connectivity, these 

general lobule divisions, and this DCN organization are all largely conserved between 

mammals (Sugihara, 2021; Luo et al., 2017), allowing for the use of the rodent CB to 

model human function in health and disease. 

CLINICALLY RELEVANT GENETIC TARGETING 

Autism is typically marked by aberrant social behavior, challenges in communication 

including emotional processing and regulation, and repeated, stereotyped behavior. 

However, diagnoses are seen in a highly behaviorally and genetically heterogeneous 

population, so no animal model can clearly encompass or explain observed behavioral 

differences nor the CB’s contribution to them. Additionally, many risk genes that have 

been identified are associated with multiple disorders or are extremely common in 

individuals with multiple highly comorbid disorders (Grove et al., 2019; Lee et al., 2019).  

 The Cadherin 13 (CDH13) gene is highly associated with both autism and ADHD 

and is highly expressed in certain cells in the CB (Tantra et al., 2018). Deletion of 

CDH13 in the CB (seen mostly in Golgi and DCN neurons) impairs cognitive flexibility 

and causes deviations from typical social behavior.  Tuberous sclerosis complex (TSC) 

is a disorder that arises from mutations in the TSC1 or TSC2 gene. While symptoms of 

this disorder include manifestations outside of the brain, TSC is highly comorbid with 

autism (Redies et al., 2012). Tsc1 knock out or knockdown exclusively in PCs leads to 

significantly reduced preference for social novelty and diminished cognitive flexibility in 
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a reversal learning task (Tsai et al., 2012). Animals with these TSC mutations also have 

an increase in grooming, suggestive of a repetitive behavioral phenotype. 

 Another gene highly associated with autism is a gene encoding the chromatin 

regulator, Chd8. Chd8 mutations are often found in individuals with both autism and ID 

diagnoses. Our own work has shown that Chd8 is widely expressed in both the 

developing and adult cerebellum, and several studies have looked at animal models 

manipulating this gene both brain-wide and with cerebellar specificity (Gompers et al., 

2017; Katayama et al., 2016; Kawamura et al., 2021; Chen et al., 2022). The effects of 

Chd8 manipulation are somewhat controversial, with some papers reporting social and 

repetitive as well as cognitive deficits, and others reporting in-tact social/repetitive 

behavior, but impaired cognitive performance (Gompers et al., 2017; Katayama et al., 

2016). Despite this controversy Chd8 clearly plays a role in some of the non-motor 

manifestations of autism. Disruption of Chd8 in rodent models clearly has an impact on 

CB development, as shown by volume changes and deficits in foliation (Gompers, 2017; 

Kawamura et al., 2021). CB-specific Chd8 manipulation offers insights into the role of 

the CB in these behavioral differences. Animals lacking Chd8 specifically in CB granule 

progenitor neurons show non-motor deficits associated with autism like reduced social 

preference and heightened anxiety (Chen et al., 2022). Although autism is behaviorally 

complex and genetically heterogenous, evidence from animal models clearly indicates a 

role of the CB in sociability, cognitive flexibility, and anxiety. 

 OTHER GENETIC MANIPULATIONS 

 Some rodent studies perform manipulations that affect the CB without modeling 

any particular disorder. For example, some of the first studies looking at CB-specific 
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mutations used the heterozygous Lurcher mouse line (Grid2Lc/+). This mouse model 

presents with severe degeneration of the cortical cerebellum, particularly of PCs. 

Although the main deficit in this transgenic line is ataxia, these animals also perform 

poorly on spatial learning tasks like the Morris Water Maze (MWM) (Lalonde et al., 

1988; Cendelin et al., 2008). These animals also had reduced motivation to explore 

novel environments (Caston et al., 1998). Another study looked at deletion of Stat3, a 

regulator of synaptic plasticity, in PCs and found that this manipulation caused an 

enhanced long-term fear memory and fear-potentiated startle responses (Han et al., 

2021). Models of CB cortical degradation offer insights into its role in cognition, 

motivation, and emotion, but they are limited by the time course of the manipulation. 

Thus, they are incapable of differentiating between having a direct role in the behavior 

itself and playing a role in the development of behaviorally relevant regions and 

synapses.  

 ACUTE MANIPULATIONS AND BEHAVIOR 

Lesioning at particular time points of task acquisition can help delineate the CB’s 

role in said task. One study dissected the CB’s role in spatial learning and memory by 

lesioning the CB before or after learning in the MWM. They found that cerebellectomy 

had a minimal effect when it occurred prior to acquisition but had a profound effect 

disrupting retention of long-term spatial memory when it was done after learning (Hilber 

et al., 1998). Consistent with this, local DCN infusion of GABA agonist muscimol shortly 

after acquisition trials in MWM impairs consolidation of long-term spatial memory (Andre 

et al., 2019). The CB is not only important for spatial and reward learning, but for some 

tasks, the CB’s role in learning is valence specific. Steinmetz et al. used lesion studies 
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to determine that DCN are necessary for the learning of an aversive avoidance bar-

pressing task, but not for appetitive bar pressing (1992). Reward seeking is a key 

aspect of motivated behavior. Inactivation of the lateral DCN reduces drive in rats to 

access an effortful-to-acquire reward (Peterson et al., 2012). 

The development of optogenetics allows for temporally specific CB manipulations, 

further refining experiments and data interpretation. Data from Deverett et al. (2019) 

show that optogenetic activation of PCs impacted decision making in an evidence-

accumulation task. Specifically, manipulation of PCs during sensory evidence 

accumulation seemed to disrupt working memory necessary to accurately make 

memory-guided decisions. In addition to cognition, optogenetic manipulation of PCs 

also impacts social behavior. Jackman et al. (2020) showed that activation of PCs leads 

to a suppression of aggressive behavior, while inhibition increases aggressive actions 

and decreases pro-social behaviors. While PC-specific manipulations can tell us a lot 

about the role of the CB in behavior, the stereotyped circuitry of the CB means that the 

projections of these cells mostly remain within the CB (i.e., only directly affecting local 

circuitry). Thus, in order to shed light on how the CB can contribute to such a variety of 

complex tasks, we must probe CB dynamics and its outputs. 

NON-MOTOR CB CIRCUITS 

 WITHIN CB RECORDINGS IN BEHAVING ANIMALS 

 Recordings of CB activity in animals performing non-motor tasks on its own has 

offered some additional insight regarding the cognitive CB. Several studies have shown 

that activity in the CB corresponds to reward delivery, reward prediction, and violation of 

reward prediction in various reward learning paradigms (Kostadinov et al., 2019; Larry et 
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al., 2019; Wagner et al., 2017). Collectively, these studies identified reward-related 

activity in climbing fibers, GCs, and mossy fibers. One study helped to establish a 

connection between the CB and aversive associative learning. In this study it was found 

that fear learning in rats was accompanied by long term changes in CB cortical 

connectivity (Strata, 2015). Specifically, the excitatory synapses from parallel fibers onto 

PCs and inhibitory inputs onto PCs experience LTP. These informed not only a 

connection between the CB and non-motor behaviors, but also described specific cellular 

contributions within the CB circuit. 

 Studies like these have offered some additional evidence of behavioral specificity 

within the CB. Lesions studies (Stoodley and Schmahmann 2010) and functional 

neuroimaging (Chirino-Perez et al., 2022) data in humans suggest there is a 

topographic organization of the sensorimotor vs the cognitive CB. These studies largely 

converge on an anterior-posterior axis in which the cognitive functions are processed 

mostly in the posterior CB. This functional segregation is a bit more convoluted along 

the medial-lateral (ML) axis (Timmann et al., 2010). In the stereotyped circuitry of the 

CB, PC’s synapse directly onto cells in the respective DCN depending on their ML 

location. This feature along with the modular, repetitive circuit structure across the ML 

axis suggests that the CB must derive its diverse functional repertoire from its varied, 

distinct inputs and outputs.  

MONOSYNAPTIC CIRCUITRY 

A recent uptick in research on CB connectivity has increased our knowledge of its 

projections to (and interactions with) non-motor areas. It is through this circuitry that the 
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CB takes part in behaviors such as executive function, learning and memory, attention, 

and emotional learning and regulation. 

It is already known that reward, reward expectation, and reward prediction error are 

all encoded within the CB (see WITHIN CB RECORDINGS IN BEHAVING ANIMALS). 

Because the CB is thought to act as an instructor for behavioral adaptation, this 

information is likely passed to other regions to inform reward and aversive conditioning. 

The VTA, a well-known reward center, receives direct projections from the DCN and 

influences reward learning (Carta et al., 2019). Additionally, direct projections from the 

dentate and interposed nuclei to the dorsolateral VTA have been shown to play an 

important role in the development of depressive symptoms as identified by tasks such 

as forced swim test and sucrose preference test (Baek et al., 2021). 

CB direct projections to several other regions also contribute to depression, affect 

regulation, and emotional learning. For example, evidence suggests that the CB, likely 

through the fastigial nucleus, modulates serotonergic neurons in the dorsal raphe that 

can directly prevent the development of depressive symptoms following chronic 

unexpected stress (Bambico et al., 2018). The CB’s influence over affect also includes 

anxiety and fear conditioning. The fastigial nucleus is synaptically connected to the 

ventrolateral periaqueductal grey. The activation or inhibition of these glutamatergic 

synapses during fear acquisition enhanced or suppressed fear extinction respectively 

(Frontera et al., 2020).  

One region with which CB has direct communication is the thalamus. While much of 

the DCN projects to motor thalamus to support communication with the motor cortex 

there are also synapses to non-motor thalamic nuclei. For example, retrograde and 
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anterograde tracing has shown that the DCN projects to intralaminar thalamic nuclei 

(ILN)(Judd et al., 2021; Xiao et al., 2018; Hintzen et al., 2017). These regions of the 

thalamus are thought to contribute to arousal, attention, and learning and memory 

(Cover & Mathur, 2021; Quiroz-Padilla et al., 2010). When ILN neurons receiving CB 

input were silenced in rodents, subjects performed worse in a forced alternation 

paradigm (Xiao et al., 2018). Essentially, animals learn that they must alternate the 

selected side in a T-maze in sequential trials. When CB-ILN neurons were shut down 

following learning this paradigm, animals failed to choose the correct side at a rate 

better than chance, indicating a failure of cognitive flexibility. Kelly et al. (2020) also 

identified projections from the lateral nucleus of the CB the ventromedial thalamus (VM). 

Using results from chemogenetic experiments in conjunction with a genetic perturbation, 

they hypothesized that activation of this circuit likely regulates social behaviors and 

behavioral flexibility. 

 Projection regions such as the VTA, dorsal raphe, and thalamus can often be 

thought of as relay structures that serve to transmit, or transform and transmit, 

messages from other input structures; and it is only through this polysynaptic 

connectivity that precise behavioral influence can be effected. 

POLYSYNAPTIC CIRCUITRY 

Polysynaptic circuitry is key in fine-tuning complex behavior appropriately for 

particular contexts. For example, cerebello-thalamo-cortical loops are necessary for 

controlling and updating motor learning (Horne & Butler, 1995; Aumann, 2002). Very 

little, however, is known regarding long-range CB non-motor connectivity, particularly 

with sub-cortical structures. Despite this, some tracing studies, as well as much of the 
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data described above suggest CB connectivity to non-motor regions such as amygdala, 

cortex, and nucleus accumbens (Fig. 1.1).  

 

It has been shown by our own lab and others, that the CB is disynaptically 

connected to the amygdala (Jung & Vlasov et al., see appendix ii). Projections from 

DCN to the parafascicular and centromedial thalamic nuclei continue to the basolateral 

amygdala. Considering the amygdala’s role as the brain’s emotional epicenter, it is 

reasonable to hypothesize that this disynaptic circuit is at least in part responsible for 

the documented role that CB plays in emotional learning paradigms such as fear 

conditioning and fear extinction (Frontera et al., 2020; Frontera et al., 2023).  

Some disynaptic circuitry from CB to non-motor cortex has been elucidated. In the 

previously mentioned study by Kelly et al., they showed that neurons in the 

ventromedial thalamus that receive CB projections also project to the prelimbic cortex 

(PRL). This disynaptic circuit originates in both medial and lateral nuclei. Evidence from 

their behavioral experiments using CB transgenic manipulation combined with 

 

Figure 1.1. Putative polysynaptic, long-range connectivity of the non-motor CB. Schematic 
depicting regions that are likely involved in CB non-motor circuitry. 
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optogenetics in the VM-PRL terminals suggests these regions work together to regulate 

social preference and grooming. The thalamus also acts as an intermediate node in the 

disynaptic circuit from the DCN to dorsal striatum (Xiao et al., 2018). These two regions 

communicate via the ILN of the thalamus and explain how the DCN-ILN circuit plays a 

role in goal-directed behaviors typically associated with the dorsal striatum, such as the 

forced alternation task involving reward learning. 

Though some tasks involving goal-directed learning and motivation are associated 

with the dorsal striatum, reward learning and motivated behavior, including social 

behavior, are associated far more heavily with the ventral striatum. Specifically, the two 

subregions of the nucleus accumbens (NAc), the medial shell (NAcMed) and the core 

(NAcCore) are key regulators of social, reward, and goal-directed behavior (Floresco, 

2014; Shan et al., 2022; Klawonn & Malenka, 2018). While there has been some 

indirect evidence that the DCN may polysynaptically communicate with the NAc 

(Holloway et al., 2019) there is no concrete explanation for the overlap of reward- and 

motivation-related behaviors in which these two regions are involved. Further study is 

warranted to determine if and how these regions are connected.  

There is still much left unknown regarding the CB’s involvement in non-motor 

functions and the anatomy underlying them. In order to shed light on this, we must 

elucidate the polysynaptic routes through which the CB communicates with non-motor 

hubs and determine how exactly the CB influences activity in these regions. By 

continuing to take advantage of new technologies and advances in genetic animal 

modeling, we can further our understanding of circuits that are important for adaptive 

behavior in rewarding and social situations. This could have implications for mental 
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health disorders and neurodivergences that have long stumped our society such as 

depression, schizophrenia, and autism. 
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Introduction 

The NAc is a complex limbic structure that, as a well-known hub of reward learning 

and social behavior, shares several of the non-motor functions of the CB. Plenty of 

literature documents this structure’s involvement in reward learning, goal-directed task 
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performance, social behavior, and cognitive flexibility in reward-based tasks (Floresco, 

2015; Klawonn and Malenka, 2018; Aquili et al. 2014; others).  

These studies and other studies of NAc function separately assess the NAc core 

(NAcCore) and the NAc medial shell (NAcMed) due to documented differences in their 

cytoarchitecture, connectivity, and behavioral influence (Groenewegen et al., 1999; 

Zahm, 1999; Corbit and Balleine, 2011; Ito and Hayen, 2011; Badrinarayan et al., 2012; 

Li et al., 2018)(Fig. 2.1). In fact, these two subregions can often have opposing roles in 

social behavior and reward learning (Floresco et al., 2014; Shan et al., 2022). For 

example, in a behavioral flexibility task in which a reward is devalued due to satiety, 

only the NAcMed seems to encode the change in reward value (Loriaux et al., 2011). In 

fact, the NacMed and NacCore have been shown to perform distinct roles in several 

investigations regarding the NAc in behavioral flexibility (Corbit et al., 2001; West & 

Carelli, 2016). Another point in which NAcCore and NAcMed diverge is in behaviorally-

induced dopamine (DA) modulation in each region. It is well-known that DA is a key 

modulator of NAc activity, particularly during reward/aversive learning; however, this 

modulation is not always consistent across NAc subregions.  

 Following cued fear conditioning, the aversive fear cue causes differential changes 

in DA transmission in the NAc. In NAcCore DA transmission is decreased, whereas in 

NAcMed there is a slow ramping up of DA (Badrinarayan et al., 2012). Importantly, it is 

known that CB activation is sufficient to elicit changes in DA release. Together with the 

functional overlap across CB and NAc, and the demonstrated lack of direct synaptic 

connection, it is logical to hypothesize that the cerebellum can modulate NAc activity.  
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To test this hypothesis, I performed in vivo electrophysiological experiments in which 

I recorded changes NAc spiking activity in response to CB stimulation. Both multi-unit 

and single-unit responses were analyzed, revealing potential differences in population 

versus single neuron behavior following stimulation. Due to the previously shown 

distinct connectivity of NAcCore and NAcMed, responses were analyzed separately for the 

two subregions. This work provides the first evidence of an electrophysiological 

connection between CB and NAc. 

 

Materials and Methods 

MICE 

C57Bl/6J mice of both sexes were used in accordance with the National 

Institutes of Health guidelines and the policies of the University of California Davis 

 

Figure 2.1. Nucleus Accumbens is divided into distinct subregions. Schematic depicting the two 
key subregions of the NAc: the NAc core, and the NAc shell. 
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Committee for Animal Care. Acute in vivo recordings were performed at postnatal days 

P43-P91. All animals were maintained on a light/dark cycle (light 7 am - 7 pm), and 

experiments were performed during the light cycle. 

SURGERY 

Mice (N = 42 mice of both sexes) were initially anesthetized by brief inhalation of 

4-5% isoflurane followed by an intraperitoneal injection of anesthetic cocktail (100 

mg/kg ketamine; 10 mg/kg xylazine; 1 mg/kg acepromazine). Anesthetic levels were 

maintained with periodic injections of the anesthetic cocktail (20-50 mg/kg), as needed. 

After confirmation of anesthesia depth using a toe pinch response test, mice were 

placed in a stereotactic frame (Stoelting) on a heating pad. Breathing rate and toe pinch 

responses were monitored to ensure maintenance of anesthesia. A small craniotomy 

and durectomy were performed over the DCN (lateral/interposed n.: relative to lambda, 

in mm: -2.1 to - 2.6 AP; +/-2.1 to +/-2.3 ML). For recordings, craniotomy and durectomy 

were made over NAc, targeting the medial shell and/or core (relative to bregma: +1.7 to 

+1.54 AP; +/- 0.4 to +/-1.15 ML).  

ELECTRICAL STIMULATION 

For local stimulation, a custom stereotrode (~200 μm distance between tips) was 

lowered 1.95 - 2.45 mm below the brain surface (in DV axis) through the cerebellar 

craniotomy to reach the DCN. Ten trials of bipolar constant-current electrical 

microstimulation were delivered at each location at a 15-s inter-trial interval. Each 

stimulation trial consisted of a 200-Hz burst of two to five 0.5-ms monophasic square-

waveform pulses at 100 μA. In a subset of experiments, the stimulation intensity was 

varied between 30 (N= 14 mice) 100, and 300 (N=40 mice) μA in interleaved blocks of 
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at least 5 trials per intensity. When stimulation was repeated at different DCN sites in 

the same experiment, an effort was made to move the stereotrode in a direction 

perpendicular to the axis of the two poles, so that an at least partly distinct pool of 

cerebellar neurons could be stimulated. 

ACQUISITION OF ELECTROPHYSIOLOGICAL DATA 

Recordings were performed with a 12-channel (platinum; 0.2 - 2 MΩ impedance) 

axial multi-electrode array (FHC; 150 μm distance between channels), dipped in 

fluorescein dextran (3000 MW) and lowered into the NAc at a depth of 3.75 - 5.25 mm 

below the brain surface (DV axis). Electrode signals were fed to a digital headstage 

(RHD 2132, Intan Technologies) for amplification (x20), filtering (0.7 - 7500 Hz) and 

digitization (30 kS/s with 16-bit resolution), before transfer to an open-source acquisition 

system (OpenEphys) for display and storage.  

HISTOLOGY FOR VERIFICATION OF ELECTRODE PLACEMENT 

Positioning of electrodes was initially guided by atlas-based stereotactic 

coordinates (Paxinos & Franklin) and, upon completion of experiments, histologically 

verified through electrolytic lesions (single 10-s cathodal pulse of 300 µA) and 

fluorescence imaging (fluorescein dye track). Coordinates for subsequent animals of the 

same litter were further adjusted accordingly. At the end of experiments, electrodes 

were retracted, and animals were perfused with 4% (w/v) paraformaldehyde (PFA) in 

0.1 M phosphate buffer (PB). Brains were dissected and post-fixed in 4% PFA, sliced in 

phosphate buffered saline (PBS) and inspected under a fluorescence stereoscope 

(Olympus SZX2). Slices containing the dye track from the recording array were 

identified under 488 nm light; CB slices with electrolytically lesioned tissue were 
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identified under brightfield illumination. Slices of interest were subsequently stained with 

DAPI (1:20,000, Thermo Fisher Scientific), mounted on slides, and imaged using a 

VS120 Olympus slide scanner. Images were manually registered to the Paxinos and 

Franklin Mouse Brain Atlas and the location of the recording electrode tip and optic fiber 

were mapped. Only channels along the recording array that were determined to be 

within NAcCore and/or NAcMed were included in analysis. Experiments with cerebellar 

electrolytic lesions localized outside the lateral and/or interposed DCN, were excluded 

from analysis.  

QUANTIFICATION AND STATISTICAL ANALYSIS 

Electrophysiological data processing and quantification 

  Custom-written MATLAB scripts (Mathworks) were used for data processing and 

analysis. Filtering of spikes was achieved through a 4th-order Butterworth high-pass 

filter (cutoff at 300 Hz). The filtered signal was thresholded at 3-3.5 standard deviations 

below the average voltage. For single-unit analyses, spikes were subsequently sorted in 

putative single-unit clusters with Plexon Offline Sorter (version 3.3.5) using principal 

component analysis. Spikes with time differences less than 7ms (10ms for multi-unit) 

from stimulus artifacts or 1ms (2ms for multi-unit) from the previous spike were 

discarded. All well-isolated neurons were included in the analyses. Firing rates for multi- 

and single-unit analyses were computed from spike counts in consecutive 10-ms time 

bins (peri-stimulus time histogram; PSTH). A cell was excluded from analysis if it had 

fewer than two trials with spiking during the pre-stimulus baseline. 

 Quantification of stimulation-induced modulation of NAc spiking activity followed 

recent studies of cerebellar neurons (Chen et al., 2014; Washburn et al., 2022) and our 
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own evaluation of the dataset. For multi-unit data, we averaged the PSTH across all 

trials of the same intensity for any given pair of recording and stimulation sites and 

normalized to the average pre-stimulus baseline. We considered a change of firing rate 

to be a response to DCN stimulation only if it (a) took place within the first 500ms 

following stimulus onset (response window), and (b) exceeded either a positive or 

negative threshold in standard deviations (σ) for excitatory responses or inhibitory 

responses respectively. For single-unit analyses, excitatory threshold was 3 σ, and 

inhibitory threshold was -1 σ. A third criterion was also set for inhibitory responses in 

which the threshold crossing must persist for a minimum of three time bins (i.e., 30 ms). 

For single-unit responses that included both excitatory and inhibitory components 

(mixed responses), we quantified each component individually for amplitude and 

latency. The same thresholds were employed to identify responses of both NAc 

subregions and to all stimulation intensities that were tested in this study. For illustration 

purposes only, all firing rates were convolved with a Gaussian kernel (σ = 16ms). 

Response onset latency was defined as the first instance at which firing rate changed 

from baseline as described above, using 1-ms time bins.  

Statistics 

Statistical analyses were performed in Matlab and GraphPad Prism. 

Comparisons of the relative frequency distribution of response types were performed 

with Contingency Table analyses (Chi-square tests). Comparisons of response 

latencies and firing rates were performed with t-tests and ANOVA. To correct for 

multiple comparisons, we followed the Benjamini-Hochberg method (Benjamini and 

Hochberg, 1995) with False Discovery Rate (FDR) set at 10%. 
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RESULTS 

DCN MICROSTIMULATION BIDIRECTIONALLY ALTERS NAc POPULATION 

SPIKING ACTIVITY 

 To examine functional connectivity between CB and NAc, we recorded ongoing 

spiking activity from NAcMed and NAcCore in vivo and electrically microstimulated the 

DCN (Fig. 2.2A). We primarily targeted the lateral DCN, activation of which has been 

shown to modulate levels of dopamine in NAc (Mittleman et al., 2011). In a subset of 

experiments, post-hoc analysis 

localized the bipolar stimulating 

electrode in the interposed 

DCN, and these data were 

included in our analysis. 

Activation of DCN with five 100-

μA current pulses at 200 Hz 

(total stimulus duration: 25ms) 

evoked distinct types of 

responses in multi-unit NAc 

activity: excitatory (Fig. 2.2B1) 

and inhibitory (Fig. 2.2B2). The 

peak firing rate (normalized to baseline) of each excitatory (blue) or inhibitory (red) 

response is shown in Fig. 2.2C (average peak response normalized to baseline: excit.: 

205.7 % ± 18.4; inh.: 61.2 % ± 2.0). Both types of modulation were robust in terms of 

amplitude (paired t-test comparing peak average firing rate vs baseline: excit.: t119 = -

Fig 2. Cerebellar stimulation elicits two types of 
responses in nucleus accumbens. 
 A, Schematic of recording setup. NAc: nucleus 
accumbens; CB: cerebellum. B Average firing rate of 
excitatory (B1) and inhibitory (B2) responders. Lighter 
shade is unidirectional SEM.. C, Peak modulation of all 
excitatory or inhibitory responses D, Distribution of 
response types elicited by DCN stimulation. E: Excitatory 
responses, I: inhibitory responses, NR: non-responders.   
 

 

Figure 2.2. Cerebellar stimulation elicits excitatory and 
inhibitory responses in nucleus accumbens. 
A, Schematic diagram of recording setup. NAc: nucleus 
accumbens; CB: cerebellum. B, Average PSTH for 
excitatory (B1) and inhibitory (B2) responses in the NAc. 
Stimulus artifacts have been masked for clarity. C, Peak 
firing rate of all excitatory or inhibitory responses, normalized 
to baseline. D, Distribution of response types elicited by 
DCN stimulation. E: Excitatory, I: inhibitory, NR: non-
responders. 
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23.9, p < 0.001; inh.: t76 = 25.3, p < 0.001). Out of all the recordings performed (n = 94 

sites; N = 42 animals), 58% showed effective modulation following CB stimulation. Of 

these elicited responses, 23% were inhibitory and 35% were excitatory (Fig. 2.2D). We 

suspected that these values were an underestimation of the actual prevalence, 

particularly for excitatory responses. This is because activity immediately following 

stimulation was masked by the electrical artifact, requiring spikes during and shortly 

after the stimulation to be removed. Therefore, the prevalence of fast, transient 

excitatory responses may have been under-counted.  

SINGLE-UNIT ANALYSIS IDENTIFIES A THIRD NAC RESPONSE TYPE FOLLOWING 

CB STIMULATION 

 One way to avoid this artifact masking is by sorting units using individual 

waveforms. Although a short refractory period is still necessary, assessing neuronal 

activity by single-unit firing rate bypasses much of the mask and allows for better 

quantification of NAc responses. Additionally, while multi-unit analyses (MUA) is crucial 

to understand population dynamics in response to CB stimulation, single-unit analysis 

(SUA) can also add new insight. SUA allows for separating firing rate information into 

individual neurons, which is necessary to identify unique populations that may respond 

to stimulation differently within a trial.  
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 The averaged spiking activity of all single units is consistent with bidirectional 

influence of CB stimulation (Fig. 2.3A). The spiking activity averaged across all recorded 

units, initially increased to 12.2 ± 0.5 spikes/s from a pre-stimulus baseline of 10.7 ± 0.4 

spikes/s, followed by a modest, slow-recovering decrease to 9.8 ± 0.4 spikes/s. The 

average response will underestimate the amplitude of modulation of CB stimulation if 

individual units do not respond with the exact same timing. In fact, in response to 

stimulation, average maximum activity for individual units increased significantly to 19.4 

± 0.6 spikes/s (t1017 = -33, p < 0.001), and decreased to an average minimum of 4.6 ± 

 

Figure 2.3. Single units in NAc display 3 response-types. A, Average spiking activity (spikes/s) 
across all recorded units (N = 42 mice). Inset shows zoom-in of first two seconds after stimulation. 
B, Maximum (max) and minimum (min) response for all units normalized to baseline. Max values cut 
off at 1000%. C, Examples of excitatory (C1), inhibitory (C2), and mixed (C3) responses. Top, Peri-
stimulus time histogram (PSTH) of the average firing rate across trials. Bottom, Baseline-normalized 
firing rate (z-score) across time. Inset, Example average waveform of putative single unit. Scale 
bars: 1 ms, 10 µV. Shaded area marks response window.  D Distribution of response types elicited 
in NAc by DCN stimulation. Blue: Excitatory (E), Red: inhibitory (I), Purple: mixed, Gray: non-
responders (NR).  
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0.3 spikes/s (t1017 = 37, p < 0.001) (n = 1018 units x stimulation sites). Plotting the 

distribution of the maximum and minimum percent of baseline across all units (Fig. 

2.3B) clearly demonstrates not only that units are modulated following stimulation, but 

also that inhibitory modulation must have a physiologically determined floor as neurons 

cannot spike less frequently than 0 spikes/s. Nevertheless, like multi-unit activity, single 

units displayed excitatory (Fig. 2.3C1) and inhibitory (Fig. 2.3C2) responses; however, 

we were surprised to see that individual units could have a mixed response in which 

their response to stimulation contained both excitatory and inhibitory components (Fig. 

2.3C3). Of the 546 recorded NAc neurons, 66% responded to DCN stimulation, with 

most (47%) displaying an excitatory response (Fig. 2.3D). An inhibitory response was 

elicited in 11% of neurons, and 8% of neurons displayed mixed responses. As 

speculated above, the ability to identify spiking within a shorter window following 

electrical stimulation did in fact lead to an increase in the proportion of excitatory 

responses. The amplitude of this modulation was significant as excitatory response 

amplitude was 22 ± 0.9 spikes/s, or 349 ± 15% of baseline (t430 = -26.8, p < 0.001), and 

the average inhibitory response amplitude was 4.7 ± 0.4 spikes/s, or 30 ± 2% of 

baseline (t135 = 14.6, p < 0.001).  

EFFECTS OF DCN MICROSTIMULATION ON NAC CORE AND MEDIAL SHELL 

SINGLE-UNIT SPIKING ACTIVITY 

We hypothesized that the difference in prevalence between DCN-evoked 

excitatory and inhibitory responses in NAc could stem from regional differences at NAc 

recording sites. Our axial multi-electrode array approach enabled recordings from 

multiple NAc sites in both NAcCore and NAcMed (Fig. 2.4A). Out of 169 neurons we 
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recorded in NAcCore, more than half (53%) responded with excitatory modulation to 100-

µA stimulation of at least one site in DCN, while 8% responded with inhibitory 

modulation, and another 8% with mixed modulation (Fig. 2.4B left). In the NAcMed, 377 

neurons were recorded and 44% responded to DCN stimulation with excitation, 12% 

with inhibition, and 8% with mixed modulation of spiking activity. The frequency 

distributions of these response-types in NAcCore and NAcMed were not statistically 

different (χ2
(3) = 4.7, p = 0.19).  

 

We examined whether the amplitude of excitatory and/or inhibitory responses 

varied between NAcCore and NAcMed (Figs. 2.4C,D). In both NAcCore and NAcMed DCN 

stimulation elicited significant excitatory modulation of firing rate (spikes/s in NAcCore: 

baseline: 12.2 ± 1.1, peak excitatory response: 52.2 ± 2.5, paired t162 = -24.2, p < 

 

Figure 2.4. Single-unit responses 
to CB stimulation in NAc Core 
and Medial Shell. A, Recording 
sites in NAcCore and NAcMed. 
Numbers indicate distance (mm) 
from bregma. B, Distribution of 
response types elicited by 30-, 100-, 
or 300-µA DCN stimulation. M: NAc-

Med; C: NAcCore. E: excitatory, I: 
inhibitory, NR: non-responders. C, 
Average baseline (Bsln) and peak 
firing rate (Resp) elicited by 100-µA 
DCN stimulation for excitatory 
responses in NAcCore (C1) and 
MAcMed (C2). Circles and black lines 
show average and SEM 
respectively. D1,2, Same as C but 
inhibitory responses. E,F, Violin 
plots of onset latencies for excitatory 
(E) and inhibitory (F) responses in 
NAcCore and NAcMed. Black lines: 
median; white lines: interquartile 
range (Q1-Q3). G, Onset latencies 
for excitatory (E) and inhibitory (I) 
components of mixed responses in 
NAcCore (G1) and NAcMed (G2).  
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0.0001; in NAcMed: baseline: 7.9 ± 0.6, peak excitatory response: 42.2 ± 1.5, paired t267 

= -32.4, p < 0.0001), which did not differ between subregions (% baseline: NAcCore: 

856.2 ± 79.2, NAcMed: 978.8 ± 62.5, t429= -1.2, p = 0.23). Similarly, both NAcCore and 

NAcMed showed significant inhibitory modulation (mean ± sem, spikes/s in NAcCore: 

baseline: 24.3 ± 3.9, peak inhibitory response: 4.0 ± 2.3, paired t42 = 9.7, p < .0001; in 

NAcMed: baseline: 22.1 ± 1.6, peak inhibitory response: 1.3 ± 0.4, paired t92 = 15.5, p < 

0.0001), which did not differ between subregions (% baseline: NAcCore: 4.3 ± 2.1, 

NAcMed: 2.6 ± 0.8, t134 = 0.9, p = 0.36)(p-values corrected for multiple comparisons).  It 

became apparent that irrespective of subregion, the baseline firing rate of excitatory 

responses was significantly lower than the baseline of inhibitory responses (F(1,563) = 

88, p < 0.001). Differences in baseline between excitatory and inhibitory responses 

could arise from potentially different NAc cellular properties, although the fact that 

neurons with elevated firing rates are more likely to satisfy our criterion for inhibitory 

responses should also be considered.  

TEMPORAL PROFILES OF NAc RESPONSES  

We subsequently evaluated the temporal profiles of NAc responses evoked by 

DCN microstimulation (Fig. 2.4E-G). In both NAcCore and NAcMed, excitatory responses 

had earlier onset than inhibitory ones (Fig. 2.4E, F). Excitatory responses of NAcCore 

neurons had an average onset latency of 75 ± 5 ms (10th percentile: 35 ms), and 

excitatory responses of NAcMed neurons had an average onset latency of 83 ± 5 ms 

(10th percentile: 33 ms). Note that the electrical stimulus artifact prevented us from 

identifying responses with onset latency shorter than 32 ms. Inhibitory responses of 

NAcCore neurons had an average onset latency of 268 ± 25 ms (10th percentile: 42 ms), 
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and inhibitory responses of NAcMed neurons had an average onset latency of 259 ± 14 

ms (10th percentile: 60 ms). Neither the NAc subregion (F(1, 563) = 0.01; p = 0.93), nor 

the interaction of subregion and response-type (F(1, 563) = 0.82; p = 0.37) showed a 

statistically significant effect on response onset latencies. There was, however, a 

significant effect of response-type on latencies (F(1, 563) = 353.5; p<0.001), with 

excitatory responses occurring at shorter latencies than inhibitory ones. Finally, 

excitatory components preceded inhibitory ones also for mixed response-types (t-test 

for paired samples in NAcCore: t13 = 4.4; p < 0.001; in NAcMed: t25 = 7.4; p < 0.001) (Fig 

4G). Collectively, these results indicate that both NAc subregions respond to electrical 

microstimulation of DCN, with most neurons displaying excitatory modulation with 

relatively short latency. 

DIFFERENTIAL AND NON-LINEAR DEPENDENCE OF SINGLE-UNIT NAc 

RESPONSES ON DCN STIMULATION INTENSITY 

To further probe the functional connectivity between DCN and NAc, we assessed 

the effectiveness of DCN microstimulation at two more intensities, 30 μA and 300 μA, in 

addition to 100 μA (Fig. 2.4B; middle and right). In NAcCore, the proportion of excitatory 

responses changed from 42% (with 30 μA stimulation) to 53% (with 100 μA), to 57% 

(with 300 μA); the proportion of inhibitory responses changed from 7% (30 μA) to 8% 

(100 μA) to 10% (300 μA); and finally, the proportion of mixed responses changed from 

18% (30 μA) to 8% (100 μA) to 8% (300 μA). Contingency table analysis did not find a 

significant effect of stimulation intensity on the frequency distribution of response-types 

in NAcCore (χ2
(6) = 9.4; p = 0.15). In NAcMed, the proportion of excitatory responses 

changed from 38% (30 μA) to 44% (100 μA) to 45% (300 μA); the proportion of 
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inhibitory responses changed from 6% (30 μA) to 12% (100 μA) to 7% (300 μA); and the 

proportion of mixed responses changed from 13% to 8% to 14%. The effect of 

stimulation intensity on the frequency distribution of response-types in NAcMed was 

statistically significant (χ2
(6) = 13.6; p < 0.05), suggesting that the NAc subregions 

displayed differential sensitivity to the intensity of DCN microstimulation. For both NAc 

subregions, the prevalence of the different response-types did not change proportionally 

to the ~3-fold change in stimulation intensity, which suggests non-linear dependence to 

stimulation intensity. 

In addition to prevalence, we also calculated the maximum response amplitude 

across stimulation intensities. Changing stimulation intensity had no effect on response 

amplitude for excitatory (NAcCore: 1109%, 1070%, 1378% change from baseline for 30, 

100, and 300 μA respectively. NAcMed: 1161%, 1064%, 1250% change from baseline for 

30, 100, and 300 μA respectively) (F2,1067 = 1.53, p = .21) nor inhibitory (NAcCore: 3.2%, 

3.6%, 4.7% change from baseline for 30, 100, and 300 μA respectively. NAcMed: 1.6%, 

2.6%, 2.3% change from baseline for 30, 100, and 300 μA respectively) (F2,312 = 0.28, p 

= .76) responses in either subregion. This has implications for the circuitry involved in 

eliciting NAc responses, suggesting a potential all-or-nothing modulation for each NAc 

neuron. 

THE BIDIRECTIONAL NAc MODULATION IS NOT A REFLECTION OF 

TOPOGRAPHICAL DCN ORGANIZATION   

In our experiments we used bipolar stimulation electrodes to contain the spread of 

electrical current at DCN stimulation sites. To confirm that the stimulation was indeed 

localized, we examined the likelihood of NAc neurons that responded to stimulation of 
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individual DCN sites to also respond to adjacent stimulation sites in the same 

experiment. We found that the probability of a NAcCore neuron that responded to 

stimulation of a DCN site to also respond to stimulation of a site ~100 μm away dropped 

by 66%. In NAcMed, this probability dropped by 33%.  The subregion-dependent 

difference in the likelihood of adjacent DCN sites to evoke a response in the same 

neuron most likely reflects differences in the architecture of the neural circuits. This loss 

of response is consistent with localized stimulation.   

Given that DCN stimulation appeared spatially restricted, could the observed 

differences in NAc response-types arise from regional differences within DCN? To 

address this question, we examined whether there was topographical clustering of DCN 

sites with respect to their effectiveness to evoke significant excitatory or inhibitory 

responses in NAcCore and/or NAcMed. 

We did not find any obvious indications of such clustering (Fig. 2.5B,C), which argues 

 

Figure 2.5. The distribution 
of response-types in 
nucleus accumbens 
subregions is not due to 
topographical 
specialization within deep 
cerebellar nuclei. A, The 
lateral (lat) or interposed (int) 
DCN (A1) was electrically 
stimulated. M: medial n. A2, 
Demarcation of anatomical 
planes: ML: medio-lateral; 
DV: dorsoventral; AP: antero-
posterior. B,C, Stereotactic 
coordinates of DCN 
stimulation sites in ML-DV 
(B1,C1), ML-AP (B2,C2), and 
AP-DV (B3,C3) planes. 
Colored dots denote sites that 
evoked excitatory (E), 
inhibitory (I), both, or no 
response (NR) in NAcCore (B1-
3) and NAcMed (C1-3).  
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against topographical organization of lateral/interposed DCN with respect to NAc 

response types. Using a similar approach, we examined whether there was 

topographical clustering of sites with excitatory and/or inhibitory responses within NAc 

subregions, but we did not find evidence for any such organization either.  

Discussion 

In this study we examined the previously uncharted functional connectivity 

between the cerebellum and nucleus accumbens using in vivo electrophysiology and 

neuroanatomy. Results from electrical microstimulation studies reveal that the 

cerebellum sends strong signals to the NAc that can significantly and bidirectionally 

modulate spiking activity. Excitatory and inhibitory responses were recorded in both 

NAcCore and NAcMed. Additionally, we observed single cells in both regions of NAc that 

responded in a mixed manner, with both excitatory and inhibitory modulation to a single 

stimulus paradigm. Neuroanatomical studies identified three disynaptic pathways 

through which cerebellar signals can reach the NAc. These pathways go through the 

VTA or the intralaminar thalamus (centromedial or parafascicular nucleus). 

TECHNICAL CONSIDERATIONS 

Our recordings were performed in ketamine-anesthetized mice. Although 

ketamine at anesthetic doses does not alter the number of spontaneously active striatal 

neurons (Kelland et al., 1991), it affects the pattern of spontaneous activity, promoting 

step-like membrane potential fluctuations between “up-” and “down-states” (Mahon et 

al., 2001). Such bursting behavior would contribute to “noisy” baseline activity; however, 

we would not expect it to distort our analyses because we have defined neural 

responses as changes in spiking rate from the preceding baseline. Moreover, by using 
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electrical, rather than sensory, stimuli to probe connectivity, we have overcome any 

concerns stemming from the known inhibitory effect of ketamine on sensory-evoked 

activity in the cerebellum.  

In addition to anesthesia, the stimulation modality warrants consideration. 

Electrical stimulation causes an artifact that distorts the recording for tens of 

milliseconds. This was to some extent overcome by using spike sorting analyses to view 

individual waveforms and eliminate part of the artifact. Moreover, although electrical 

current propagates widely in the brain, the use of bipolar electrodes allowed us to 

restrict the spread of DCN stimulation to ~100 µm, as shown by the substantial drop in 

the probability to  bilitte the same NAc neuron with DCN stimuli delivered 100 µm 

apart. Ultimately the next steps in characterizing this circuitry will require the use of a 

more specific, non-artifact-inducing method for stimulation. 

INSIGHTS GAINED BY ANALYZING MULTI-UNIT AND SINGLE-UNIT RESPONSE 

PROFILES  

Our ability to identify different response types in the NAc changed depending on 

whether we looked at multi-unit, or population, activity or single-unit activity. Our multi-

unit analysis (MUA) identified a far fewer number of excitatory responses (35%) than 

the number identified with single-unit analysis (SUA) (47%), especially when including 

the excitatory component of mixed responses (55%). This difference is likely due to our 

ability to identify spikes occurring within a shorter latency of the stimulus artifact. This is 

supported by the fact that the change was specific to excitatory responses, whose 

temporal profile is much faster and more transient than inhibitory ones (discussed more 

below). It may appear at first glance that the prevalence of inhibition is decreased when 



39 
 

switching from MUA to SUA. This could be because inhibition is a feature limited to 

population coding, as the baseline firing rate of multiple neurons is required to see 

attenuation in spiking activity. This would be especially pertinent in regions, or 

conditions in which basal spike rate is low (e.g., under anesthesia). However, almost all 

the calculated attrition can be accounted for by  bilityy to identify individual units in 

which a mixed response occurred (9%, combined with inhibitory prevalence: 20%; MUA 

prevalence: 23%). It is also possible that some differences between MUA and SUA are 

caused by the fact that MUA favors larger spikes, possibly skewing the data towards 

activity of larger neurons. By switching to SUA, we may be including more non-primary 

medium spiny neural data, such as inhibitory or cholinergic interneurons. Ultimately the 

two forms of analysis converge on similar conclusions: that CB stimulation is effective in 

eliciting significant changes in NAc activity, and that excitatory signals from CB are 

more predominant than inhibitory ones. It has been effectively shown that SUA often 

reaches similar conclusions as does MUA (ref); however, the results discussed above 

suggest that each is valuable in drawing conclusions from electrophysiological data. 

SOURCES OF VARIABILITY IN SINGLE-UNIT RESPONSE FEATURES 

The prevalence of each response type, excitatory, inhibitory, and mixed, does not 

show any NAc subregion-dependence. Nor does the strength, in terms of the amplitude 

of modulation, or the latency of responses. However, latencies between excitatory and 

inhibitory responses are significantly different. Consistently, excitatory responses have 

faster onsets than do inhibitory ones. This includes the excitatory component of mixed 

responses, which nearly always precedes the inhibitory component (Fig.2.4). This 

difference in latency could indicate that excitatory modulation serves the purpose of 
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rapidly communicating information critical to the control of motivated behavior. Because 

the CB is a known instructor for updating responses based on external stimuli, these 

excitatory responses could represent the neural underpinnings of reward prediction 

error. On the other hand, the slower, longer-lasting inhibitory responses could serve a 

regulatory function, such as gain control. Additionally, the difference in latency could be 

a result of differing circuitry. For example, inhibitory responses could be receiving 

cerebellar signal through a greater number of synapses than excitatory ones. Or rather 

than a longer route, the inhibitory circuitry could involve slower neurotransmission (e.g., 

dopaminergic neuromodulation).  

One feature that does appear to be subregion-specific is how the response 

prevalence varies with changes in stimulation intensity. In neither NAcCore nor NAcMed 

did stimulation intensity alter the amplitude of responses relative to baseline firing rates. 

It is possible that this is a feature of the circuit, in which responses CB stimulation 

activates all-or-nothing changes in NAc neurons’ firing rates, or it could be an artificially 

induced feature due to the anesthesia. Another possibility is that even at the lowest 

stimulation intensity, response amplitudes are already reaching their maximum 

potential. While this would be surprising given the large range of intensities used in our 

experiments, this in itself could be a feature of the synapses. Such “saturating” neuron 

types have been previously described (Davis et al., 2007; Barriga-Rivera et al., 2017; 

Komssi et al., 2004), and are characterized by their sharp response curve that quickly 

reaches and maintains maximum firing rate with increasing stimulation intensity. Both 

NAcMed and NAcCore increase response prevalence to increasing stimulation. However, 

only in the NAcMed did the ratio of response types change significantly with increased 
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intensity. Despite this effect, the intensity of stimulation had little effect on the amplitude 

of modulation in either subregion. Thus, the degree to which NAc neurons increase or 

decrease their spiking activity is not dependent on the intensity of stimulation, but the 

number of neurons that alter their spiking activity could be. One potential explanation for 

this is that the downstream circuitry responsible for these responses has largely one-to-

one connectivity with NAc neurons. If, for example, the circuit had converging 

connectivity onto individual NAc neurons, increased recruitment of nodal cells would 

likely lead to increased amplitude of response. One possible explanation for the change 

in distribution of response types in the NAcMed is that increasing stimulation recruits a 

greater number of DCN neurons, which thereby activates different downstream circuitry 

responsible for each response type. Therefore, the next logical question is if the circuit 

is organized in the DCN by the type of response elicited in the NAc.  

Ultimately, we found that the DCN is unlikely to give rise to these differences in 

response features. Mapping of the topographical organization of effective DCN 

stimulation sites indicate widespread and overlapping distributions of sites that evoke 

excitatory and inhibitory responses in both NAcMed and/or NAcCore. If these different 

response profiles in NAc arise from distinct sources within DCN, these sources are 

likely organized at a scale below the resolution of our study (e.g., at the cellular level). If 

distinct pools of DCN neurons transmit signals to the two NAc subregions, the onset-

latency differential between response types suggests at least some divergence in the 

downstream routes that DCN signals take to arrive at their NAc destinations.  

There is already an abundance of evidence to support differences in connectivity 

based on NAc subregion. The fact that there is divergence in response distributions 



42 
 

between NAcMed and NAcCore could suggest that the two subregions do not receive the 

same copy of the CB signal. Alternatively, the signal from the CB could vary based on 

the type of modulation rather than the subregion. Excitatory and inhibitory responses 

occurred at very different timescales, further suggesting unique underlying circuitry. 

Further experiments are necessary to tap into the mechanisms of how CB signals 

influence NAc activity. Here, we have broken new ground by providing the first evidence 

of functional connectivity between CB and NAc, and offering an anatomical blueprint 

that could serve as its foundation.  
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Chapter 3: Disynaptic cerebellar pathways through ventral tegmental area and 

intralaminar thalamus modulate nucleus accumbens spiking activity 
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Introduction 

 In the previous chapter, I showed electrophysiological evidence that cerebellar 

(CB) activation, specifically in the deep cerebellar nucleus (DCN), drives changes in 

spiking activity in the nucleus accumbens (NAc). This modulation of NAc activity could 

be excitatory, inhibitory, or both, with response types differing in properties such as 

prevalence and latency, but not topographical origin within the CB. Despite extensive 

exploration of DCN output (Fujita et al., 2020; Lu et al., 2013; Sultan et al., 2012), no 

direct connection between the CB and NAc has been identified. Thus, the anatomical 

basis for this functional connection remains unknown. This suggests that CB signal is 

relayed to the NAc through at least one nodal region. As differences between response 

types do not emerge from DCN topography, this variability could be due to differences 

in downstream circuitry, indicating that multiple routes could be responsible for NAc 

responses to CB electrical stimulation. Lastly, gaining understanding of the circuit 

mediating CB-NAc connectivity can offer more insight on the role of CB modulation. 

Investigation of CB circuitry in a non-motor context is still limited but is crucial for 

understanding the CB’s many non-motor roles. For example, whether this signal is 

passed through motor, or reward, or other similarly dedicated pathways can help 

interpret the behavioral implications for this connection. In this chapter, we seek to 

identify the multi-synaptic connectivity responsible for CB influence on NAc activity.  
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Materials and Methods 

MICE 

C57Bl/6J mice of both sexes were used in accordance with the National 

Institutes of Health guidelines and the policies of the University of California Davis 

Committee for Animal Care. 

SURGERY FOR ANATOMICAL STUDIES 

For anatomical tracing, juvenile mice of both sexes were injected with AAVs and 

tracers using the procedure described above for in vivo optophysiology. For co-

localization experiments: AAV9-CAG-GFP (2 x 1012 viral particles/ml, UNC viral core) 

was injected in DCN (from bregma, in mm: medial n.: -2.55 AP, ± 0.75 ML, -2.1 DV, 50 

nl; interposed n. : -2.5 AP, ± 1.55 ML, -2.1 DV, 50 nl; lateral n.: -2.2 AP, ± 2.3 ML, -2.12 

DV, 50 nl; and -1.8, ± 2.35 ML, -2.12 DV, 50 nl). Cholera toxin subunit B (ctb)- 640 or -

568 (5 mg/ml, Biotium) was injected in NAc medial shell and core (from bregma, in mm: 

1.8 AP, ± 0.8 ML, -4.2 DV, 200 nl). For anterograde transsynaptic tracing: AAV1-hSyn-

Cre-WPRE-hGH (1013 gc/ml, Addgene; 1:10 dilution) was injected in DCN (coordinates 

as above).  AAV5-CAG-FLEX-tdTomato (7.8 x 1012 viral particles/ml, UNC viral core; 

1:2 dilution) or AAV5-pCAG-FLEX-EGFP-WPRE (1.1 x 1013 gc/ml, Addgene; 1:2 

dilution) was injected in VTA (from bregma, in mm: 2.8 AP, ± 0.35 ML, -4.2 DV, 100 nl; 

and -2.85 AP, ± 0.6 ML, -4.2 DV, 100 nl) or thalamus (from bregma, in mm: -0.85 AP, ± 

0.3 ML, -3.3 DV, 300 nl; and -1.2 AP, ± 0.5 ML, -3.5 DV, 300 nl; 1:5 dilution). Following 

surgery, mice remained in the colony for 2-3 weeks to allow for recovery and retrograde 

labeling/virus expression prior to euthanasia and tissue collection/processing.  
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HISTOLOGY AND FLUORESCENCE MICROSCOPY FOR ANATOMICAL STUDIES 

Two to three weeks following tracer/virus injections, mice were anesthetized with 

the anesthetic cocktail and perfused transcardially with 4% (w/v) PFA in PB. Brains 

were post-fixed in 4% PFA for 6 h and transferred to 30% sucrose in PBS for overnight 

incubation at 4°C. Brains were coronally sectioned (60 μm) on a sliding microtome, 

stained with DAPI, mounted to slides, coverslipped with Mowiol-based antifade solution 

and imaged. VTA sections were immunostained for tyrosine hydroxylase (TH) prior to 

mounting, as follows:  slices were first incubated with blocking solution [10% normal 

goat serum (NGS) in PBS supplemented with 0.3% Triton-X100; PBST] for 1 h at room 

temperature, then with mouse anti-TH (clone LNC11, Millipore Sigma, Burlington, MA; 

1:1000) in blocking solution with 2% NGS overnight at 4oC. Sections were washed with 

PBST (3 x 20 min) and incubated for 1 h at room temperature with goat anti-mouse 

Alexa fluor 488 secondary antibody (1:1000), washed with PBS (3 x 20 min), mounted, 

coverslipped and imaged. Epifluorescence image mosaics were acquired on an 

Olympus VS120 slide scanner with a 10x air objective. High magnification confocal 

images were taken sequentially with different laser lines and a 63x oil-immersion 

objective on a Zeiss LSM800 microscope with Airyscan. Image brightness/contrast was 

adjusted using ImageJ (NIH) for display purposes. Data from a total of N = 13 mice with 

successful injections, without spill to neighboring regions, are presented.  

SURGERY FOR SLICE ELECTROPHYSIOLOGY 

Mice were induced to a surgical plane of anesthesia with 5% isoflurane and maintained 

at 1-2% isoflurane. Mice were placed in a stereotaxic frame (David Kopf Instruments, 

Tujunga, California) on a feedback-controlled heating pad. Following skin incision, small 
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craniotomies were made above the target regions with a dental drill. The following 

coordinates (in mm) were used (from bregma): for medial DCN -6.4 AP, ± 0.75 ML, -2.2 

DV; for interposed DCN: -6.3 AP, ± 1.6 ML, -2.2 DV; for lateral DCN: -5.7 AP, ± 2.35 

ML, -2.18 DV. For limbic thalamus: -0.85 AP, ± 0.3 ML, -3.3 DV, and -1.2 AP, ± 0.5 ML, 

-3.5 DV. A small amount of tracer (50 - 100 nl for DCN, 300 - 500 nl for thalamus) was 

pressure-injected in the targeted site with a UMP3-1 ultramicropump (WPI, Sarasota, 

FL) and glass pipettes (Wiretrol II, Drummond) (tip diameter: 25-50 µm) at a rate of 30 

nl/min. The pipette was retracted 10 min after injection, the skin was sutured (Ethilon P-

6 sutures, Ethicon, Raritan, NJ) and/or glued (Gluture, Abbott labs, Abbott Park, IL) and 

animal was allowed to recover completely prior to returning to the home cage. 

Preoperative analgesia consisted of a single administration of local lidocaine (VetOne, 

MWI, Boise, ID; 1 mg/kg) and Meloxicam (Covetrus, Portland, ME; 5 mg/kg), both SC. 

Postoperative analgesia consisted of a single administration of Buprenex 

(AmerisourceBergen Drug Corp, Sacramento, CA; 0.1 mg/kg) and Meloxicam 5 mg/kg, 

both SC, followed by Meloxicam at 24 and 48 hr. The following adeno-associated 

viruses (AAV) and tracers were used: AAV1-hSyn-Cre-WPRE-hGH (Addgene, 10^13 

gc/ml, diluted 1:5) AAV5-CAG-FLEX-tdtomato (UNC Viral Core, 7.8*10^12 gc/ml, diluted 

1:5), AAV9-EF1a-DIO-hChR2(H134R)-EYFP (Addgene, 1.8*10^13 gc/ml, diluted 1:10). 

Three to five weeks were allowed for viral expression/labelling. 

PREPARATION OF BRAIN SLICES FOR ELECTROPHYSIOLOGY 

Mice of either sex (P39-60) (Fig. 3, N=9; Fig. 5, N=5) were anesthetized through 

intraperitoneal injection of ketamine/xylazine/acepromazine anesthetic cocktail and 

transcardially perfused with ice-cold artificial cerebrospinal fluid (aCSF; in mM: 127 
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NaCl, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 1 MgCl2, 2 CaCl2, 25 glucose; 

supplemented with 0.4 sodium ascorbate and 2 sodium pyruvate; ~310 mOsm). Brains 

were rapidly removed, blocked, and placed in choline slurry (110 choline chloride, 25 

NaHCO3, 25 glucose, 2.5 KCl, 1.25 NaH2PO4, 7 MgCl2, 0.5 CaCl2, 11.6 sodium 

ascorbate, 3.1 sodium pyruvate; ~310 mOsm). Coronal sections (250 μm) containing 

the thalamus were cut on a vibratome (Leica VT1200S) and allowed to recover in aCSF 

at 32°C for 25 min before moving to room temperature until further use. All solutions 

were bubbled with 95% O2-5% CO2 continuously. Chemicals were from Sigma.   

SLICE ELECTROPHYSIOLOGY 

Slices were mounted onto poly-l-lysine-coated glass coverslips and placed in a 

submersion recording chamber perfused with aCSF (2-3 ml/min) at near physiological 

temperature (30-32oC). Whole-cell voltage-clamp recordings were made from 

tdTomato+ (Figs. 3,5) cells in the thalamus using borosilicate glass pipettes (3-5 MΩ) 

filled with internal solution containing (in mM): CsMSO3 120, CsCl 15, NaCl 8, TEA-Cl 

10, HEPES 10, EGTA 0.5, QX314 2, MgATP 4 and NaGTP 0.3, biocytin 0.3. 

Recordings were acquired in pClamp11 using a Multiclamp 700B amplifier (Molecular 

Devices, San Jose, CA), digitized at 20 kHz and low-pass filtered at 8 kHz. Membrane 

potential was maintained at -70 mV. Series resistance and leak current were monitored, 

and recordings were terminated if either of these parameters changed by more than 

50%. Optical stimulation of ChR2+ fibers surrounding tdTomato+ thalamic neurons was 

performed under a 60x water immersion lens (1.0 N.A.) of an Olympus BX51W 

microscope, using an LED system (Excelitas X-cite; or Prizmatix UHP-T) mounted on 

the microscope and driven by a Master9 stimulator (AMPI). Optical stimulation 
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consisted of 488 nm light pulses (1-5 ms duration). Power density was set to 1.5-2x 

threshold (max: 0.25 mW/mm2). A minimum of 5 response-evoking trials (inter-trial 

interval: 60 s) were delivered and traces were averaged. Postsynaptic current (PSC) 

amplitude was computed from the maximum negative deflection from baseline within a 

time window (2.5 - 40 ms) from stimulus onset. Onset latency was measured at 10% of 

peak amplitude. To confirm monosynaptic inputs, action potentials were blocked with 

TTX (1 µM), followed by TTX+ 4AP (100 µM) to prolong ChR2-evoked depolarization. A 

connection is monosynaptic if prolonged ChR2-induced presynaptic depolarization in 

TTX+4AP is sufficient to evoke release (Petreanu et al., 2009). 

SURGERY FOR IN VIVO OPTOPHYSIOLOGY 

Mice of both sexes (P35 - P49; N = 11) were used for optogenetic experiments.  

Animals were anesthetized with isoflurane (4% - 5% induction; 1.5% maintenance) and 

secured to a stereotactic frame (Kopf). After exposing the top of the skull, the head was 

leveled and small craniotomies were drilled over the DCN. Channelrhodopsin-

expressing adeno-associated virus (AAV2-hSyn-hChR2(H134R)-EYFP, UNC Vector 

Core; 100 nl, 5.6x1012 gc/ml, 1:2 dilution) was injected into the three DCN using a 

Micro4 controller and UltraMicroPump 3 (VWR). Glass needles were made from 1-mm 

outer diameter glass pipettes (Wiretrol II, Drummond) pulled to a fine tip (20 - 50 µm tip 

diameter, 3 - 4 mm tip length) using a pipette puller (P-97, Sutter). Injection needles 

were left in place for 5-10 min following injections to minimize diffusion. The following 

coordinates were used for targeting pipettes to each nucleus (relative to lambda): 

medial n.: -2.55 AP, +/-0.8 ML, -2.15 DV; interposed n.: -2.45 AP, +/-1.7 ML, -2.15 DV; 

lateral n.: -1.82 AP, +/- 2.37 ML, -2.17 DV. Following surgery and analgesia 
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administration (0.1 mg/kg buprenorphine, 5 mg/kg meloxicam), mice were allowed to 

recover on a warm heating pad before being transferred back to the vivarium. Animals 

were given 4-5 weeks expression time before being used in in vivo recording 

experiments. 

 Optic fibers were implanted over the CM (relative to bregma: -1.3 AP; -.85 ML; -

3.55 DV, 10o angle), PF (relative to bregma: -1.87 AP; -.95 ML; -2.95 DV, 12o angle), or 

VTA (relative to bregma: -3.1 AP; -0.5 ML; -4.05 DV) ipsilaterally to recording site and 

secured with temporary resin acrylic (Keystone Industries). 

OPTICAL STIMULATION FOR IN VIVO OPTOPHYSIOLOGY 

20-50 trials of ten 5-ms light pulses (473-nm DPSS laser, Opto Engine) were 

delivered at 20 Hz (inter-trial interval: 30 s or 1 min). Optical stimulation was primarily 

delivered at 10 mW intensity at fiber tip, but lower intensities were also tested (1 and 5 

mW).  

ACQUISITION OF IN VIVO ELECTROPHYSIOLOGICAL DATA 

Recordings were performed with a 12-channel (platinum; 0.2 - 2 MΩ impedance) 

axial multi-electrode array (FHC Inc., Bowdoin, ME; 150 μm distance between 

channels), dipped in fluorescein or Texas red dextran (3000 MW) and lowered into the 

NAc at a depth of 3.75 - 5.25 mm below the brain surface (DV axis). Electrode signals 

were fed to a digital headstage (RHD 2132, Intan Technologies, Los Angeles, CA) for 

amplification (x20), filtering (0.7 - 7500 Hz) and digitization (30 kS/s with 16-bit 

resolution), before transfer to an open-source acquisition system (OpenEphys) for 

display and storage.  
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HISTOLOGY FOR VERIFICATION OF ELECTRODE/OPTIC FIBER PLACEMENT 

Verification was performed the same way as in Chapter 2.  Positioning of 

electrodes was initially guided by atlas-based stereotactic coordinates (Paxinos & 

Franklin) and, upon completion of experiments, histologically verified through electrolytic 

lesions (single 10-s cathodal pulse of 300 µA) and fluorescence imaging (fluorescein 

dye track). Coordinates for subsequent animals of the same litter were further adjusted 

accordingly. At the end of experiments, electrodes were retracted, and animals were 

perfused with 4% (w/v) paraformaldehyde (PFA) in 0.1 M phosphate buffer (PB). Brains 

were dissected and post-fixed in 4% PFA, sliced in phosphate buffered saline (PBS) 

and inspected under a fluorescence stereoscope (Olympus SZX2). Slices containing the 

dye track from the recording array were identified under 488 nm light; CB slices with 

electrolytically lesioned tissue were identified under brightfield illumination. Slices of 

interest were subsequently stained with DAPI (1:20,000, Thermo Fisher Scientific), 

mounted on slides, and imaged using a VS120 Olympus slide scanner. Images were 

manually registered to the Paxinos and Franklin Mouse Brain Atlas and the location of 

the recording electrode tip and optic fiber were mapped. Only channels along the 

recording array that were determined to be within NAcCore and/or NAcMed were included 

in analysis. Experiments with misplaced optic fibers, viral expression outside the DCN 

region, or cerebellar electrolytic lesions localized outside the lateral and/or interposed 

DCN, were excluded from analysis.  

STATISTICS 

Statistical analyses were performed in Graphpad Prism 9.3.0 and Matlab. 

Comparisons of the relative frequency distribution of response types were performed 



55 
 

with Contingency Table analyses (Chi-square tests). Comparisons of response 

latencies and firing rates were performed with t-tests and ANOVA. To correct for 

multiple comparisons, we followed the Benjamini-Hochberg method (Benjamini and 

Hochberg, 1995) with False Discovery Rate (FDR) set at 10%.  
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RESULTS 

ANATOMICAL BLUEPRINT OF DCN-NAc CONNECTIVITY 

 There is no evidence for direct, monosynaptic connections between DCN and NAc 

(Allen Brain Atlas, and our own observations); we therefore hypothesized the existence 

of at least disynaptic anatomical pathways between the two areas. To test this 

hypothesis, we adopted a 2-pronged approach. First, we combined injection of a 

retrograde tracer (cholera toxin subunit B (ctb) -640 or -568) in NAc with injection of an 

anterograde viral tracer (AAV9-CAG-GFP) in DCN to identify areas of overlap (nodes) in 

a putative disynaptic CB-NAc circuit (Fig. 3.1A,B). Histological processing and high-

resolution confocal imaging of brain sections revealed two regions of overlap between 

ctb-filled neurons that project to NAc and GFP-labelled DCN axonal projections: the 

VTA and limbic thalamus (Fig. 3.1C,D). In VTA, most areas of overlap localized medially 

and caudally and involved both TH+ (dopaminergic) neurons (Fig. 3.1C) and TH- 

neurons. In the thalamus, we found areas of overlap in centromedial (CM) and 

parafascicular (PF) intralaminar nuclei (Fig. 3.1D). We found overlap in these same 

regions also when DCN injections were restricted to the lateral cerebellar nucleus only 

(Fig. 3.1E,F). These results are consistent with the existence of a disynaptic DCN-NAc 

anatomical circuit and point to VTA, and CM and PF thalamic nuclei, as putative circuit 

nodes.  
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 To confirm these observations through an independent approach, we performed 

AAV1-mediated anterograde transsynaptic tracing experiments 18 via stereotactic 

injections of AAV1-Cre in DCN and AAV-FLEX-tdTomato in VTA or limbic thalamus 

 

Figure 3.1. Co-localization of nucleus accumbens-projecting neurons with cerebellar 
projections in VTA and intralaminar thalamus. A, Schematic diagrams of stereotactic injections in 
DCN and NAc. B1, Expression of GFP at DCN injection sites. B2, Ctb-Alexa 568 injection site in 
NAc. C, Overlap of ctb-labeled NAc projectors and DCN axons in VTA. C1, VTA identification 
through TH immunostaining. C2, TH+ neuron. C3, Retrograde ctb-Alexa 568 labelling in NAc-
projecting cell. C4, GFP-expressing DCN axons. C5, C2-C4 merged. D, Overlap of ctb retrograde 
label (red) in NAc projectors (blue; NeuN) and GFP-expressing DCN axons (green) in intralaminar 
thalamic nuclei. D1-D2, Overlap in parafascicular (PF) n. D3-D4, Overlap in centromedial (CM) n. 
Yellow boxes in C1,D1,D3 denote zoom-in areas depicted in C2-C5, D2 and D4, respectively. E-F, 
Airyscan confocal images from experiments similar to A but with only lateral DCN injected with AAV-
GFP. E1, Ctb-labeled (red) NAc-projecting cell in the VTA. E2, TH+ cell (blue) with overlapping GFP-
labeled axonal projection (green) from lateral DCN. E3, E1-2 merged. F1, GFP-labeled axon from 
lateral DCN (green) overlaps with ctb-labeled (red) NAc-projecting cell (blue: NeuN) in the PF n. F2, 
Same as in F1 but for neuron in the CM n. Scale bars: B1-2,C1,D1: 200 µm; C2-C5,D2,D4,E1-
3,F1,F2: 5 µm; D3: 100 µm. N = 6 mice. Numbers denote distance from bregma.  
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(Fig. 3.2A,B). This approach relies on the transsynaptic transfer of Cre to postsynaptic 

neurons, which, once infected with a floxed fluorophore, become fluorescently labeled. 

With this method, we confirmed the existence of neurons receiving CB input in VTA 

(Fig. 3.2C1,C2) and CM, PF intralaminar thalamus (Fig. 3.2D1,D2). Importantly, we 

were able to localize their labeled axonal projections in NAc, in both NAcCore and NAcMed 

 

Figure 3.2. Disynaptic cerebellum - nucleus accumbens connectivity is confirmed via 
anterograde transsynaptic viral tracing. A, Schematic diagram of AAV1-mediated transsynaptic 
labeling approach. B, Schematic diagrams of stereotactic injections of floxed fluorophore in VTA and 
thalamic nodes. C1, The VTA is visualized via TH immunostaining (green). Yellow box denotes zoom-
in area depicted in C2. Rn: red nucleus; ml: medial lemniscus. C2, Neurons that receive DCN input 
are labeled with tdTomato (red; white arrowheads). Green: TH+ neurons (white arrows). Yellow 
arrowhead: TH+, tdTomato+ neuron. C3, Projections of CB-VTA neurons in NAcCore and NAcMed. D1, 
Neurons that receive DCN input in thalamus are labeled with tdTomato (red). Blue: NeuN. CM: 
centromedial n.; PC: paracentral n.; CL: centrolateral n.; VL: ventrolateral n. D2, Same as D1, but for 
parafascicular n. (PF). fr: fasciculus retroflexus. D3, Projections of CB-thalamic neurons in NAcCore 
and NAcMed. E-F, Fluorescence images from experiments similar to A-B but with only lateral DCN 
injected with AAV1-Cre. E, NAc projections of VTA neurons receiving input from lateral DCN. F, Same 
as in E but for thalamic neurons. Scale bars below images: C1: 200 µm; C2: 100 µm; C3,D1-3,E,F: 
500 µm. N = 7 mice. Numbers denote distance from bregma. 
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(Fig. 3.2C3,D3). We observed similar patterns of cell labeling and projections to the 

NAcCore and NAcMed when AAV1-Cre was injected in lateral DCN only (Fig. 3.2E,F). 

These findings chart the blueprint of disynaptic DCN-NAc connectivity and could provide 

an anatomical foundation for our newly discovered DCN-NAc functional connection.  

ELECTROPHYSIOLOGICAL CONFIRMATION OF TRANS-NEURONAL TRACING 

To confirm that targets identified with the transneuronal Cre method receive 

cerebellar synaptic input, we performed optophysiological experiments in acute thalamic 

slices from mice injected with AAV1-Cre in the DCN and AAV-FLEX-tdTomato in the 

thalamus (Fig. 3.3A). To activate cerebellar inputs, channelrhodopsin (ChR2-H134R) 

was conditionally expressed in DCN through AAV-DIO-ChR2-EYFP injection. DCN 

axonal projections were stimulated in the thalamus with 488-nm light pulses applied 

through the objective. Light-evoked synaptic responses were monitored in whole-cell 

voltage-clamp recordings (Vm = -70 mV) from thalamic neurons, which were selected 

based on tdTomato expression, their anatomical location and position in the slice, i.e., 

surrounded by ChR2-EYFP-expressing axons. In the intralaminar nuclei of the 

thalamus, light stimulation elicited synaptic responses (mean response in pA: 311.7 ± 

100) (Fig. 3.3B1) with short latencies (mean latency in ms: 2.5 ± 0.28) (Fig. 3.3B2). 

These data support the specificity of the anatomical connectivity and establish the 

existence of active DCN terminals (as opposed to just passing axons) in the intralaminar 

nuclei of the thalamus. 

Next, we tested whether these connections, specifically in the CM and PF, were 

monosynaptic. Under basal conditions, CM/PF neurons received synaptic inputs from 

the DCN (at Vm = -70 mV; average amplitude ± SEM: -197.5 pA ± - 80.14, n = 6) (Fig. 
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3.3C1,D1) with short onset latency (average latency ± SEM: 2.4 ms ± 0.18) (Fig. 3.3E), 

which is consistent with direct monosynaptic connections. Application of the sodium 

channel blocker tetrodotoxin (TTX) abolished the inputs (average amplitude ± SEM: -5.1 

pA ± -2.03) (Fig. 3C2, C4 D1), which recovered upon addition of the potassium channel 

blocker 4-AP (average amplitude ± SEM: -151.8 pA ± -39.52) (Fig., 3.3C3,4,D1) 

(Friedman’s non-parametric repeated measures ANOVA: x2
r = 9, n = 6, p = 0.008; 

Dunn’s multiple comparison test: Baseline vs TTX: p = 0.02, Baseline vs TTX+4AP: p = 

0.99, TTX vs TTX+4AP: p = 0.01), confirming that these connections identified by 

transsynaptic neuronal tracing are in fact monosynaptic.   

 

 

Figure 3.3. Electrophysiological validation of virally-identified cerebello-thalamic connectivity. 
A1, Schematic of experimental approach. A2,A3, Epifluorescence images of anterior (A2) and 
posterior (A3) thalamic slices acutely prepared for recordings. DCN input-receiving neurons are 
tdTomato+. ChR expressing (green) fibers are from the DCN Scale bars: 500 µm. B, Average (± 
SEM) amplitude (B1) and onset latency (B2) of ChR2-evoked synaptic currents in the intralaminar 
thalamus (Thal). C Example ChR2-evoked synaptic response in neuron in centromedial (CM) 
thalamus. Average trace (teal) overlaid onto single trials (gray). D, Average (± SEM) amplitude E, 
onset latency of ChR2-evoked synaptic currents at DCN-CM/PF synapses.  
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PHOTOSTIMULATION OF DCN AXONAL PROJECTIONS IN NODES SUPPORTS 

THE EXISTENCE OF DISYNAPTIC CIRCUITS BETWEEN CEREBELLUM AND NAc 

 The novel neuroanatomical data point to the existence of neural circuits connecting 

the CB to the NAcCore and NAcMed, with putative nodal regions in VTA and/or 

intralaminar thalamus. We sought to determine whether these anatomically defined 

nodes are also functional nodes serving CB-NAc connectivity. To this end, we 

performed additional electrophysiological experiments combined with optogenetic 

stimulation of DCN projections in the putative nodes (Figs. 3.4,5). We expressed 

channelrhodopsin (ChR2) in DCN projection neurons through viral injection (Figs. 

3.4A,3.5B) and recorded responses in NAcCore and NAcMed following photostimulation of 

DCN axons (10 pulses at 20 Hz, 10 mW at fiber tip) in VTA (Fig. 3.4C1,C2), CM (Fig. 

3.4D1,D2), or PF (Fig. 3.4E1,E2). All DCN nuclei were injected in order to maximize 

ChR2 expression and the chances of successful stimulation of projections. 

 Targeted photostimulation of ChR2-expressing DCN axons in each of the three 

putative nodes modulated spiking activity in both NAcCore and NAcMed (example units in 

Fig. 3.4C2,D2,E2; group averages in Fig. 3.5A1,B1,C1), establishing the VTA, CM and 

PF as functional nodes of the CB-NAc circuitry. Figure 3.5 shows the normalized group 

average excitatory responses of NAcCore and NAcMed neurons elicited by 

photostimulation in VTA (Fig. 3.5A1), CM (Fig. 3.5B1), and PF (Fig. 3.5C1). Because of 

jitter, the group average response underestimates the true magnitude of modulation, as 

discussed previously for electrical responses. Therefore, to further evaluate the 

connectivity strength in the three CB-NAc circuits, we computed the average peak 

amplitude of light-evoked excitatory responses in NAc subregions and asked whether it 
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varied across nodes or between NAc subregions. In NAcCore, neurons displayed an 

average peak excitatory response to photostimulation in VTA of 43 ± 8 spikes/s; in CM: 

44 ± 5 spikes/s; in PF: 36 ± 4 spikes/s. In NAcMed, the average peak excitatory response 

to photostimulation in VTA was 39 ± 6 spikes/s; in CM: 34 ± 3 spikes/s; and in PF: 41 ± 

6 spikes/s. There was no statistically significant effect of NAc subregion, or of node, on 

peak responses (NAc subregion: F(1,120) = 0.4; p = 0.5; node: F(2,120) = 0.1; p = 0.9), 

and no significant interaction (F(2,120) = 0.9; p = 0.4). These NAc responses were 

specific to ChR2 expression, as no-opsin (EGFP-alone) controls did not show an effect 

of photostimulation on peak firing rate, even at 15 mW (response window vs. baseline: 

NAcCore: t4 = 0.53, p = 0.62; NAcMed: t35 = -1.41, p = 0.17) (Fig. 3.5D).   

 Light-evoked responses were excitatory in their majority, with frequency 

distribution that varied between NAcCore and NAcMed in a node-dependent manner: 

photostimulation of DCN projections in VTA evoked more excitatory responses in 

NAcCore than in (excitatory responses in NAcCore: 86%, in NAcMed: 38%; χ2
(1) = 13.6; p < 

0.001) (Fig. 5A2), whereas no such differences were observed upon photostimulation in 

CM (NAcCore: 77%, NAcMed, 72%; χ2
(1) = 0.20; p = 0.44) (Fig. 3.5B2) or PF (excitatory 

responses in NAcCore: 65%, in NAcMed : 85%; χ2
(1) = 2.63; p = 0.11) (Fig. 3.5C2) (p-

values corrected for multiple comparisons). Excitatory responses were also readily 

elicited in NAcCore and NAcMed with as little as 1 or 5 mW photostimulation (Table 3.1). 

Even at the lowest intensity (1 mW), a single pulse was sufficient to elicit a response 

(percent responses elicited by first pulse in VTA: NAcCore: 54%, NAcMed, 58%; in CM: 

NAcCore: 72%, NAcMed, 57%; in PF: NAcCore: 67%, NAcMed: 58%) (Table 2), pointing to 

high-fidelity connectivity that does not strictly require activity-dependent synaptic 
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enhancement to propagate information to NAc. The proportion of responses elicited by 

the first light pulse increased with photostimulation intensity in (permutation test: p < 

0.001, n = 41, N = 4) and CM (p < 0.01, n = 52, N = 4), but not in PF (p = 0.08, n = 45, N 

= 3) (p-values corrected for multiple comparisons). This finding could potentially suggest 

convergent connectivity within the CB-VTA-NAc and CB-CM-NAc circuits. 

 

 

Figure 3.4. Photostimulation of cerebellar projections in VTA and thalamus elicits responses in 
nucleus accumbens. A, Schematic diagram of optophysiological approach. NAc: nucleus 
accumbens, CB: cerebellum. B, Example ChR2-EYFP expression in DCN. lat: lateral n.; ip: interposed 
n; m: medial n. C,D,E, Histology and NAc responses to optogenetic stimulation of VTA (C1,2), CM 
(D1,2), and PF (E1,2). C1,D1,E1: Representative images of optic fiber placement. ml: medial 
lemniscus; fr: fasciculus retroflexus. C2,D2,E2: Example single units. Left: Average spike waveform. 
Scale bars: 1 ms, 10 µV. Top: PSTH (10-ms bins) of firing rate (spikes/s). Bottom: Baseline-
normalized firing rate (z-score) across time. Blue lines denote photostimulation; Shaded area marks 
response window. Numbers below or next to images indicate distance from bregma (in mm). 
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 In contrast to excitatory responses, inhibitory responses were scarce in 

photostimulation experiments (Fig. 3.5A2, B2, C2). This finding appeared to be 

stimulation regime-dependent, because lowering the photostimulation intensity 

increased the prevalence of inhibitory responses in NAc more than expected by chance 

alone (permutation test, 1 vs. 5 vs. 10 mW: VTA: p < 0.01, n = 64, N = 4; CM: p < 0.05, 

n = 82, N = 4; PF: p < 0.05, n = 60, N = 3; p-values corrected for multiple comparisons) 

(Table 3.1). Finally, we asked whether each NAc subregion was differentially responsive 

to photostimulation in each of the nodes. We found no differential effect of 10 mW-

photostimulation among the three nodes on the distribution of response-types in either 

NAcCore (χ2
(2) = 5.4; p = 0.07) or NAcMed (χ2

(2) = 4.9; p = 0.09).  
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Figure 3.5. Node-dependent differences in nucleus accumbens responses to photostimulation 
of cerebellar projections. A1,B1,C1, Average normalized activity (z-score) in NAcCore (top) and 
NAcMed (bottom) as a function of time, for cerebellar fiber photostimulation (blue lines) in VTA (A1), 
CM (B1) and PF (C1). A2,B2,C2, Distribution of response-types in NAcCore (C: inner ring) and NAcMed 
(M: outer ring) upon photostimulation of cerebellar projections in VTA (A2), CM (B2), and PF (C2). 
Blue: excitatory (E), Red: inhibitory (I), Purple: mixed, Gray: non-responders (NR). D, Average 
normalized activity (z-score) in NAcCore (top) and NAcMed (bottom) as a function of time, for no-opsin 
controls. E, Cumulative histogram of NAc response onset latencies upon cerebellar fiber 
photostimulation in VTA, CM and PF. Inset: 0-25 ms zoom-in. F,G,H, Violin plots of onset latencies of 
excitatory responses in NAcCore (Core) and NAcMed (Med), upon cerebellar fiber photostimulation in 
VTA (F), CM (G) and PF (H). Black lines: Median; White lines: interquartile range (Q1-Q3). VTA: N = 4 
mice, nNAcCORE = 22 units, nNAcMED = 42 units; CM: N = 4 mice, nNAcCORE = 39 units, nNAcMED = 25 units; 
PF: N = 3 mice, nNAcCORE = 40 units, nNAcMED = 20 units. D, no-opsin controls: N = 4 mice, nNAcCORE = 5 
units, nNAcMED = 36 units.  
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Table 1. Percent responses in NAcCore and NAcMed elicited by photostimulation of cerebellar axons in 
VTA, CM and PF at different intensities.  

 

 

Table 2. Proportion of excitatory responses in NAcCore and NAcMed elicited by the first light pulse, at 
different photostimulation intensities. 



67 
 

TEMPORAL ASPECTS OF LIGHT-EVOKED RESPONSES 

 We wondered whether temporal aspects of CB-NAc communication differed 

between excitatory and inhibitory responses. Analysis of onset latency of responses 

elicited by 10 mW CB axonal photostimulation indicated that, overall, excitatory 

responses had significantly shorter onset latencies than inhibitory ones (mean ± sem: 

excit.: 45.4 ± 5.0 ms, inh.: 256.7 ± 46.2 ms, t147= -10.0, p < 0.001; N = 10, nexc.= 136, 

ninh.= 13). To dissect node-specific effects, we computed the cumulative distributions of 

onset latencies for excitatory responses elicited by photostimulation in VTA, CM and PF 

(Fig. 3.5E). A relatively broad distribution of onset latencies was evident in all nodes, 

with half-rise latencies of 11 ms for VTA, 20 ms for CM and 40 ms for PF. Further 

analysis indicated that the probability of eliciting short-latency responses (≤ 10 ms), 

which are consistent with disynaptic connectivity (Chen et al., 2014; Gao et al., 2018; 

Assous et al., 2019; Yang et al., 2021), was greater for photostimulation in VTA 

compared to CM and/or PF (proportion of latencies ≤ 10 ms: VTA: 0.34, CM: 0.08, PF: 

0.11; VTA vs CM: χ2
(1) = 10.3, p < 0.01; VTA vs PF: χ2

(1) = 6.4, p < 0.01; CM vs PF: χ2
(1) 

= 0.4, p = 0.54; p-values corrected for multiple comparisons) (Fig. 3.5E inset). In the 

VTA, lower intensity stimulation led to a decreased proportion of short latencies within 

the VTA alone (13%, 15%, and 34% of latencies less than or equal to 10ms following 1, 

5 and 10-mW stimulation paradigms respectively) (X2
(2)=6.5, p = 0.04), and thus this 

node no longer had a significantly different proportion of short latencies compared to 

CM and PF (1mW: X2
(2) = 0.85, p = 0.65; 5mW: X2

(2) = 3.7, p = 0.25). This further 

supports the idea that the CB-VTA-NAc circuit exhibits unique convergent properties. 

Similar analysis could not be applied to inhibitory responses because of their limited 
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prevalence (Fig. 3.5A2-C2 and Table 1). Finally, we examined NAc subregion-specific 

effects on excitatory response latencies (Fig. 3.5F-H). A two-way ANOVA corroborated 

the significant main effect of nodes (F(2,130) = 4.7; p < 0.05) but did not find significant 

main effect of NAc subregion (F(1,130) = 1.7; p = 0.19), or significant interaction effect 

between node and NAc subregion (F(2,130) = 1.7; p = 0.18). 

 Collectively, these results support and expand the conclusions of our 

neuroanatomical studies that signals originating in DCN can reach NAc through 

pathways that involve the VTA and the intralaminar thalamus.  

Discussion 

In this study we examined the anatomical basis of functional connectivity between 

the cerebellum and nucleus accumbens using neuroanatomy, and optogenetics, and in 

vivo electrophysiology. Our investigations into this connection identify three disynaptic 

pathways through which cerebellar signals can reach the NAc. These pathways go 

through the VTA or the intralaminar thalamus (centromedial or parafascicular nucleus). 

Optogenetic activation of DCN axons in each of these intermediary nodes revealed that 

all three pathways can communicate cerebellar signals to NAc, albeit with distinct node-

dependent properties. 

TECHNICAL CONSIDERATIONS 

Our recordings were performed in ketamine-anesthetized mice. As discussed in 

Chapter 2, although ketamine at anesthetic doses does not alter the number of 

spontaneously active striatal neurons (Kelland et al., 1991), it affects the pattern of 

spontaneous activity, promoting step-like membrane potential fluctuations between “up-” 
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and “down-states” (Mahon et al., 2001). Such bursting behavior would contribute to 

“noisy” baseline activity; however, we would not expect it to distort our analyses 

because we have defined neural responses as changes in spiking rate from the 

preceding baseline. Moreover, by using optogenetic, rather than sensory, stimuli to 

probe connectivity, we have overcome any concerns stemming from the known 

inhibitory effect of ketamine on sensory-evoked activity in the cerebellum (Bengtsson 

and Jörntell, 2007).  

With this, the stimulation modality warrants consideration. Optogenetic 

stimulation of DCN axons in a node could induce back-propagating action potentials 

that could, in turn, elicit NAc responses through axonal collaterals. However, to the best 

of our knowledge, there is no evidence for DCN collaterals that form synapses onto 

NAc-projecting neurons in both VTA and intralaminar thalamic nuclei. Even if such 

collaterals existed, their activation would result in unreliable responses with relatively 

long latencies, due to synaptic delays and the failure-prone asymmetric nature of action 

potential conduction velocity (Grill et al., 2008; Mateus et al., 2021).  

NOVELTY OF ANATOMICAL CONNECTIONS 

Anatomical and functional connections between DCN and VTA, and DCN and 

intralaminar nucleus nodes, have been described previously (Snider and Maiti, 1976; 

Hendry et al., 1979; Phillipson, 1979; Watabe-Uchida et al., 2012; Gornati et al., 2018; 

Carta et al., 2019; Jung et al., 2022). VTA and thalamic projections to NAc are also well 

established (Beckstead et al., 1979; Su and Bentivoglio, 1990; Bentivoglio et al., 1991; 

Bassareo and Di Chiara, 1999; Garris et al., 1999; Groenewegen et al., 1999; Van der 

Werf et al., 2002; Ikemoto, 2007; Taylor et al., 2014). It might therefore be unsurprising 
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that the DCN recruit these nodes to communicate with NAc. However, the VTA and 

thalamus are exquisitely complex areas with multiple output streams. For example, the 

VTA projects not only to NAc but also to hippocampus, hypothalamus, lateral habenula, 

entorhinal cortex, etc. (Oades and Halliday, 1987; Stamatakis et al., 2013; Beier et al., 

2015). None of these downstream target regions appears to be disynaptically connected 

to DCN through the VTA, which points to specificity in circuit wiring. Our study is the first 

one, to our knowledge, to map DCN-NAc circuits through VTA and thalamus. We also 

effectively extended observations of DCN-thalamic outputs to the CM and PF nuclei, 

including confirming monosynaptic inputs from DCN to CM and PF. 

FAST EXCITATORY MODULATION THAT DIFFERS BETWEEN MIDBRAIN AND 

THALAMIC ROUTES 

Results from optogenetic stimulation of projections in these newly identified nodes 

support the previously identified strong excitatory signals from CB to NAc. The strength 

of these excitatory signals does not show any NAc subregion-, or node-, dependence. 

However, the relative frequency of NAc neurons that receive excitatory vs. inhibitory (or 

mixed) signals vary depending on the route that the DCN signals follow: the CB-VTA 

pathway is more likely to communicate excitatory signals to neurons in NAcCore than in 

NAcMed, whereas the CB-thalamic pathways do not show a clear preference for either 

NAc subregion, barring a slight preference for NAcMed from the CB-PF pathway. 

 Disynaptic pathways that utilize fast classical neurotransmitters (e.g., glutamate) 

would be expected to support the rapid signal propagation and result in short-latency 

responses, whereas neuromodulatory (e.g., dopaminergic) pathways would be 

expected to operate at longer time scales (Chen et al., 2014; Gao et al., 2018; Assous 
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et al., 2019; Liu et al., 2021; Yang et al., 2021; Sippy and Tritsch, 2023). The shortest-

latency responses we recorded upon photostimulation of cerebellar axons in each of the 

intermediary nodes occur within 10 ms, a finding that is consistent with the 

monosynaptic connections known to exist, between DCN and VTA, and DCN and 

thalamus (Carta et al., 2019; Baek et al., 2022; Jung et al., 2022), and which is 

corroborated by our newly identified monosynaptic structural connectivity. Particularly 

for responses elicited by photostimulation in VTA, DCN axons are known to synapse 

onto both dopaminergic and non-dopaminergic VTA neurons (Beier et al., 2019; Carta 

et al., 2019; Baek et al., 2022), including vesicular glutamate transporter 2-positive 

(vGlut2+) VTA neurons, which project to NAc (Beier et al., 2015) and which could, at 

least partly, mediate cerebellar signaling.  

The CB-VTA-NAc circuit is unique in how stimulation intensity influences the 

latency of evoked responses. Higher stimulation intensities cause increasingly shorter 

response latencies only when stimulation was in the VTA, not in either thalamic nucleus. 

This effect could be due to convergent circuitry from CB input-receiving VTA neurons 

onto NAc neurons. This is not unexpected considering the known strong connection 

between VTA and NAc. This is also corroborated by our own anatomy, in which the 

transsynaptic labeling approach showed somewhat sparse expression in the VTA, but 

offered much more abundant expression in the NAc compared to expression of 

transsynaptically labeled CB-thalamus projections (Fig. 2). Longer-latency excitatory 

responses dominate CB-NAc communication through the intralaminar thalamus and 

could arise from polysynaptic circuitry, in agreement with the diffuse patterning of 

intralaminar projections (Jones and Leavitt, 1974; Van der Werf et al., 2002). 
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Subthreshold synaptic signaling that requires activity-dependent short-term facilitation in 

order to propagate to NAc neurons could also account for longer latencies. While short-

term plasticity is unlikely to be strictly required for successful CB-NAc communication, 

given that a single pulse of optogenetic stimulation can elicit NAc responses; it may 

account for the longer-latency portion of the excitatory responses. For example, some of 

the responses evoked in the PF display more gradual buildup than excitatory responses 

through the other nodes and therefore may require the short-term plasticity induced 

through repeated stimulation.  

Inhibitory responses (and/or inhibitory components of mixed responses), though 

more rare, are seen following stimulation in the nodes. They also appear to depend on 

photostimulation intensity, with higher prevalence at lower photostimulation intensities 

for all three nodes. Multiple cellular mechanisms could underlie inhibitory responses and 

could involve dopamine release as well as non-dopaminergic signaling through the VTA 

(Brown et al., 2012; Beier et al., 2019; Carta et al., 2019; Baek et al., 2022) and/or CB-

thalamic (CM, PF) projections to NAc, which are known to contact not only medium 

spiny neurons but also cholinergic inhibitory interneurons (Yamanaka et al., 2018).  

Polysynaptic pathways could also be involved, although their recruitment seems at odds 

with the inverse relationship between inhibitory response prevalence and 

photostimulation intensity.  

The results of these experiments offer novel insight on the long-range, functional 

connectivity of the non-motor CB. These data open many doors for future investigation 

of these CB-NAc circuits. The cellular makeup, as well as the nature of synaptic 

plasticity, in CB-NAc circuits is an exciting route for further investigation. As techniques 
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for di/polysynaptic circuit manipulation continue to improve, the behavioral influence of 

this connection will undoubtedly be pursued in future study. 
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The thesis work described in this dissertation offers new insights on the long-range 

connectivity of the non-motor cerebellum. Through in vivo and ex vivo 

electrophysiology, optogenetics, and anatomical tracing, we have determined that the 

cerebellum is disynaptically connected to the nucleus accumbens through at least three 

circuits: CB-VTA-NAc, CB-CM-NAc, and CB-PF-NAc. It is tempting to speculate on the 

network-wide implications as well as the cellular mechanisms of the different CB-NAc 

pathways, and thus I will begin to do so below. 

Cerebellar signals that arrive to NAcCore through VTA could be behaviorally 

relevant for reward learning through signaling of value, which has been correlated with 

dopamine release in NAcCore, but not in NAcMed (Mohebi et al., 2019). Alternatively (or 

additionally), the CB-VTA-NAcCore pathway could be rewarding in itself, as stimulation of 

dopaminergic projections from VTA to NAcCore are sufficient to establish self-stimulation 

(Han et al., 2017) and previous studies have shown that the CB can signal reward 

(Wagner et al., 2017; Carta et al., 2019; Medina, 2019). The CB-VTA-NAcCore pathway 

could also be involved in social cognition, given that NAcCore activation promotes social 

dominance in mice and that cerebellar Purkinje neurons are known to modulate social 

aggression in mice (Jackman et al., 2020). Finally, the CB-VTA-NAcCore pathway could 

also be important for signaling salience, regardless of valence, to promote learned 

responses to behaviorally relevant stimuli (Kutlu et al., 2010). The short response 

latencies of the CB-VTA-NAcCore pathway could be key for temporally precise control of 

behavioral states including attentional control (Flores-Dourojeanni et al., 2021), and 

could gate incoming signals to NAc, including signals from PF (Akaike et al., 1981; Hara 

et al., 1989). 
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CB-VTA projections preferentially project to NAcCore, but a substantial portion still 

arrive at NAcMed. It has been shown that VTA cells that co-transmit dopamine (DA) and 

glutamate preferentially project to the NAcMed, and that these neurons elicit strong 

excitatory responses in cholinergic interneurons, though they also have weaker 

connections directly onto medium spiny neurons and inhibitory interneurons (Mingote et 

al., 2019). This activation of intrinsic circuitry could help explain several features of the 

CB-VTA-NAcMed circuit. The direct release of glutamate and dopamine onto NAcMed 

neurons may be responsible for the fast and slower excitatory responses observed, 

respectively. Additionally, activation of cholinergic interneurons can cause increased 

release of GABA from inhibitory interneurons onto medium spiny neurons. Thus, slower 

inhibitory responses, seen predominantly in NAcMed could be in response to 

polysynaptic activation of these interneurons. Lastly, the dual effect on medium spiny 

neurons, both direct activation and polysynaptic inhibition could be responsible for the 

mixed responses recorded in the NAcMed following activation of CB-VTA projections.  

CB-PF-NAc neurons were observed to preferentially influence NAcMed over 

NAcCore. This preference could also support a role in behavioral flexibility. Indeed, both 

NAcMed and NAcCore neurons encode rewarding and aversive stimuli via changes in 

neural firing rate, however, only neurons in NAcMed adaptively shift population response 

type to track the motivational value of a stimulus (Loriaux et al., 2011), suggesting that 

NAcMed can flexibly modulate encoding based on relative stimulus valence and/or 

acquired salience (Aquili et al., 2014; West and Carelli, 2016). Given that the PF is 

known to play a role in behavioral flexibility (Brown et al., 2010; Kato et al., 2021), the 
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CB-PF-NAcMed circuit may communicate teaching signals for updating past learning and 

altering behavior adaptively.   

Future investigations into the cellular basis of DCN-NAc communication as well as 

potential circuit-specificity of behavioral contributions are clearly in order. Here, we have 

broken new ground by providing the first evidence of rapid functional connectivity 

between CB and NAc, through the midbrain and intralaminar thalamus.   
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Appendix i: Chd8 and the developing cerebellum: implications for the adult non-

motor cerebellum  
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Preface 

The studies from our lab described in this dissertation expand upon the role of the 

cerebellum in non-motor functions by elucidating cerebellar connectivity to regions 

involved in reward, motivation, emotion, attention, and social behaviors. This growing 

knowledge highlights the importance of studying the cerebellum (CB) in the context of 

neurological disorders and identifying potential targets for therapeutic intervention. In 

this chapter, I will discuss completed and ongoing work probing the role of the clinically 

relevant gene, CHD8, on CB development. The work presented in this appendix is the 

result of a collaboration between the Nord and Fioravante labs and has partly appeared 

in abstract form: D’Ambra, Canales, C, Seban, N, Jung, SJ, Chu, N, Cichewicz, K, 

Lozano, S, Smith, E, Ortiz, R, Zhu, J, Fioravante, D, Nord A. Identifying the behavioral, 

genomic, and circuit-specific effects of Chd8 mutations in the developing and adult 

mouse cerebellum. Program No. 299.11. 2022 Neuroscience Meeting Planner. San 

Diego, CA. Society for Neuroscience, 2022. Online. The following individuals have 

contributed to the work included in this appendix: Alexa D’Ambra, Cesar Canales, Se 

Jung Jung, Jade Lin Dungca, Alex Nord and Diasynou Fioravante. Author contribution is 

as follows: AFD: conceptualization, methodology, investigation, data analysis and 

visualization, project administration, supervision; CC: animal care, project 

administration; SJJ: investigation and data visualization (Fig. i.2); JLD: data analysis 

and visualization (Fig. i.2; AN: conceptualization, resources, project funding acquisition; 

DF: conceptualization, methodology, supervision, project funding acquisition. Funding: 

This work was supported by R21MH126413 to DF and AN; and R01MH120513 to AN. 
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Introduction 

CHD8 is a gene that encodes a protein involved in the regulation of gene 

expression and the development of various organs, including the brain. Substantial 

evidence suggests that mutations in the CHD8 gene may contribute to the development 

of autism spectrum disorder (ASD), a complex neurodevelopmental disorder 

characterized by deficits in social communication and interaction, and repetitive or 

restrictive behaviors (Sugathan et al., 2014). In addition to ASD, human individuals 

harboring CHD8 mutations exhibit macrocephaly, distinct craniofacial morphology, mild-

to-severe intellectual disability (ID) and gastrointestinal problems (Bernier et al., 2014).  

 Several studies have created transgenic mouse lines with varying Chd8 

mutations to model those seen in humans. The most translationally relevant of these 

models are those that recreate the heterozygous mutation of the gene. To create a 

heterozygous deletion of Chd8 in mice, researchers have used several different 

techniques, including CRISPR/Cas9 genome editing and gene trapping. The resulting 

Chd8+/- mice displayed ASD-like behaviors, including deficits in social interaction and 

increased repetitive behaviors, with some variability in phenotypes depending on the 

technique used. Specifically, germline haploinsufficiency induced by using 

CRISPR/Cas9 to generate a 5-base-pair deletion in Chd8 exon 5 leads to several 

clinically relevant phenotypic changes (Fig. i.1A). These include alterations in cortical 

and subcortical volume, deficits in cognitive assays, altered neurogenesis, and changes 

in the transcriptomic landscape that exist in early and later neurodevelopment 

(Gompers et al., 2017)(Fig. i.1B-D).  
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Studies on the role of CHD8 in the cerebellum (CB) have provided insights into 

the molecular mechanisms underlying the pathogenesis of ASD. For instance, CHD8 

has been shown to regulate the expression of several genes that are involved in the 

development and function of the cerebellum, such as Pcdh10, Cntn4, and Dlgap2 

(Cotney et al., 2015). Moreover, recent studies have suggested that Chd8 mutations 

may disrupt the balance of excitatory and inhibitory synaptic transmission in the 

cerebellum, leading to altered neural circuitry and impaired motor and social behavior. 

For instance, Chd8 mutations have been associated with abnormal CB architecture, 

decreased Purkinje cell density, and altered properties of synapses onto Purkinje cells, 

which are believed to contribute to the motor and social deficits observed in ASD 

 

Figure i.1. Germline Chd8 Haploinsufficiency alters brain volume and cognitive performance. 
A, Schematic depicting CRISPR/Cas9 technique for generating transgenic animals. Het: 
heterozygous, Del: deletion B, Changes in CB volume. DCN: deep cerebellar nucleus C, Chd8+/del5

 

animals perform poorly on the novel object recognition task WT: *p = 0.0031; Chd8+/del5: p = 0.0867 D, 
Chd8+/del5 mice exhibit reduced freezing to cue after tone-shock conditioning (WT vs Chd8+/del5 *p = 
0.0104). Adapted from Gompers et al., 2017. 
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(Kawamora et al., 2021; Chen et al., 2022). To date, there has yet to be investigation of 

the effect of Chd8 haploinsufficiency on cerebellar development.  

In this study we use the previously described transgenic mouse line modeling 

Chd8 haploinsufficiency (Chd8+/del5) to investigate the role of Chd8 in cerebellar 

development. Specifically, we use ex vivo electrophysiology, pharmacology, and 

histology to examine changes in inhibitory synaptic connectivity and morphology of the 

sole CB cortical output cells, Purkinje neurons (PNs). 

Material and Methods 

ELECTROPHYSIOLOGICAL RECORDINGS 

Slice preparation 

Mice (postnatal day 11-12; both sexes) were placed in a chamber with isoflurane 

for anesthesia. Brains were rapidly removed, blocked, and placed in ice cold sucrose 

solution (in mM: 81.2 NaCl, 23.4 NaHCO3, 69.9 sucrose, 23.3 glucose, 2.4 KCl, 1.4 

NaH2PO4, 6.7 MgCl2, 0.5 CaCl2; ~315 mOsm). Sagittal sections (250 μm) of the 

cerebellum were cut on a vibratome (Leica VT1200S) and transferred to an incubation 

chamber containing sucrose solution at 32o for 20 minutes after which they were 

transferred to a second incubation chamber containing artificial cerebrospinal fluid 

(aCSF; in mM: 127 NaCl, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 1 MgCl2, 2 CaCl2, 25 

glucose; supplemented with 0.4 sodium ascorbate and 2 sodium pyruvate; ~315 mOsm) 

at 32°C. After 25 minutes of incubation, slices were moved to room temperature until 

used for recordings. All solutions were bubbled with 95% O2-5% CO2 continuously. 

Chemicals were from Sigma. 
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Whole-cell patch clamp recordings 

For recordings, slices were mounted onto glass coveslips coated with poly-l-

lysine and placed in a submersion chamber perfused with aCSF (2-3 ml/min) containing 

TTX (1µM) and NBQX (1µM) at 30-32 °C. Whole-cell patch-clamp recordings were 

made from visually identified PNs using borosilicate glass pipettes (1.5–3.5 MΩ) filled 

with internal solution containing (in mM): 140 CsCl, 4 NaCl, 0.5 CaCl2, 10 HEPES, 5 

EGTA , 5 QX314, 2 MgATP, and 0.05% biocytin; pH: 7.3. Recordings were acquired in 

pClamp11 using a Multiclamp 700B amplifier (Molecular Devices, San Jose, CA), 

digitized at 20 kHz and low-pass filtered at 8 kHz. Membrane potential was maintained 

at -70 mV. Series resistance and leak current were monitored and recordings were 

terminated if either of these parameters changed by more than 50%. Cells were 

excluded if leak exceeded 400pA or resistance was greater than 20MΩ. 

ANALYSIS OF PURKINJE NEURON MORPHOLOGY 

Following recording, slices were fixed in 4% (w/v) paraformaldehyde (PFA) for 

24-48 hours. For immunohistochemistry, slices were blocked with 10% normal goat 

serum (NGS, Millipore, Burlington, MA) and streptavidin Alexa Fluor 488 (1:500) in 

PBST (0.3% Triton X-100 in PBS) for 1 h. After four 15-minute rinses in PBS, slices 

were mounted to slides, coverslipped with Mowiol-based antifade solution containing 

DAPI, and imaged using a LSM800 confocal microscope. Using ImageJ software, we 

created maximum projection images from z-stacks and saved them as .tif files. The SNT 

plugin on ImageJ was then used to manually trace individual dendritic branches and 

label individual pathways and to perform Sholl analysis as follows: Concentric rings 

around the soma were drawn with a step size of 4 microns from the base of the primary 

dendrite and covered the entire cell. The number of times any tracing crossed each 
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circle is counted as an “intersection”. Total branch length and number of branches were 

also calculated. 

Results 

CHD8 AND PURKINJE NEURON DENDRITIC ARBORIZATION 

 In order to determine if Chd8 haploinsufficiency influences PN morphology during 

development, we first evaluated its expression in the CB cortex in P11-P12 mice. We 

found that Chd8 is broadly expressed in the CB and is highly concentrated in the 

granule cell layer and in the Purkinje cell layer (Fig. i.2A). PN dendritic arborization was 

compared between wildtype animals (WT) and Chd8+/del5 (Fig. i.2B). The data suggest 

that Chd8+/del5 animals have a more complex arborization than WTs, with a greater 

number of radial intersections (Fig. i.2C). Additionally, chd8+/del5 animals had a trend 

toward greater average total branch length, number of branches, and number of 

terminal dendrites (Fig. i.2D-F). On the other hand, WTs appeared to have longer PN 

dendritic arbors overall, with more cells intersecting at radii above 120µm (Fig. i.2C). 

These experiments are ongoing, and as such the sample size is insufficient to perform 

statistics. Further data collection will ensure appropriately powered statistical analyses 

to confirm the noticeable trend that constitutive heterozygous loss of Chd8 leads to PN 

dendritic overgrowth. If this trend is indeed indicative of a significant effect of Chd8 

haploinsufficiency, it could be suggestive of an important role in the formation or 

functionality of synaptic transmission onto PNs. 
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INHIBITORY TRANSMISSION IN CEREBELLAR CORTEX IS UNALTERED BY CHD8 
HAPLOINSUFFICIENCY 

 Studies suggest that Chd8 may play a role in synaptic transmission in the CB 

cortex. To determine if heterozygous deletion of Chd8 altered inhibitory transmission 

onto PNs, we recorded spontaneous inhibitory postsynaptic currents (mIPSCs) in both 

WT and Chd8+/del5 animals of both sexes (Fig. i.3A-C).  In both females (Fig. i.3D1, left) 

and males (Fig. 3D1, right) amplitude of mIPSCs was not significantly different between 

genotypes. There was also no significant difference in the frequency of mIPSCs (Fig. 

i.3D2). This may have been due to the large variability for these two properties; 

 

Figure 2. Chd8+/del5 animals exhibit trend towards greater PN dendritic arborization. A, Chd8 
expression in sagittal CB section. Green: Chd8, Red: NEUN. B, Example images of PN from 
Chd8+/del5 (top) and WT (bottom) animals with manual dendritic tracing. C, Results of Sholl analysis 
show higher peak in Chd8+/del5 PNs. D, Total number of branches across genotypes. E, Average total 
branch length (in microns) across genotypes. F, Total number of dendritic terminals across 
genotypes. 
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however, plotting the distribution of amplitudes (Fig. i.3E1) and frequencies (Fig. i.3E2) 

corroborate this finding. Ultimately these data suggest that inhibitory synaptic 

transmission is not altered in in Chd8+/del5 animals.  

 

  

 

Figure 3. Chd8 haploinsufficiency has no effect on inhibitory synaptic transmission onto PNs. 
A, Schematic illustrating the protocol for slice electrophysiology experiments. TTX: tetrodotoxin, 
NBQX: B, Example biocytin-labeled PN that was recorded from. C, Example trace of mIPSCs in PN. 
D, Amplitude (D1) and Frequency (D2) of mIPSCs in females and males across genotypes. IEI: inter-
event interval. E, Cumulative histograms of amplitude (E1) and frequency (E2) of mIPSCs in both 
sexes across genotypes. Amp: amplitude, IEI: inter-event interval. 
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Discussion 

 In this appendix chapter, I have described preliminary work investigating the 

impact of Chd8 haploinsufficiency on cerebellar development. Histological evaluations 

of PN morphology begin to uncover a potential effect of heterozygous Chd8 deletion. 

Results from these preliminary data seem to suggest that Chd8 plays a role in slowing 

or controlling dendritic growth. We also found no evidence that this mutation has any 

effect on inhibitory inputs onto PNs.  

 The finding that Chd8+/del5 animals have no change in inhibitory inputs onto PNs 

suggests that Chd8 may not play a role in the development of synapses from molecular 

layer interneurons (MLIs) onto PNs. MLIs are the primary inhibitory inputs onto PNs, 

and are important for modulating the strength and timing of excitatory inputs arriving 

from climbing and parallel fibers (Mittmann et al., 2004; Jörntell et al., 2010). This 

inhibitory feedback is crucial for directing plasticity at excitatory synapses and plays an 

important role in CB-relevant learning (Sergaki et al., 2017). One possibility for the lack 

of effect on spontaneous inputs suggests either that MLI inputs are unaffected, or that 

by postnatal day 11/12, homeostatic changes have already compensated for the loss. 

An important follow up study will be to probe PN evoked IPSCs following stimulation of 

MLIs. 

An additional possibility is that the effect of Chd8 knockdown is not seen until later 

into adulthood. Our lab has found that Chd8 continues to express into adulthood in the 

CB (not shown), which is not seen in most other areas of the brain. Additionally, there is 

some evidence from collaborators that adult Chd8+/del5 mice have noticeably reduced PN 
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density (not shown). Thus a more prominent effect on synaptic transmission may exist 

at later time points. 

Finally, while it is not necessary that morphological changes in dendritic 

arborization result in changes in synaptic properties, it is unlikely that PN connectivity is 

unchanged. In addition to MLI’s, the two key synaptic connections onto PNs are 

climbing fibers, arising from the inferior olive, and granule cell projections in the form of 

parallel fibers. Because climbing fibers form multiple synapses along the PN dendritic 

branch, this connection would be likely to be affected by changes in PN dendritic 

morphology. Prior manipulations of chd8 in granule cell progenitors have already 

identified that this population is sensitive to chd8 manipulations, and such mutations can 

lead to altered parallel fiber-PN synaptic integrity (Kawamura et al., 2021). Thus, in 

addition to exploring potential changes in evoked currents, spontaneous excitatory 

transmission is another avenue for future study. 

This work expands on previous studies that have investigated the role of Chd8 in 

cerebellar development, including PN morphology and synaptic transmission. The data 

described in this appendix chapter are the first, to our knowledge, to look both at the 

clinically relevant constitutive germline haploinsufficiency (as opposed to homozygous 

knock out and/or cell-type specific deletion), and at its effect in juvenile animals in which 

the CB is still developing.  
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Appendix ii: Polysynaptic cerebello-amygdala connectivity further elucidates the 

cerebellum’s link to the limbic system 
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Abstract 

The cerebellum is emerging as a powerful regulator of cognitive and affective 

processing and memory in both humans and animals and has been implicated in 

affective disorders. How the cerebellum supports affective function remains poorly 

understood. The short-latency (just a few milliseconds) functional connections that were 

identified between the cerebellum and amygdala -a structure crucial for the processing 

of emotion and valence- more than 4 decades ago raise the exciting, yet untested, 

possibility that a cerebellum-amygdala pathway communicates information important for 

emotion. The major hurdle in rigorously testing this possibility is the lack of knowledge 

about the anatomy and functional connectivity of this pathway. Our initial anatomical 

tracing studies in mice excluded the existence of a direct monosynaptic connection 

between cerebellum and amygdala. Using transneuronal tracing techniques, we have 

identified a novel disynaptic circuit between the cerebellar output nuclei and the 

basolateral amygdala. This circuit recruits the understudied intralaminar thalamus as a 

node. Using ex vivo optophysiology and super-resolution microscopy, we provide the 

first evidence for the functionality of the pathway, thus offering a missing mechanistic 

link between the cerebellum and amygdala. This discovery provides a connectivity 

blueprint between the cerebellum and a key structure of the limbic system. As such, it is 

the requisite first step toward obtaining new knowledge about cerebellar function in 

emotion, thus fundamentally advancing understanding of the neurobiology of emotion, 

which is perturbed in mental and autism spectrum disorders.  
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Introduction 

The cerebellum is increasingly recognized as a regulator of limbic functions 

(Strick et al., 2009; Buckner, 2013; Reeber et al., 2013; Strata, 2015; Adamaszek et al., 

2017; Liang and Carlson, 2019; Schmahmann, 2019; Hull, 2020). The human 

cerebellum is activated in response to aversive or threatening cues, upon remembering 

emotionally charged events, and during social behavior, reward-based decision making 

and violation of expectation (Ploghaus et al., 1999; Damasio et al., 2000; Ernst, 2002; 

Ahs et al., 2009; Moulton et al., 2010, 2014; Guo et al., 2013; Van Overwalle et al., 

2014; Guell et al., 2018; Ernst et al., 2019). Consistent with this, deficits in cerebellar 

function are associated with impaired emotional attention and perception, as seen in 

depression, anxiety, schizophrenia and post-traumatic stress disorder (Yin et al., 2011; 

Roy et al., 2013; Parker et al., 2014; Phillips et al., 2015), as well as cognitive and 

emotional disturbances collectively known as cerebellar cognitive affective syndrome 

(Schmahmann and Sherman, 1998). Animal models have recapitulated some of these 

findings, with selective mutations, damage or inactivation of the rodent cerebellum 

resulting in altered acquisition or extinction of learned defensive responses, and 

impaired social and goal-directed behavior, without motor deficits (Supple et al., 1987; 

Supple and Leaton, 1990; Sebastiani et al., 1992; Bauer et al., 2011; Lorivel et al., 

2014; Otsuka et al., 2016; Xiao et al., 2018; Carta et al., 2019; Frontera et al., 2020; 

Han et al., 2021).  

The limited understanding of the anatomical and functional circuits that connect 

the cerebellum to limbic centers has impeded mechanistic insight into the neural 

underpinnings of cerebellar limbic functions, which have begun to be dissected only 
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recently (Xiao et al., 2018; Carta et al., 2019; Frontera et al., 2020; Kelly et al., 2020). 

Moreover, a neuroanatomical substrate for the functional connections between the 

cerebellum and a key affective center, the amygdala (Janak and Tye, 2015), has yet to 

be provided, even though these connections were observed more than 40 years ago 

(Heath and Harper, 1974; Snider and Maiti, 1976; Heath et al., 1978). The purpose of 

the present work was to generate a mesoscale map of functional neuroanatomical 

connectivity between the cerebellum and amygdala. We focused on connections 

between the deep cerebellar nuclei (DCN), which give rise to most cerebellar output 

pathways (Ito, 2006), and the basolateral amygdala (BLA), which is known to process 

affect-relevant salience and valence information (Janak and Tye, 2015; O’Neill et al., 

2018; Yizhar and Klavir, 2018), and which was targeted in the early electrophysiological 

studies of Heath et al. (Heath and Harper, 1974; Heath et al., 1978).  
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Materials and methods 

MICE 

C57Bl/6J mice of both sexes were used in accordance with National Institute of Health 

guidelines. All procedures were reviewed and approved by the Institutional Animal Care 

and Use Committee of the University of California, Davis. Mice were maintained on a 

12-hr light/dark cycle with ad libitum access to food and water.  For anatomical tracing 

experiments, postnatal day P45-65 (at the time of injection) mice were used (N = 13 

mice). For slice optophysiology, P18-25 (at the time of injection) mice were used. (Fig. 

3: N = 14 mice; Fig. 5: N = 5 mice; Fig. 6: N = 7 mice).   

VIRUS AND TRACER INJECTIONS  

For stereotaxic surgeries, mice were induced to a surgical plane of anesthesia with 5% 

isoflurane and maintained at 1-2% isoflurane. Mice were placed in a stereotaxic frame 

(David Kopf Instruments, Tujunga, California) on a feedback-controlled heating pad. 

Following skin incision, small craniotomies were made above the target regions with a 

dental drill. The following coordinates (in mm) were used (from bregma): for medial 

DCN -6.4 AP, ± 0.75 ML, -2.2 DV; for interposed DCN: -6.3 AP, ± 1.6 ML, -2.2 DV; for 

lateral DCN: -5.7 AP, ± 2.35 ML, -2.18 DV. For basolateral amygdala: -0.85 AP, ± 3.08 

ML, -4.5 DV. For limbic thalamus: -0.85 AP, ± 0.3 ML, -3.3 DV, and -1.2 AP, ± 0.5 ML, -

3.5 DV. A small amount of tracer (50 – 100 nl for DCN, 300 – 500 nl for thalamus) was 

pressure-injected in the targeted site with a UMP3-1 ultramicropump (WPI, Sarasota, 

FL) and glass pipettes (Wiretrol II, Drummond) (tip diameter: 25-50 µm) at a rate of 30 

nl/min. The pipette was retracted 10 min after injection, the skin was sutured (Ethilon P-

6 sutures, Ethicon, Raritan, NJ) and/or glued (Gluture, Abbott labs, Abbott Park, IL) and 

animal was allowed to recover completely prior to returning to the home cage. 
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Preoperative analgesia consisted of a single administration of local lidocaine (VetOne, 

MWI, Boise, ID; 1 mg/kg) and Meloxicam (Covetrus, Portland, ME; 5 mg/kg), both SC. 

Postoperative analgesia consisted of a single administration of Buprenex 

(AmerisourceBergen Drug Corp, Sacramento, CA; 0.1 mg/kg) and Meloxicam 5 mg/kg, 

both SC, followed by Meloxicam at 24 and 48 hr. The following adeno-associated 

viruses (AAV) and tracers were used: AAV8-CMV-TurboRFP (Upenn Vector Core, 

1.19*10^14 gc/ml), AAV9-CAG-GFP (UNC Vector Core, 2x10^12 gc/ml), AAV2-retro-

CAG-GFP (Addgene, 7x10^12 gc/ml), AAV2-retro-AAV-CAG-tdTomato (Addgene, 

7x10^12 gc/ml), Cholera toxin subunit B CF-640 (Biotium, 2 mg/ml, 100 nl), AAV1-hSyn-

Cre-WPRE-hGH (Addgene, 10^13 gc/ml, diluted 1:5),  AAV5-CAG-FLEX-tdtomato 

(UNC Viral Core, 7.8*10^12 gc/ml, diluted 1:5), AAV9-EF1a-DIO-hChR2(H134R)-EYFP 

(Addgene, 1.8*10^13 gc/ml, diluted 1:10), AAV2-hSyn-hChR2(H134R)-EYFP (UNC 

Vector Core, 5.6x10^12 gc/ml, diluted 1:2). Three to five weeks were allowed for viral 

expression/labelling. 

HISTOLOGY AND IMAGING 

Following deep anesthesia (anesthetic cocktail: 100 mg/kg ketamine, 10 mg/kg 

xylazine, 1 mg/kg acepromazine, IP) mice were paraformaldehyde-fixed (4% 

paraformaldehyde in 0.1 M phosphate buffer, pH 7.4, EMS Diasum, Hatfield, PA) 

through transcardial perfusion. Brains were post-fixed overnight, cryo-protected with 

30% sucrose in PBS and sliced coronally on a sliding microtome at 60-100 μm 

thickness. Slices were mounted on slides with Mowiol-based mounting media and 

scanned using an Olympus VS120 Slide Scanner (Olympus, Germany) (resolution with 

10x/0.4 N.A. lens at 488 nm: 645 nm in x,y). For immunohistochemistry, slices were 

blocked with 10% normal goat serum (NGS, Millipore, Burlington, MA) in PBST (0.3% 
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Triton X-100 in PBS) for 1 h. Slices were incubated with primary antibodies (anti-Cre 

IgG1, Millipore, 1:1000; anti-NEUN, Cell Signaling, Danvers, MA, 1:1000; anti-vGLUT2, 

Synaptic Systems, Goettingen, Germany, 1:700; anti-PSD-95, Neuromab, Davis, CA, 

1:500) in 2% NGS-PBST overnight at 4°C. After 4 x 20-min rinses with PBST, 

secondary antibodies (Alexa fluor-568 goat anti-mouse 1:1000 IgG1; Alexa fluor-488 

goat anti-rabbit 1:1000; Dylight-405 goat anti-guinea pig 1:200; Alexa fluor-647 goat 

anti-mouse 1:1000 IgG2a; Life Technologies, Carlsbad, CA) were applied in 2% NGS-

PBST for 1-2 h at room temperature. Following another round of rinses, slices were 

mounted on slides with Mowiol and scanned on an LSM800 confocal microscope with 

Airyscan (resolution with 63x/1.4 N.A. oil lens at 488 nm: 120 nm in x,y, 350 nm in z) 

(Zeiss, Germany). Maximal projections of optical z-stacks were obtained with Zen 

software (Zeiss) or ImageJ and used for analysis.    

PREPARATION OF BRAIN SLICES FOR ELECTROPHYSIOLOGY 

Mice of either sex (P39-60) were anesthetized through intraperitoneal injection of 

ketamine/xylazine/acepromazine anesthetic cocktail and transcardially perfused with 

ice-cold artificial cerebrospinal fluid (aCSF; in mM: 127 NaCl, 2.5 KCl, 1.25 NaH2PO4, 

25 NaHCO3, 1 MgCl2, 2 CaCl2, 25 glucose; supplemented with 0.4 sodium ascorbate 

and 2 sodium pyruvate; ~310 mOsm). Brains were rapidly removed, blocked, and 

placed in choline slurry (110 choline chloride, 25 NaHCO3, 25 glucose, 2.5 KCl, 1.25 

NaH2PO4, 7 MgCl2, 0.5 CaCl2, 11.6 sodium ascorbate, 3.1 sodium pyruvate; ~310 

mOsm). Coronal sections (250 μm) containing the thalamus were cut on a vibratome 

(Leica VT1200S) and allowed to recover in aCSF at 32°C for 25 min before moving to 

room temperature until further use. All solutions were bubbled with 95% O2-5% CO2 

continuously. Chemicals were from Sigma.   
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ELECTROPHYSIOLOGY 

Slices were mounted onto poly-l-lysine-coated glass coverslips and placed in a 

submersion recording chamber perfused with aCSF (2-3 ml/min) at near physiological 

temperature (30-32oC). Whole-cell voltage-clamp recordings were made from 

tdTomato+ (Figs. 3,5) or CtB+ (Fig. 6) cells in the thalamus using borosilicate glass 

pipettes (3-5 MΩ) filled with internal solution containing (in mM): CsMSO3 120, CsCl 15, 

NaCl 8, TEA-Cl 10, HEPES 10, EGTA 0.5, QX314 2, MgATP 4 and NaGTP 0.3, biocytin 

0.3. Recordings were acquired in pClamp11 using a Multiclamp 700B amplifier 

(Molecular Devices, San Jose, CA), digitized at 20 kHz and low-pass filtered at 8 kHz. 

Membrane potential was maintained at -70 mV. Series resistance and leak current were 

monitored and recordings were terminated if either of these parameters changed 

significantly. Optical stimulation of ChR2+ fibers surrounding tdTomato+ or CtB+ 

thalamic neurons was performed under a 60x water immersion lens (1.0 N.A.) of an 

Olympus BX51W microscope, using an LED system (Excelitas X-cite; or Prizmatix 

UHP-T) mounted on the microscope and driven by a Master9 stimulator (AMPI). Optical 

stimulation consisted of 488 nm light pulses (1-5 ms duration). Power density was set to 

1.5-2x threshold (max: 0.25 mW/mm2). A minimum of 5 response-evoking trials (inter-

trial interval: 60 s) were delivered and traces were averaged. To confirm monosynaptic 

inputs, action potentials were blocked with TTX (1 µM), followed by TTX+ 4AP (100 µM) 

to prolong ChR2-evoked depolarization 17.  

DATA ANALYSIS 

Analysis of ex vivo recordings was performed using custom MATLAB R2019b scripts 

(MathWorks, Natick, MA). Postsynaptic current (PSC) amplitude was computed from 

the maximum negative deflection from baseline within a time window (2.5 – 40 ms) from 
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stimulus onset. Onset latency was measured at 10% of peak amplitude. Cell location 

was confirmed through biocytin-streptavidin Alexa fluor staining. For slice registration 

the Paxinos Brain Atlas (Paxinos and Franklin, 2001) and the Allen Brain Atlas 

(ABA_v3) were used. Location of injection sites was identified and experiments were 

excluded if there was spill into neighboring nuclei. Cell counting and 

immunofluorescence intensity analyses were done by raters naïve to the experimental 

hypotheses using ImageJ (Fiji, National Institutes of Health, Bethesda, Maryland) and 

Abode Illustrator. Statistical analysis was performed in Matlab (Mathworks) and Prism 

(GraphPad), with significance set at p < 0.05.  
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Results 

PUTATIVE DISYNAPTIC PATHWAYS BETWEEN CEREBELLAR NUCLEI AND BLA 
THROUGH THE LIMBIC THALAMUS  

Given that microstimulation of DCN elicits short-latency responses in the BLA 

(Heath and Harper, 1974; Snider and Maiti, 1976; Heath et al., 1978), we hypothesized 

that an anatomical pathway exists between the two regions that involves at most two 

synapses. Initial anatomical tracing experiments did not support a direct DCN-BLA 

connection (not shown). We therefore performed simultaneous injections of an 

anterograde tracer virus (AAV8-CMV-TurboRFP) in the DCN and a retrograde tracer 

virus (AAV2-retro-CAG-GFP) in the BLA (Fig. 1A,B) to identify potential regions of 

overlap. In epifluorescence images of brain slices across different animals (N = 8), the 

limbic thalamus consistently emerged as a prominent site of overlap (Fig. 1C). We use 

the term “limbic thalamus” to refer to a collection of non-sensorimotor thalamic nuclei, 

including the mediodorsal (MD), midline and intralaminar (IL) nuclei, with diverse 

projections to cortical (mainly medial prefrontal) and/or subcortical limbic structures 

(Groenewegen and Witter, 2004; Morgane et al., 2005; Jones, 2007; Vertes et al., 

2015). Registration of images to the Allen Brain Atlas localized BLA-projecting thalamic 

neurons in multiple nuclei of the limbic thalamus (Fig. 1D), in agreement with known 

connectivity patterns (Van der Werf et al., 2002; Vertes et al., 2015; Amir et al., 2018; 

Hintiryan et al., 2021). Visual inspection of diffraction-limited epifluorescence images 

identified overlapping DCN axonal projections and BLA-projecting neurons in several 

(but not all) of these thalamic nuclei, including the parafascicular (PF) n. and 

subparafascicular area (SPA), the centromedial (CM) and MD nuclei, and other midline 
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nuclei (Fig. 1E). Injection of the tracer cholera toxin subunit B (CtB)-CF640 in the limbic 

thalamus retrogradely labeled neurons in DCN (Fig. 1F), confirming the DCN-limbic 

thalamus connectivity.   

       

TRANSNEURONAL ANATOMICAL TRACING AND OPTOPHYSIOLOGY ESTABLISH 
SYNAPTIC CONNECTIVITY BETWEEN CEREBELLAR NUCLEI AND LIMBIC 
THALAMUS 

To spatially resolve synaptic connectivity between DCN and BLA-projecting 

thalamic nuclei, we adopted an AAV-based transneuronal approach (Zingg et al., 2017). 

 
Figure 1. Anatomical tracing uncovers putative disynaptic pathways from cerebellum to 
basolateral amygdala. A, Unilateral injection sites for anterograde viral tracer in DCN (A1, red) and 
retrograde viral tracer in BLA (A2, green).  B, Mosaic epifluorescence images of injection sites in 
DCN (B1-2) and BLA (B3). C, Mosaic epifluorescence images of overlapping DCN axons (red) and 
BLA-projecting neurons (green) in limbic thalamus. D, Relative distribution of BLA-projecting 
neurons across nuclei of the limbic thalamus, normalized to the total number of labeled neurons and 
averaged across experiments, as a function of distance from bregma. Antero-posterior coordinates 
for each nucleus are given in Table 1. E, Quantification of overlap between DCN axons and BLA-
projecting thalamic neurons. Arrow length in radar plot indicates proportion (0-1) of experiments with 
overlap in each thalamic nucleus. F1,F2, Schematic and confocal image of injection site for 
retrograde tracer CtB CF-640 in limbic thalamus. F3,F4, CtB-labeled projection neurons (red) in 
DCN at different distances from bregma. Insets show high-magnification images of areas in yellow 

squares. For all panels, numbers denote distance (in mm) from bregma. Scale bars: 500 m. 
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AAV1-Cre in presynaptic neurons is known to propagate across the synapse and induce 

expression of a floxed tag in postsynaptic neurons, thus identifying synaptic partners 

(Fig. 2A). We injected AAV1-Cre bilaterally in DCN and AAV-FLEX-tdTomato in 

thalamus and quantified the relative distribution of tdTomato+ neurons in intralaminar 

and midline thalamic nuclei. Injection coverage for DCN was indicated by Cre 

immunofluorescence (Fig. 2B1,2) and included all cerebellar nuclei. Great care was 

taken to avoid spill to extracerebellar areas, which resulted in denser coverage of 

caudal DCN (Fig. 2B3). TdTomato+ neurons were observed throughout the limbic 

thalamus, confirming adequate coverage, and extended into ventromedial nuclei (Fig. 

2C), which served as positive control (Gornati et al., 2018; Habas et al., 2019). 

Averaging the relative distribution of tdTomato+ neurons across five successful 

experiments revealed that the intralaminar cluster, comprised of centrolateral (CL), 

paracentral (PC), CM, and PF nuclei (Van der Werf et al., 2002), and MD nucleus 

encompassed most (~95%) tagged neurons (Fig. 2C3), suggesting that these nuclei 

reliably receive most cerebellar inputs to limbic thalamus.   
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To confirm that the thalamic targets identified with the transneuronal Cre method 

receive cerebellar synaptic input, we performed optophysiological experiments in acute 

thalamic slices from mice injected with AAV1-Cre in the DCN and AAV-FLEX-tdTomato 

in the thalamus (Fig. 3A). To activate cerebellar inputs, channelrhodopsin (ChR2-

H134R) was conditionally expressed in DCN through AAV-DIO-ChR2-EYFP injection. 

 

Figure 2. The intralaminar and mediodorsal nuclei are major cerebellar postsynaptic targets in 
limbic thalamus. A, Schematic of experimental approach for disynaptic pathway tracing. B1-B2, 
Example images of bilateral Cre expression in DCN. Red: immunofluorescence for NeuN neural 
marker; Green: anti-Cre immunoreactivity; Yellow: merge.  B3, Heatmap of Cre immunofluorescence 
in DCN, normalized to NeuN signal and averaged across experiments, as a function of distance (in 
mm) from bregma. C1,C2, Example images of thalamic neurons conditionally expressing tdTomato 
(red) upon transneuronal transfer of Cre from cerebellar presynaptic axons. Green: NeuN 
immunofluorescence. C3, Heatmap of relative distribution of tdTomato+ neurons across thalamic 
nuclei, normalized to total number of labeled neurons and averaged across experiments, as a 
function of distance from bregma. C4-C7, Example registration of tdTomato+ neurons to the Allen 
mouse brain atlas. Numbers at bottom denote distance (in mm) from bregma. Antero-posterior 

coordinates for each nucleus can be found in Table 1. Scale bars: 500 m.  
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DCN axonal projections were stimulated in the thalamus with 488-nm light pulses 

applied through the objective. Light-evoked synaptic responses were monitored in 

whole-cell voltage-clamp recordings (Vm = -70 mV) from thalamic neurons, which were 

selected based on tdTomato expression, their anatomical location and position in the 

slice, i.e., surrounded by ChR2-EYFP-expressing axons. In all thalamic nuclei examined 

(n = 29 cells), light stimulation elicited synaptic responses (mean response in pA: IL: 

311.7 ± 100; MD: 105.7 ± 32.3; midline: 565.8 ± 209.8; VM/VPM: 347.5 ± 112.3; LP: 

91.8 ± 2.7) (Fig. 3B1) with short latencies (mean latency in ms: IL: 2.5 ± 0.28; MD: 3.3 ± 

0.6; midline: 4.2 ± 0.7; VM/VPM: 3.2 ± 0.2; LP: 2.9 ± 0.8) (Fig. 3B2). These data 

support the specificity of the anatomical connectivity and establish the existence of 

active DCN terminals (as opposed to just passing axons) across limbic thalamus.  

Abbreviation Structure AP coordinates 

BLA Basolateral amygdaloid nucleus -0.67 mm to -3.07 mm 

-0.57 mm to -2.07 mm 

-0.97 mm to -1.97 mm 

-0.67 mm to -1.97 mm 

CeA Central amygdala -0.57 mm to -2.07 mm 

CL Central lateral nucleus of the thalamus -0.97 mm to -1.97 mm 

CM Central medial nucleus of the thalamus -0.67 mm to -1.97 mm 

DCN Deep cerebellar nuclei  

IAM Interanteromedial thalamic nucleus -0.77 mm to -1.07 mm 

IMD Intermediodorsal nucleus of the thalamus -0.87 mm to -2.07 mm 

Int Interposed cerebellar nucleus -6.64 mm to -5.8 mm 

IntA - anterior part  

IntDL -  dorsolateral part  

IntP - posterior part  

La Lateral amygdaloid nucleus -0.87 mm to -2.47 mm 

Lat Lateral cerebellar nucleus -6.36  m̴m to -5.68 mm 

LP Lateral posterior thalamic nucleus -1.27 mm to -3.17 mm 

Med Medial cerebellar nucleus -6.84  mm to -5.88 mm 

MD Mediodorsal nucleus of the thalamus -0.57 mm to -1.97 mm 



112 
 

NAc Nucleus accumbens  

PC Paracentral nucleus of the thalamus -1.07 mm to -1.87 mm 

PF Parafascicular nucleus -1.97 mm to -2.37 mm 

PVT Paraventicular thalamus -0.17 mm to -2.07 mm 

PO Posterior thalamic nucleus -1.27 mm to 2.37 mm 

PrL Prelimbic cortex  

RE Reuniens thalamic nucleus -0.37 mm to -1.77 mm 

RH Rhomboid thalamic nucleus -0.77 mm to -1.67 mm 

SPA Subparafascicular area -2.07 mm to -2.27 mm 

VL Ventrolateral thalamic nucleus -0.67 mm to -2.27 mm 

VM Ventromedial thalamic nucleus -0.67 mm to -2.07 mm 

Table 1. Anatomical abbreviations (in alphabetical order) and antero-posterior coordinates (in mm, 
from bregma) 
 
 
 
 
 

 

 

Figure 3. Electrophysiological validation of virally-identified cerebello-thalamic connectivity. 
A1, Schematic of experimental approach for ex vivo optophysiology. A2,A3, Epifluorescence images 
of anterior (A2) and posterior (A3) thalamic slices acutely prepared for recordings. DCN input-receiving 
neurons are tdTomato+. Scale bars: 500 µm. B, Average (± SEM) amplitude (B1) and onset latency 
(B2) of ChR2-evoked synaptic currents as a function of recording location in the thalamus. Intralaminar 
(IL) group: CL, PC, CM and PF; midline group: IMD and RH.   
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THALAMIC NEURONS RECEIVING CEREBELLAR INPUT PROJECT TO BLA 

If the thalamus is a functional node of the disynaptic DCN-BLA circuit, then we 

would expect to find axons of DCN input-receiving thalamic neurons in BLA. To this 

end, we imaged BLA-containing slices from transsynaptic Cre experiments (Fig. 4A). 

We detected tdTomato+ axons at several antero-posterior distances from bregma (Fig. 

4B1-B6). Using immunohistochemistry with antibodies against pre- and postsynaptic 

markers of excitatory synapses (vesicular glutamate transporter, vGLUT2; PSD-95), 

and super-resolution airyscan confocal imaging, we found tight colocalization between 

tdTomato+ axonal varicosities, vGLUT2 and PSD-95, an example of which is shown in 

Fig. 4C. This finding suggests that axons of thalamic neurons receiving cerebellar input 

form morphological synapses in the BLA. Axonal projections of DCN input-receiving 

thalamic neurons were also observed in other limbic regions including the nucleus 

accumbens core and shell (Fig. 4D1,D2) and anterior cingulate/prelimbic cortex (Fig. 

4D3,D4).  
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THE CENTROMEDIAL AND PARAFASCICULAR NUCLEI EMERGE AS FUNCTIONAL 
NODES IN CEREBELLO-AMYGDALA CIRCUIT 

Our tracer overlap studies pointed to multiple thalamic nuclei as potential relays of 

cerebellar signals to BLA (Fig. 1E). Among them, the MD, CM and PF nuclei showed 

higher relative distribution of both BLA-projecting neurons and neurons that receive 

DCN input (Figs. 1D, 2C). For the remainder of this study, we focused on CM and PF 

nuclei and sought to substantiate their role as anatomical and functional relays of DCN-

BLA connectivity through super-resolution microscopy and optophysiology.  

Airyscan confocal imaging of slices from dual-tracer experiments (Fig. 1) revealed 

fluorescently labeled DCN axons (red) in contact with neurons that were retrogradely 

labeled from the BLA (green) in both CM (Fig. 5A1,A2) and PF (Fig. 5A3-5) nuclei. The 

 

Figure 4. Thalamic neurons receiving cerebellar input form synapses in basolateral amygdala 
and also target the nucleus accumbens and prelimbic cortex. A, Schematic diagram of 
experimental approach. Targets of tdTomato+ axons of thalamic neurons receiving cerebellar input 
were identified through imaging. B, Mosaic confocal images of tdTomato+ axons along the anterior-
posterior axis of the BLA. C, High resolution airyscan confocal images of tdTomato+ axons in the BLA 
colocalizing with presynaptic (vGLUT2) (C1) and postsynaptic (PSD95) (C2) markers of excitatory 
synapses. Green: vGLUT2, gray: PSD95, yellow/white in C3: overlay. D, tdTomato+ axons in nucleus 
accumbens (D1,D2) and prelimbic cortex (D3,D4). Yellow squares in B1,B3,B5 and D1,D3 show 
zoom-in areas for B2,B4,B6 and D2,D4 images, respectively. Numbers at bottom of images indicate 

distance (in mm) from bregma. Scale bars: B1,B3,B5,D1,D3: 200 m; B2,B4,B6,D2,D4: 50 m; C1-

C3: 5 m.  
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existence of functional monosynaptic DCN-CM/PF connections was tested in the subset 

of electrophysiological experiments from Fig. 3 that targeted CM/PF neurons (Fig. 5B). 

Under basal conditions, CM/PF neurons received synaptic inputs from the DCN (at Vm 

= -70 mV; average amplitude ± SEM: -197.5 pA ± - 80.14, n = 6) (Fig. 5C1,C5) with 

short onset latency (average latency ± SEM: 2.4 ms ± 0.18) (Fig. 5C6), which is 

consistent with direct monosynaptic connections. Application of the sodium channel 

blocker tetrodotoxin (TTX) abolished the inputs (average amplitude ± SEM: -5.1 pA ± -

2.03) (Fig. 5C2,C4-5), which recovered upon addition of the potassium channel blocker 

4-AP (average amplitude ± SEM: -151.8 pA ± -39.52) (Fig., 5C3-5) (Friedman’s non-

parametric repeated measures ANOVA: x2
r = 9, n = 6, p = 0.008; Dunn’s multiple 

comparison test: Baseline vs TTX: p = 0.02, Baseline vs TTX+4AP: p = 0.99), 

confirming their monosynaptic nature.   
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Finally, we tested whether BLA is a target of DCN input-receiving CM/PF neurons (Fig. 

6). We virally expressed ChR2 in DCN and stimulated cerebellar axonal projections in 

thalamic slices while recording from BLA-projecting CM/PF neurons (whole-cell voltage 

clamp mode, Vm = -70 mV), which were retrogradely labeled with CtB-CF568 in BLA 

(Fig. 6A). Optogenetic stimulation elicited reliable DCN-CM/PF synaptic responses 

 

Figure 5. Centromedial and parafascicular neurons project to basolateral amygdala and 
receive functional monosynaptic input from the cerebellum.  A1-A4, Airyscan confocal images of 
DCN axons (red) and BLA-projecting neurons (green) in the centromedial (CM; A1) and 
parafascicular (PF; A3) thalamic nuclei. A2, A4-5, zoomed-in areas in yellow squares from A1 and 
A3. Scale bars: A1,A3: 500 µm; A2,A4: 20 µm; A5: 5 µm. B, Schematic diagram of ex vivo 
optophysiology approach to test for monosynaptic connections between DCN and CM/PF thalamic n. 
C1-C3, Average ChR2-evoked synaptic current (teal), overlaid onto single trial responses (gray), at 
baseline (C1); upon addition of the action potential blocker tetrodotoxin (TTX, 1 uM) (C2); after further 
addition of the potassium channel blocker 4-aminopyridine (4AP, 100 uM) (C3). C4, Time course of 
wash-in experiment for the same example cell. C5, Summary of effects on amplitude (mean ± SEM) 
of ChR2-evoked synaptic responses for the indicated conditions. Bsln: baseline. C6, Average (± 
SEM) onset latency of ChR2-evoked responses at baseline. 
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(average amplitude ± SEM: -104.1 pA ± -37.1, n = 8) (Fig. 6C,D1) with short latency 

(3.35 ms ± 0.25) (Fig. 6D2). Combined with the imaging findings (Fig. 5), our 

electrophysiological results argue strongly for a DCN-BLA disynaptic circuit that recruits 

CM/PF nuclei as node.    

  

                                       

 

Figure 6. The 
centromedial and 
parafascicular 
thalamus is a 
functional node of the 
cerebello-amygdala 
circuit. A, Experimental 
approach. B, Example 
BLA-projecting neuron in 
centromedial (CM) 
thalamus retrogradely 
labeled with CtB CF-568 
(red) is also labeled with 
biocytin (green) through 
the patch pipette. Scale 

bar = 10 m. C, Example 
ChR2-evoked synaptic 
response. Average trace 
(teal) overlaid onto 
single trials (gray). 
D1,D2, Average (± SEM) 
amplitude (D1) and 
onset latency (D2) of 
ChR2-evoked synaptic 
currents at DCN-CM/PF 
synapses.  
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Discussion 

Cerebellar connections with the amygdala have been posited previously but the 

neuroanatomical substrate of this connectivity has been elusive (Strick et al., 2009; 

D’Angelo and Casali, 2012; Adamaszek et al., 2017). Here, we obtained insight into 

cerebello-amygdala circuitry by combining various tracing approaches with advanced 

imaging and optophysiology. We established the existence of a disynaptic circuit 

between cerebellar nuclei and BLA, thus providing the first blueprint of cerebello-

amygdala connectivity at the mesoscale level. The circuit recruits at least the 

centromedial and parafascicular thalamic nuclei (Figs. 5,6), and most likely also other 

nuclei of the limbic thalamus (Fig. 1), as relay nodes. In addition, we identified the 

intralaminar thalamic cluster and MD nucleus as recipients of the majority of cerebellar 

inputs to limbic thalamus (Fig. 2). Finally, and in addition to BLA, we identified axonal 

projections of DCN input-receiving thalamic neurons in limbic regions such as nucleus 

accumbens core and shell and anterior cingulate/prelimbic cortex (Fig. 4) 

THE LIMBIC THALAMUS AS A TARGET OF CEREBELLAR INPUTS 

We targeted the limbic thalamus as a conduit of cerebello-amygdala 

communication because several of its nuclei foster BLA-projecting neurons in close 

proximity to DCN axons (Fig. 1). DCN projections to limbic thalamus have been 

observed before (Hendry et al., 1979; Haroian et al., 1981; Ichinohe et al., 2000; Fujita 

et al., 2020; Judd et al., 2021) but the existence of functional synaptic terminals has 

only been validated for centrolateral and PF intralaminar nuclei (Gornati et al., 2018; 

Xiao et al., 2018), and never on amygdala-projecting neurons. Our optophysiological 

experiments also provided first evidence for the presence of active synaptic connections 

(as opposed to just passing axons) in paracentral and centromedial (part of intralaminar 
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group), intermediodorsal and rhomboid (part of midline group), and mediodorsal nuclei 

(Fig. 3), expanding the repertoire of non-motor cerebellar targets and paving the way for 

causal manipulations.    

 TECHNICAL CONSIDERATIONS 

To chart cerebello-amygdala neuroanatomical connections, we used powerful 

circuit mapping tools including anterograde and retrograde tracer viruses and the 

transneuronal AAV1-Cre approach (Tervo et al., 2016; Zingg et al., 2017, 2020; Nectow 

and Nestler, 2020). A distinct advantage of our approach, which combined AAV1-Cre 

with viral injections of conditionally expressed fluorescent tracers (as opposed to 

reporter mouse lines), is the ability to definitively point to the thalamus as the source of 

the axonal projections in BLA, nucleus accumbens and prelimbic cortex- as opposed to 

e.g., the VTA, which also receives DCN inputs and projects to these regions (Phillipson, 

1979; Kuroda et al., 1996; Beier et al., 2015; Breton et al., 2019; D’Ambra et al., 2020). 

Thus, our approach enabled conclusive interpretation of anatomical connectivity results. 

On the other hand, injection coverage/spill and viral tropism (Nectow and Nestler, 2020) 

need to be considered. Tropism, in particular, could skew interpretation of disynaptic 

inputs, as some cell groups in the limbic thalamus might be more efficiently infected by 

AAVs. Tropism could also explain why recent efforts to trace di- and tri-synaptic 

cerebellar efferent pathways with herpes simplex viruses did not identify the CM/PF 

pathway to BLA (Pisano et al., 2021). Lastly, one potential concern could be the 

propensity of AAVs to be transported in the retrograde direction at high titers (Rothermel 

et al., 2013; Zingg et al., 2017). To remediate these concerns, we used strict inclusion 

criteria for injection sites; employed a combination of viral and non-viral anterograde 
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and retrograde tracers; optimized viral titers to minimize retrograde transport; and 

confirmed circuit connections with slice optophysiology.  

PROPOSED FUNCTIONS OF THE DCN-BLA CIRCUIT 

Our discovery of the DCN-BLA connection through the CM/PF thalamic nuclei 

provides an essential map for future investigation of circuit function. The circuit, which 

could account for the previously observed short-latency cerebello-amygdala responses 

(Heath and Harper, 1974), could convey cerebellar information about prediction, 

salience and/or valence to BLA, shaped by the intrinsic, synaptic and integrative 

properties of the nodes. Indeed, the cerebellum is known to encode such information 

(Ohmae and Medina, 2015; Wagner et al., 2017; Hull, 2020; Ma et al., 2020; Bina et al., 

2021; Shuster et al., 2021), which is also seen in BLA (Paton et al., 2006; Adolphs, 

2010; Janak and Tye, 2015; Sengupta et al., 2018; Zhang and Li, 2018; Gründemann et 

al., 2019; Brockett et al., 2021), and which is thought to be used by CM and PF during 

aversive conditioning, observational learning and reward-seeking behavior (Jeon et al., 

2010; Sengupta and McNally, 2014; Vertes et al., 2015; Xiao et al., 2018; Cover and 

Mathur, 2021; Rizzi et al., 2021).  

The cellular targets of cerebello-thalamic axons in BLA remain to be determined 

but likely include at least BLA principle neurons, which are the major recipients of CM 

input (Ahmed et al., 2021). The patterns of BLA ensemble activity triggered by distinct 

cerebello-thalamic inputs could serve different aspects of cerebellum-dependent 

emotional functionality, which includes modulation of anxiety and learned fear (Sacchetti 

et al., 2007; Duvarci and Pare, 2014; Tovote et al., 2015; Otsuka et al., 2016; Frontera 

et al., 2020; Rudolph et al., 2020); processing of facial emotional expressions (Wang et 

al., 2017; Ferrari et al., 2018); regulation of emotional reactivity (Turner et al., 2007; 
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Machado et al., 2009); and even reward-driven motivated behavior (Murray, 2007; 

Bauer et al., 2011; Peterson et al., 2012; Carta et al., 2019).  

The BLA is not the sole nucleus in the amygdala complex that receives 

cerebellar signals (Magal and Mintz, 2014). Similarly, it is unlikely that the CM and PF 

are the only nuclei to serve cerebello-amygdala communication (our findings; and (Kang 

et al., 2021)). Further studies are warranted to delineate the complete neuroanatomical 

and functional landscape of cerebello-amygdala connectivity. Our findings constitute the 

first step toward this goal.  
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Appendix iii: High-frequency stimulation of ventral CA1 neurons reduces 

amygdala activity and inhibits fear 
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Abstract 

The hippocampus can be divided into distinct segments that make unique contributions 

to learning and memory. The dorsal segment supports cognitive processes like spatial 

learning and navigation while the ventral hippocampus regulates emotional behaviors 

related to fear, anxiety and reward. In the current study, we determined how pyramidal 

cells in ventral CA1 respond to spatial cues and aversive stimulation during a context 

fear conditioning task. We also examined the effects of high and low frequency 

stimulation of these neurons on defensive behavior. Similar to previous work in the 

dorsal hippocampus, we found that cells in ventral CA1 expressed high-levels of c-Fos 

in response to a novel spatial environment. Surprisingly, however, the number of 

activated neurons did not increase when the environment was paired with footshock. 

This was true even in the subpopulation of ventral CA1 pyramidal cells that send direct 

projections to the amygdala. When these cells were stimulated at high-frequencies (20-

Hz) we observed feedforward inhibition of basal amygdala neurons and impaired 

expression of context fear. In contrast, low-frequency stimulation (4-Hz) did not inhibit 

principal cells in the basal amygdala and produced an increase in fear generalization. 

Similar results have been reported in dorsal CA1. Therefore, despite clear differences 

between the dorsal and ventral hippocampus, CA1 neurons in each segment appear to 

make similar contributions to context fear conditioning.  

  



132 
 

Introduction 

The hippocampus can be divided into distinct segments that make unique contributions 

to learning and memory (Fanselow and Dong 2010). The dorsal segment supports 

cognitive processes like spatial learning and navigation via interactions with the 

entorhinal, parahippocampal and retrosplenial cortices (Cenquizca and Swanson 2006, 

2007; Strange et al. 2014; Moser and Moser 1998; Moser et al. 2017). The ventral 

hippocampus (VH), in contrast, regulates emotional behavior through its connections 

with the amygdala, nucleus accumbens, lateral hypothalamus, BNST and medial 

prefrontal cortex (Cenquizca and Swanson 2006, 2007; Jimenez et al. 2018; Hoover 

and Vertes 2007). Despite these differences, the dorsal and ventral hippocampus share 

some important properties. They have the same basic architecture and intrinsic 

organization (tri-synaptic loop) and neurons in both regions respond to spatial cues (e.g. 

place cells) (Strange et al. 2014; Kjelstrup et al. 2008; Ishizuka et al. 1990). These 

parallels suggest that similar computations may be carried out in the DH and VH during 

cognitive and emotional learning. 

The integration of spatial and emotional information depends on interactions 

between the DH and VH. For example, during context fear conditioning, animals learn to 

associate a novel environment with aversive footshock. Encoding this relationship 

requires spatial information from the DH to be transmitted to the basal nucleus of the 

amygdala (BA) via the VH (Fanselow and Dong 2010; Xu et al. 2016). However, 

neurons in the VH do not act as passive relays; their activity is strongly modulated by 

emotional states like fear and anxiety, which is not typically the case in the DH (Jimenez 

et al. 2018; Ciocchi et al. 2015). Consistent with this fact, lesions of the VH reduce 
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stress hormone release and anxiety-related behaviors while damage to the DH does not 

(Kjelstrup et al. 2002). Place cells in the VH are also distinct; they have large, 

overlapping place fields that encode behaviorally-relevant contexts as opposed to 

precise spatial locations (Komorowski et al. 2013). Based on these findings, we 

hypothesized that dorsal (dCA1) and ventral (vCA1) CA1 neurons will respond to 

different stimuli during context fear conditioning. Specifically, we predicted that neurons 

in dCA1 will primarily respond to the spatial context while cells in vCA1 will be more 

responsive to footshock. 

To examine our hypothesis, we quantified immediate-early gene expression 

(IEG) in vCA1 neurons after spatial exploration or emotional learning. For the former, 

mice were exposed to a novel environment and for the latter, mice underwent context 

fear conditioning. We found that vCA1 neurons were strongly activated by the novel 

environment but, surprisingly, c-Fos expression did not increase further when the 

context was paired with shock. Neurons in dCA1 have been shown to respond in the 

same way under similar conditions (Radulovic et al. 1998; Lovett-Barron et al. 2014). 

Next, we stimulated vCA1 neurons that project to the BA to determine if defensive 

behaviors could be induced after context fear conditioning. We found that high-

frequency stimulation (20-Hz) disrupted freezing and led to feed-forward inhibition of 

principal cells in the BA. In contrast, low frequency stimulation (4-Hz) increased fear 

generalization and did not inhibit the BA. Similar results have been reported when dCA1 

neurons are stimulated at low frequencies (Ryan et al. 2015). These data suggest that 

dorsal and ventral CA1 make similar contributions to context fear conditioning despite 

the functional differences between these regions.      
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Material and Methods 

SUBJECTS  

Experiments were performed in 2–5-month-old male and female F1 hybrid mice 

(C57BL/6NT x 129S6/SvEv) from Taconic (B6129F1) or C57BL/6J mice from Jackson 

Labs (Stock Number #000664).  Animals were maintained on a 12-hour light/12-hour 

dark cycle with ad libitum access to food and water. All experiments were performed 

during the light portion (7am – 7pm) of the light/dark cycle. Mice were group housed 

until surgery, at which point they were single housed for the remainder of the 

experiment. All experiments were reviewed and approved by the UC Davis Institutional 

Animal Care and Use Committee (IACUC). 

SURGERIES 

Stereotaxic surgery was performed 2–3 weeks before behavioral experiments 

began. Mice were anesthetized with isoflurane (5% induction, 2% maintenance) and 

placed in a stereotaxic frame (Kopf Instruments). An incision was made in the scalp and 

the skull was adjusted to place bregma and lambda in the same horizontal plane. Small 

holes were drilled above the injection sites for each brain region and virus or tracer was 

injected through a glass pipette with a tip diameter between 25-40 µm using a 

microsyringe pump (UMP3, World Precision Instruments) at 2 nl/sec. In the tracing 

experiment (Figure 1), Ctb-647 was infused into the BA (50nl) at each of the following 4 

sites (AP, -1.55 mm; ML, ± 2.85; DV, -5 mm and -4.8 mm from dura).  In the optogenetic 

behavioral experiments (Figures 3, 4, 6), AAV-CaMKII ChETA-EYFP, AAV-DIO-ChETA-

mCherry or a control virus (AAV-CaMKII-EYFP or AAV-FLEX-TdTomato) were infused 

into vCA1 (250nl) at the following 4 sites (AP, -3 mm; ML, ±3.5 mm; DV -3.9 and -3.5 

mm from dura). In Figure 4, AAVrg was also infused into the BA (37nl) at the following 4 
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sites (AP, -1.55 mm; ML, ± 2.85; DV, -5.0 mm and -4.9 mm from dura).  We waited 3-5 

minutes after each infusion before withdrawing the pipette.  Optic fiber cannulas (0.39 

NA, 200 μm diameter, Thorlabs) were manufactured as previously described (Sparta et 

al. 2012) and implanted bilaterally above the virus injection sites in ventral CA1 (AP, –3 

mm; ML, ±3.75 mm, length 3.4 mm). The fibers were secured to the skull using 3 

screws and dental cement (Harry J. Bosworth Company). Three- to four-week-old mice 

were used in the electrophysiology experiments (Figures 2 and 5), so the stereotaxic 

coordinates were adjusted for body size. AAV-ChETA-EYFP (350 nl) was infused into 

the VHC at the following 2 sites (AP, -2.8 mm; ML, ±3.6 mm; DV, -2.8 mm from brain 

surface).  

CONTEXTUAL FEAR CONDITIONING AND OPTOGENETIC STIMULATION 

Stereotaxic surgery was performed on day 1. On Day 8-12, all animals were 

handled for 5-minutes a day (either in the vivarium or in a room adjacent to the fear 

conditioning chambers).  Animals in optogenetic experiments had their implants 

attached to a 1-m split optic patch cable (0.22 NA, 200μm diameter) during handling.  

All mice excepting those in tagging experiments were trained 24 hours after the last 

handling session.  Training consisted of 3-minutes of context exploration and either 2 

shocks (0.3 mA, 1 min ITI, Taconic hybrids) or 3 shocks (0.6mA, 1 min ITI, C57s).  

Testing consisted of 5-10 minutes in the training context or a novel context (context B).  

Mice were sacrificed after their final testing session or training (ctb experiment) and c-

Fos was quantified as described below.  For optogenetic experiments, a 473 nm, 

300mW DPSS laser system (OptoEngine) was coupled to the branched optic cable and 

implant through a rotating comutator fixed above the conditioning chamber.  Laser 
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output was adjusted to obtain 10 mW from the optic fiber tip measured with an optical 

power meter (Thorlabs) before each experiment.  Doric’s OptG4 software was used to 

control laser pulse frequency and Med Associates SG-231 28V DC-TTL adapter was 

used to control onset and offset of laser pulses during behavioral sessions.  Laser 

stimulation consisted of 3-minute epochs with 15 msec pulses at 20 Hz.  Mice were 

trained and/or tested in Med Associates fear conditioning chambers (30.5 cm x 24.1 cm 

x 21.0 cm) that were housed in sound-attenuating boxes containing overhead LED 

lights and a scanning, charge-coupled video camera. Context A was lit with white light, 

cleaned with 70% EtOH and contained a stainless-steel grid floor. Context B was lit with 

infrared light, cleaned with Sani Wipes and contained a smooth plastic insert for the 

floor (covered with a small amount of corn cob bedding) as well as a curved plastic 

insert for the walls. 

IMMUNOHISTOCHEMISTRY AND MICROSCOPIC IMAGING 

Animals were sacrificed 90 minutes after training, testing, or final laser stimulation.  

Mice were deeply anesthetized using 5% isoflurane mixed with O2 and then 

transcardially perfused first with 0.1M Phosphate buffered saline (PBS) and fixed with 

4% paraformaldehyde (PFA).  Brains were extracted and left in PFA for 24-48 hours 

and then sliced into 40 μm coronal sections using a Leica VT-1000 vibratome.  To 

visualize virus spread and locate injection sites and fiber optic tips, two separate series 

of slices were taken that spanned the anterior-posterior axis (every 5th and 6th slice).  

For Ctb injection site localization, one series was Nissl-stained and amygdala nuclei 

were identified using the online Allen interactive mouse reference atlas. The adjacent 

sections in the other series were stained with DAPI and the location of the injection site 
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was mapped onto the identified Amygdala nuclei.   Slices 1-4 were stored for later c-Fos 

immunohistochemistry.  3-4 sections per area were randomly chosen for c-Fos 

quantification.  Slices were incubated in blocking buffer (2% normal Donkey serum, 

0.2% Triton-X 100 in 0.1 M PBS) for 15 minutes followed by overnight incubation in 

primary antibody at 1:5000 (Millipore Cat# ABE457, RRID: AB 2631318) suspended in 

blocking buffer.  The next day, tissue was washed 3x with 0.1M PBS and then 

incubated with a solution containing 1:500 Biotin-SP-conjugated Donkey anti-rabbit 

secondary antibody (Jackson ImmunoResearch Labs Cat# 711-065-152, RRID: AB 

2340593). After washing, the antibodies were detected using Streptavidin-conjugated 

Cy3(1:500), (Jackson ImmunoResearch Labs Cat# 016-160-084, RRID: AB 2337244) 

or Cy5(1:250), (Jackson ImmunoResearch Labs Cat# 016-170-084, RRID: AB 

2337245).  Finally, sections were counterstained with DAPI (1:10000, Life 

Technologies) for 15 minutes and mounted on slides (Vectashield mounting medium).  

Slides were imaged using an Olympus fluorescence virtual slide scanning microscope.  

For c-Fos quantification, 35 μm z-stacks were acquired at 20x magnification.  ROIs 

were chosen in the vCA1 either beneath the optic fiber tip (optogenetic experiments) or 

that contained AMY projecting neurons (ctb experiment). Fluorescent images were 

imported into FIJI converted to grayscale and separated by channel.  Fluorescent label 

was marked on each channel independently using the FIJI cell counter tool and the 

macro metamorph emulator (© 2005 Fabrice P. Cordelières).  Overlap (as in ctb 

experiment) was determined by superimposing the markers from one channel onto 

another and counting the number of overlapping markers.  For any experiments 

estimating the percent of cells expressing label out of the total number of cells per area, 
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the 3D Objects Counter tool in FIJI was used to estimate the number of DAPI stained 

nuclei in each area by dividing the obtained volume by the average single nucleus 

volume for the animal/area.   For quantification of c-fos in all dorsal and ventral CA1 

neurons (Figure 1F - G), 35 μm single-plane images were acquired at 20x 

magnification. Images were cropped to contain approximately 10,000 μm2 of area CA1 

in both the dorsal and ventral hippocampus. After acquisition, images were converted to 

grayscale and c-Fos positive cells were quantified using the FIJI cell counter tool. 

VIRUS CONSTRUCTS 

The following constructs (AAV2, serotype 5) were packaged by the Vector Core at 

the University of North Carolina: AAV5 -CaMKII-hChR2(E123T/T159C)-p2A-EYFP-

WPRE had a titer of 3.6x10^12 – 4.1x10^12 viral particles/ml. AAV5- EF1a-DIO-hChR2 

(E123T/T159C) p2A-mCherry had a titer of 4.10e^12 virus molecules/ml. AAV5-CAG-

FLEX-tdTomato had a titer of 4.8e^12 viral particles/ml. The AAVrg-cre-EBFP plasmid 

was purchased from Addgene (catalog# 51507) and packaged by the UC Davis Vector 

Core with a titer of 7.63^12 GC/ml.   

SLICE PREPARATION FOR ELECTROPHYSIOLOGICAL RECORDINGS 

Mice (postnatal week 6-7; both sexes) were anesthetized through intraperitoneal 

injection of an anesthetic cocktail (ketamine: 10 mg/kg; xylazine: 1 mg/kg; 

acepromazine: 0.1 mg/kg) and transcardially perfused with ice-cold artificial CSF 

(aCSF; in mM: 127 NaCl, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 1 MgCl2, 2 CaCl2, 25 

glucose; supplemented with 0.4 sodium ascorbate and 2 sodium pyruvate; ~310 

mOsm). Brains were rapidly removed, blocked, and placed in choline slurry (110 choline 

chloride, 25 NaHCO3, 25 glucose, 2.5 KCl, 1.25 NaH2PO4, 7 MgCl2, 0.5 CaCl2, 11.6 
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sodium ascorbate, 3.1 sodium pyruvate; ~310 mOsm). Coronal sections (250 μm) 

containing vCA1 or BAwere cut on a vibratome (Leica VT1200S) and transferred to an 

incubation chamber containing aCSF at 32°C for 25 min before moving to room 

temperature until used for recordings. All solutions were bubbled with 95% O2-5% CO2 

continuously. Chemicals were from Sigma.   

PATCH-CLAMP RECORDINGS 

For recordings, slices were mounted onto glass coveslips coated with poly-l-lysine 

and placed in a submersion chamber perfused with aCSF (2 ml/min) at 30-32 oC. Loose 

on-cell patch-clamp recordings were made from visually identified cells in vCA1 or 

BAusing borosilicate glass pipettes (3–5 MΩ) filled with 150 mM NaCl. This 

configuration does not perturb the intracellular milieu of the recording cell. vCA1 

pyramidal neurons were identified based on position and shape and were selected for 

ChETA-EYFP expression. BA primary neurons (PNs) were identified based on size (> 

15 μm) and firing rate (< 20 Hz) (Sosulina et al., 2006; Bazelot, 2015). Recordings were 

performed in voltage clamp mode by setting the pipette potential to obtain 0 pA of 

membrane current (Perkins, 2006) and were acquired in pClamp11 using a Multiclamp 

700B amplifier (Molecular Devices). Recordings were digitized at 20 kHz with a Digidata 

1550 digitizer (Molecular Devices), and low-pass filtered at 8 kHz. Optical stimulation of 

ChETA-expressing hippocampal pyramidal neurons in vCA1 or their axons in BAwas 

performed under a 60x water immersion lens (1.0 N.A.)  of an Olympus BX51W 

microscope, using an LED system (Prizmatix UHP or Excelitas X-cite; max power of 3 

mW at lens tip) mounted on the microscope and driven by a Master9 stimulator (AMPI). 

Stimulation consisted of 5 10-ms pulses of 488 nm light delivered at various 
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frequencies, as indicated. Each protocol was repeated at least 5 times per stimulation 

frequency with an inter-trial interval of 30 s [to allow for opsin recovery (Lin, 2011)]. 

Pulses of increasing power were delivered until an action potential was triggered. Above 

threshold values (~1.5-2x threshold) were used for experiments. For vCA1 axonal 

stimulation in BA, higher values were also tested to examine whether more than 1 spike 

could be synaptically evoked in BAPNs at 20 Hz. The GABAA receptor blocker 

bicuculine (20 μM) was washed in during BArecordings, as indicated, for 6 min before 

resuming stimulation.  

DATA ANALYSIS 

For the behavioral experiments, group differences were analyzed with ANOVAs 

and Bonferroni post-hoc tests. All statistics were done using GraphPad Prism (2018). 

For electrophysiology experiments, data were analyzed with custom-made tools in 

MATLAB (Mathworks).  Spike probability was quantified as the probability of an action 

potential being evoked during repetitions of the same stimulation regime. For vCA1 

recordings, an action potential was considered as evoked if it occurred within a time 

window of 10 ms from pulse onset (i.e., during the pulse). For BAPN recordings, an 

action potential was considered as evoked if it occurred within a time window of 15 ms 

from pulse onset (the longer time window was used to account for synaptic delays). 

Baseline spike probability was quantified as the average probability of an action 

potential within 500 randomly selected time windows (10 ms for vCA1; 15 ms for BA) 

during the 3-s pre-stimulus baseline. For peri-stimulus time histograms (PSTH), action 

potentials were counted in 50-ms bins, with time referenced to the start of light pulses. 
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Permutation tests were used for statistical comparisons of average spike 

probabilities between conditions (Odén and Wedel 1975). Data were randomly shuffled 

between conditions 1,000 times, while maintaining the original sample sizes, and the 

differences between the group averages of observed spike probabilities were compared 

against the corresponding differences between the group averages of random 

permutations. The reported p-values indicate the probability that a difference between 

average spike probabilities equal to or greater than the observed difference could have 

arisen by chance alone (i.e., due to random sampling). 

Results 

CONTEXT LEARNING ACTIVATES VCA1 NEURONS THAT PROJECT TO THE 
BASAL AMYGDALA 

The DH responds to spatial and contextual cues while amygdala neurons respond 

strongly to emotional stimuli like footshock ((O’Keefe et al. 1971; O’keefe and 

Speakman 1987; Tanaka et al. 2018; Radulovic et al. 1998; Barot et al. 2009; Beyeler et 

al. 2018; Pelletier et al. 2005; Wolff et al. 2014). The current experiment determined 

how vCA1 neurons respond to these stimuli using c-Fos as a proxy for neural activity 

and plasticity. To do this, we compared changes in c-Fos expression after mice were 

exposed to a novel environment or underwent context fear conditioning.  Expression 

was quantified in neurons that send direct projections to the BA and those that do not. 

To identify the former, the retrograde tracer ctb-647 was infused into the BA prior to 

conditioning (Figure 1A). On the training day, control mice were left in their home cages 

(HC, n=7). The context group (Ctx, n=5) explored a novel environment for 5-minutes 

and the context + shock group underwent contextual fear conditioning (Fear, n=6) 

(Figure 1B). Fear conditioning consisted of two footshocks (2-sec, 0.3mA, separated by 
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1-minute) that were delivered after a 3-minute exploration period.  Ninety-minutes after 

training, the animals were sacrificed, and their brains fixed for c-Fos 

immunohistochemistry (Figure 1C). Compared to the control group, there was an 

increase in the number of c-Fos positive vCA1 neurons in mice that explored the novel 

environment or underwent context fear conditioning. The size of this increase was 

similar for the experimental groups and observed both in vCA1 neurons that project to 

the BA (Ctb+ neurons) as well as those that do not (Ctb- neurons). Interestingly, a 

higher percentage of Ctb+ cells expressed c-Fos than Ctb- cells in all groups (Figure 

1D - E) [Repeated Measures ANOVA, Main effect of Group, F (2, 15) = 42.99, p < 

.0001; Main effect of Cell type, F (1, 15) = 22.93, p = .0002; No Group x Cell type 

interaction F (2, 15) = 3.115, p = .0739; Bonferroni post-hoc tests, Control vs Context (p 

< .0001), Control vs Context + Shock (p < .0001), Context vs Context + shock (p = 

.5778)].  
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While the expression of c-Fos did not increase significantly in the fear group 

compared to the context group, there was a trend in this direction. The lack of a 

difference could be due to the fact that we used F1 hybrids (C57BL/6 x 129S6) rather 

than the more commonly used C57BL/6 strain. Hybrids acquire more fear than C57s 

and can be trained with lower shock intensities and fewer trials (Balogh and Wehner 

2003; Owen et al. 1997). To determine if this difference affected our results, we fear 

conditioned a group of C57BL/6 mice with three, 0.75mA shocks (Fear, n=7) and 

 

Figure 1.  Context learning activates vCA1 neurons that project to the basal amygdala  
A-C.  Experimental design.  A.  Ctb (magenta) was injected into the BA.  B.  Mice were 
sacrificed 90 minutes after exploring a neutral context, feared context (context + shock), or a 
control group that was left in the homecage.  C. Example histology showing c-Fos staining in 
green, Ctb labeling in magenta and overlap in BA-projecting neurons (right).  D-E.  The 
percentage of BA-projecting (Ctb+) and non-projecting (Ctb-) neurons that responded to 
homecage(HC), context(Ctx) or context + shock(Fear) conditions in F1 hybrid mice in BA-
projecting(D) and Non-BA projecting vCA1 neurons(E). F.  The percentage of BA-projecting 
(Ctb+) and non-projecting (Ctb-) neurons that responded to context or context + shock conditions 
in C57BL/6 mice. Data are presented as mean ± SEM. * = p < .05. 
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compared them to animals that only explored the context (Ctx, n = 9) Ctb was once 

again infused into the BA to label vCA1 neurons that project to this region. Similar to the 

data collected in hybrid mice, c-Fos expression was similar in fear conditioned animals 

and those that explored the context. This was true both in Ctb+ neurons (Ctx mean = 

11.17%, SEM = .7387; Fear mean = 11.57%, SEM = .9617) and in Ctb- cells (Ctx mean 

= 7.932%, SEM = .9590; Fear mean = 6.113%, SEM = .5846). In addition, the overall 

amount of c-Fos expression was once again higher in vCA1 neurons that project to the 

BA (Ctb+ mean = 11.37%, SEM = .850) compared to those that do not (Ctb- mean = 

7.02%, SEM = .771) [Repeated Measures ANOVA, Main effect of cell type (Ctb+/Ctb-), 

F (1, 14) = 16.55, p < 0.0012; No effect of group, F (1, 14) = 1.698, p = 0.2135; No 

group x cell type interaction F( 1, 14) = 1.077, p = 0.3170] (Data not shown).   

Together with previous work, these results demonstrate that novel environments 

strongly activate pyramidal neurons in dorsal and ventral CA1. Pairing the environment 

with shock does not further increase activity in either of these subregions (measured via 

c-Fos), as it does in subcortical areas like the amygdala (Radulovic et al. 1998; Barot et 

al. 2009; Milanovic et al. 1998). To ensure we could replicate the results of prior studies 

done in dCA1, we quantified c-Fos expression in this region and compared it to vCA1 in 

the same animals. For these analyses, single scan planes were taken from each area 

and the number of c-Fos+ neurons were counted per 10,000 um2. The results we 

obtained with this methodology were similar to the vCA1 data described above; c-Fos 

expression increased in the context and fear conditioning groups compared to 

homecage controls and these conditions did not differ from one another. The same 

pattern was found in dCA1, although in this region, the total number of c-Fos+ cells was 
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higher than we observed in vCA1 (Figure 1F-G) [Repeated Measures ANOVA, Main 

effect of Group F (2, 15) = 120.3, p < .0001; Main effect of Region F (1, 15) = 55.64, p < 

.0001; Group x Region interaction F (2, 15) = 16.88, p = .0001; Bonferroni post-hoc 

tests, in both dCA1 and vCA1, HC vs Context (p < .0001), HC vs Fear (p < .0001) 

Context vs Fear (p > .9999); dCA1 vs vCA1, HC vs HC (p > .9999), Fear vs Fear (p < 

.0001) Context vs Context (p > .9999)]. 

We should note that vCA1 neurons activated during context exploration may also 

respond to footshock. If that were the case, it could be difficult to find differences in c-

Fos expression between fear conditioned animals and mice that were exposed to the 

context. This issue could be addressed in future studies by labelling context responsive 

cells and footshock activated neurons with different IEGs (Barot et al. 2009). Single-unit 

recordings and Ca2+ imaging could also be used to examine the activity of individual 

vCA1 neurons during exploration and fear conditioning. An advantage of these tools is 

that precise firing patterns can be obtained and compared across different experimental 

conditions.   

IN VITRO STIMULATION OF VCA1 NEURONS WITH CHETA 

High-frequency stimulation (20-Hz) in dCA1 does not induce freezing after fear 

conditioning like it does in the dentate gyrus (DG) and CA3 (Ryan et al. 2015; Ramirez 

et al. 2013; Oishi et al. 2019). This may be the case because dCA1 does not send direct 

projections to the VH like DG and CA3 (Fricke and Cowan 1978; Ishizuka et al. 1990; 

Swanson et al. 1978). To examine this idea, we used ChETA to stimulate pyramidal 

neurons in vCA1 after context fear conditioning. We first identified optimal stimulation 

parameters in hippocampal slices by infusing AAV5-ChETA-EYFP into the VH and 
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recording from vCA1 neurons 2-3 weeks later. Recordings were performed using a cell-

attached patch configuration (see methods for details) while stimulating with 488 nm 

light at 10, 20 or 50-Hz (Figure 2). As observed in dCA1, pyramidal cells in vCA1 could 

easily follow 10-Hz and 20-Hz optogenetic stimulation across multiple trials (Figure 2D). 

At these frequencies, the spike probability for light pulses 2-5 was close to 1 and not 

significantly different from the spike probability for the first pulse [permutation test for 

pulses 2-5 compared to pulse 1: 10 Hz: p = 0.82, p = 0.82, p = 0.82, p = 0.20; 20 Hz: p 

= 0.89, p = 0.88, p = 0.62, p = 0.43].  In contrast, when the same neurons were 

stimulated at 50-Hz, they responded reliably only to the first light pulse (average spike 

prob. ± SEM: 1.0 ± 0.00). The firing probability to subsequent stimuli progressively 

decreased and was significantly reduced by pulse 4 (Figure 2D) [permutation test for 

pulses 2-5 compared to pulse 1: 50-Hz: p = 0.17, p = 0.09, p = 0.01, p = 0.001]. 
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IN VIVO STIMULATION OF VCA1 NEURONS WITH CHETA 

Next, we confirmed that 20-Hz laser stimulation activated vCA1 pyramidal neurons in 

vivo (Figure 3). Mice received infusions of CaMKII-ChETA-EYFP (n = 7) or the control 

virus (CaMKII-EYFP, n = 5) and 10 days later were habituated to a novel environment 

for 4 days (30 minutes each day) to reduce c-Fos expression (Hess et al. 1995). On 

Day 5, they were returned to the same context and received 3-minutes of laser 

stimulation after a 27-minute baseline period (Figure 3A). Ninety-minutes after this 

session, the animals were sacrificed, and their brains fixed for c-Fos 

immunohistochemistry. We found a significant increase in the number of c-Fos+ 

 

Figure 2.  In vitro stimulation of vCA1 neurons with ChETA A. Expression of ChETA-EYFP in 
ventral/intermediate CA1. B. Ex vivo cell-attached recording from a representative ChETA-expressing 
vCA1 pyramidal neuron in response to five 10-ms light pulses at 20-Hz( blue lines). B1. Single 
example trial. B2. Raster plot of 5 trials. C. Average instantaneous firing rate (in spikes/s) for vCA1 
pyramidal neurons (N = 10; bins: 50 ms, black: average firing rate, red: SEM). D., Average spike 
probability for 3 photostimulation frequencies (10, 20 and 50 Hz). Data are presented as mean ± 
SEM. 
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neurons in the ChETA group compared to control animals, indicating that 20-Hz 

stimulation strongly activated vCA1 neurons (Figures 3B-C) (Two-tailed unpaired t-test, 

p = 0.0066, t=3 df = 10). While the majority of ChETA+ neurons were found in vCA1, we 

also observed some expression in the BA. To determine if light delivered to vCA1 could 

activate these cells directly, we measured the distance between each of our fiber tips 

and the BA (Figure 3D). These data (minimum, median and maximum distances) were 

then plotted against the predicted decay in laser power observed when light passes 

through tissue (Figure 3E) (Stanford predicted irradiance tool), (Yizhar et al. 2011). The 

dashed line on this figure (0.90-0.95mm) indicates the distance at which blue light 

stimulation (10mW, 20-Hz) would fail to produce an action potential > 90% of the time in 

ChETA+ neurons (Berndt et al. 2011).  We found that 94% of our fibers fell beneath this 

line, making it unlikely that light stimulation in vCA1 would activate BA neurons directly. 

https://web.stanford.edu/group/dlab/cgi-bin/graph/chart.php
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HIGH-FREQUENCY STIMULATION OF VCA1 NEURONS IMPAIRS THE 
EXPRESSION OF CONTEXT FEAR 

Based on our recording and c-Fos results, we decided to stimulate vCA1 pyramidal 

neurons at 20-Hz after context fear conditioning. Our initial plan was to activate neurons 

that expressed c-Fos during training (i.e. engram/memory cells) using TetTag mice from 

 

Figure 3: In vivo stimulation of vCA1 neurons with ChETA 

A. Experiment design: details in the text.  B. examples of c-fos from an animal injected with 
ChETA-EYFP (top) and the control virus(bottom).  C. Percent of neurons expressing c-fos beneath 
the optic fiber tip.  D. Image showing an example of AAVrg-ChETA-mCherry expression in vCA1 
and BA and how distance was measured between the optic fiber tip and the BA.  E. Predicted 
irradiance values were plotted against distance from the optic fiber tip.  The minimum, median and 
maximum fiber tip to BA distance values are marked on the curve.  The dashed line indicates the 
threshold at which ChETA responds to light stimulation with less than 10% fidelity (Berndt et al. 
2011).   
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Jackson labs (stock no. 008344). However, we observed a significant amount of non-

specific labeling in these mice compared to our original fos-tTA line (Tayler et al. 2011; 

Tanaka et al. 2014; Nakazawa et al. 2016; Crestani et al 2019; Wilmot et al. 2018). 

Therefore, instead of targeting c-Fos+ cells, we stimulated vCA1 neurons that project to 

the BA. To do this, AAVrg-EBFP-Cre was injected into the BA and FLEX-ChETA-

mCherry virus was infused into the VH (BA project, n =8) (Figure 4A, left). Bilateral optic 

fibers were implanted directly over vCA1. Histological analyses confirmed that ChETA-

mCherry was expressed in vCA1 neurons (Figure 4B, top) and Cre expression was 

restricted to cells in the BA (Figure 4B, bottom). A second group received infusions of 

CaMKII-ChETA-EYFP into vCA1 (All vCA1 n=8) to examine the effects of non-selective 

stimulation on freezing. Control groups received infusions of AAV-CaMKII-EYFP into 

vCA1 (n=4) or combined injections of AAVrg-EBFP-Cre into BA and FLEX-tdTomato in 

vCA1 (n=4).   
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Following recovery from surgery, animals were handled and habituated to the optic 

fiber cable for 5 days and then were trained on context fear conditioning. Training 

consisted of a 3-minute baseline period followed by 2 shocks (0.3 mA, 2 sec duration) 

delivered 1-minute apart. Two days later, mice were placed back in the training 

environment to assess context fear memory. The test began with a 3-minute baseline 

 

Figure 4.  High-frequency stimulation of vCA1 neurons impairs the expression of context fear. 
A.  Experimental design. Stimulation groups received infusions of CaMKII-ChETA-EYFP or FLEX-
ChETA-EYFP into the VH. Control groups received infusions of CaMKII-EYFP or FLEX-EYFP into the 
VH. To target amygdala projecting vCA1 neurons, mice that received FLEX viruses also had AAVrg-
Cre-EBFP infused into the BA.  B. Expression of FLEX-ChETA-mCherry in vCA1 (top); 
Immunostaining for Cre in the BA (bottom left) and an adjacent Nissl section (bottom right). C. 
Average freezing during baseline (OFF) and 20-Hz stimulation epochs (ON) during the memory 
retrieval tests. Data are presented as mean ± SEM. * = p < .05. 
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period that was followed by 3-minutes of stimulation with blue light (473nm, 10 mW, 20 

Hz). Mice received an identical test 24 hours later (Figure 4A, right). During the 

baseline period, freezing was similar for all groups (Figure 4C). When 20-Hz laser 

stimulation was delivered to vCA1, freezing decreased significantly in the ChETA 

groups, but not in EYFP controls [Repeated measures 2-way ANOVA, Stimulation x 

Group interaction (F (2, 21) = 5.88, p = .0093; Bonferroni post-hoc tests, Control On vs 

Off (p >0.9999), All vCA1 On vs Off (p = 0.0005) BA- projecting vCA1 On vs Off (p 

=0.0003)]. The size of this decrease was similar whether all vCA1 pyramidal neurons 

were stimulated or just those that project to the BA. No Group x laser interaction was 

observed [2-way ANOVA F (1,14) = 0.01590, p = 0.9014]. These results demonstrate 

that context fear is not enhanced by high-frequency stimulation of the vCA1-BA 

pathway. Therefore, the inability of 20-Hz stimulation to induce freezing in dCA1 is not 

due to the fact that this region lacks direct projections to the amygdala (Ramirez et al. 

2013; Wilmot, Puhger, and Wiltgen 2019; Krueger and Wiltgen, 2020). To explain our 

results, we next examined the effects of vCA1 stimulation on the activity of principal 

cells in the BA.   

HIGH FREQUENCY STIMULATION OF VCA1 TERMINALS INHIBITS PRINCIPAL 
CELLS IN THE BA 

Stimulation of vCA1 neurons at high-frequencies can produce feed-forward inhibition of 

principal cells in the BA (Hübner et al. 2014; Bazelot et al. 2015).  To examine this 

possibility, we recorded from BA neurons while stimulating ventral CA1 terminals at high 

(20-Hz) or low (4-Hz) frequencies (Figure 5A). AAV5-CaMKII-ChETA was infused into 

the VH and coronal slices were taken from the BA 2-3 weeks later. BA neurons were 

excited by 4-Hz stimulation of vCA1 terminals and fired action potentials to every light 
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pulse in the stimulus train (Figures 5B1-B2) (average spike prob ± SEM: pulse 1: 0.97 

± 0.02; pulse 2: 0.88 ± 0.06, pulse 3: 0.86 ± 0.05, pulse 4: 0.86 ± 0.05, pulse 5: 0.91 ± 

0.04). In contrast, 20-Hz stimulation only produced a single action potential and 

suppressed responding to all subsequent pulses (Figures 5C1-C2) (average spike prob. 

± SEM: pulse 1: 0.95 ± 0.02; pulse 2: 0.06 ± 0.03, pulse 3: 0.01 ± 0.01, pulse 4: 0.05 ± 

0.04, pulse 5: 0.04 ± 0.03) [permutation test, pulses 1-5, 4-Hz vs 20-Hz: p = 0.09, p = 

0.00, p = 0.00, p = 0.00, p = 0.00]. 

 

To determine if this suppression was caused by local inhibition, we stimulated vCA1 

terminals at 20-Hzin the presence of the GABAA receptor antagonist bicuculine. This 

manipulation partially rescued the activity of BA neurons (Figure 5D) (average spike 

prob. ± SEM: pulse 1: 0.96 ± 0.04; pulse 2: 0.72 ± 0.08, pulse 3: 0.25 ± 0.11, pulse 4: 

0.09 ± 0.09, pulse 5: 0.05 ± 0.05) [permutation test, pulses 1-5, 20-Hz vs 20-Hz+ Bic: p 

= 0.59, p = 0.001, p = 0.18, p = 0.38, p = 0.48], suggesting that feed-forward inhibition 

 

Figure 5.  High frequency stimulation of vCA1 terminals inhibits principal cells in the BA 
A. Schematic of the experimental configuration: vCA1 axons expressing ChETA-EYFP were optically 
stimulated in the BA while recording on-cell from BA PNs.  IN: Interneuron. B-C. Example raster plots 
(B1-C1) and average instantaneous firing rates (+SEM; B2-C2) for BA PNs in response to 5, 10-ms 
light pulses at 4 (B) and 20 (C) Hz (bins: 50ms).  N = 11 cells.  D. Average spike probability for 4Hz, 
20Hz, and 20Hz in the presence of the GABAAR antagonist bicuculine (Bic).   
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plays a role in suppressing excitatory activity when vCA1 neurons are stimulated at high 

frequencies (Bazelot et al. 2015; Hübner et al. 2014).  However, given that firing was 

not completely rescued, other factors like synaptic depression likely contribute to this 

effect as well. 

LOW FREQUENCY STIMULATION OF VCA1 DOES NOT DISRUPT THE 
EXPRESSION OF CONTEXT FEAR 

Activity in the hippocampus, amygdala and prefrontal cortex is synchronized around 

theta-frequency (4-12 Hz) during aversive learning and fear expression ((Radulovic et 

al. 1998; Barot et al. 2009; Milanovic et al. 1998). Given that BA neurons are able to 

follow 4-Hz stimulation of vCA1 terminals, we examined the impact of this manipulation 

on context fear. Mice received bilateral infusions of AAV-CaMKII-ChETA-EYFP (n=6) or 

AAV-CaMKII-EYFP (n=5) into the VH and optic fibers were implanted above vCA1. Two 

weeks later, they were trained on context fear conditioning as described above. Memory 

was tested 48 hours after training and vCA1 neurons were stimulated at 4-Hz (473nm, 

10 mW, 15 msec pulses) during the last 3 minutes of the session (Figure 6A, left). 

Unlike high-frequency stimulation, this manipulation did not disrupt the expression of 

context fear (Figure 6B) [2-way ANOVA, no laser x virus interaction F = 0.05282, p = 

0.824, no main effect of laser F (1,9) = 0.005282, p = 0.8234].  

FEAR GENERALIZATION INCREASES AFTER LOW-FREQUENCY STIMULATION 
OF VCA1 NEURONS  

We next determined if 4-Hz stimulation could induce freezing in a novel environment. To 

do this, mice from the previous experiment were first exposed to context B for 2 days to 

reduce generalized fear (Figure 6A, right). On day 3, the animals were put back in 

context B and, after a baseline period, vCA1 neurons were stimulated at 4-Hz. This 
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manipulation did not produce an increase in freezing in ChETA mice relative to controls 

(Figure 6C) [2-way repeated measures ANOVA, no Group x Laser interaction, F (1,9) = 

.001, p = 0.968]. However, ChETA mice did exhibit an overall increase in freezing in 

context B, which suggests that prior stimulation altered their behavior [Main effect of 

Group, F (1,9) = 5.50, p = .043]. To determine if vCA1 stimulation increased fear 

generalization, we compared freezing levels during the first exposure session in context 

B to that observed during the test in context A (Figure 5D). Both ChETA mice and 

controls froze more in the training context (A) than the novel environment (B), which 

indicates they could discriminate between these places [Two-way ANOVA main effect of 

context F (1, 9) = 76.30, p < 0.0001]. Nonetheless, ChETA mice showed significantly 

more fear in context B than control animals (Bonferroni post-hoc test, p < .05), 

suggesting that vCA1 stimulation increased generalization. However, additional studies 

are needed to confirm the selectivity of this effect, as the group x context interaction did 

not quite reach statistical significance [Two-way repeated measures ANOVA, No group 

x context interaction F (1,9) = 4.04, p = .075; no effect of group F (1,9) = 1.94, p = .19].  

Finally, to determine if vCA1 stimulation altered the extinction of generalized fear, 

we analyzed freezing during the 3 sessions in context B (Figure 6E). Analyses were 

restricted to the first 3-minutes of each session so we could include the data from day 3. 

We found that freezing levels decreased slightly across days in both groups, but this 

change did not reach statistical significance. This suggests that our exposure sessions 

were not long enough to induce robust extinction [2-way repeated measures ANOVA, 

No Group x Session interaction F (2,18) = 1.38, p = 0.27; No effect of Group F (1,9) = 

3.31, p = 0.1; No effect of session, F (2, 18) = 1.81, p = .19]. However, it should be 
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noted that our experiments were not designed to detect small/moderate differences in 

fear generalization or extinction. Future work will need to use behavioral protocols that 

are optimized to study these processes to determine how they are affected by low-

frequency stimulation in vCA1.  

 

 

Figure 6. Low frequency stimulation of vCA1 does not disrupt the expression of  
context fear and enhances generalization. A. Experimental design. B. Percent freezing over time 
(minutes) during baseline and laser stimulation in the training context (Test A). C. Percent freezing 
over time (minutes) during baseline and laser stimulation in a novel environment (Test B). D. 
Percent freezing during the first 3-minutes of the test in context A and the exposure session in 
context B 24-hours later.  E. Percent freezing in control and ChETA groups during the first 3-minutes 
of the context B exposure days. All data are presented as the mean ± SEM. * = p < 0.05.  Blue = 
Control virus, Magenta = CaMKII-ChETA.   
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Discussion 

During context fear conditioning, spatial information is thought to be transmitted from 

the dorsal hippocampus to the ventral hippocampus where it can be relayed to the 

amygdala and associated with shock (Wiltgen et al. 2006; Sutherland et al. 2008; Maren 

and Fanselow 1995; Xu et al. 2016; Jimenez et al. 2018; Kim and Cho 2020). The 

current study examined the role of the vCA1-basal amygdala pathway in the acquisition 

and expression of context fear. Similar to previous results obtained in the DH, we found 

that c-Fos expression increased in vCA1 neurons after exposure to a novel environment 

(Radulovic et al. 1998). However, the addition of shock did not further increase the 

number of labelled cells as it does in subcortical structures like the amygdala (Barot et 

al. 2009; Milanovic et al., 1998; Radulovic et al. 1998). This result was surprising given 

the role of the VH in learned fear and anxiety and the fact that it communicates with 

subcortical regions involved in emotion (Jimenez et al. 2018; Hoover and Vertes 2007; 

Cenquizca and Swanson 2006, 2007). Nonetheless, it remains possible that footshock 

activated many of the same cells that responded to the context, making it difficult for us 

to find a difference between these groups. Consistent with this idea, a recent study 

showed that vCA1 neurons activated during exploration (c-Fos+) are the same cells that 

strengthen their connections with BA neurons after the environment is paired with shock 

(Kim and Cho 2020).  

High-frequency stimulation (20-Hz) of engram cells (c-Fos+) in dorsal DG and 

CA3 has been shown to increase freezing after context fear conditioning (Ryan et al. 

2015; Ramirez et al. 2013; Oishi et al. 2019). However, the same manipulation does not 

drive freezing when performed in dorsal CA1 (Ryan et al. 2015). We hypothesized that 
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this may be the case because dCA1 neurons do not project to the VH like cells in dDG 

and dCA3 (Fricke and Cowan 1978; Swanson et al. 1978; Ishizuka et al. 1990). 

Inconsistent with this idea, we found that 20-Hz stimulation of BA-projecting vCA1 

neurons impaired freezing rather than enhancing it. A similar effect was observed when 

vCA1 terminals in the BA were stimulated at 10-Hz (Jimenez et al. 2018). To determine 

why high-frequency stimulation produced impairments in freezing, we recorded from 

principal cells in the BA while activating terminals from vCA1. We found that 20-Hz 

stimulation inhibited excitatory responses in the BA while 4-Hz did not. The inhibitory 

effect of 20-Hz stimulation could be reduced with a GABAA-receptor antagonist, 

indicating that it was due, in part, to feed-forward inhibition.  Interestingly, the medial 

prefrontal cortex (mPFC) has been shown to disinhibit principal cells in the BA and allow 

them to respond to strong input from vCA1 (Hübner et al. 2014). A circuit like this could 

function to rapidly select adaptive responses in different situations. For example, when 

animals come across a novel environment place cell activity in vCA1 could inhibit BA 

neurons and promote exploration. If a threat was subsequently encountered in this 

same place, input from the mPFC could quickly disinhibit BA neurons and allow vCA1 to 

drive defensive behaviors like freezing. We plan to examine these ideas in future 

experiments by simultaneously manipulating inputs from vCA1 and the mPFC to the BA 

after fear conditioning. 

Unlike 20-Hz, stimulation of vCA1 neurons at 4-Hz did not inhibit principal cells in 

the BA. Given that the hippocampus, amygdala and mPFC oscillate at theta-frequency 

during fear expression, we hypothesized that low-frequency stimulation may enhance 

freezing rather than impair it (Seidenbecher et al. 2003; Padilla-Coreano et al. 2016; 
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Narayanan et al. 2007; Lesting et al. 2011; Courtin et al. 2014; Karalis et al. 2016). 

Consistent with this idea, 4-Hz stimulation produced an increase in fear generalization 

and did not disrupt freezing in the training context. However, freezing did not increase 

during laser stimulation itself, as has been observed when dCA1 engram cells are 

stimulated at this frequency (Ryan et al. 2015). It is possible that our behavioral effects 

would have been larger if we were able to selectively stimulate engram/memory cells in 

vCA1. In addition, high-frequency stimulation of BA-projecting vCA1 neurons may be 

able induce freezing if it co-occurs with a disinhibitory input from the mPFC (Hübner et 

al. 2014; Karalis et al. 2016).  

To summarize, our results suggest that dorsal and ventral CA1 neurons respond 

similarly to context exploration and fear conditioning. Many cells in each region express 

c-Fos when mice are exposed to a novel environment, and the number of activated 

neurons does not increase further if the context is paired with shock. In addition, the 

expression of fear is impaired when neurons in dorsal or ventral CA1 are stimulated at 

20-Hz. Low-frequency stimulation, in contrast, increases freezing and enhances fear 

generalization in dorsal and ventral CA1, respectively. Additional research will be 

required to determine if more robust changes in defensive behavior can be induced 

when firing patterns are coordinated in the mPFC, BA and vCA1.  
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