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SUMMARY

Optical techniques including fluorescence lifetime spectroscopy have demonstrated potential as a tool for study and diagnosis of arterial vessel pathologies. However, their application in the intravascular diagnostic procedures has been hampered by the presence of blood hemoglobin that affects the light delivery to and the collection from the vessel wall. We report a computational fluid dynamics model that allows for the optimization of blood flushing parameters in a manner that minimizes the amount of saline needed to clear the optical field of view and reduces any adverse effects caused by the external saline jet. A 3D turbulence $k$/$\omega$ model was employed for Eulerian–Eulerian two-phase flow to simulate the flow inside and around a side-viewing fiber-optic catheter. Current analysis demonstrates the effects of various parameters including infusion and blood flow rates, vessel diameters, and pulsatile nature of blood flow on the flow structure around the catheter tip. The results from this study can be utilized in determining the optimal flushing rate for given vessel diameter, blood flow rate, and maximum wall shear stress that the vessel wall can sustain and subsequently in optimizing the design parameters of optical-based intravascular catheters. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Optical-based intravascular diagnostic techniques are emerging as promising tools for assessment of atherosclerotic plaque vulnerability and other cardiovascular pathologies. Examples of such techniques include optical coherence tomography [1, 2], laser speckle imaging [3], photoacoustic imaging [4–6], and a range of spectroscopic methods (Raman, near-infrared (NIR), diffuse reflectance NIR, and fluorescence spectroscopy) [7–13]. One problem hampering the broader clinical intravascular validation and application of several optical methods is the presence of blood in the optical pathway [14, 15]. In particular, this is the case for emerging fluorescence spectroscopy or imaging techniques that have the potential for intravascular characterization of atherosclerotic composition. For example, the presence of lipids components and inflammation in the intima fibrotic cap play an important role in plaque instability and rupture [16–18]. The blood hemoglobin attenuates the optical signal and diminishes the sensitivity of detection (signal-to-noise ratio). Techniques such as saline bolus injection or balloon occlusion are typically used to temporarily remove the blood during such interventions. However, such techniques are not feasible for continuous optical scanning of long arterial segments. Balloon occlusion may also result in damage to the vessel wall.
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Moreover, intravascular injection of fluids via catheters is not only used for saline injection but also for intra-arterial infusion of contrast agents or drugs for localized treatment of arterial pathologies while reducing the risks of the side effects of systemic delivery of such substances. Typically, the injection of substance is accomplished through separate holes (ports) located along the surface of the tip, generally distant from one another, to avoid recirculation effects. However, damage of the vessel wall can occur if the injection rate is not controlled properly, depending on the geometrical configuration of catheter tip, the type of vessel, and the physical and mechanical properties of the vessel wall and atherosclerotic plaque [19]. Possible consequences of the high flow rate is vessel wall perforation or plaque disrupture caused by the jet exiting the catheter tip [20–22]. Many of these complications due to high flow rate are linked to the complexity of the flow field [23–25]. It is, therefore, important to study the flow pattern and its effects on wall shear stress (WSS) around the catheter tip.

Numerical and experimental investigations by various researchers in the related area in the recent years can provide valuable insight into the complex flow structure for incompressible two-phase cross flow [26–30]. Foust et al. [24] studied the structure of the jet from a generic catheter tip with a side hole with high-image density particle image velocimetry. Numerical and experimental studies by Weber et al. [31] provided flow structures and effect on WSS for peripheral IV catheters with multiple side holes with constant blood for 3, 5, and 7 mm diameter blood vessel. Varghese et al. [32] reported a detailed numerical study of pulsatile turbulent single-phase flow in stenotic vessel using four different turbulence models: $k - \varepsilon$, renormalization group theory $k - \varepsilon$ [33], standard $k - \omega$, and $k - \omega$ with low Reynolds number correction. They found $k - \omega$ turbulence model with low Reynolds number correction to produce better results as compared with the other models. However, all these investigations have been limited to specific types of catheter tip configuration where the catheter is placed concentrically with the blood vessel and the blood flow rate is assumed to be constant. Also, none of the studies have focused on the clearance of blood in the pathway of the jet exiting from the catheter tip. Ghata et al. [34] reported numerical investigation of the catheter flow and its effects on WSS, wall pressure, and the distribution of the blood cells for the exact same catheter configuration that is similar with that considered in this study. However, the authors employed the multiphase mixture model with a $k - \varepsilon$ turbulence model in their study. The current study employs both Eulerian–Eulerian multiphase and mixture models and a $k - \omega$ turbulence model with low Reynolds number correction. In the mixture model, the continuity and momentum equations for the mixture, the volume fraction equation, and the relative velocities of the secondary phases are solved, and the phase interaction is modeled through an algebraic relationship, whereas the Eulerian model solves the conservation equations for each phase separately. Therefore, one needs to solve fewer equations in the mixture model as than in the Eulerian model. The mixture model thus requires less computational effort, although the Eulerian model gives better accuracy [35].

This study analyzes the flow around a special type of catheter that is equipped with a fiber-optic probe for light delivery and collection to/from the vessel wall. The objectives of this study are to see the feasibility of employing the mixture model and qualitatively compare the results for the possible range of parameters that include (a) blood flow rates arteries of equal diameter, in order to account for systolic and diastolic conditions; (b) vessels with two different diameters but the same blood flow rate and injection rate, to determine the effect on stenotic vessels; (c) two different injection rates for the same blood flow rate and vessel diameter to determine the effect of the jet injection rate and (d) pulsatile blood flow.

2. METHOD

A number of studies [36–41] have shown that blood being a suspension of corpuscles behaves like a non-Newtonian fluid at low shear rate less than 20/s. Theoretical study by Haynes [42] and experimental observation by Cokelet [39] show that blood can be treated as single-phase homogenous viscous fluid when the diameter of vessels is greater than 1 mm. Also, Haynes [42] concludes from his study that the Fahraeus–Lindqvist effect occurs in blood vessels less than 0.4 mm in diameter. Jung et al. [43] performed a numerical investigation of a pulsatile blood flow in a coronary artery, including a detailed study of multiphase effects in large-curved blood vessels.
(\(D = 4.37\) mm). Their study shows a very small effect of multiphase behavior of blood on WSS at the inner region of the curvature, whereas the single-phase model overpredicts the maximum WSS at the outer region by about 20%. The current study focuses on flow in a straight segment of a large blood vessel (diameter \(\geq 3\) mm). Therefore, curvature effects can be neglected in our study. For vessel diameter much larger than 0.4 mm, the Fahraeus–Lindqvist effect can be neglected, and blood can be assumed to be Newtonian [44, 45].

Cho et al. [46] performed a numerical study of the effects of blood vessel properties on blood flow characteristics in stenosed arteries using fluid-structure interaction. Their studies show that the rigid vessel assumption underpredicts WSS by about 20%. The current study, however, focuses on nondeformable vessels.

A finite volume method-based commercial code ANSYS FLUENT v12.1 was used for the numerical simulations. The computational domain consisting of the catheter and the blood vessel is shown in Figure 1(a). A straight arterial segment of 96-cm length with a diameter of either 6 or 3 mm is considered for the simulations. The computational domain was discretized into an unstructured tetrahedral mesh using the ANSYS ICEM CFD v12.1 mesh generation tool. Figure 1(b) shows a part of the mesh generated on the catheter and blood vessel.

A second order upwind scheme was used for solution of the momentum equations, volume fraction, turbulent kinetic energy, and dissipation rate. A coupled algorithm was used to resolve the coupling of pressure and velocity. To accelerate the convergence, the relaxation factors for both momentum and pressure were taken as 0.5 and under-relaxation factors for volume fraction, turbulent kinetic energy, and dissipation rate were taken as 0.4, 0.8, and 0.8 respectively. The transient formulation was performed using second order implicit method with time step of 0.001 s. The uniform blood flow cases were simulated for 3 s, and the pulsatile case with period (\(T\)) of 0.75 s was computed for four cycles (3.0 s).

The density and viscosity of blood are taken as 1170 kg/m\(^3\) and 0.0035 Pa-s respectively and those of the saline solution are 1500 kg/m\(^3\) and 0.018 Pa-s, respectively. The inlet parameters for the five cases that were studied are listed in Table I. For the pulsatile case, the mean blood flow rate (\(\dot{Q}_0\)) is taken as 6.915 ml/s, and the average difference between the maximum and minimum blood flow rate (\(\dot{Q}_m\)) is 2.305 ml/s.

2.1. Eulerian multiphase flow model

The local transport equations governing the flow of each distinct phase are based on three key principles: conservation of mass, momentum, and energy. Another equation comes from the fact that the volume of a phase can not be occupied by another phase but they together occupy the entire
Table I. Flow parameters used simulations.

<table>
<thead>
<tr>
<th>Case</th>
<th>d (mm)</th>
<th>$A_{eff}$ (mm$^2$)</th>
<th>$A_c$ (mm$^2$)</th>
<th>$\dot{Q}_b$ (ml/s)</th>
<th>$\dot{Q}_s$ (ml/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>24.27</td>
<td>0.5893</td>
<td>9.22</td>
<td>1.25</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>24.27</td>
<td>0.5893</td>
<td>4.61</td>
<td>1.25</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3.077</td>
<td>0.5893</td>
<td>9.22</td>
<td>1.25</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>3.077</td>
<td>0.5893</td>
<td>9.22</td>
<td>0.625</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>24.27</td>
<td>0.5893</td>
<td>9.22</td>
<td>1.25</td>
</tr>
</tbody>
</table>

domain of interest. So, the sum of the volume fractions of all the phases is equal to one. We end up dropping the energy equation based on the assumption that there is no temperature gradient present in the system. Also, all the phases are assumed to be incompressible in our current study. It follows that the equations for incompressible flow of $N$ phases or components are given by the conservation of mass and momentum of each phase.

The mass transfer equation for each phase $\alpha$ is given by

$$\frac{\partial \rho_a \phi_a}{\partial t} + \nabla \cdot (\rho_a \phi_a \vec{v}_a) = 0$$  \hspace{1cm} (1)

where $\rho_a$ is the density, $\phi_a$ is the volume fraction/concentration, $\vec{v}_a$ is the velocity of phase $\alpha$, and $t$ is the time. The previous equation is based on the assumption that the source term is zero for all phases meaning that there is no generation or removal of any phase from the system other than the transport because of convection and diffusion.

Momentum conservation for each phase $\alpha$ is given by

$$\frac{\partial}{\partial t} \left( \rho_a \phi_a \vec{v}_a \right) + \nabla \cdot \left( \rho_a \phi_a \vec{v}_a \vec{v}_a \right) = - \phi_a \vec{v}_a + \nabla \cdot \left( \phi_a \vec{v}_a \right) + \sum_{\beta=1}^{N} \dot{R}_{\beta \alpha}$$  \hspace{1cm} (2)

where $P$ is the pressure, $\dot{R}_{\beta \alpha}$ accounts for the interfacial forces between phases $\alpha$ and $\beta$ is given by Eq. (5). The stress tensor, $\overline{\tau}$, in Eq. (2) is given by

$$\overline{\tau} = \mu_a \left( \nabla \vec{v}_a + \nabla \vec{v}_a^T + \left( \lambda_a - \frac{2}{3} \mu_a \right) \nabla \vec{v}_a \right)$$  \hspace{1cm} (3)

where $\mu_a$ and $\lambda_a$ are the shear and bulk viscosities of phase $\alpha$.

The species conservation is given by

$$\sum_{\alpha=1}^{N} \phi_a = 1$$  \hspace{1cm} (4)

This indicates that summation of the volume fraction of all the phases is 1.0.

The interfacial force, $\dot{R}_{\beta \alpha}$, in Eq. (2) that acts on phase $\alpha$ because of the presence of phase $\beta$ is given by

$$\dot{R}_{\beta \alpha} = K_{\beta \alpha} (\vec{v}_\alpha - \vec{v}_\beta)$$  \hspace{1cm} (5)

where $K_{\alpha \beta}$ is the interphase momentum exchange coefficient and for liquid–liquid mixtures, this can be expressed as [35]

$$K_{\alpha \beta} = \frac{\phi_a \phi_b \rho_a f}{\tau_a}$$  \hspace{1cm} (6)

For fluid–fluid flows, each secondary phase is assumed to form droplets or bubbles [35]. The particulate relaxation time ($\tau_a$) is defined as

$$\tau_a = \frac{\rho_a d_a^2}{18 \mu_a}$$  \hspace{1cm} (7)
where \( d_\alpha \) is the diameter of the bubbles or droplets of phase \( \alpha \). The drag function \( f \) in Eq. (6) is given by [35]

\[
f = \frac{C_D Re}{24}
\]

where the drag coefficient \( C_D \) is estimated using the following empirical relation

\[
C_D = \begin{cases} 
\frac{24}{Re} (1 + 0.15 Re^{0.687}) & \text{if } Re \leq 1000 \\
0.44 & \text{otherwise}
\end{cases}
\]

The relative Reynolds number \( Re \) for the primary phase \( \alpha \) and the secondary phase \( \beta \) is obtained from

\[
Re = \frac{\rho_{\alpha} |\tilde{v}_\alpha - \tilde{v}_\beta| d_p}{\mu_{\alpha}}
\]

### 2.2. Turbulence modeling

In deriving Reynolds-averaged Navier–Stokes equations, the solution variables in Eqs. (1)–(2) are decomposed into two parts: the mean space (ensemble averaged or time averaged) and the fluctuating components. For example, the instantaneous velocity vector can be written as

\[
\tilde{v} = \bar{v} + \tilde{v}
\]

where \( \bar{v} \) and \( \tilde{v} \) are the mean and fluctuating velocity vectors, respectively. Similarly, scalar variables like pressure are expressed as

\[
\varphi = \bar{\varphi} + \tilde{\varphi}
\]

After substituting the expression of the variables into the continuity and momentum equations and taking time or ensemble average (dropping the overbar for conveniences), the Eqs. (1) and (2) reduce to

\[
\frac{\partial}{\partial t} \left( \rho_\alpha \phi_\alpha \right) + \nabla \cdot \left( \rho_\alpha \phi_\alpha \bar{v}_\alpha \right) = 0
\]

\[
\frac{\partial}{\partial t} \left( \rho_\alpha \phi_\alpha \tilde{v}_\alpha \right) + \nabla \cdot \left( \rho_\alpha \phi_\alpha \bar{v}_\alpha \tilde{v}_\alpha \right) = -\phi_\alpha \nabla P \\
+ \nabla \left[ \phi_\alpha \left( \bar{t}_\alpha + \bar{t}_\alpha \right) \right] + \sum_{\beta=1}^{N} \bar{R}_{\beta \alpha}
\]

where the viscous stress tensor \( \bar{t}_\alpha \) is given by Eq. (3). Reynolds shear stress term \( \bar{t}_\alpha' \) is given by

\[
\bar{t}_\alpha' = -\rho_\alpha \left( \tilde{v}_\alpha \tilde{v}_\alpha \right)
\]

Equations (12) and (13) are called Reynolds-averaged Navier–Stokes equations. Various turbulence modeling schemes like \( K-\epsilon \), \( K-\omega \) can be used to calculate Reynolds stress tensor \( \bar{t}_\alpha' \). \( K-\omega \) turbulence modeling with low Reynolds number correction has been employed for the simulation of Reynolds shear stress [35]:

\[
-\rho_\alpha \left( \tilde{v}_\alpha \tilde{v}_\alpha \right) = \mu_\alpha \left( \frac{\partial v_{\alpha i}}{\partial x_j} + \frac{\partial v_{\alpha j}}{\partial x_i} \right) \\
- \frac{2}{3} \left( \rho_\alpha k_\alpha + \mu_\alpha \frac{\partial v_{\alpha i}}{\partial x_i} \right) \delta_{ij}
\]
where the turbulent viscosity, $\mu'_\alpha$, is computed by

$$\mu'_\alpha = \frac{\rho_\alpha k_\alpha}{\omega_\alpha} \quad (16)$$

The turbulence kinetic energy, $k_\alpha$, and the specific dissipation rate, $\omega_\alpha$, for each phase $\alpha$ are calculated from the following transport equations

$$\frac{\partial}{\partial t}(\rho_\alpha k_\alpha) + \nabla \cdot (\rho_\alpha k_\alpha) = \nabla \cdot (\Gamma_k \nabla k_\alpha) \quad (17)$$

$$\frac{\partial}{\partial t}(\rho_\alpha \omega_\alpha) + \nabla \cdot (\rho_\alpha \omega_\alpha) = \nabla \cdot (\Gamma_\omega \nabla \omega_\alpha) \quad (18)$$

2.3. Mixture model

In the previous section, we have discussed Eulerian multiphase model where the conservation equations for each of the phases are solved separately.

The mass conservation is given by

$$\frac{\partial (\rho)}{\partial t} + \nabla \cdot (\rho \bar{v}) = 0 \quad (19)$$

where $\bar{v}$ is the mass-averaged velocity, given by

$$\bar{v} = \frac{\sum \phi_\alpha \rho_\alpha \bar{v}_\alpha}{\rho} \quad (20)$$

$\alpha = \text{Blood, Saline}$ and the mixture density $\rho$ is given by

$$\rho = \sum \phi_\alpha \rho_\alpha \quad (21)$$

The momentum conservation for the mixture is given by

$$\frac{\partial \rho \bar{v}}{\partial t} + \nabla \cdot (\rho \bar{v} \bar{v}) = -\nabla P + \nabla [\mu (\nabla \bar{v} + \nabla \bar{v}^T)] + \rho \bar{g} + \nabla \left( \sum_\alpha \phi_\alpha \rho_\alpha \bar{v}_{d,r,\alpha} \bar{v}_{d,r,\alpha} \right) \quad (22)$$

where $P$ is the mixture pressure. The mixture viscosity $\mu$ and drift velocity $\bar{v}_{d,r,\alpha}$ of phase $\alpha$ are given as follows:

$$\mu = \sum_\alpha \phi_\alpha \mu_\alpha \quad (23)$$

$$\bar{v}_{d,r,\alpha} = \bar{v}_{am} - \sum_\beta Y_\beta \bar{v}_{m\beta} \quad (24)$$

where the subscript $m$ indicates mixture and the slip or relative velocity $\bar{v}_{\alpha,\beta}$ is defined as the velocity of the secondary phase $\alpha$ relative to primary phase $\beta$:

$$\bar{v}_{\alpha,\beta} = \bar{v}_\alpha - \bar{v}_\beta \quad (25)$$

and the mass fraction $Y_\beta$ of phase $\beta$ is defined as

$$Y_\beta = \frac{\phi_\beta \rho_\beta}{\rho} \quad (26)$$
In turbulent flows, the relative velocity is given by
\[
\vec{v}_{\alpha\beta} = \frac{(\rho_a - \rho) d^2 \vec{a}}{18 \mu_f f_{drag}} - \frac{\eta_t}{\sigma_t} \left( \frac{\nabla \phi_a}{\phi_a} - \frac{\nabla \phi_\beta}{\phi_\beta} \right)
\]  
(27)
where \(\sigma_t\) is Schmidt number and is set to 0.75, and for \(k-\epsilon\) turbulent model, the diffusion coefficient \(\eta_t\) is given by [47, 48]
\[
\eta_t = C_\mu \frac{k^2}{\epsilon} \left( \frac{v_0}{1 + v_0} \right) (1 + C_\beta \zeta_v^2)^{-\frac{1}{2}}
\]  
(28)
where \(C_\beta = 0.85\) and \(f_{drag}\) is given by [49]:
\[
f_{drag} = 1 + 0.15 Re^{0.687} \quad Re \leq 1000
\]  
(30)
\[
= 0.0183 Re \quad Re > 1000
\]  
(31)
and acceleration \(\vec{a}\) is given as
\[
\vec{a} = \ddot{\vec{v}} - (\vec{v} \cdot \nabla) \vec{v} - \frac{\partial \vec{v}}{\partial t}
\]  
(32)

2.4. Boundary conditions
At the inlet to the blood vessel

Normal blood velocity: \(\vec{v} \cdot \vec{n} = \frac{\dot{Q}_b}{A_{eff}}\)
(33)
Saline concentration: \(\phi_s = 0\)
(34)
where \(A_{eff}\) is the effective cross sectional area of the blood vessel at the inlet as a result of the catheter insertion. \(\dot{Q}_b\) is the blood flow rate that is assumed to be constant for cases \((1-4)\) and a periodic function of time for pulsatile case 5. For pulsatile flow, \(\dot{Q}_b\) is assumed to vary between the maximum and minimum flow rates in a sinusoidal function [32].
\[
\dot{Q}_b(t) = \dot{Q}_0 - \dot{Q}_m \cos \left( \frac{2\pi t}{T} \right)
\]  
(35)
\(\dot{Q}_0\) is the mean blood flow rate, and \(\dot{Q}_m\) is taken as half of the difference between maximum \((\dot{Q}_{max})\) and minimum \((\dot{Q}_{min})\) blood flow rate. \(T\) is the time period of the pulsatile flow.

Note that although this model is not a quantitatively accurate representation of pulsatile blood flow, it does allow qualitative examination of its influence on WSS.

At the inlet to the catheter

Normal blood velocity: \(\vec{v} \cdot \vec{n} = \frac{\dot{Q}_s}{A_c}\)
(36)
Saline concentration: \(\phi_s = 1.0\)
(37)
where \(A_c\) is the area injection of catheter section at the inlet.

At the vessel and catheter walls, no-slip boundary condition is imposed:
\[
\vec{v} = \vec{0}
\]  
(38)

Copyright © 2014 John Wiley & Sons, Ltd.
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At the outlet, prescribed velocity or pressure outlet boundary conditions are typically employed. However, a velocity or pressure outlet condition is inappropriate when modeling wave-propagation phenomena in human arteries because obtaining time-varying velocity or pressure at the outlet is impractical. Vignon-Clementel et al. [50] has applied the outflow boundary condition for 3D simulations of nonperiodic blood flow in deformable arteries. The outflow boundary condition has been also employed in other studies [51–54] in arterial hemodynamics simulations. We, therefore, impose the following outflow boundary condition at the vessel outlet.

\[
\frac{d}{dt} \int_{\Omega} \rho_\alpha d\Omega + \int_{\Gamma} \rho_\alpha \vec{v}_\alpha \cdot \vec{n} d\Gamma = 0
\]

where \(\Omega\) and \(\Gamma\) are control volume and control surface, respectively.

3. RESULTS AND DISCUSSION

As shown in Table I, a total of five different cases have been studied in order to predict the importance of various parameters, including the blood-vessel diameter and flow rate, the effect of the pulsatile nature blood flow on the distribution of injected saline in the blood vessel, and the pressure and shear stress on the vessel wall. Cases 1–2 consider blood flow rates of 9.22 and 4.61 ml/s respectively for a 6-mm vessel with a constant saline injection rate of 1.25 ml/s. Cases 3–4 consider the effect of the injection rate (1.25 to 0.625 ml/s) in a 3-mm vessel. The last case considers the effects of pulsatile blood flow in a 6-mm vessel.

3.1. Grid independence study

A grid convergence test is performed to validate the absence of any numerical inaccuracies caused by coarseness of the grid. The normal process of testing grid independence is to start with a coarse mesh and gradually refine it until the changes observed in the results are smaller than a predefined acceptable error. Four different meshes are generated with different cell sizes for each geometric configuration with 6 and 3 mm blood vessels. The meshes generated for 6 mm blood vessel consist of 1246696, 1445979, 1843615, and 2788187 tetrahedral cells, and the four meshes generated for 3 mm blood vessel have 1322967, 1667945, 1972122, and 2554562 tetrahedral cells. The mesh generation is performed using the Delaunay tetrahedron mesh generation approach in ANSYS ICEM CFD 12.1. The control of mesh sizing is not straightforward, as with structured meshing. The sizing is controlled by modifying element sizes at the surface of the catheter wall and tip and on the blood vessel wall. The minimum element size in these regions ranges between 0.05 and 0.025 mm, and the global maximum element size was varied between 1 and 0.25 mm.

The results obtained for these two configurations with higher blood and saline injection flow rates of 9.22 and 1.25 ml/s respectively are shown in Figures 2 and 3. As seen in Figure 2, the results do not change much for the meshes with total number of cells greater than 1.8 million for 6 mm blood vessel. Figure 3 shows that the results for a 3-mm vessel is essentially independent of cell size when the total number of cells is greater than 2 million. The 6-mm diameter vessel with 1972122 elements and the 3-mm vessel with 1972122 elements are taken for all other studies in the following sections.

3.2. Comparison results with mixture model

In addition to the grid convergence test, the results are also validated with a different multiphase model called mixture model [34]. The results obtained both in Eulerian–Eulerian and mixture models for 6-mm diameter vessel with blood flow and injection rates of 9.22 and 1.25 ml/s respectively (case 1) are shown in Figure 4. Figure 4(a) shows the profiles of maximum wall pressure change (\(\Delta P = P - P_{\text{outlet}}\)) along the axial direction for both the models. Figure 4(b) compares the profiles of maximum saline concentration on the blood vessel wall along the axial direction. Maximum WSS profiles for both models are plotted in Figure 4(c). The results for the maximum pressure change and wall saline concentration show almost no differences. Some deviation is seen.
Figure 2. Grid independence study for case 1: (a) maximum saline concentration profile on the blood vessel, (b) maximum WSS on the blood vessel wall caused by saline injection, (c) maximum WSS on the blood vessel wall caused by blood, and (d) maximum pressure change profile on the blood vessel wall.

Figure 3. Grid independence study for case 3: (a) maximum saline concentration profile on the blood vessel, (b) maximum WSS on the blood vessel wall caused by saline injection, (c) maximum WSS on the blood vessel wall caused by blood, and (d) maximum pressure change profile on the blood vessel wall.
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Figure 4. Comparison of results obtained using Eulerian–Eulerian and mixture models for case 1: (a) maximum pressure change profile on the blood vessel wall along the flow direction, (b) maximum saline concentration profile on the blood vessel wall, and (c) maximum WSS profile on the blood vessel.

in maximum WSS profiles, but the differences are found to be very small. We, therefore, can safely employ the less computationally expensive mixture model for saline injection in larger vessel. However, we cannot conclude from this study that the Mixture model can be used for smaller diameter vessel of diameter less than 0.4 mm where the Fahraeus–Lindqvist effect is not negligible [42].

3.3. Effect of change in blood flow rate

Figure 5(a) and 5(b) show the structure of the flow on the midplane along the axis for 6-mm diameter vessel with two different blood flow rates. The structure of the streamlines show that vortices are present upstream of the jet for both cases but circulation occurs close to the saline jet for the higher blood flow condition and it moves further away from the jet in the second case with reduced blood flow rate. As a result, we expect to see increased mixing of saline and correspondingly lower saline concentration close to the jet for higher blood flow rates as compared with that of the cases of lower blood flow rate. In fact, the concentration contour plot in the midplane in Figure 6(a) and 6(b) and the maximum saline phase concentration profile on the vessel wall shown in Figure 7(c) are in quite agreement with the flow structure at the midplane. We see the shift of the profile upstream by about 3 mm when the blood flow rate is reduced by half. Also, in case of higher blood flow rate, the injected saline is carried away downstream quickly by the blood as compared with low blood flow rate. Also, for the same reason, the peak of the maximum saline concentration profile is little higher for the reduced blood flow rate. Maximum wall saline concentration increases from 0.6 to 0.7 when the blood flow rate is reduced from 9.22 to 4.66 ml/s for 6-mm vessel. So, we see only small increment in wall concentration.

The maximum WSS profiles on the vessel wall caused by both blood and saline phases are shown in Figure 7(a). The maximum WSS value is found to be about 500 N/m² for 6-mm vessel with the higher blood flow rate because of blood and saline phases, respectively. When the blood flow rate is reduced by 50%, the peak WSS value moves from 500 to 550 N/m². So, the maximum WSS on the blood vessel wall is increased by only 10% because of the reduction in blood flow rate by 50%.
Figure 5. Streamlines showing the flow structure on the midplane: (a) case 1, (b) case 2, (c) case 3, and (d) case 4 and saline phase concentration contour on the midplane: (e) case 1, (f) case 2, (g) case 3, and (h) case 4.

Figure 6. Saline phase concentration contour on the midplane: (a) case 1, (b) case 2, (c) case 3, and (d) case 4.

Figure 7(b) shows the effect of a change in the blood flow rate on the change in maximum blood pressure. As seen in this figure, the change in the wall pressure is negligible when the blood flow rate is reduced by 50% for 6-mm vessel.
3.4. Effect of change in the saline injection rate

The streamlines of the flow on the midplane along the axis for 3-mm diameter vessel with two different injection rates of 1.25 and 0.625 ml/s with the blood flow rate of 9.22 ml/s are shown in Figure 5(c) and 5(d). The structure of the streamlines show that vortices are present upstream of the jet for both cases, but an additional vortex is seen close to the jet but at the downstream for the second case with low injection rate. So, we expect to see increased mixing of the saline around the jet and correspondingly lower saline concentration for low injection rate. In fact, the saline phase contour plot on the midplane in Figure 6(c) and 6(d) and the maximum wall concentration profile for 3-mm vessel in Figure 6(c) do support the prediction based on the flow structure at the midplane. We notice in Figure 7(c) that maximum saline concentration reaches maximum of 1.0 close to the jet in both the cases of 3-mm vessel, and it remains constant/flat for about 5 mm. However, it dissipates more rapidly for the lower injection rate. Comparing both profiles, we notice that the profile of low injection is more steeper as compared with high injection rate. This is again because of the increased mixing of the saline at the downstream of the jet for reduced injection rate. Another point to note is that because maximum saline concentration remains flat for longer distance for the higher injection rate, we expect to have better imaging of the plaque for the higher injection rates.

The maximum WSS profile on the vessel wall caused by both blood and saline phases are shown in Figure 7(a). The maximum WSS value is calculated to be about 7000 N/m² for the 3-mm vessel with the higher injection rate. When the injection rate is reduced by 50% from 1.25 to 0.625 ml/s, the peak value reduces to below 3000 N/m². So, the impact of the injection rate on WSS on the blood vessel wall is very significant.

The effect of the change in injection rate on the change in maximum wall pressure can be found in Figure 7(b). As we see in Figure 7(b), the maximum ΔP reduces from about 0.5 × 10⁵ N/m² to 0.2 × 10⁵ N/m² when the injection rate is reduced from 1.25 to 0.625 ml/s for 3-mm blood vessel. The difference between inlet and outlet pressure is higher for the case of high injection rate; the difference is seen to be about 0.55 × 10⁵ N/m² for lower injection rate as compared with
0.7 \times 10^5 \text{ N/m}^2 \text{ for higher injection rate. So, 50\% reduction in the saline injection rate can reduce the wall pressure by more than 60\%}

3.5. Effect of change in diameter of the blood vessel

The comparison of the flow structure on the midplane for 6- and 3-mm vessels with constant blood flow and injection rates of 9.22 and 1.254 ml/s respectively can be made with Figure 5(a) and 5(c). The saline concentration contour at the midplane for these two cases are shown in Figure 6(a) and 6(d), and the maximum wall concentration profile can be compared in Figure 7(c). As seen in Figure 7(c), the maximum saline concentration of 1.0 is achieved for the smaller diameter, meaning full clearance of the blood cells from the field of view. The larger diameter vessel shows only 60 − 70\% clearance.

The effect of the change in vessel diameter in maximum WSS can be found in Figure 7(a). The maximum WSS values are seen to be 500 N/m$^2$ for 6-mm vessel where as this value increase to 7000 N/m$^2$ respectively when diameter of the vessel is reduced by half to 3 mm. So, the maximum WSS increases by about 15 for 50\% reduction in the vessel diameter. Thus, the change in the diameter of the vessel has the strongest effects on WSS as compared with the effects of injection and blood flow rates.

Figure 7(b) shows that the effect of the change in the diameter on the change in maximum wall pressure. For 6-mm diameter vessel, the maximum wall pressure profile is flat except at the region where the saline jet impinges the wall. But for 3-mm vessel, we see a large difference in the wall pressure between the inlet and outlet. The steeper gradient of the maximum wall pressure profile is seen for smaller diameter vessel before mixing and it becomes relatively flat after mixing. In both cases, a jump in the pressure profile is seen at the region of mixing, and the jump in the smaller vessel is seen to be about four times than that of the larger vessel.

The change in vessel diameter alters the velocity profile at each cross-section and therefore it changes the WSS. But with the change of the vessel diameter, the distance between the catheter tip and vessel wall changes. For smaller diameter vessel, the impinging saline jet has stronger impact on the vessel wall that is clear from the streamlines in Figure 5(a)–5(c) and WSS, pressure, and saline concentration profiles in Figure 7(a)–7(c). In the current study, the catheter is assumed to be fixed relative to the vessel wall. However, the results from the variation of vessel diameter indicate that the distance of the catheter tip from the vessel wall will also have significant impact in WSS and wall pressure.

3.6. Effect of pulsatile blood flow

The effects of the change in the blood flow rates for 6-mm vessel are discussed in Section 3.3 when the blood flow rate at the inlet is assumed constant over time. In this section, we intend to study the effect of the pulsatile nature of the blood flow at the inlet. In this study, the blood flow rate is assumed to be a periodic function of time and given by Eq. (35). The flow rate in a complete cycle is assumed to be varied between the two flow rates of 9.22 and 4.61 ml/s for the steady flow analysis.

Figure 8(a) shows the effects of the pulsatile blood flow on the WSS by the combined influence of both blood and saline phases for the 6-mm blood vessel with an injection rate of 1.25 ml/s. The case with higher constant flow rates of 9.22 ml/s produces maximum WSS of about 570 N/m$^2$ and the one with low blood flow has maximum WSS value of 530 N/m$^2$. Neither of the cases with constant blood flow rates show changes in the maximum WSS in the flow time range between 2.25 and 3.0 s, but the maximum WSS profile varies between 500 and 575 N/m$^2$ in the pulsatile case.

Figure 8(b) shows the profile of maximum saline phase concentration on the wall over a period. As seen in Figure 8(b), the maximum saline phase concentrations for constant low and high blood flow rates are 0.7 and 0.6 respectively where it varies from 0.58 to 0.71 in pulsatile flow. So, the deviations of the calculated maximum wall concentration from those for the maximum and minimum blood flow rates are about 1.5\% and 3\% respectively when we assume the flow to be steady instead of pulsatile. This indicates that the pulsatile nature of the blood flow does not have much effect on the clearance of the blood cells in the field of view.
Figure 8. Comparison of results for 6-mm diameter vessel with uniform and pulsatile blood flow rates: (a) distribution of maximum WSS on the blood vessel wall, (b) distribution of maximum saline concentration on the blood vessel wall, and (c) maximum wall pressure change on the blood vessel wall along the flow direction.

The effects of the pulsatile blood flow on the wall pressure are shown in Figure 8(c), which shows that the maximum wall pressure change ($\Delta P$) remains constant for both higher and lower blood flow rates. The values of $\Delta P$ for the higher and lower blood flow rates are 11,100 and 10,730 N/m$^2$, respectively. In the case of the pulsatile flow, $\Delta P$ varies between 11,100 and 11,500 N/m$^2$. Another point to note is that $\Delta P$ for the pulsatile flow is higher than for the case of higher flow rate for the entire period.

4. CONCLUSIONS

The comparison of the results for Eulerian–Eulerian and mixture models show small difference that suggests that the less computationally expensive and relatively less accurate can be employed for simulation of larger diameter blood vessels where the Fahraeus–Lindqvist effect can be neglected. The current study shows the effect of the possible ranges of parameters that include vessel diameter, blood flow and injection rates on the WSS, clearance of blood on the optical pathway, and wall pressure. Higher injection rate appears to produce better imaging by removing 100% blood cells from jet pathway for a smaller diameter vessel, but it causes a huge jump in both the WSS and wall pressure. The greatest effects on the WSS and wall pressure change are found to be due to changes in the diameter of the blood vessel. We found that when the diameter of the blood vessel is reduced by half, the maximum WSS jumps to 15 times of its original value. The reduction in blood-vessel diameter occurs in stenotic vessels. The second largest effects on the WSS and wall pressure are due to changes in the rate of injection of saline from the catheter tip; when the injection rate is doubled, the maximum WSS becomes 2.5 times of its original value. Pulsatile nature of the blood flow is found to have minimum effects in both WSS and wall pressure change.

It appears from the fluid-structure interaction study by Cho et al. [46] that WSS can be more than 20% higher for deformable vessels, as compared with rigid vessel walls. It would be therefore useful...
to extend the present study to consider deformable vessels, with a more quantitatively accurate arterial input function for the pulsatile blood flow rate (e.g., as in [55]). This study can be extended for more intermediate parameter values and a constitutive relationship for the maximum WSS, maximum saline phase concentration on the wall, and the maximum/minimum total pressure on the wall, in terms of the blood-vessel diameter, injection rate, and blood flow rate.
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