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Abstract

METHOD DEVELOPMENT TO AID THERAPEUTIC DISCOVERY:

A BIOLAYER INTERFEROMETRY SEROLOGY TEST AND

CHARACTERIZATION OF AN IMMUNE CHECKPOINT INHIBITOR

Nicholas Lorig-Roach

This research focuses on three primary topics: (1) the development of biolayer in-

terferometry serology tests to detect viral antigen reactivity with microliter scale

human serum samples; (2) characterization of targets and epitopes for antibody-

based cancer therapeutics with an emphasis on immune checkpoint regulation of

natural killer cells via KIR receptors; and (3) preliminary investigation of the hu-

man astrovirus 1 RNA-dependent-RNA-polymerase.

BLI-ISA: The biolayer interferometry based antibody test (BLI-ISA) repre-

sents a novel, high throughput platform with numerous advantages over conven-

tional enzyme-linked immunosorbent assays (ELISA) in terms of sample require-

ments, labor, and overall assay time while maintaining high accuracy. Compared

to the COV2T antibody test for SARS-CoV-2, BLI-ISA had 94% positive per-

cent agreement and >98% negative percent agreement in detection of serum IgG

reactivity to viral antigen. The BLI-ISA antibody test is readily adaptable to

new antigens, and was quickly deployed to assess reactivity to a panel of eight

human astrovirus serotypes with good agreement to studies using more laborious

methods.

xii



Antibody therapeutics for cancer: a comparison of bioinformatic methods

for the identification of tumor surface markers using RNAseq reveals statistical

methods like DESeq outperform some dimensionality reduction techniques like

PCA. Then, the epitope of an immune checkpoint inhibitor antibody is character-

ized by X-ray crystallography in the context of KIR receptor variants, highlighting

the importance of population-wide polymorphism analysis.

HAstV RdRp: expression methods for this under-studied polymerase were

developed to aid future structural work and activity assays.

xiii
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Chapter One

Biolayer Interferometry as a New

method of Antibody testing

This chapter discusses the development of an assay that uses biolayer interfer-

ometry to perform antibody tests. We show that our method can be used with

tiny blood samples to detect exposure to SARS-CoV-2 and the eight canonical

strains of human astrovirus (HAstV 1-8). Two peer reviewed publications will be

reproduced in this chapter along with an application we submitted to the FDA

to apply for Emergency Use Authorization to use our BLI assay for SARS-CoV-2

antibody testing.

1.0.1 Introduction to Biolayer Interferometry

Measuring intermolecular interactions with BLI

The biolayer interferometry (BLI) technique was developed as an alternative to

techniques like ELISA (enzyme-linked immunosorbent assay) and SPR (surface

plasmon resonance) for detecting intermolecular interactions. BLI can be used to

1



infer such interactions by exploiting the principle of thin film interference. Thin

film interference occurs when light reflects from a surface coated with a thin, par-

tially transmissive material (nanometer to several micrometer thick), resulting in

two offset reflection events in which the light reflected from each ’layer’ may either

constructively or destructively interfere with each other. The extent of construc-

tive or destructive interference is dependent upon the ratio of the wavelength of

light to the thickness of the thin film.

In the BLI instrument, white light (i.e. light in the 100-700 nm range) is

shone down an optical fiber to a sensor tip with a thin film at its surface (Fig.

1.1. The thin film at the tip is composed of a <50 nm layer of high refractive index

material like Ta2O5 called the ’reference layer’ followed by 500-1000 nm of SiO2

(glass) that can be modified at its surface to bind analyte (’analyte layer’) [36].

Light that reflects off the reference layer and light reflecting from the analyte layer

then travels back through the sensor and optical fiber to a broad spectrum UV-Vis

detector like a CCD detector which can measure the amplitudes of light waves in

the UV-Vis spectrum. Because the constructive or destructive interference that

occurs between light reflected from each layer of the thin film is dependent on that

film’s thickness, binding events on the surface of the sensor tip modulates which

wavelengths of light are most enhanced by that interference.

The Sensor Tip Surface

The surface of the BLI sensor tip is a critical part of experiment that allows

tethering of materials that enable association of analytes of interest onto the tip

surface. The primary approaches to functionalization of the glass surface of the

sensor include adsorption of a reactive or useful polymer (like cross linked lipid-

2



Figure 1.1 Overview of the BLI instrument. White light is transmitted
via optical fibers to a detachable sensor and the light reflected back from
the sensor tip is measured by a CCD detector. The tip is terminated by
a layer of a high refractive index material (relative to glass) like tantalum
pentoxide followed by a functionalized glass layer that can form bonds
with organic molecules through a variety of chemistries. Light measured
by the CCD is the sum of the light reflected from the analyte layer (I1)
and the reference layer (I2). Created in part from figures in US patent
US7319525B2 [36].
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biotin matrix) or etching of the SiO2 surface to reveal hydroxyl groups that can

be converted to sulfhydryl or amine groups compatible with e.g. maleimide based

click chemistry [36].

Commercially available biosensors are based on some variation of these chemistries,

but often are pre-conjugated with materials capable of binding common analytes

or protein tags. It is important to be aware of the methods of sensor tip functional-

ization to control for non-specific binding or other unintended binding interactions

during experiments. For example we have found that commercial his-tag binding

sensor tips appear to have been manufactured using some form of the biotin-

streptavidin interaction – samples containing biotin-tagged material also interact

with the His-binding sensor!

Extracting Kinetic Parameters from BLI Measurements

The basis for deriving kinetics parameters from BLI data is the binding equilibrium

equation (Eq. 1.1) where A is the analyte in solution, B is the ligand immobilized

on the sensor tip, AB is the bound complex, and ka and kd are the association

and dissociation rate constants.

A + B
ka
kd

AB (1.1)

Many of the assumptions made for SPR data analysis by O’Shannessy et al [28]

hold for the BLI experiment: the concentration of soluble analyte [A] can be as-

sumed to be constant due to the large excess relative to B on the sensor tip, and

the BLI signal, R, (i.e. thickening of the thin film at the sensor tip surface and

corresponding phase shift of reflected light) should be proportional to the rate of

AB formation. Additionally the max observable signal, Rmax, should be propor-

4



tional to the initial amount of ligand, B0, loaded onto the tip surface.

Just as derived by O’Shannessy et al for SPR, the rate of bound complex for-

mation at the tip surface is given by Eq. 1.2, and we can arrive at Eq 1.3 by

substituting [B] for [B]0 − [AB] (concentration of unbound ligand is equal to its

initial concentration minus the concentration of complex).

d[AB]

dt
= ka[A][B]− kd[AB] (1.2)

d[AB]

dt
= ka[A]([B]0 − [AB])− kd[AB] (1.3)

Because the concentration of analyte, [A], changes negligibly over the course of

the BLI experiment, it can be substituted for a constant, C. The proportionality

of [AB] to the phase-shift response, R, and [B]0 to Rmax allows conversion of Eq.

1.3 to
dR

dt
= kaC(Rmax −R)− kdR (1.4)

dR

dt
= kaCRmax − (kaC + kd)R (1.5)

Integration of equation 1.5 gives an expression for the observed BLI signal at time

t:

Rt =
CkaRmax[1− e−((Cka+kd)t)]

Cka + kd
(1.6)

Eq. 1.6 assumes the initial response measured by the BLI instrument is 0, and

would therefore require baseline corrected data to be applied. An additional cor-

rection parameter could also be added to 1.6 to account for non-zero signal in data

being fit. Using a regression analysis approach starting with known parameters

and estimates for Rmax, ka, and kd, Eq. 1.6 can be used to find a set of param-

eters that best fits the experimental data for the association phase of the BLI

experiment. Especially in cases where kd is small, it is useful to observe complex

dissociation rate directly, which is done by moving the sensor tip from a solution

5



containing analyte to one without any. Here, where [A] (i.e. C) is zero, Eq. 1.4

becomes
dR

dt
= −kdR (1.7)

which, when integrated is

Rt = De−kdt (1.8)

where D is effectively the initial signal at the start of the dissociation phase. As

before, linear regression can be performed to identify a kd that best fits the ob-

served data.

We can use equations 1.6 and 1.8 to simulate expected association and dissoci-

ation curves for different combinations of ka and kd (Fig. 1.2). Note that vastly

different curve shapes (i.e. ka and kd values) can result in an equivalent KD, high-

lighting one of the advantages of BLI over equilibrium based KD determination

methods. These curves can be plotted simply using Python with the code snippet

below:

6



Figure 1.2 Simulated BLI curves. Using equations 1.6 and 1.8, simu-
lated 1:1 binding interactions are plotted for KD values of 10nM and 1µM
with two different pairs of ka and kd values each. In each plot Rmax (the
theoretical max signal for a given ligand loading onto a sensor tip) was
set to 0.3 and concentrations of analyte were varied between 6 and 1600
nM. For clarity, the highest or lowest concentration curves were omitted
in some plots.
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1 import numpy as np
2 import matplotlib.pyplot as plt
3 import math
4

5 ## Eq 1.6
6 def association_function(t,Rmax,ka,kd,C):
7 return (C*ka*Rmax*(1-math.e**(-((C*ka+kd)*t))))/(C*ka+kd)
8 ## Eq 1.8
9 def dissociation_function(t,kd,D):

10 return D*math.e**(-kd*t)
11

12 ## use an ’average’ BLI association signal of 0.3 nm for Rmax
13 Rmax = 0.3
14 ## choose ka, kd values
15 ka, kd = 10.0**5, 10.0**-1
16 ## generate x values for 300 sec association, 600 sec dissociation
17 x_assoc = np.linspace(0, 300, 600)
18 x_diss = np.linspace(300, 900, 1200)
19

20 concentrations = [1600, 800, 400, 200, 100, 50, 25, 12.5, 6.25]
21 ## loop over concentration list, plotting a curve for each
22 for C in concentrations:
23 C0 = C*10.0**-9 ## convert to nM
24 ##calculate y values for association and plot them
25 y_assoc = association_function(x_assoc,Rmax,ka,kd,C0)
26 plt.plot(x_assoc, y_assoc, linewidth = 0.6, color = ’red’,)
27 ## set ’dissociation amplitude’ to max signal from assoc.
28 D = np.max(y_assoc)
29 ##calculate y values for dissociation and plot them
30 y_diss = dissociation_function(x_diss-300,kd,D)
31 plt.plot(x_diss, y_diss, linewidth = 0.6, color = ’red’,)
32 plt.show()

Listing 1.1 Simulating BLI Curves with Python

With the model equations for association and dissociation in a BLI experiment

established, measured data can be fit by non-linear regression methods (e.g. the

least-squares regression algorithm) to identify unknown kinetics parameters. Fig-

ure 1.3 shows data from a kinetics experiment in which an antibody is loaded

onto a sensor tip and association and dissociation to an analyte is detected. In

Fig. 1.3A, the entirety of the BLI experiment is shown. Briefly, a baseline value

is measured followed by loading of the ligand antibody onto the tip surface, which

can be tracked by the wavelength shift corresponding to the thickening thin film

at the tip surface. This loading step defines [B]0 and thus Rmax. Next, a sec-

ond baseline value is measured to confirm or establish stability of the ligand on

the tip. Then the ligand-loaded tip is moved to a solution containing a known
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concentration of analyte so that association can be observed. Finally the tip is

placed in a solution without analyte to measure dissociation.

To simplify model fitting, the data from the association and dissociation phase

for each concentration of analyte are trimmed from the other experiment steps,

then aligned such that the start of each association step is zero (Fig. 1.3B). Often

baseline correction is also performed where data from no-ligand and/or no-antigen

controls are subtracted from experimental data to correct for drift or non-specific

binding interactions. After preparing the data, fitting can be performed using

equations 1.6 and 1.8 for the association and dissociation steps, respectively (Fig.

1.3C, E). Initial parameters for Rmax, ka, and kd can be inferred from the data

and literature (a good guess for Rmax is the max signal observed for a given di-

lution series, assuming saturation is reached; ka is generally between 102 and 107

M−1s−1; kd is between 0 and 1 s−1), though the least-squares algorithm typically

performs well even without accurate a priori parameter guesses.

The association phase is dependent upon both ka and kd, which allows for seem-

ingly accurate fitting where one or both parameters is actually incorrect. The

dissociation phase is only dependent on kd and model fitting across an analyte

dilution series will generally give a more consistent kd measurement (compare kd1

and kd2 values in 1.3E). Thus more accurate ka (and therefore KD) parameters

can be identified by restricting the search space for association fitting based on

the kd discovered during dissociation fitting (Fig. 1.3D, F). Despite nearly imper-

ceptible difference in the appearance of the fit line between Fig. 1.3C and 1.3D,

there is a dramatic improvement in ka and KD consistency (Fig. 1.3F).

The concept of restraining parameters across phases and experiments to find
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Figure 1.3 Example of BLI data fitting and Kinetic Parameter Extrac-
tion. (A) Full BLI experiment in which mAb is loaded onto AHC sensor
tips and dipped into a dilution series of analyte. Includes no-ligand and
no-analyte controls for baseline correction. (B) Association and disso-
ciation steps from A, with baseline subtraction, data smoothing, and
alignment to Association step applied. (C) Application of least-squares
regression to the association and dissociation steps, using equations 1.6
and 1.8 respectively. (D) similar to panel C, except the kd value for the
association function was set based on the parameter identified from the
corresponding dissociation step. (E) and (F) summarize the kinetics pa-
rameters identified by each fitting method, note the significant improve-
ment in ka and kD consistency when the dissociation kd is used to restrict
the search space of the association fitting.
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the ’true’ ka and kd can be taken further by identifying a singular value for each

that minimizes fit error overall across a series of experiments rather than for an in-

dividual experiment or phase. This is referred to as ’global’ fitting within the Octet

BLI’s Data Analysis software. It is unclear to the author whether this global fitting

would actually improve ka and kd accuracy over averaging dissociation-restricted

individual fits. In both strategies, it is important to identify and potentially ex-

clude experiments where model fit is poor or divergent (like the 7.8125 nM [A]

experiment in Fig. 1.3 where, putatively, the linear nature of the curve results in

an incorrect Rmax assumption during fitting).

Other approaches to kinetic parameter evaluation - steady state

When association or dissociation rates are particularly fast, it can be difficult to

fit binding model equations to the observed data accurately. Although the indi-

vidual ka and kd values cannot be inferred without such fitting, it is still possible

to find the equilibrium constant KD. At equilibrium, or steady state conditions,

the rate of complex formation and dissociation are equal and the change in mea-

sured response, R, is zero (no net change in thickness at the sensor tip). This can

be described by setting equation 1.5 to zero:

dR

dt
= kaCRmax − (kaC + kd)R = 0 (1.9)

Letting R at equilibrium be defined as Req, we can rearrange to

(kaC + kd)Req = kaCRmax (1.10)

Divide each side by ka, where kd/ka = KD

(C +KD)Req = CRmax (1.11)

Req =
CRmax

(C +KD)
(1.12)
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By running a BLI experiment where the association phase is long enough to reach

equilibrium for each concentration in a dilution series (similar to Fig. 1.2, bottom

right), the above equation can be used to fit the experimental data, solving for

KD. Calculating EC/IC50 values follows a similar experimental approach to a

steady state experiment: a concentration series of analyte is allowed to associate

with ligand until equilibrium, where the highest concentrations of analyte in the

series reach Rmax (i.e. increasing [A] further does not increase measured signal).

Beyond Kinetics - BLI for quantification and trace analyte detection

Small assay volumes and lack of fluidics makes biolayer interferometry an excellent

platform for molecule detection in a variety of media. For precise quantification,

a dilution series of known concentration can be used to establish the relationship

between analyte concentration and signal response from the biosensor. We’ve

used this to titer secreted protein during eukaryotic cell expression of numerous

constructs. BLI measurements can be performed directly in expression media, cell

lysates, even serum.

When analyte concentrations are particularly low or the size of analytes are small,

the observed BLI signal may be exceedingly small due to minimal change in the

effective thickness at the biosensor tip. In these instances, using a secondary de-

tection reagent, analogous to those from the classic blot techniques and ELISA,

can allow unambiguous detection of analyte with high sensitivity. Secondary anti-

bodies, with or without conjugation to another size-increasing construct, improve

signal by adding analyte-specific material at the sensor tip surface and causing a

more significant phase shift to occur. In the sections to come, we use this idea to

detect trace amounts of virus-binding antibodies in human sera via an IgG-specific

secondary detection reagent.
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1.1 Rapid and sensitive detection of SARS-CoV-2

antibodies by biolayer interferometry

1.1.1 Preface

We started the project described here shortly after the onset of the COVID-19

pandemic and the acquisition of a biolayer interferometry (BLI) instrument ob-

tained via a shared instrumentation grant led by Seth Rubin. BLI is incredibly

useful for measuring macromolecular interactions and kinetics, and is marketed

as an alternative to techniques like ELISA and SPR. As soon as the first few BLI

experiments were completed, excitement about the possibilities of the technique

grew. From simple tasks like protein expression detection and titering to kinet-

ics and epitope footprinting, the ease and speed of the technique compared to

the alternatives we had access to opened up new doors. At the beginning of the

pandemic, our early BLI experiments investigating antibody:virus-antigen inter-

actions quickly cued ideas to try detecting SARS-CoV-2 or antibodies that bound

the virus, eventually leading to the BLI-ISA protocol we applied to serology test-

ing in the sections below. At the time, access to campus and the lab was heavily

restricted so only John and Sara were able to do wet lab experiments. I was able

to contribute by developing a script that automated quality control and scoring

of the antibody detection assay as well as assisting with data visualization and

interpretation from many of the experiments. Along with the contributions of

numerous collaborators, we were able to develop and release our protocol quite

quickly as first a pre-print, then a research article in Scientific Reports.

This Section contains a reproduction of a research paper published in Scientific
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1.1.2 Abstract

Serological testing to evaluate antigen-specific antibodies in plasma is generally

performed by rapid lateral flow test strips that lack quantitative results or by high

complexity immunoassays that are time- and labor-intensive but provide quanti-

tative results. Here, we describe a novel application of biolayer interferometry

for the rapid detection of antigen-specific antibody levels in plasma samples, and

demonstrate its utility for quantification of SARS-CoV-2 antibodies. Our biolayer
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interferometry immunosorbent assay (BLI-ISA) utilizes single-use biosensors in

an automated “dip-and-read” format, providing real-time optical measurements of

antigen loading, plasma antibody binding, and antibody isotype detection. Com-

plete quantitative results are obtained in less than 20 minutes. BLI-ISA meets or

exceeds the performance of high complexity methods such as Enzyme-Linked Im-

munosorbent Assay (ELISA) and Chemiluminescent Immunoassay. Importantly,

our method can be immediately implemented on existing BLI platforms for ur-

gent COVID-19 studies, such as serosurveillance and the evaluation of vaccine

candidates. In a broader sense, BLI-ISA can be developed as a novel diagnostic

platform to evaluate antibodies and other biomolecules in clinical specimens.

1.1.3 Introduction

In December 2019, a novel coronavirus emerged in Wuhan, China, causing se-

vere respiratory disease with initial reported fatality rates of 2–3%[1]. In the

ensuing months the virus became established internationally through travel and

community transmission, leading to the declaration of a pandemic by the WHO

on March 11, 2020[2]. Officially named severe acute respiratory coronavirus 2

(SARS-CoV-2) by the International Committee on Taxonomy of Viruses due to

its phylogenetic relatedness to SARS and SARS-like coronaviruses[3], the virus

causes coronavirus disease 2019 (COVID-19). As of November 10, 2020, over 51

million cases and over 1.2 million deaths have been reported due to COVID-19,

and the disease continues to be a source of economic and societal strain. Efficient

and accurate testing is critical to understand the full breadth of impact and to

developing coun- termeasures to limit future infections.
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Detection of SARS-CoV-2 infection relies predominantly on two approaches:

nucleic acid testing, which detects viral RNA, and serological testing, which de-

tects antibodies elicited against SARS-CoV2 antigens. Nucleic acid testing meth-

ods were quickly developed after the release of the virus genome[4–6] and serve

as the primary, definitive diagnostic tool for active cases of COVID-19. However,

due to limitations in nucleic acid testing availability and the occurrence of mild or

asymptomatic infections, many cases of COVID-19 are not diagnosed. Thus, sero-

logical testing, which detects antibodies elicited by SARS-CoV-2 antigens, have

become key to assessing the true extent of SARS-CoV-2 spread within the popula-

tion[7]. Serological studies have shown that antibodies develop over several weeks

following infection with SARS-CoV-2, and that antibody levels can vary signifi-

cantly between individuals[8–11]. Accurate serological testing is crucial to develop

countermeasures against SARS-CoV-2 infection, including the identification and

evaluation of donors for convalescent plasma therapy and the development of a

SARS-CoV-2 vaccine.

Serological testing methods for SARS-CoV-2 predominantly use the virus nu-

cleocapsid protein, the spike glycoprotein, or fragments thereof such as the spike

receptor binding domain (RBD), to probe for antibodies. Methods that utilize the

spike, and the RBD in particular, have been shown to correlate with SARS-CoV-

2 neutralization assays [7,8,10,12–16]. Serological tests are also distinguished on

whether they detect total antibodies, IgG, IgM, or both IgG and IgM. Current

tests that have been developed include the Lateral Flow Immunoassay (LFIA),

Enzyme-Linked Immunosorbent Assay (ELISA), Immunofluorescent Assay (IFA),

and Chemiluminescent Immunoassay (CLIA). LFIA tests present the most rapid

turnaround and can be performed with minimal training, with test strip bands
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visualized in 15–20 min, making it useful as a point-of-care test[17]. The output,

however, is generally a positive/negative binary outcome, and the tests have had a

mixed performance in terms of sensitivity [18,19]. ELISA, IFA, and CLIA tests are

high complexity laboratory tests that are generally robust in terms of the sensitiv-

ity and specificity[19–21]. In addition, these methods provide a semi-quantitative

measure of antibody responses that can distinguish between strong and weak re-

sponses. However, ELISA, IFA, and CLIA are time-intensive processes requiring

1–5 h, with significant incubation times and washing steps that are performed

manually or require automated fluidic platforms. Due to these drawbacks, the

development of alternate serological testing methods that are simple, rapid, and

quantitative would be advantageous for many applications.

Here, we describe a novel method for measuring antigen-specific antibodies

in blood plasma utilizing biolayer interferometry (BLI). BLI is a fiber optics-

based biophysical technique designed to measure the affinity between biological

molecules. White light is shone down a fiber optic biosensor and the interference

between light reflected off two layers—a reference layer and a biological layer—is

measured[22]. Binding of molecules to the biosensor surface results in a real-time

signal due to the shift in the wavelength of the reflected light. While histori-

cally used to precisely measure the kinetics of binding between purified biological

molecules, BLI has also been adapted to quantify a target biological molecule in

more complex fluids, such as proteins in cell growth media[23,24] and biomolecules

in clinical specimens[25–30]. We developed a novel application for this technology,

termed biolayer interferometry immunosorbent assay (BLI-ISA), for the rapid and

semi-quantitative measurement of SARS-CoV-2 antibodies in plasma. BLI-ISA

advantages include a simple “dip-and-read” format that is free of fluidics, provides
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real-time measurements of both total antibody levels and specific antibody iso-

types in the same assay, and can detect weakly seropositive samples. Importantly,

BLI-ISA can be completed in less than 20 min and provides semi-quantitative in-

formation on antibody levels. This method can be immediately implemented for

urgent SARS-CoV-2 pandemic studies, including evaluation of antibody responses

to natural infection and to candidate vaccines, as well as serosurveillance studies.

In a broader sense, BLI-ISA can be adapted and multiplexed, allowing for mea-

surement of antibodies against multiple antigens, detection of multiple antibody

isotypes, and quantitation of other clinically relevant biological molecules.

1.1.4 Results

Validation of test samples by ELISA.

For the development of serological testing, we obtained 37 plasma or serum sam-

ples to serve as our test set for experimental design. This included 10 commer-

cially available convalescent plasma samples from donors who had recovered from

COVID-19, each of which had previously tested positive by a CoV2T CLIA test,

with CoV2T scores ranging from 8 to 440 (Table 1)1.1. These ten samples served

as our presumed seropositive (SP) group. 27 plasma and serum samples collected

prior to the COVID-19 pandemic formed the presumed seronegative (SN) group.

To confirm the status of the samples and establish the expected outcomes for

future study, we adapted a published ELISA protocol to measure IgG antibody

reactivity towards recombinant SARS-CoV-2 spike RBD (Fig. 1, Supplementary

Fig. S1)12. All samples were evaluated at 1:50 dilution in biological duplicates

with RBD-coated plates as well as control uncoated plates. The majority of pre-

pandemic (presumed seronegative) samples did not react to RBD-coated plates,
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Table 1.1 Comparison of antibody reactivity assays with SARS-CoV-
2 RBD antigen. CoV2T (Total Ab) was determined previously with
an Anti-SARS-CoV-2 Total test (Ortho Clinical Diagnostics). 2BLI-ISA
(Total Ab) data was collected with 1:8 diluted plasma. 3BLI-ISA (IgG)
data was collected with 1:16 diluted plasma.

resulting in a signal that was indistinguishable from the background (mean SN

OD490 = 0.227). As expected, the presumed positive samples showed a robust

signal in ELISA that was substantially higher than the presumed negatives and

background in the absence of antigen (Fig. 1a). Intriguingly, however, there

were two notable exceptions to these trends. The presumed positive sample SP3

failed to exceed its own background and was indistinguishable from some of the

presumed negatives. In contrast, SN22 showed a signal above background that,

while weaker than most of the presumed positives, appeared to be more robust

than SP3.

We subsequently performed dilution series ELISA and area-under-the-curve

(AUC) calculations for all SP samples and a subset of SN samples (SN7, SN12,

SN15, and SN22) chosen to represent the diversity of signals observed in the
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single-dilution ELISA (Fig. 1.4b,c, Table 1). The dilution series ELISA clarified

the differences between highly reactive samples, revealing SP7 as having the most

robust anti-CoV-2 spike RBD IgG levels, while SP8 showed moderate levels. In

contrast, SP3 overlapped with SN22 and was only slightly more reactive than

SN15.

Design and optimization of antibody detection by BLI-ISA.

Having established the range of expected reactivity of the samples for SARS-CoV-

2 spike RBD by ELISA, we then developed the BLI-ISA method. We developed

this method with the goal of a simple, rapid (< 20 min), and semi-quantitative

method to measure antigen-specific antibodies in plasma (Fig. 1.5). The simple

“dip-and-read” format allows for antigen and antibody samples to be plated into

a 96- or 384-well plate (Supplementary Fig. S2). This plate is then loaded along

with single-use biosensors into the BLI instrument, which dips the biosensors into

designated plate wells to perform each step. Most notably, the BLI-ISA technol-

ogy enables real-time measurements throughout the entire experiment (Supple-

mentary Fig. S3). The signal from the antigen loading step serves as a quality

control measure and ensures even antigen loading onto each biosensor surface.

In addition, two antibody-binding steps can be evaluated by our method; (1) a

Total Antibody Binding signal is measured when the antigen-coated biosensors

are dipped into plasma samples and (2) a Detection Antibody Binding signal is

measured when the biosensors are subsequently dipped into an anti-human IgG

secondary antibody reagent.

Several features required optimization including antigen loading, assay buffers,
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Figure 1.4 ELISA evaluation of SARS-CoV-2 spike RBD reactivity of
pre-pandemic and convalescent plasma. (a) Single-dilution ELISA to eval-
uate the presence of RBD-reactive human IgG in pre-pandemic seronega-
tive (SN, cyan) and convalescent seropositive (SP, red) samples compared
to no-antigen controls (grey). The assays were performed with plasma at
a 1:50 dilution. Samples were evaluated in biological duplicates and er-
ror bars represent one standard deviation from the mean. Blue and green
dashed lines represent the mean of seronegative samples plus 3 and 5 stan-
dard deviations, respectively. (b) Dilution series ELISA was performed
to quantitate RBD-reactive human IgG in plasma. Samples were eval-
uated in biological duplicates. Dashed curves represent fit lines from a
four-parameter logistic regression applied over each series. (c) Data from
(b) plotted as area-under-the-curve (AUC).
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Figure 1.5 Overview of the BLI-ISA experiment. To begin, a tray of
fiber optic biosensors and a 96- or 384-well plate of samples are placed
into the Octet BLI instrument (Supplementary Fig. S2), and the assay
program is run. Throughout the experiment, real-time measurements are
recorded as the change in the wavelength of reflected light returning from
the biosensor surface. First, biosensors are equilibrated by dipping into
wells containing BLI assay buffer. In the antigen loading step, biosen-
sors are dipped into wells containing tagged antigen (e.g. streptavidin
SA biosensors dipped into biotinylated antigen). After a wash, antigen-
loaded biosensors are placed into diluted plasma, and a Total Antibody
Binding signal is measured. After another wash, the antigen– antibody-
coated biosensors are dipped into wells containing isotype-specific binding
reagents (e.g. colloidal gold-conjugated anti-human IgG), and a Detection
signal is measured. Created in BioRender.com.

plasma dilution factors, secondary antibody detection reagents, and times at each

assay step. First, we evaluated the loading stability of three recombinant SARS-

CoV-2 spike antigens onto BLI biosensor tips: the His-tagged RBD (RBD-His)

used for ELISA12, an Avi-tagged RBD with a single biotin modification on the

Avi-Tag (RBD-biotin), and the His- tagged prefusion-stabilized spike trimer (pre-
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fusion Spike-His)[31,32] (Supplementary Fig. S1). All three constructs exhibited

sufficient loading onto their respective anti-penta-His (HIS1K) or (anti-biotin)

streptavidin (SA) bio- sensors. However, loading of RBD-His demonstrated con-

siderable downward baseline drift compared to RBD- biotin with SA biosensors

(Supplementary Fig. S4). Interestingly, this downward drift was not observed

by the prefusion Spike-His, likely due to the stronger anchoring by the three His-

tags in this trimeric form. To enable comparison of our BLI-ISA results with the

CoV2T CLIA and ELISA, which use the RBD antigen, we further optimized our

method using RBD-biotin loaded onto SA biosensors. During buffer optimization,

we found that addition of 20–25% ChonBlock, a blocking agent, to the plasma

samples reduced background signal from SN samples without affecting SP sample

signals (Supplementary Fig. S5). Finally, we developed a novel method to detect

human IgG antibody bound to the antigen-coated biosensor. Whereas anti-human

antibodies alone or conjugated to enzymes did not yield a signal (data not shown),

we discovered that colloidal gold-conjugated anti-human antibody reagents were

large enough to give a significant signal in the Detection step (Fig. 1.5, Supple-

mentary Fig. S3).

To confirm the specificity of BLI-ISA, we tested antigen binding with com-

mercially available rabbit antibodies that were raised against the spike proteins

of either HCoV-HKU1 or SARS-CoV-2 (Supplementary Fig. S6). Consistent

with previous studies showing no cross-reactivity of antibodies against HCoV-

HKU1 toward the SARS-CoV-2 spike RBD[8,12], polyclonal antibodies against

HCoV-HKU1 spike showed a negligible Total AntibodyBinding signal, whereas

both polyclonal and monoclonal rabbit SARS-CoV-2-targeting antibodies resulted

in a significantly higher Total Antibody Binding signal. As an additional check
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on the specificity, we evaluated the signals by the anti-human IgG secondary anti-

body in the Detection step. As a positive control, we used the human monoclonal

antibody CR3022, which targets the SARS-CoV-1 RBD and has known cross-

reactivity with the SARS-CoV-2 RBD33–35. Notably, despite being present at a

lower concentration compared to the rabbit antibody samples, CR3022 exhibited

a robust signal at the Detection step with the anti-human IgG secondary anti-

body detection reagent. In contrast, only background signal was observed with

the rabbit antibody samples at the Detection step, indicating the high specificity

of the anti-human IgG reagent. Moreover, the signal amplification at the De-

tection step at a low concentration of CR3022 suggests that use of the colloidal

gold-conjugated anti-human IgG secondary antibody may enable the detection of

RBD-specific antibodies even at low titers, potentially allowing the characteriza-

tion of weakly seropositive samples.

To ascertain the approximate dynamic range for the detection of RBD-specific

antibodies, we tested a concentration series of CR3022 ranging from 0.037 to

27 µg/mL (Supplementary Fig. S7). In the Total Antibody Binding step, an-

tibody concentrations from 0.037 to 3 µg/mL CR3022 demonstrated a linear

dose–response relationship, while the Detection step was linear with 0.037–1 µg/mL

of CR3022.

Finally, we identified a 1:8 plasma dilution as an optimal screening dilution

for BLI-ISA to minimize assay time and sample volume, while maximizing the

dynamic range during the Total Antibody Binding step (Fig. 1.6). Our assay

utilizes a 10-min Total Antibody Binding step with plasma, however if sample

volume is limited, a higher dilution factor could be used, and this could be com-
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pensated for with a longer Total Antibody Binding step to achieve the same signal.

Similarly, we identified a 1:10 secondary antibody dilution as an optimal dilution

to minimize assay time and maximize the signal during the Detection step (data

not shown). Importantly, the real-time measurements of the BLI-ISA allow this

assay flexibility which, to our knowledge, is not practical with any other currently

available serological assays.

Measurement of plasma antibody levels by BLI-ISA. With the method op-

timized, we then performed BLI-ISA on our test set of 37 plasma samples (Fig.

1.6). All samples were evaluated at 1:8 dilution in biological duplicates with RBD-

biotin-coated biosensors as well as control “no antigen” biosensors. In contrast to

other serological tests, which detect either total antibodies or isotype-specific anti-

bodies, BLI-ISA gives signals in real-time as plasma antibodies bind, thus allowing

for measurements at this Total Antibody Binding step, as well as measurements

at the Detection step after addition of anti-human IgG secondary antibody bind-

ing. As a result, we report the results of these two steps separately as the overall

change in signal at each step (Fig. 1.5).

Data from the Total Antibody Binding step revealed that the strongest SP

samples (8 of the 10 samples) could be easily distinguished from the SN sam-

ples (Fig. 1.6a). Significantly, the trends obtained with this single dilution in

BLI-ISA generally align with the AUC values obtained by dilution-series ELISA

(Table 1.1), revealing single- dilution BLI-ISA as a rapid method to identify and

differentiate antibody levels of strongly SP samples. Using a cutoff of the mean

of seronegative samples plus three standard deviations (mean SN signal = 0.140;

standard deviation = 0.088) unambiguously identifies 8 of the 10 SP samples as
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positive. SP3 and SP8 do not have sufficient RBD-specific antibody levels to

test positive in this step. Two seronegatives (SN15 and SN17) appear slightly

positive, likely due to background signal intrinsic to these specific samples given

that a similar signal is observed in the absence of antigen. Additionally, using a

more conservative cutoff of the SN mean plus five standard deviations removes

this ambiguity without impacting the remaining SP samples.

To specifically measure anti-RBD IgG levels, the sensors are then dipped in

wells containing colloidal gold conjugated anti-human IgG. Data from this De-

tection step distinguishes between all 27 SN samples and 10 SP samples (Fig.

3b). Here, all SP samples are positive, even with the more conservative cutoff

of the SN mean plus five standard deviations. Notably, SP8 is clearly positive,

consistent with ELISA results (Fig. 1a), while SP3 is weakly positive. All the SN

samples are below both cutoffs, and we no longer observe nonspecific background

positivity (“no antigen” wells do not approach detection threshold).

Interestingly, the signals from the strong SP samples in the Detection step

do not strongly correlate with their signals in the Total Antibody Binding step.

This suggests a potential saturation effect, where the large number of antibodies

bound during the Total Antibody Binding step saturates the biosensor surface

and curtails the signal during the Detection step with anti-human IgG. To con-

firm this, we performed BLI-ISA with a dilution series ranging from 1:4 to 1:32

using SP7 and SP8, which respectively gave the strongest and second weakest

signals in the Total Antibody Binding step, but relatively similar signals in the

detection step (Fig. 1.6c). As expected, the Total Antibody Binding step showed

a predictable correlation between strength of signal and sample dilution for both
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SP7 and SP8. In contrast, while this trend is also present for SP8 in the Detec-

tion step, there is actually a lower signal for SP7 at the highest concentration of

plasma, followed by a rebound before it begins to follow a normal pattern. Thus,

there appears to be a maximum combined signal from the antibodies in both steps.

To overcome the saturation effect at the Detection step, we evaluated all ten

SP samples at a 1:16 dilution in biological duplicates and found that the signals

in the Detection step now align with the respective signals in the Total Antibody

Binding step as well as the AUC values obtained by dilution series ELISA (Table

1.1), supporting BLI-ISA as a semi-quantitative technology.

Given the observed boost in signal in SP8 at a 1:4 dilution, we investigated

whether a follow-up assay with a higher proportion of plasma could boost the

signal in the case of very weak seropositives, such as SP3. We per- formed a

dilution series ranging from 1:2 to 1:16 with SP3 and the seronegatives SN20,

SN21, SN26, and SN27, which represented the diversity of signals in the single

dilution BLI-ISA (Fig. 1.6d). Data from the Total Antibody Binding step were

ambiguous, with SP3 slightly separating from SN21 at the 1:2 dilution, although

the signal observed in all of the SN samples increased. Data from the Detection

step, however, revealed substantial signal improvement of SP3 while maintaining

low signal for the SN samples, including SN21, which had produced the most

background signal in the single dilution screen.

Overall, our data suggests that BLI-ISA can detect and rank seropositive sam-

ples at a single plasma dilution. In the case of strongly seropositive samples at a

1:8 dilution, the Total Antibody Binding step alone appears suf- ficient to clas-
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sify them as seropositive and evaluate antibody levels. While the Detection step

provides qualitative confirmation of IgG antibodies at a 1:8 dilution, this step can

evaluate antigen-specific IgG levels at a 1:16 dilu- tion. Importantly, the Detec-

tion step is able to identify all ten SP samples as positive, including moderate and

weak seropositive samples, even with a conservative cutoff of the SN mean plus

five standard deviations. Similar to ELISA assays, dilution-series BLI-ISA can be

used to re-assess ambiguous samples.

Comparison of RBD versus prefusion spike in BLI-ISA.

To confirm that our observations for the RBD would be applicable more generally,

we performed the BLI-ISA using a trimeric, prefusion-stabilized spike (prefusion

spike) with all the seropositive samples (Fig. 1.7a). Due to sample limitations,

we limited our negative controls to the two seronegative samples of which we had

the greatest quantity. In general, the Total Antibody Binding step was consis-

tent with what was observed with the RBD. The range in signal between samples

was less extreme, which could be due to different sizes of the two antigens, dif-

ferent loading capabilities of the different biosensor surfaces (SA versus HIS1K

biosensors), and/or the greater number of epitopes present on the prefusion Spike

compared to the RBD. In addition, the Detection step with the anti-human IgG

antibody generally reflected the magnitude in the first step, likely as a result of

the lower overall signal. Intriguingly, the Detection step resulted in strong down-

ward, negative curves for the SP samples, while remaining flat for the SN samples

(Supplementary Fig. S8). Similar inverted signals have been observed in other

applications of BLI and are generally associated with binding of large macro-

molecules or complexes36. This is hypothesized to occur due to a large change
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in the optical thickness of the biological layer that results in an unusually large

shift in the wavelength. Thus, it is likely that the increased size of the prefusion

spike compared to RBD creates a threshold that is crossed during the Detection

step. To confirm that the negative curves were dependent on the antigen and

not an artifact of the HIS1K biosensors, we performed the assays again using bi-

otinylated, prefusion spike with SA biosensors. As anticipated, similar inverted

signals were observed with these biosensors (Supplementary Fig. S8), consistent

with a model of inverted signal that is driven predominantly by the thickness of

the antigen–antibody biological layer.

Detecting different antibody isotypes.

Although IgG is the most prevalent antibody isotype in circulation, making it

ideal for serosurveillance, in some cases it may be desirable to identify different

isotypes in a sam- ple or target a specific physiological context where another

antibody isotype is most prevalent. IgA, for example, is most predominant in

mucosal membranes, but is also present at a low percentage in blood. To assess

whether we could specifically detect IgA, we evaluated the signal in the Detection

step using a colloidal gold-conjugated anti-IgA antibody (Fig. 1.7b). Not surpris-

ingly, the signals were substantially lower than those observed for the anti-IgG

antibody and were undetectable in some cases. However, some samples showed

a clear signal, espe- cially several of the strong SP samples. Intriguingly, while

the SP samples generally showed a positive signal, SP7 showed a negative curve.

This may indicate that the positioning of IgA binding in this sample results in a

thicker biological layer upon secondary antibody binding. Alternatively, it may

also be consistent with a model of steric competition between weakly bound IgG

29



and the IgA-specific antibody, or due to differences in antibody epitope usage in

this individual sample. Excitingly, these results suggest that different isotypes

can be detected from a single sample by BLI-ISA, including those that are not

the predominant isotype.

1.1.5 Discussion

Here, we describe BLI-ISA, a novel serological testing method to measure antigen-

specific antibodies in plasma utilizing biolayer interferometry. The assay is simple

to perform; samples are pipetted into a 96- or 384-well plate, the plate is loaded

into the BLI instrument along with single-use biosensors, and the assay program

is run, direct- ing the instrument to dip biosensors in different wells for each step

(Fig. 2, Supplementary Fig. S2). Moreover, the assay is rapid, with real-time

data output and full results in < 20 min following sample preparation. The as-

say is semi-quantitative and measures relative levels of both total antibodies and

specific antibody isotypes in the same assay, and single-dilution BLI-ISA signals

from diverse seropositive samples align with AUC values obtained by dilution-

series ELISA. We acknowledge the relatively small numbers of pre-pandemic sam-

ples used for this proof-of-principal study are not sufficient to precisely define the

lower limit of detection, however evaluation of more pre-pandemic samples will

ultimately make this limit clear.

Beyond the advantage of short assay times, BLI-ISA has technical advantages

over ELISA, IFA, and CLIA in two key ways; (1) BLI-ISA does not require wash-

ing of wells or beads, eliminating time-consuming manual washing or use of fluidic
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instrumentation, and (2) BLI-ISA does not utilize enzyme-based signal amplifi-

cation (i.e. HRP), which can vary due to differences in temperature, pH, and

manufacturing lots of enzyme-conjugated reagent. As a result, BLI-ISA over-

comes the lab-to-lab variability that can occur with other methods and provides

a solution to standardize other serological testing methods as well as to perform

longitudinal studies of biological samples. We do acknowledge a caveat of our

BLI-ISA method is the need for BLI instrumentation, however this instrument

is becoming more commonplace at research institutions, and in many cases the

acquisition of such an instrument would be beneficial due to reduced labor and

faster data acquisition time. Regarding costs, we estimate that evaluation of a

sample by ELISA dilution series costs $1 in supplies, whereas evaluation of a

sample by BLI-ISA costs $7 in supplies (mainly due to the cost of the biosensor).

However, when adding in the cost of a technician’s time, we estimate that the total

cost to evaluate a sample by ELISA or by BLI-ISA is similar, at < $10 per sample.

In a broader sense, BLI-ISA can be adapted, multiplexed, and performed in a

high-throughput fashion. Straightforward adaptions can allow for measurement of

antibodies against different antigens, as we demonstrated for RBD and prefusion

Spike, and/or detection of different antibody isotypes, as we demonstrated for IgG

and IgA antibodies. There is also potential to measure antibodies in other biolog-

ical specimens (e.g. breastmilk, saliva) and also measure other clinically relevant,

non-antibody biological molecules in human and animal specimens. Finally, BLI-

ISA has the potential to be performed in a high-throughput fashion. While many

institutions have BLI instruments that measure 8 or 16 biosensors at a time, the

Octet HTX instrument can measure 96 biosensors at a time. In addition, we found

that RBD-biotin could be pre-loaded onto SA biosensors with no loss in signal
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over at least three hours (data not shown), suggesting that biosensors could be

pre-loaded to eliminate this step from the assay method and save time. Thus,

with antigen pre-loading and the use of an Octet HTX instrument, approximately

3000 samples could be analyzed in an 8-h day.

Here, we used BLI-ISA to detect antibodies to SARS-CoV-2 using the spike

RBD antigen. We chose this antigen because it is highly selective for antibodies

to SARS CoV-2 and because antibodies to the RBD have been shown to correlate

with virus neutralization[7,8,10,12–16]. We also found that use of prefusion Spike

antigen shows similar trends in seroreactivity. Our BLI-ISA method can be imme-

diately implemented for urgent SARS-CoV-2 serological testing needs. First, our

method could be used for serosurveillance studies to evaluate seroconversion in

communities. Second, and importantly, BLI-ISA can be used to evaluate antibody

responses to natural infection and vaccine candidates to define correlates of immu-

nity to SARS-CoV-2 infection. Finally, we believe that BLI-ISA can be developed

as a novel diagnostic platform to evaluate antibodies and other biomolecules in

clinical specimens, for example to evaluate plasma antibody levels to inform pa-

tients on vaccinations, or to quickly identify and prioritize donors for convalescent

plasma therapy donation[37,38].

1.1.6 Methods

Reagents and Supplies

Phosphate buffered saline (PBS) tablets (Sigma P4417), Tween-20 (Fisher BP337),

dry milk powder (RPI 50488786), ELISA plates (Corning 3590), Goat anti-Human
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IgG Fc HRP (Thermo Fisher A18817), OPD tablets (Pierce PI34006), bovine

serum albumin (BSA) (Fisher BP1600), ChonBlock (Chondrex 9068), Biotiny-

lated SARS-CoV-2 protein RBD His AviTag (Acro Biosystems SPD-C82E9), 4 nm

Colloidal Gold- AffiPure Goat Anti-Human IgG Fcg fragment specific (Jackson

ImmunoResearch 109-185-098) rehydrated in 1 mL deionized water per the man-

ufacturer’s instructions, 4 nm Colloidal Gold-AffiPure Goat Anti-Human Serum

IgA alpha chain specific (Jackson ImmunoResearch 109-185-011) rehydrated in

1 mL deionized water per the manufacturer’s instructions, Human coronavirus

spike glycoprotein Antibody, Rabbit PAb, Antigen Affinity Purified (Sino Biologi-

cal 40021-T60), SARS-CoV-2 (2019-nCoV) spike Antibody, Rabbit PAb, Antigen

Affinity Purified (Sino Biological 40589-T62), SARS-CoV-2 (2019-nCoV) spike

Antibody, Rabbit MAb (40150- R007), Anti-SARS-CoV S Therapeutic Antibody

(CR3022) (Creative Biolabs MRO-1214LC), Octet Anti-Penta- His (HIS1K) sen-

sor tips (Sartorius ForteBio 18-5120), Octet Streptavidin (SA) sensor tips (Sar-

torius ForteBio 18-5019), tilted bottom (TW384) microplates (Sartorius ForteBio

18-5080), electroporation cuvettes (Max- Cyte SOC4), suspension adapted CHO-

S cells (Thermo Fisher R80007). CD-CHO medium (Thermo Fisher 10743029),

CD OptiCHO medium (Thermo Fisher 12681011), HisTrap FF (GE Healthcare

17-5286-01), Strep- Trap HP (GE Healthcare 28-9075-47), Superdex 200 Increase

GL (GE Healthcare 28-9909-44).

Recombinant SARS-CoV-2 spike proteins

The expression plasmid for the SARS CoV-2 spike RBD- His was obtained from

BEI Resources. This pCAGGS plasmid encodes the signal peptide (residues 1–14)

and RBD (residues 319–541) of the SARS CoV-2 spike (GenBank: MN908947.3),
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fused to a C-terminal 6XHis-tag [12]. To generate the expression plasmid for

RBD-biotin, the cDNA encoding the SARS-CoV-2 spike signal peptide, RBD and

6XHis-tag in pCAGGS was sub-cloned by Gibson Assembly into a derivative of

pcDNA3.1 [39] in frame with a Strep-tag and AviTag at the C-terminus. The pαH

expression plasmid encoding the prefusion-stabilized SARS CoV-2 spike trimer

was described previously [31]. Recombinant prefusion-stabilized spike trimer (pre-

fusion Spike-His) produced in ExpiCHO cells was a generous gift from the Almo

lab (Albert Einstein College of Medi- cine) [32]. Recombinant prefusion-stabilized

spike trimer containing an AviTag biotinylation acceptor sequence (prefusion Spike-

biotin) was obtained from BEI Resources and was biotinylated in vitro as de-

scribed below. Recombinant RBD proteins were produced in suspension adapted

CHO-S cells. CHO-S cells were maintained in CD-CHO medium supplemented

with 8 mM GlutaMAX, 0.1 mM Hypoxanthine, and 0.016 mM thymidine (HT)

in shake flasks using a Khuner shaker incubator at 37 ◦C, 8% CO2, and 85%

humidity. For protein production, CHO-S cells were transfected with purified

endotoxin-free DNA using flow electroporation technology (MaxCyte). Trans-

fected cells were grown at 32 ◦C in CD OptiCHO medium supplemented with 2

mM GlutaMAX, HT supplement, 0.1% pluronic, and 1 mM sodium butyrate, sup-

plementing daily with MaxCyte CHO A Feed (comprised of 0.5% Yeastolate, 2.5%

CHO-CD Efficient Feed A, 2 g/L Glucose, and 0.25 mM GlutaMAX). On day 8

post-transfection, cells were centrifuged at 4000×g for 15 min, and the media was

0.22-µ m filtered. For purification of RBD-His, media was diluted with Buffer A

(300 mM NaCl, 50 mM NaH2PO4, 20 mM imidazole [pH 7.4]) and loaded onto a

HisTrap column. The column was washed with Buffer A, and RBD-His was eluted

with a gradient to Buffer B (300 mM NaCl, 50 mM NaH2PO4, 225 mM imidazole

[pH 7.4]). RBD-His was further purified by size-exclusion chromatography on a
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Superdex 200 column in PBS and the fractions containing pure monomeric RBD-

His were pooled and concentrated to 1.03 mg/mL. For purification of RBD-biotin,

media was supplemented with 20 mM Tris pH 8.0 and 150 mM NaCl (TBS), 1 mM

EDTA, and 27 mg/L BioLock and loaded onto a StrepTrap column. The column

was washed with TBS containing 1 mM EDTA, and RBD protein was eluted with

a gradient of TBS, 1 mM EDTA, and 2.5 mM desthiobiotin. Additional RBD

protein in the media was obtained by dialysis and purification with a HisTrap

column as described above. The purest elution fractions from each purification

were pooled and dialyzed overnight into PBS. Biotinylation of the AviTag was

achieved following published procedures[40]. Briefly, 46 µ M RBD was incubated

overnight at room temperature with 3 µ M recombinant GST-BirA biotin ligase

in PBS containing 5 mM MgCl2, 25 mM ATP, and 625 µ M D-biotin. RBD-

biotin was further purified by size-exclusion chromatography on a Superdex 200

column in PBS and the fractions containing pure monomeric RBD-biotin were

pooled and concentrated to 315 µ g/mL. All purified recombinant proteins were

aliquoted, flash frozen in liquid nitrogen, and stored at -80 ◦C until use.

Human samples.

Human plasma and serum samples were obtained from several sources. The pre-

pandemic seronegative (SN) panel comprised of de-identified samples selected

based on the date of collection, before the emergence of SARS-CoV-2. First,

human serum samples (n = 25) collected in 2017 were from study participants en-

rolled in an Institutional Review Board-approved study for development of Lyme

disease and other diagnostic tests. To this end 550 samples were collected from

individuals on the East Coast and in the Upper Midwest of the United States
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where Lyme disease is endemic41. Samples were obtained from the Lyme Disease

Biobank as part of a research collaboration with Ontera Inc. (Santa Cruz, CA,

USA). Second, human plasma samples (n = 2) collected in 2016 were from study

participants enrolled in an Institutional Review Board-approved study at UCSC.

All participants agreed to sample banking and future research use. The conva-

lescent seropositive (SP) panel comprised 10 de-identified plasma samples from

nine individuals, purchased from AllCells (Alameda, CA, USA). To be eligible for

plasma donation, prospective donors must have either had COVID-19 symptoms

resolved at least 28 days after the diagnosis or suspicion of COVID-19 (i.e. no

fever, cough, difficulty breathing, etc.) or been 14 days symptom free with a

follow up negative nasopharyngeal/PCR test. Each SP sample had been tested

by an Anti-SARS-CoV-2 Total test (Ortho Clinical Diagnostics) and was given a

CoV2T score (ranging from 8 to 440) (Table 1.1)). All serum and plasma samples

were heated at 56 ◦C for 1 h before use.

ELISA

The ELISA protocol was adapted from a previously published protocol [12]. ELISA

plates (96-well) were incubated overnight at 4 ◦C with 50 µ L per well of 2 µ g/mL

RBD-His in PBS. After removal of RBD-His, plates were blocked for 1 h at room

temperature with 300 µ L per well of 3% non-fat milk in PBS with 0.1% Tween 20

(PBST). After removal of blocking buffer, 100 µ L plasma/serum samples diluted

1:50 in 3% milk in PBST were added to wells and incubated for 2 h at room tem-

perature with gentle shaking. For dilution series ELISAs, plasma/serum samples

were first diluted 1:50 in 3% milk in PBST and then diluted 1:4 in series in 3%

milk in PBST. The human monoclonal antibody CR3022 antibody, which is reac-
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tive to the RBD of both SARS-CoV-1 and SARS-CoV-2, was used as a positive

control[33–35]. The plates were washed three times with PBST. After washing,

100 µ L goat anti-human IgG Fc horseradish peroxidase (HRP) conjugated sec-

ondary antibody diluted 1:3000 in 1% milk in PBST was added to each well and

incubated for 1 h at room temperature with gentle shak- ing. Plates were again

washed three times with PBST. The plates were washed three times with PBST,

followed by addition of 100 µ L o-phenylenediamine dihydrochloride (OPD) so-

lution to each well. The substrate was left on the plates for exactly 10 min and

then the reaction was stopped by adding 50 µ L per well of 3 M hydrochloric acid.

The optical density at 490 nm (OD490) was measured using a Molecular Devices

Spectramax plate reader. The background value was set at an OD490 of 0.051

based on the average PBS measurement and subtracted from all data prior to

curve fitting and AUC calculations. The AUC values were calculated by fitting a

four-parameter logistic regression model to the OD490 data of each sample using

the curve fit algorithm from the SciPy Python Library[42] followed by integration

between the upper and lower bounds of the data.

BioLayer interferometry immunosorbent assay (BLI-ISA).

BLI-ISA studies were performed on an Octet RED384 instrument at 24 ◦C with

shaking at 1000 rpm. BLI assay buffer consists of 2% BSA in PBST, which was

0.22-µm filtered. Before use, anti-penta-His (HIS1K) or (anti-biotin) streptavidin

(SA) biosensors (were loaded into the columns of a biosensor holding plate and

pre-hydrated in BLI assay buffer for 10 min. Tilted bottom 384-well microplates

were loaded with 45 µL per well. The assay plate was prepared as follows: column

1 (BLI assay buffer), column 2 (2–12 µg/mL RBD or prefusion Spike in BLI assay
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buffer), column 3 (25% ChonBlock in BLI assay buffer), column 4 (plasma/serum

samples diluted 1:8 in 25% ChonBlock in BLI assay buffer), column 5 (BLI assay

buffer), and column 6 (4 nm Colloidal Gold-AffiPure Goat Anti-Human IgG or

IgA secondary antibody diluted 1:10 in BLI assay buffer). For dilution series stud-

ies, samples were diluted into stock solutions of ChonBlock in BLI assay buffer

to yield a 25% ChonBlock solution after plasma dilution. RBD-biotin purchased

from Acro Biosystems was used at 2 µ g/mL for 1:8 single-dilution studies. RBD-

biotin produced in-house at UCSC was not fully biotinylated and required use at

10 µg/mL to achieve the same loading signal. RBD-biotin produced at UCSC

was used for dilution-series studies and anti-human IgA studies. RBD-His and

Prefusion Spike-His were used at 10 µg/mL.

The BLI-ISA method was set as follows. Baseline1 (60 s) in column 1 (Equili-

bration), Loading (120 s or 600 s) in column 2 (Antigen Loading: RBD or prefusion

Spike, respectively), Baseline2 (60 s) in column 3 (Wash), Association1 (600 s) in

column 4 (Total Antibody Binding), Baseline3 (60 s) in column 5 (Wash), and

Association2 (180 s) in column 6 (Detection: anti-human IgG or IgA). Loading of

RBD-biotin over 120 s onto SA sensor tips resulted in a wavelength shift signal of

2.2 nm (Supplementary Fig. S4). Loading of RBD-His, prefusion Spike- His, or

prefusion Spike-biotin over 600 s resulted in a wavelength shift signal of 1.0 nm

(Supplementary Fig. S4). We note that loading density on sensor tips had little

effect on antibody binding signals in Association 1 or 2.

A Python program was written to automate analysis of BLI-ISA data. Raw

data .csv files were exported from the Octet Data Analysis software and read by

our program. Our script determined the Total Antibody Binding (Association 1)
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value by subtracting the average wavelength shift of seconds 2–4 of this step from

the average shift of the last 5 s of this step. Similarly, the Detection (anti-human

IgG or IgA binding) (Association 2) value was determined by subtracting the av-

erage of the data 1–2 s after the start of this step from the average of the data from

the last 5 s of this step. Complete raw data traces were also plotted and inspected

to ensure proper antigen loading onto sensor tips where applicable. This Python

program named bli_plotter is available for adaption to other BLI-ISA studies and

has been deposited on GitHub (https://github.com/nlorigroach/bli_plotter).
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Figure 1.6 BLI-ISA evaluation of SARS-CoV-2 spike RBD reactivity of
pre-pandemic and convalescent plasma. (a,b) Single-dilution BLI-ISA to
evaluate the presence of RBD-reactive human antibodies in the pre- pan-
demic seronegative (SN, cyan) and convalescent seropositive (SP, red)
samples compared to no-antigen controls (grey). The assays were per-
formed with plasma at a 1:8 dilution. Bars and dots represent the mean
of biological duplicates, and error bars represent one standard devia-
tion from the mean. Blue and green dashed lines represent the mean
of seronegative samples plus 3 and 5 standard deviations, respectively.
(a) The Total Antibody Binding signal is measured when RBD-biotin-
loaded SA biosensors are dipped into plasma samples. (b) The Detection
signal is measured when RBD-biotin-loaded SA biosensors that had been
dipped into plasma are subsequently dipped into colloidal gold-conjugated
anti-human IgG. (c) Dilution series BLI-ISA from representative strong
(SP7) and moderate (SP8) seropositive samples. (d) Dilution series BLI-
ISA from the weakest seropositive sample (SP3) compared to seronegative
plasma samples.
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Figure 1.7 BLI-ISA evaluation of plasma antibodies to SARS-CoV-2
prefusion Spike and plasma IgA to SARS- CoV-2 spike RBD. (a) Single-
dilution BLI-ISA to evaluate the presence of prefusion Spike-reactive hu-
man antibodies in the pre-pandemic seronegative (SN, cyan) and conva-
lescent seropositive (SP, red) samples. The Total Antibody Binding sig-
nal (left) is measured when prefusion Spike-His-loaded HIS1K biosensors
are dipped into plasma samples. The Detection signal (right) is mea-
sured when prefusion Spike-His-loaded HIS1K biosensors that had been
dipped into plasma are subsequently dipped into colloidal gold-conjugated
anti-human IgG. (b) Single-dilution BLI-ISA to evaluate the presence of
RBD-reactive human antibodies in the samples. The Total Antibody
Binding signal (left) is measured when RBD-biotin-loaded SA biosensors
are dipped into plasma samples. The Detection signal (right) is measured
when RBD-biotin-loaded SA biosensors that had been dipped into plasma
are subsequently dipped into colloidal gold-conjugated anti-human IgA.
The SP7 dot is colored pink to indicate that this sample had a nega-
tive signal (value in parentheses) in the Detection step. All assays were
performed with plasma at a 1:8 dilution. Dots represent the mean of bi-
ological duplicates, and error bars represent one standard deviation from
the mean.
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1.2 COV2-BLI-ISA EUA application

1.2.1 Preface

Along with our initial publication describing the BLI-ISA experiment, we sought

a patent and FDA approval to use the method at UCSC as an antibody test under

an Emergency Use Authorization. Shortly after the onset of the COVID-19 pan-

demic, a public health emergency was declared by the US Department of Health

and Human Services which then authorized methods to rapidly approve potential

treatments, vaccines, and diagnostic tools. We felt our BLI-ISA technique was a

valuable diagnostic tool that fell under that call to action. The goal of the appli-

cation was to enable larger scale serology studies where we could share the results

with our study participants, as well as allow clinical applications of BLI-ISA (e.g.

assessment of prior virus exposure or whether vaccination led to adequate anti-

body production).

Part of our application to the FDA will be reproduced below, along with a

discussion of the response we eventually received. It took about a year and a half

to receive a response from the FDA, and by then we had moved on from SARS-

CoV-2 work. To the credit of the employee who did respond, their response and

criticisms were largely valid and quite helpful.

The original application is headed by descriptions of the applicants and brief

formal introductions to aspects of the test. Afterwards is a description of the test

protocol and data establishing the scoring schema and accuracy of the serology

test.
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1.2.2 The Application

Purpose for Submission

Emergency Use Authorization (EUA) request for use of the COV2-BLI-ISA in

CLIA Laboratory ID# 05D0687329, for the in vitro diagnostic use in the qualita-

tive detection of IgG antibodies to SARS-CoV-2 in EDTA plasma using the Octet

BLI System.

Measurand

The COV2-BLI-ISA test is a qualitative serology test that detects IgG antibodies

in plasma reactive to the receptor binding domain (RBD) of the SARS-CoV-2

spike protein (Wuhan-Hu-1 isolate).

Proprietary and Established Names

Proprietary Name: COV2-BLI-ISA

Established Name: COV2-BLI-ISA

Proposed Intended Use

The COV2-BLI-ISA is a biolayer interferometry assay intended for qualitative

detection of IgG antibodies to SARS-CoV-2 in human plasma with EDTA. The

COV2-BLI-ISA is intended for use as an aid in identifying individuals with an

adaptive immune response to SARS-CoV-2, indicating recent or prior infection.

The COV2-BLI-ISA should not be used to diagnose or exclude acute SARS-CoV-2

infection. At this time, it is unknown for how long antibodies persist following

infection and if the presence of antibodies confers protective immunity.
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Testing is limited to laboratories certified under the Clinical Laboratory Im-

provement Amendments of 1988 (CLIA), 42 U.S.C 263a, that meet the require-

ments to perform moderate or high complexity tests such as the laboratory at

University of California Santa Cruz, Student Health Services, 1156 High Street,

Santa Cruz, CA 95064 (CLIA Laboratory ID# 05D0687329).

Results are for the detection of SARS CoV-2 antibodies. IgG antibodies to

SARS-CoV-2 are generally detectable in blood several days after initial infection,

although the duration of time antibodies are present post-infection is not well

characterized. Individuals may have detectable virus present for several weeks

following seroconversion.

Laboratories within the United States and its territories are required to report

all results to the appropriate public health authorities.

The sensitivity of COV2-BLI-ISA early after infection is unknown. Negative

results do not preclude acute SARS-CoV-2 infection. If acute infection is sus-

pected, direct testing for SARS-CoV-2 is necessary.

False positive results for COV2-BLI-ISA may occur due to cross-reactivity

from pre-existing antibodies or other possible causes.
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1.2.3 Device Description

Biolayer interferometry (BLI) is a light-based technique that allows measurement

of intermolecular interactions and kinetics. BLI uses fiber optic tips with surfaces

that can be functionalized with a variety of organic reagents and biomolecules

including proteins and protein-tag binding molecules. After loading an analyte of

interest onto the fiber optic tip, binding kinetics can be inferred by dipping the

loaded analyte into solution containing a putative ligand and measuring changes

in the reflected light from the tip surface.

In the COV2-BLI-ISA assay (figure 1.8), streptavidin-functionalized fiber optic

tips (also called biosensors) are loaded with biotinylated receptor binding domain

(RBD) from the spike protein of SARS-CoV-2. The RBD biosensors are next

dipped in plasma samples where IgG, other antibody subtypes, and other factors

may associate with the SARS-CoV-2 RBD. Finally, the biosensors, now loaded

with RBD in complex with any RBD-binding agents from the plasma, are dipped

in a reagent containing anti-Human-IgG antibody conjugated to gold nanoparti-

cles. Binding measured in this step determines the outcome of the assay.

The COV2-BLI-ISA uses the following:

• SARS-CoV-2 spike protein (Wuhan-Hu-1 isolate, GenBank: MN908947.3)

RBD (residues 319–541) with C-terminal 10-Histidine tag and biotinylated

AviTag

• 4 nm Colloidal Gold-AffiPure Goat Anti-Human IgG Fc gamma fragment

specific (Jackson ImmunoResearch 109-185-098)
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Figure 1.8 Overview of the COV2-BLI-ISA assay. The assay is per-
formed in 6 steps, equilibration of sensor tips to buffer, loading of SARS-
CoV-2 RBD antigen, establishment of baseline, total antibody binding
(association of antibodies in diluted serum to antigen), a second base-
line, and finally secondary detection of antibody subtype (here by an
anti-human-IgG antibody conjugated to a gold nanoparticle).

1.2.4 Description of Test Steps

Specimen collection and preparation

1. Collect >200 uL blood by venipuncture. Add to sample tube containing

EDTA (to 5 mM). Store on ice or at 4 ◦C until next step.

2. Centrifuge blood at 2500 x g for 15 minutes. Carefully pipette upper plasma
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layer into new specimen tube or well plate suitable for the volume. A min-

imum of 20 uL to allow replicate assays to be performed for the 384-well

format and a minimum of 60 uL is needed for replicate runs in the 96-well

format.

3. Heat inactivate plasma at 56 ◦C for 1 hour.

4. Proceed to assay or store at 4 ◦C.

Assay Reagent Preparation

BLI-ISA buffer

Materials:

• Phosphate buffered saline (PBS) tablets (Sigma P4417)

• Bovine serum albumin (BSA) (Fisher BP1600)

• Tween-20 (Fisher BP337)

Prepare PBS as directed on tablet package using MilliQ or equivalent

purity water. Dissolve 2 grams of BSA in PBS for total combined

volume of 100 mL. Add 100 uL Tween-20. Scale as appropriate, 0.22-

micron filter after mixing.

25-CB buffer

Materials:

• ChonBlock (Chondrex 9068)

• BLI-ISA buffer (above)
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Mix BLI-ISA buffer and ChonBlock in 3:1 ratio (e.g. 75 mL BLI-ISA

and 25 mL ChonBlock).

SARS-CoV-2 RBD antigen

Materials:

• 500ug/mL Biotinylated SARS-CoV-2 spike RBD His AviTag (pro-

duced as above or acquired from ACROBiosystems SPD-C82E9)

• BLI-ISA buffer (above)

Dilute stock biotinylated SARS-CoV-2 spike RBD to 5 ug/mL. For

new RBD lots, a dilution series should be performed in the 2-16 ug/mL

range to determine the loading concentration that results in adequate

loading onto the biosensors.

IgG detection reagent

Materials:

• 4 nm Colloidal Gold- AffiPure Goat Anti-Human IgG Fc gamma

fragment specific (Jackson ImmunoResearch 109-185-098) rehy-

drated in 1 mL deionized water per the manufacturer’s instruc-

tions

• BLI-ISA buffer (above)

Dilute Anti-Human IgG reagent 1:9 in BLI-ISA buffer. Eg 40 uL anti-

Human IgG in 360 uL BLI-ISA buffer.
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Diluted Plasma samples

Materials:

• > 6 uL plasma specimen

• 25-CB buffer

Dilute plasma 1:7 in 25-CB buffer (e.g. 6 uL plasma in 42 uL 25-CB).

Preparing the Assay plate

Reagents and samples are plated in a tilted bottom (TW384) microplate (Sarto-

rius ForteBio 18-5080). Due to the arrangement of the biosensor read head on the

Octed RED384 instrument, samples are most easily run in sets of 8-16 with up to

64 total specimens per plate. Each sample requires 6 wells of reagents (antigen

well, sample well, detection reagent well, and 3 blocking wells), corresponding to

the steps of the COV2-BLI-ISA assay, and must be arranged in a grid-like spacing

such that the Octet RED384 biosensor head can access each well in sequence (see

figure 1.9 for one example)

For each sample to be tested, fill its 6 columns of reagent wells with 40 uL of the

appropriate reagent (Figure 1.9). Column 1 (BLI-ISA buffer), column 2 (SARS-

CoV-2 RBD antigen), column 3 (25-CB buffer), column 4 (diluted plasma sam-

ples), column 5 (BLI-ISA buffer), and column 6 (IgG detection reagent). Again,

because the Octet RED384 BLI instrument read head has 8 channels in 96-well

plate spacing, samples are tracked most easily by filling the assay plate in a offset

grid pattern. This filling process is facilitated by storing and/or diluting plasma
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Figure 1.9 COV2-BLI-ISA assay plate set up. There are 6 steps to the
assay, which are separated into columns here. During the assay, biosensors
in the instrument move across the plate in sets of 8 or 16 spaced in an
every-other-well grid. Well color marks the assay wells for a set of 8 sensor
channels (which record the data for each specimen).

specimens in 96- or 384-well plates and transferring by multi-channel pipette or

liquid handling robot.

Performing the assay

Load the Octet RED384 BLI biosensor tray with an appropriate amount of Octet

Streptavidin (SA) sensor tips (Sartorius ForteBio 18-5019), up to 64 per 384 well

assay plate, and place inside the instrument over a 96-well microplate (Greiner

Bio-One 655209) containing 200 uL BLI-ISA buffer in each well.

Place Assay Plate in the Octet instrument.

Open the Octet Data Acquisition software and load the COV2-BLI-ISA.emf

assay method file, optionally entering identifiers for the plasma samples (identifiers

can also be assigned by well position after the assay). If setting up the COV2-

BLI-ISA method manually (e.g. for less than 64 samples), the method can be

programed as follows. Baseline1 (60 s) in column 1 (BLI-ISA buffer), Loading
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(120 s) in column 2 (SARS-CoV-2 RBD antigen), Baseline2 (60 s) in column 3

(25-CB buffer), Association1 (600 s) in column 4 (plasma specimen), Baseline3

(60 s) in column 5 (BLI-ISA buffer), and Association2 (180 s) in column 6 (IgG

detection reagent).

After the assay is complete, export the raw data file from the Octet HT Analy-

sis software as a .csv file. Next, automated analysis of BLI-ISA data is performed

with the bli_plotter.py program. From the command line, navigate to the direc-

tory where the raw data file and bli_plotter.py program is stored, then type:

> Python3 bli_plotter.py RAW-DATA-FILE.csv

A number of quality control plots will be generated in the assay directory along

with an assay results table. Inspect the QC plots, especially those of controls, and

ensure they meet expected assay performance. Next assay results can be read from

the table, where detection scores above 0.31 nm correspond to samples with IgG

reactive to the SARS-CoV-2 spike RBD.

1.2.5 Methods Appendix

Antigen production

Expressing SARS-CoV-2 RBD antigen:

The expression plasmid for SARS-CoV-2 RBD is a derivative of pcDNA 3.1 con-

taining the SARS-CoV-2 spike RBD (residues 319–541 of Wuhan-Hu-1 isolate,

GenBank: MN908947.3) fused to a C-terminal 10 histidine tag and Avi tag with

GS linkers (RBD-GS-10H-GS-Avi tag, see full sequence below).
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High quality, sterile, expression plasmid DNA is produced using the QIAGEN

Plasmid Maxi Kit (QIAGEN Cat. No. 12163) or equivalent plasmid purification

platform.

HEK 293F Freestyle (ThermoFisher R79007) cells are electroporated in the

presence of the RBD expression plasmid using a MaxCyte electroporator with

OC-400 electroporation cuvettes (MaxCyte SOC4) following the manufacturer’s

instructions, enabling transient expression of the tagged SARS-CoV-2 Spike RBD.

After transfection, cells were grown with Freestyle 293 Expression media (Gibco

12338-018) in shake flasks using a Khuner shaker incubator at 37 °C, 8% CO2,

and 85% humidity.

Four days after electroporation (or when cell viability drops below 60%), media

and cells are centrifuged at 6000 g for 10 minutes and the supernatant decanted

and 0.22 micron filtered. If purification is not scheduled immediately, add pro-

tease inhibitor and store at 4◦C.

Prepare His-tag Wash buffer (20 mM MOPS, 150 mM NaCl, 20 mM imidazole,

pH 7.5) and His-tag Elution buffer (20 mM MOPS, 150 mM NaCl, 200 mM imi-

dazole, pH 7.5). Add an appropriate volume of Elution buffer to the filtered 293F

supernatant to bring total imidazole concentration to 10 mM, then verify pH is

7.5. To a HisTrap FF column (Cytvia 17531901) equilibrated with His-tag Wash

buffer, load the supernatant, wash with 10 column volumes His-tag Wash buffer,

elute with 8 column volumes His-tag Elution buffer. Combine and concentrate

eluent with high 280nm absorbance.
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After running an SDS-PAGE gel to ensure relative purity, the combined and

concentrated fractions are dialyzed against 20 mM MOPS, 150 mM NaCl pH 7.5

then biotinylated with GST-BirA. The initial biotinylation reaction consists of 50

uM SARS-CoV-2 spike RBD, 3 uM GST-BirA biotin ligase in PBS containing 5

mM MgCl2, 25 mM ATP, and 625 uM D-biotin and is incubated at room temper-

ature overnight with gentle mixing. After diluting 1:1 with His-tag Wash buffer

(above), biotinylated RBD is purified as above with a 1mL HisTrap FF column.

Eluted protein is dialyzed to reduce imidazole concentration.

Before freezing, biotinylated RBD loading to streptavidin biosensors is as-

sessed. SARS-CoV-2 spike RBD biotin was diluted into BLI-ISA buffer in the

range of 2-10 ug/mL and extent of loading onto Octet Streptavidin (SA) biosen-

sors is measured. To assess loading, SA tips are first equilibrated to BLI-ISA

buffer for 10 minutes, then a baseline is recorded for 60 seconds, followed by load-

ing measurement over 120 seconds. The target loading measurement is ∆ 2 nm

+/- 0.2 nm. Biotinylated spike RBD should be frozen in aliquots that allow 1:50 –

1:100 dilution in BLI-ISA buffer to reach a concentration that leads to satisfactory

antigen loading.

SARS-CoV-2 Spike RBD antigen FASTA record

> SARS-CoV-2_Spike_RBD_10H-avi

MFMPSSFSYSSWATCWLLCCLIILAKATMFVFLVLLPLVSSQRVQPTESIVRFPNITNLCPFGEVFN

ATRFASVYAWNRKRISNCVADYSVLYNSASFSTFKCYGVSPTKLNDLCFTNVYADSFVIRGDEVRQI

APGQTGKIADYNYKLPDDFTGCVIAWNSNNLDSKVGGNYNYLYRLFRKSNLKPFERDISTEIYQAGS
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TPCNGVEGFNCYFPLQSYGFQPTNGVGYQPYRVVVLSFELLHAPATVCGPKKSTNLVKNKCVNFGSH

HHHHHHHHHGSGLNDIFEAQKIEWHE*

1.2.6 Control Material(s) to be Used with COV2-BLI-ISA

Controls that are required but not provided with the test kit include an exter-

nal positive control for the IgG antibody class claimed is needed to both ensure

antigen is correctly folded and that the IgG detection reagent is responding in

the expected range and should be used with each batch of antigen and/or anti-

IgG reagent prepared from thawed stocks. Two dilutions of the CR3022 antibody

(Abcam ab273073) near the expected minimum (250 ng/mL) and maximum (1000

ng/mL) detectable concentrations should be run to ensure correct assay perfor-

mance. Additionally, no-plasma control experiments should also be run to ensure

the BLI-ISA and 25-CB buffers are not causing spurious non-specific binding that

could result in incorrect assay interpretation.

1.2.7 Interpretation of Results

All test controls should be examined prior to interpretation of patient results. If

the controls are not valid, the patient results cannot be interpreted.

The COV2-BLI-ISA cutoff value for a positive result is a BLI-ISA score greater

than 32 (∆0.32 nm). Test results between 17 and 32 are indeterminate and should

be examined by a secondary assay or another sample should be tested at a later

date.
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It is not currently known which COV2-BLI-ISA score correlates with effective

SARS-CoV-2 neutralization.

Table 1.2 Interpretation of Results of a the COV2-BLI-ISA assay

Components required but not included with the test

Equipment:

Octet RED384 Biolayer Interferometry instrument

Software:

Octet Data Acquisition Software V11.x or greater

Materials and reagents:

Octet Streptavidin (SA) sensor tips (Sartorius ForteBio 18-5019)

Tilted bottom (TW384) microplates (Sartorius ForteBio 18-5080)

4 nm Colloidal Gold- AffiPure Goat Anti-Human IgG Fcg fragment specific

(Jackson ImmunoResearch 109-185-098)
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Phosphate buffered saline (PBS) tablets (Sigma P4417)

Bovine serum albumin (BSA) (Fisher BP1600)

Tween-20 (Fisher BP337)

ChonBlock (Chondrex 9068)

The COV2-BLI-ISA has been validated using only the components referenced

above. The COV2-BLI-ISA was developed using the SARS-CoV-2 spike RBD

(residues 319–541 of the Wuhan-Hu-1 isolate, GenBank: MN908947.3) manufac-

tured in house in Freestyle HEK293 cells and an anti-human IgG-gold monoclonal

goat antibody (Jackson ImmunoResearch 109-185-098) that target the Fc-gamma

fragment of human IgG.

1.2.8 Manufacturing and Testing Capabilities

Approximate assay time, assuming all reagents are prepped in advance of speci-

men receipt or during specimen processing:

• 20 minutes – spinning venipuncture draw and transferring plasma to new

tube/well plate

• 65 minutes – heat inactivation of plasma

• 20 minutes – prepping assay plate

• 20 minutes – instrument time/assay data collection (20 minutes per 16 sam-

ples with Octet RED384, typical to run four 16 sample batches in one plate

80 minutes)

• 20 minutes – data processing and validation
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Total time: 2 hr 25 minutes including plasma heat inactivation time. This is a

conservative estimate assuming pipetting is done by hand rather than by robot.

Assay prep times could be cut significantly by automation and throughput could

be increased further by using the 96-channel Octet instrument instead of the 16-

channel model.

1.2.9 Performance Evaluation

Plasma Sample Sources and History

Known seronegative plasma was acquired from several sources: the Lyme Disease

Biobank (21 samples), Discovery Life Sciences (73 samples), and SeraCare (1 sam-

ple). The Lyme Disease Biobank plasma samples were collected as part of an IRB

approved study for the development of Lyme disease and diagnostic tests. The 21

samples used here were all collected from people living in Long Island, NY, USA.

The Discovery Life Sciences (DLS) samples were all collected prior to December

2019, with the majority (73) collected at their Normal Donor clinic in Huntsville,

AL, USA. The DLS samples are split 36/37 male/female and cover ages 19-78.

Because all of the pre-pandemic samples used in the study are from the United

States where HBV vaccination is prevalent and exposure to influenza, alpha- and

beta-coronaviruses, and RSV is common, these samples’ results are believed to be

adequate to address cross reactivity concerns.

Incidence of HIV and HCV is rarer and not vaccinated against currently. To

address this, we acquired 5 plasma samples from patients that were exposed to

or currently infected with each disease (determined by antibody and/or PCR test).
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Plasma reactive to SARS-CoV-2 was obtained from AllCells (Alameda, CA,

USA) and SeraCare (Milford, MA). To be eligible for plasma donation, prospective

donors must have either had COVID-19 symptoms resolved at least 28 days after

the diagnosis or suspicion of COVID-19 (i.e. no fever, cough, difficulty breath-

ing, etc.) or been 14 days symptom free with a follow up negative nasopharyn-

geal/PCR test. Each AllCells sample (30 in total) were determined SARS-CoV-2

reactive by an Anti-SARS-CoV-2 Total test (Ortho Clinical Diagnostics) and was

given a CoV2T score (ranging from 8 to 440).

A complete list of all samples used along with metadata (age, gender, etc,

where available) is provided in tabular form at the end of this document (see ta-

bles 6-10).

Analytical Sensitivity and Specificity

a. Reactivity/Inclusivity:

Plasma from people infected with variants of the SARS-CoV-2 virus have not

been intentionally evaluated at this time in the COV2-BLI-ISA test. Because the

COV2-BLI-ISA test uses the spike RBD to evaluate reactivity, variants with mu-

tations in the RBD or potentially other parts of the spike protein could affect test

accuracy if these mutations cause significant conformational changes or otherwise

alter important epitope features.

As convalescent plasma from patients that were PCR positive for prevalent
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variants of concern like B.1.1.7 becomes available, the performance of the COV2-

BLI-ISA test should be evaluated.

b. Cross-Reactivity

The assay was evaluated for potential cross reactivity in specimens with other

virus-reactive antibodies. As outlined above, HIV and HCV reactive antibodies

were less likely to be present in our U.S. sourced pre-pandemic plasma, so known-

reactive plasma was assessed for these viruses. No false positives were observed

with the potential cross-reactants listed in the table below.

Table 1.3 Cross Reactivity Testing

Class Specificity:

The COV2-BLI-ISA antibody test specifically detects IgG antibodies using a goat

anti-human Fc antibody conjugated to colloidal gold nanoparticles (Jackson Im-

munoResearch 109-185-098). The manufacturer reports that the anti IgG Fc an-

tibodies were purified by immunoaffinity chromatography using IgG Fc as ligand.

They also report that the antibody reacts with the Fc portion of IgG heavy chain,

65



but not Fab by ELISA assay. Reportedly, the antibody does not bind to human

IgM, IgA, or other non-immunoglobulin serum proteins.

Clinical Agreement Study:

The COV2-BLI-ISA test was evaluated using a panel of 30 frozen plasma samples

reactive to SARS-CoV-2 and 105 frozen plasma samples collected prior to Decem-

ber 2019 (including 5 HIV and 5 HCV reactive plasma samples). The COV2-BLI-

ISA test measures the presence of anti SARS-CoV-2 spike RBD IgG antibodies

via a change in reflected light (∆nm) in a biolayer interferometry assay after a

biosensor-RBD-plasma complex is exposed to an anti-Human-IgG-Fc antibody

gold conjugate. To establish a suitable ∆nm value to differentiate seronegative

plasma from seropositive plasma, a statistical model was made using the assay re-

sults from a subset of the pre-pandemic samples. The model samples were selected

at random from the 95 pre-December 2019 plasma not known to have HIV or HCV

by assigning each sample an index number and generating 22 random numbers

between 1 and 95 without replacement using the Python numpy function ran-

dom.choice(). The seronegative/equivocal cutoff was set as the upper end of the

95% confidence interval of the model group’s mean plus five standard deviations.

Preliminary studies during the development of the COV2-BLI-ISA led to a belief

that there may be a small subset of individuals with background / cross-reactive

binding to SARS-CoV-2 RBD antigen complex despite lack of SARS-CoV-2 ex-

posure. In light of this, a more stringent cut-off (model mean plus ten standard

deviations) was set for the equivocal/seropositive line to minimize false positive

rate.
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The results of the clinical agreement study are summarized in the following

tables. All SARS-CoV-2 reactive samples were collected more than 14 days after

symptom end, so the accuracy of the COV2-BLI-ISA test is not known for the

acute or early convalescent period of SARS-CoV-2 infection.

Table 1.4 Summary of Clinical Agreement Study Results

Table 1.5 Clinical Agreement Study Statistics

Clinical Agreement and Cross Reactivity Line Data

In this section all data from the clinical agreement and cross reactivity study are

shown. For this study all samples were run singly. The data are summarized

graphically in figure 1.10 while line data for each individual sample is listed in

table 1.6.
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Figure 1.10 Graphical summary of clinical agreement and cross reactiv-
ity assay data for the COV2-BLI-ISA test. The raw Dnm score of each of
the model samples (left), test set samples (center), and cross-reactivity
set samples (right) are plotted as points, with the grey dotted line indi-
cating the equivocal cut-off and the pink line indicating the SARS-CoV-2
reactive cut-off score. In the Test Set plot, dark blue point are samples
collected pre December 2019 and gold points were determined SARS-
CoV-2 reactive by the COV2T assay. In the HIV and HCV plot, purple
corresponds to HCV samples and green HIV.

Table 1.6: COV2-BLI-ISA Clinical Agreement Study Line Data

1 DLS-04 0.2 N/A Model
2 DLS-05 -0.2 N/A Model
3 DLS-11 10.3 N/A Model
4 DLS-13 4.2 N/A Model
5 DLS-23 -0.9 N/A Model
6 DLS-25 0.6 N/A Model
7 DLS-28 -0.7 N/A Model
8 DLS-31 5.8 N/A Model
9 DLS-36 -1 N/A Model
10 DLS-38 0 N/A Model
11 DLS-49 1.5 N/A Model
12 DLS-55 2.6 N/A Model
13 DLS-60 3.5 N/A Model
14 DLS-65 -0.2 N/A Model
15 DLS-68 0.6 N/A Model
16 DLS-73 -1 N/A Model

Sample ID BLI-ISA

Score

Interpretation Group (model

or test)

COV2T

Score

Continued on next page
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Table 1.6: COV2-BLI-ISA Clinical Agreement Study Line Data (Continued)

17 LDBB-629 -2.4 N/A Model
18 LDBB-658 0.1 N/A Model
19 LDBB-664 0.3 N/A Model
20 LDBB-674 2.4 N/A Model
21 DLS-01 7.4 Negative Test (negative)
22 DLS-02 2 Negative Test (negative)
23 DLS-03 0.2 Negative Test (negative)
24 DLS-06 -0.9 Negative Test (negative)
25 DLS-07 2.3 Negative Test (negative)
26 DLS-08 1.2 Negative Test (negative)
27 DLS-09 -0.8 Negative Test (negative)
28 DLS-10 7.2 Negative Test (negative)
29 DLS-12 0.1 Negative Test (negative)
30 DLS-14 0.8 Negative Test (negative)
31 DLS-15 -0.6 Negative Test (negative)
32 DLS-16 -0.4 Negative Test (negative)
33 DLS-17 5.1 Negative Test (negative)
34 DLS-18 -0.5 Negative Test (negative)
35 DLS-19 2.9 Negative Test (negative)
36 DLS-20 8.6 Negative Test (negative)
37 DLS-21 0.5 Negative Test (negative)
38 DLS-22 3.4 Negative Test (negative)
39 DLS-24 3.3 Negative Test (negative)
40 DLS-26 2.2 Negative Test (negative)
41 DLS-27 6.8 Negative Test (negative)
42 DLS-29 2.2 Negative Test (negative)
43 DLS-30 1.7 Negative Test (negative)
44 DLS-32 5.1 Negative Test (negative)
45 DLS-33 1.9 Negative Test (negative)
46 DLS-34 -0.4 Negative Test (negative)
47 DLS-35 0.4 Negative Test (negative)
48 DLS-37 5.3 Negative Test (negative)
49 DLS-39 1.8 Negative Test (negative)

Sample ID BLI-ISA

Score

Interpretation Group (model

or test)

COV2T

Score

Continued on next page
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Table 1.6: COV2-BLI-ISA Clinical Agreement Study Line Data (Continued)

50 DLS-40 1.1 Negative Test (negative)
51 DLS-41 3.7 Negative Test (negative)
52 DLS-42 1.6 Negative Test (negative)
53 DLS-43 -0.5 Negative Test (negative)
54 DLS-44 -1.2 Negative Test (negative)
55 DLS-45 -0.1 Negative Test (negative)
56 DLS-46 0.1 Negative Test (negative)
57 DLS-47 -0.8 Negative Test (negative)
58 DLS-48 2.3 Negative Test (negative)
59 DLS-50 2.7 Negative Test (negative)
60 DLS-51 0.6 Negative Test (negative)
61 DLS-52 0.5 Negative Test (negative)
62 DLS-53 0.3 Negative Test (negative)
63 DLS-54 -0.8 Negative Test (negative)
64 DLS-56 -1 Negative Test (negative)
65 DLS-57 1.1 Negative Test (negative)
66 DLS-58 3.1 Negative Test (negative)
67 DLS-59 -0.5 Negative Test (negative)
68 DLS-61 -0.2 Negative Test (negative)
69 DLS-62 3.3 Negative Test (negative)
70 DLS-63 -0.7 Negative Test (negative)
71 DLS-64 -1.1 Negative Test (negative)
72 DLS-66 18.1 Equivocal Test (negative)
73 DLS-67 2.5 Negative Test (negative)
74 DLS-69 -0.2 Negative Test (negative)
75 DLS-70 2.3 Negative Test (negative)
76 DLS-71 0.8 Negative Test (negative)
77 DLS-72 0.5 Negative Test (negative)
78 LDBB-515 1.8 Negative Test (negative)
79 LDBB-523 0.2 Negative Test (negative)
80 LDBB-526 2.9 Negative Test (negative)
81 LDBB-538 1.8 Negative Test (negative)
82 LDBB-540 0.2 Negative Test (negative)

Sample ID BLI-ISA

Score

Interpretation Group (model

or test)

COV2T

Score

Continued on next page

70



Table 1.6: COV2-BLI-ISA Clinical Agreement Study Line Data (Continued)

83 LDBB-561 -2.3 Negative Test (negative)
84 LDBB-587 2 Negative Test (negative)
85 LDBB-610 -0.7 Negative Test (negative)
86 LDBB-611 -0.6 Negative Test (negative)
87 LDBB-640 -0.8 Negative Test (negative)
88 LDBB-657 3.3 Negative Test (negative)
89 LDBB-659 0.9 Negative Test (negative)
90 LDBB-662 -1.4 Negative Test (negative)
91 LDBB-663 -6.1 Negative Test (negative)
92 LDBB-668 1.2 Negative Test (negative)
93 LDBB-677 0.9 Negative Test (negative)
94 LDBB-688 -5 Negative Test (negative)
95 SeraCare - -0.1 Negative Test (negative)
96 AC01 151.8 Positive Test (positive) 222
97 AC02 137.2 Positive Test (positive) 153
98 AC03 18.3 Equivocal Test (positive) 8
99 AC04 121.1 Positive Test (positive) 42.8
100 AC05 158 Positive Test (positive) 121
101 AC06 149.1 Positive Test (positive) 103
102 AC07 169.3 Positive Test (positive) 72.2
103 AC08 79.4 Positive Test (positive) 53.9
104 AC09 144.5 Positive Test (positive) 282
105 AC11 11.2 Negative Test (positive) 5.5
106 AC12 38.7 Positive Test (positive) 12.9
107 AC14 143.3 Positive Test (positive) 247
108 AC15 131 Positive Test (positive) 11.9
109 AC16 161.8 Positive Test (positive) 19.8
110 AC17 150.4 Positive Test (positive) 17.8
111 AC18 125.3 Positive Test (positive) 9.8
112 AC19 170.4 Positive Test (positive) 18.4
113 AC20 148.6 Positive Test (positive) 14.4
114 AC21 140.4 Positive Test (positive) 17
115 AC22 154.7 Positive Test (positive) 23

Sample ID BLI-ISA

Score

Interpretation Group (model

or test)

COV2T

Score

Continued on next page
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Table 1.6: COV2-BLI-ISA Clinical Agreement Study Line Data (Continued)

116 AC23 160.3 Positive Test (positive) 16
117 AC24 161.7 Positive Test (positive) 22.1
118 AC25 70.6 Positive Test (positive) 9.1
119 AC26 44.4 Positive Test (positive) 1.2
120 AC27 134.5 Positive Test (positive) 10.1
121 AC28 46.1 Positive Test (positive) 6.4
122 AC29 163.1 Positive Test (positive) 20.2
123 AC30 124.5 Positive Test (positive) 13.5
124 AC31 143.5 Positive Test (positive) 26.6
125 AC32 149.7 Positive Test (positive) 20
126 SeraCare + 81.7 Positive Test (positive) N/A
127 DHCV-1 2.2 Negative Test(HCV)
128 DHCV-2 3.2 Negative Test(HCV)
129 DHCV-3 -0.3 Negative Test(HCV)
130 DHCV-4 2.2 Negative Test(HCV)
131 DHCV-5 1.5 Negative Test(HCV)
132 DHIV-1 26.6 Equivocal Test(HIV)
133 DHIV-2 1.1 Negative Test(HIV)
134 DHIV-3 1.1 Negative Test(HIV)
135 DHIV-4 6.2 Negative Test(HIV)
136 DHIV-5 13.9 Negative Test(HIV)

Sample ID BLI-ISA

Score

Interpretation Group (model

or test)

COV2T

Score

1 COV2T score evaluated using SARS-CoV-2 Total antibody assay by AllCells

(Alameda, CA, USA).

1.2.10 Discussion of the Application and its Review

The intent of this EUA application was to enable serology studies by ourselves

and collaborators as well as provide a new tool to perform antibody tests at e.g.

UC clinics. Unfortunately, the relatively long wait for feedback on the applica-

tion precluded pursuit of some of the studies we wished to perform. When the

FDA did respond to our application, a number of minor to significant issues were
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brought to our attention that would need to be addressed to get approval to use

the BLI-ISA assay for SARS-CoV-2 antibody detection. Although some of the

complaints concerned the safety and security of the Octet BLI instrument itself

and could not be solved without the manufacturer’s input, most of the issues were

solvable technical problems. Given the solid performance of the BLI-ISA assay

that we observed, it is likely we could have achieved EUA approval with a bit

more experience interacting with the FDA and faster feedback.

At the time of application submission, the author’s primary concerns were

whether our positive control samples were appropriate and whether the manu-

facturer specified properties of certain reagents (i.e. specificity of the anti-IgG

secondary) would be accepted without those properties being explicitly tested in

our experiments. Our seropositive control samples were tested by another an-

tibody test with an approved EUA – at the time there were no SARS-CoV-2

antibody tests with anything other than emergency use authorization. Although

the demands for EUA approval are high (>90% correct positives, >95% correct

negative classification), some error in these tests is acceptable, so error in our

test’s accuracy would be compounded by that of the intermediate test. With

respect to reagents and the instrument, the author’s concerns stemmed from the

often overlooked ’for laboratory use only’ printed on the datasheets for most of

our supplies. Each of these concerns were borne out by the response of the FDA.

Inappropriate clinical agreement study design. The most damning com-

plaint we received in our feedback was regarding our sample selection. Rather than

using samples tested by another antibody test, the FDA required each sample be
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drawn from a person with who tested positive for SARS-CoV-2 infection by a PCR

test. It was also important to supply records of where and how those samples were

taken and tested in addition to patient infection timelines (i.e. symptom status,

dates of PCR tests vs blood draws, etc). We used a panel of commercial serum

samples for our positive controls where, to the author’s knowledge, these data were

not available. Were the project being conducted again, it would have been great

to pair up with the lab on campus performing PCR tests to find positive-testing

volunteers willing to donate a finger-prick of blood to our project. This would

have allowed collection of all the data requested by the FDA and likely led to a

larger sample pool, increasing the power of clinical agreement studies we would

have performed.

Inadequate use of a ’Reseach Use Only’ device. Another significant series

of issues the FDA had with our test related to compliance of the Octet BLI in-

strument itself. Because the Octet was not already approved for diagnostic use,

we needed to establish the reproducibility of the data acquisition software, its

electrical safety and potential risks to operators of the instrument, extent of elec-

tromagnetic interference with other instruments, and the device’s ’cyber-security

profile’. Although we could not conduct the testing needed to characterize these

properties of the BLI instrument, perhaps we could have worked with ForteBio to

encourage diagnostic approval. Approval of the Octet for diagnostic assays could

open up additional markets for the instrument via sales to hospitals and testing

centers, but without deeper market research it is unclear whether they could jus-

tify the outlays required to perform these tests for the FDA.
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Along similar lines, our reviewer did not feel the IgG detection reagent used

was demonstrated to have the immunoglobulin specificity claimed. Although we

used a commercial reagent marketed as IgG specific, because that reagent was

not registered by the FDA for that purpose we needed to perform experiments

to show that class specificity. This we could have addressed by testing the cross-

class-reactivity of the detection reagent with a panel of immunoglobulin classes. A

potential challenge here is whether that specificity testing needs to be performed

with a BLI assay in a similar configuration to the actual BLI-ISA assay or whether

orthogonal tests of reagent specificity would be accepted. Either way, we surely

could have performed this testing to the satisfaction of the FDA.

Other areas for improvement. The remaining feedback we received on the

BLI-ISA EUA application were items that could have been quickly remedied with

a faster feedback cycle or a bit more experience on our part. For example, because

the BLI-ISA assay used a biotin-streptavidin interaction to mount SARS-CoV-2

antigen to the sensor tips and biotin is present in varying concentrations in serum,

our reviewer requested experimental evidence that biotin would not interfere with

our measured signal. Although this is a trivial experiment to perform (i.e. expose

antigen loaded tips to a dilution series of biotin), a clearer description of the assay

mechanism could have assuaged the reviewers concern’s too (any signal from bi-

otin would occur during the ’total antibody binding’ step and could not contribute

to signal measured during the secondary IgG detection step). Our reviewer also

requested data demonstrating the shelf life of the reagents in the assay, in partic-

ular the long term stability of the positive control antibody CR3022 when frozen,

reminding us "note that the EUA applicant takes regulatory responsibility for the

external controls even if the controls are sourced from a third party."

75



Overall, while the study design was flawed due to use of an improper positive

comparator test (another antibody test rather than PCR comparator) and the lack

of diagnostic approval for the BLI instrument, it seems likely that the BLI-ISA

assay could meet regulatory requirements with additional resource investment. If

we assume the COV2T test we used as a comparator method adequately identified

true positives, the performance of the BLI-ISA antibody test was excellent with

>93% positive percent agreement and >98% negative percent agreement with the

controls selected. Clearly, though, for a medical diagnostic test every duck should

be in a row and a number of ours were askew.
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1.3 Human Astrovirus 1-8 Seroprevalence Evalu-

ation in a United States Adult Population

1.3.1 Preface

After completion of the EUA application to use our BLI-ISA method as an anti-

body test for SARS-CoV-2 antibody detection, we thought to re-use the samples

and assay design to do a serological study looking at the seroprevalence of anti-

bodies to the 8 canonical human astrovirus strains. Lena and Kevin had expressed

each of the 8 strain’s spike proteins as part of other projects, while I had curated

a set of serum samples and developed a relatively high-throughput assay that

could be performed with the BLI instrument. We were able to combine the two

resources, modifying the SARS-CoV-2 assay to use the astrovirus spikes as the

antigen probe, allowing a fairly quick study of astrovirus seroprevalence. We had

to be more creative with establishing our assay baseline and outcomes as astro-

virus is endemic worldwide and we couldn’t simply use ’pre-astrovirus’ serum as a

control like we could do with SARS-CoV-2. In the end, after some troubleshoot-

ing, BLI again proved to be a great tool in the serology arsenal. We published the

results of our human astrovirus seroprevalence assays as a paper in the journal

Viruses. Below is a reproduction of that research paper, which is available online

at https://doi.org/10.3390/v13060979.

Citation

Human Astrovirus 1–8 Seroprevalence Evaluation in a United States Adult Pop-

ulation.
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1.3.2 Abstract

Human astroviruses are an important cause of viral gastroenteritis globally, yet

few studies have investigated the serostatus of adults to establish rates of previous

infection. Here, we applied biolayer interferometry immunosorbent assay (BLI-

ISA), a recently developed serosurveillance technique, to measure the presence

of blood plasma IgG antibodies directed towards the human astrovirus capsid

spikes from serotypes 1–8 in a cross-sectional sample of a United States adult

population. The seroprevalence rates of IgG antibodies were 73% for human

astrovirus serotype 1, 62% for serotype 3, 52% for serotype 4, 29% for serotype 5,

27% for serotype 8, 22% for serotype 2, 8% for serotype 6, and 8% for serotype 7.

Notably, seroprevalence rates for capsid spike antigens correlate with neutralizing

antibody rates determined previously. This work is the first seroprevalence study

evaluating all eight classical human astrovirus serotypes.
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1.3.3 Introduction

Astroviruses are a diverse family of small, nonenveloped, positive-sense RNA

viruses that infect mammalian and avian species [1]. Astrovirus infection is linked

to a variety of disease manifestations, growth defects, and mortality in poultry

[2]. In mammals, astrovirus infection mainly causes viral gastroenteritis but can

also be asymptomatic [3,4] or cause neurological syndromes and encephalitis in

rare cases [5,6,7,8]. Human astroviruses are classified into three clades: classical

serotypes 1–8, where serotype 1 is the most prevalent globally [9,10,11], as well as

the emerging serotypes MLB and VA [5,8].

Human astroviruses (HAstVs) are a leading worldwide cause of viral gastroen-

teritis but are among the most poorly characterized enteric viruses [12]. Young

children, the elderly, and the immunocompromised are most threatened by astro-

virus infection, especially in developing countries [13,14,15,16,17,18,19,20]. World-

wide, human astrovirus infection accounts for approximately 2 to 9% of all acute

non-bacterial gastroenteritis in healthy children [21]. The United States sees an

estimated 3.9 million cases of astrovirus gastroenteritis each year [22]. How-

ever, immunofluorescence studies have demonstrated that about 75% of healthy

adults have anti-astrovirus antibodies targeting at least one of the eight classical

serotypes [23], and another investigation showed that seroprevalence of neutral-

izing antibodies increases with age [10]. These findings suggest that cases of

astrovirus gastroenteritis may be undercounted and that astrovirus disease may

actually be a common childhood infection.

Several lines of evidence highlight the importance of anti-astrovirus antibodies
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developed in childhood in preventing reinfection in adulthood. Firstly, astrovirus

infection is rare in adults [23]. Although approximately 75% of adults have anti-

astrovirus antibodies, clinical investigations in healthy volunteers determined that

more severe disease is associated with seronegativity for anti-astrovirus antibod-

ies [24,25]. Finally, immunoglobulin replacement therapy resolved a persistent

human astrovirus infection in an immunocompromised patient [26]. These studies

indicate that a vaccine and therapeutic antibodies could be developed to prevent

and/or treat human astrovirus gastroenteritis.

Previous structural studies have defined the structural domains of the human

astrovirus capsid (Figure 1.11A,B) [27,28,29,30]. The capsid core domain, which

forms the structural icosahedral shell encapsulating the viral genome, remains

highly conserved across all eight classical serotypes, ranging from 83.3–97.0% se-

quence identity between any two serotypes (Table 1.7). In contrast, the capsid

spike domain, which forms dimeric protrusions on the surface of the viral parti-

cle, is quite variable, with a spread of 41.4–75.7% sequence identity between any

two serotypes (Table 1.8). Prior work using enzyme-linked immunosorbent assays

showed that both the core and spike domains are antigenic [28].

Serosurveillance investigations bring the frequency of previous human astro-

virus infection in a particular cohort into focus, but only a few have been per-

formed on specific astrovirus subsets (classical serotypes 1–7, MLB1, HMOAstV-C

(VA1), or turkey astrovirus 2) or in specific populations (turkey growers and abat-

toir workers) (Table 1.9) [10,23,31,32,33,34,35,36]. Many of the studies focusing on

classical human astrovirus were conducted more than 20 years ago. Importantly,

no previous serological survey has evaluated seropositivity to all eight classical
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Figure 1.11 The human astrovirus capsid. (A) Schematic of the human
astrovirus capsid protein and the recombinant spike antigen used in this
study. (B) The mature human astrovirus particle, with the spike in cyan
and the core in dark blue (adapted from [28]).

Table 1.7 Sequence identity matrix across capsid core domains from
human astrovirus serotypes 1–8.

Table 1.8 Sequence identity matrix across capsid spike domains from
human astrovirus serotypes 1–8.

human astrovirus serotypes. In addition, these studies used a variety of human

astrovirus antigens to determine seroprevalence, including mature human astro-

virus particles, the full capsid protein, or capsid protein fragments (Table 1.9).
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However, studies that evaluate reactivity to the whole capsid are limited because

of the possibility of cross-reactive antibodies that may recognize the conserved core

domains of several serotypes. The use of the more variable capsid spike domain

as the antigen provides an opportunity to confidently evaluate serotype reactivity

across all eight serotypes. Here, we provide an updated report on the seropreva-

lence of each of the eight classical serotypes in a United States adult population,

as determined by biolayer interferometry immunosorbent assay (BLI-ISA) using

recombinant human astrovirus 1–8 capsid spikes (Spike 1–Spike 8) as the antigens

[37].

1.3.4 Materials and Methods

Human Astrovirus Capsid Sequences Used for Sequence Identity Stud-

ies

The accession numbers of sequences used for sequence alignments of the hu-

man astrovirus capsid core are as follows for serotypes 1 to 8 (Core- accession

number: residues (depository)): Core 1- AAC34717.1: 80-410 (Genbank), Core

2- AZB52195.1: 80-409 (Genbank), Core 3- Q9WFZ0: 82-412 (Uniprot), Core

4- Q3ZN05: 80-410 (Uniprot), Core 5- Q4TWH7: 79-409 (Uniprot), Core 6-

AZB52207.1: 80-410 (Genbank), Core 7- Q96818: 81-411 (Uniprot), and Core

8- Q9IFX1: 80-410 (Uniprot). The accession numbers of sequences used for se-

quence alignments of the human astrovirus capsid spike are as follows for serotypes

1 to 8 (Spike-accession number: residues (depository)): Spike 1-AAC34717.1: 430-

644 (Genbank), Spike 2-KY964327.1: 12-228 (Genbank), Spike 3-Q9WFZ0: 432-

645 (Uniprot), Spike 4-Q3ZN05: 430-644 (Uniprot), Spike 5-Q4TWH7: 429-641

(Uniprot), Spike 6-AZB52207.1: 430-642 (Genbank), Spike 7-Q96818: 431-644
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Table 1.9 Summary of previous human astrovirus serological surveys.

(Uniprot), and Spike 8- Q9IFX1: 431-644 (Uniprot).
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Reagents and Supplies

Anti-Penta-His (HIS1K) sensor tips (Sartorius ForteBio, Goettingen, Germany,

18-5120), Benzonase (Merck Millipore, Burlington, MA, USA, 71205), bovine

serum albumin (BSA) (Fisher, Hampton, NH, USA, BP1600), CD OptiCHO ex-

pression medium (Gibco, Thermo Fisher Scientific, Waltham, MA, USA, 12681-

029), CHO CD EfficientFeed A (Gibco, Thermo Fisher Scientific, Waltham, MA,

USA, A10234-01), ChonBlock (Chondrex, Woodinville, WA, USA, 9068), 4 nm

Colloidal Gold-AffiniPure Goat Anti-Human IgG Fcγ fragment-specific (Jackson

ImmunoResearch, West Grove, PA, USA, 109-185-170) rehydrated in 1 mL deion-

ized water per the manufacturer’s instructions, 4 nm Colloidal Gold-AffiniPure

Goat Anti-Rabbit IgG (H + L) (Jackson ImmunoResearch, West Grove, PA,

USA, 111-185-144) rehydrated in 1 mL deionized water per the manufacturer’s

instructions, glucose (Sigma Aldrich, St. Louis, MO, USA, G8769), 1 mL Hi-

Trap Protein A HP column (GE Healthcare, Chicago, IL, USA, 17-0402-03), HT

supplement (Gibco, Thermo Fisher Scientific, Waltham, MA, USA, 11067-030),

L-glutamine (Gibco, Thermo Fisher Scientific, Waltham, MA, USA, 35050-061),

phosphate buffered saline (PBS) tablets (Sigma Aldrich, St. Louis, MO, USA,

P4417), Pierce IgG Elution Buffer (Thermo Fisher Scientific, Waltham, MA, USA,

21004), Pierce Normal Rabbit Serum Control (Thermo Fisher Scientific, Waltham,

MA, USA, 31884), Pierce Protein A IgG Binding Buffer (Thermo Fisher Scien-

tific, Waltham, MA, USA, 21001), Pluronic F68 (Gibco, Thermo Fisher Scien-

tific, Waltham, MA, USA, 24040-032), protease inhibitor cocktail set V EDTA-

free (MilliporeSigma, Burlington, Massachusetts, USA, 539137), sodium butyrate

(Sigma-Aldrich B5887), Superdex 75 10/300 and 16/600 (Cytiva, Marlborough,

MA, USA), TALON metal affinity resin (GE Healthcare, Chicago, IL, USA, 28-
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9574-99), tilted-bottom (TW384) microplates (Sartorius ForteBio, Goettingen,

Germany, 18-5080), Tween-20 (Fisher, Hampton, NH, USA, BP337), yeastolate

(BD Biosciences, San Jose, CA, USA, 292804).

Expression and Purification of Human Astrovirus Spikes 1–8

Synthetic cDNA encoding Spike 1 (residues 429-645, accession AAC34717.1 (Gen-

bank)), Spike 2 (residues 12-228, accession KY964327.1 (Genbank), a partial

HAstV2 capsid sequence), Spike 3 (residues 431-647, accession Q9WFZ0 (Uniprot)),

Spike 4 (residues 429-646, accession Q3ZN05 (Uniprot)), Spike 5 (residues 428-644,

accession Q4TWH7 (Uniprot)), Spike 6 (residues 429-644, accession AZB52207.1

(Genbank)), Spike 7 (residues 430-646, accession Q96818 (Uniprot)), or Spike

8 (residues 429-647, accession Q9IFX1 (Uniprot)) were cloned separately into

pET52b (EMD Millipore) in frame with a C-terminal linker, thrombin cleavage

site, and 10-Histidine tag. The plasmids were verified by DNA sequencing. Spike

plasmids were transformed into E. coli strain BL21 (DE3). Expression was in-

duced with 1 mM IPTG and carried out at 18 °C for 16 h. Cell pellets were

resuspended in 20 mM Tris-HCl pH 8.0, 500 mM NaCl, 20 mM imidazole (Buffer

A) containing 2 mM MgCl2, 0.0125 U/µL benzonase, and 1x protease inhibitor

cocktail set V EDTA-free. Cells were lysed using ultrasonication, and spikes were

batch purified using TALON metal affinity resin. Elutions were carried out using

Buffer A with 500 mM imidazole. Spikes were dialyzed into 10 mM Tris-HCl

pH 8.0, 150 mM NaCl (TBS) with 1 mM DTT and purified using size exclusion

chromatography in TBS with a Superdex 75 16/600 (Spikes 1, 2, 5, 7, and 8) or

Superdex 75 10/300 column (Spikes 3, 4, and 6).
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Expression and Purification of the SARS-CoV-2 RBD

The SARS-CoV-2 receptor-binding domain (RBD) in frame with a 10-Histidine

tag and AviTag at the C-terminus was expressed and purified, as described in [37].

Expression and Purification of Recombinant mAb 3B4

Mouse hybridoma cells producing mAb 3B4 were generated, as reported in [38].

The amino acid sequences of the mAb 3B4 variable regions were identified as de-

scribed in [39], allowing for recombinant antibody expression. Synthetic cDNA

encoding the 3B4 kappa and heavy chain variable regions (Integrated DNA Tech-

nologies, Coralville, IA, USA) was cloned by Gibson assembly into the two pCMV-

VRC01 antibody backbone vectors for light and for heavy chains, which contain

the constant regions of VRC01, a human anti-HIV antibody targeting the gp120

protein [40]. Cloned sequences were in frame with an N-terminal secretion sig-

nal sequence. The resulting expression plasmids, pCMV-VRC01_3B4_kappa and

pCMV-VRC01_3B4_heavy, contain the variable regions from the original mouse

antibody 3B4 and the constant regions from a human IgG1 antibody under the

control of the human cytomegalovirus promoter. The plasmids were verified by

DNA sequencing. The expression plasmids were used in a 1:1 ratio to electropo-

rate Chinese Hamster Ovary suspension (CHO-S) cells using the MaxCyte system.

Recombinant mAb 3B4 was expressed for 8 days by CHO-S cells growing in CD

OptiCHO expression medium supplemented with 1 mM sodium butyrate, 8 mM

L-glutamine, 1× HT supplement, and 0.1% Pluronic F68 at 32 °C with 125 rpm

shaking. Every 24 h, cells were fed with CHO CD EfficientFeed A supplemented

with 7 mM L-glutamine, 5.5% glucose, and 23.4 g/L yeastolate. After 8 days,

cells were pelleted and medium containing secreted mAb 3B4 was diluted 1:1
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with Pierce Protein A IgG Binding Buffer and 0.22-µM filtered. The sample was

loaded onto a pre-equilibrated 1 mL HiTrap Protein A HP column. The column

was washed with Pierce Protein A IgG Binding Buffer and elution was accom-

plished with low pH Pierce IgG Elution Buffer. Acidic elutions were neutralized

by 2 M Tris pH 8.0 to 10% of the final volume.

Generation of Rabbit Polyclonal Serum to Human Astrovirus 1

Rabbit polyclonal serum to human astrovirus 1 was generated as described in [41].

Human Plasma Samples

Human plasma samples were obtained from Discovery Life Sciences. These 63

de-identified samples were collected from adults ages 19–78 (31 male, 32 female)

between 2012–2016 (before the emergence of SARS-CoV-2). Plasma samples were

heated at 56 °C for 1 h before use. Appendix table A.1 includes information

on patient age, sex, ethnicity, and race as well as date and location of sample

collection.

Biolayer Interferometry Immunosorbent Assay

BLI-ISA studies were performed on an Octet RED384 instrument at 22 °C with

shaking at 1000 rpm. BLI-ISA assay buffer consists of PBS pH 7.4, 2% BSA, and

0.1% Tween-20, which was 0.22-µm filtered. Before use, Anti-Penta-His (HIS1K)

biosensors were placed into the wells of a biosensor-holding plate and pre-hydrated

in BLI-ISA buffer for at least 10 min. Tilted-bottom 384-well microplates were

loaded with 48 µL per well. The assay plate was prepared as follows: column

1 (BLI-ISA buffer), column 2 (10 nM His-tagged human astrovirus spikes 1–8

or 70 nM His-tagged SARS-CoV-2 RBD in BLI-ISA buffer), column 3 (a 1:4
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dilution of ChonBlock in BLI-ISA buffer), column 4 (a 1:8 dilution of plasma

samples: 6 µL plasma + 42 µL ChonBlock/BLI-ISA buffer), column 5 (BLI-ISA

buffer), and column 6 (4 nm Colloidal Gold-AffiniPure Goat Anti-Human IgG or 4

nm Colloidal Gold-AffiniPure Goat Anti-Rabbit IgG secondary antibody diluted

1:10 in BLI-ISA buffer). The BLI-ISA method was set as follows, with minimal

adaptation from [37]. Baseline 1 (60 s) in column 1 (Equilibration), Loading (180

s) in column 2 (Antigen Loading: human astrovirus spikes 1–8 or SARS-CoV-2

RBD), Baseline 2 (60 s) in column 3 (Wash), Association 1 (600 s) in column 4

(Total Antibody Binding), Baseline 3 (60 s) in column 5 (Wash), and Association

2 (180 s) in column 6 (Detection: anti-human IgG-gold or anti-rabbit IgG-gold).

Loading of 10 nM spikes or 70 nM SARS-CoV-2 RBD over 180 s onto Anti-Penta-

His sensor tips resulted in a wavelength shift loading signal of 0.55 nm. Analysis

of BLI-ISA data was performed and automated as previously described in [37].

1.3.5 Results

First, we expressed recombinant Spike 1–Spike 8 antigens in E. coli and puri-

fied them by affinity chromatography and size exclusion chromatography. Purity

was verified by SDS-PAGE (Figure 1.12A). Comparison of elution volumes for

spike antigens to elution volumes for gel filtration standards confirmed that the

spikes form dimers in solution (Figure 1.12B,C), consistent with structural studies

[27,28,30].

We then used the recombinant spike antigens in a biolayer interferometry im-

munosorbent assay (BLI-ISA). BLI-ISA is a recently developed method for rapid

and semi-quantitative measurement of antibodies in blood plasma directed to-

wards a particular antigen [37]. In a simple dip-and-read format, the binding of
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Figure 1.12 Purification of recombinant human astrovirus 1–8 capsid
spikes (Spike 1–Spike 8). (A) Reducing SDS-PAGE of purified recom-
binant Spikes 1–8 (S1–S8). (B) Size exclusion chromatography column
(Superdex 75 16/600) traces of Spikes 1, 2, 5, 7, and 8. (C) Size exclusion
chromatography column (Superdex 75 10/300) traces of Spikes 3, 4, and
6. Size-exclusion chromatography confirmed that the purified spikes are
folded and form dimers in solution.

biomolecules to fiber-optic biosensors is measured in real time through a shift in

the wavelength of the reflected light upon binding, with results available in 20

min. After an initial equilibration, the biosensors are loaded with the antigen

of interest. Next, the antigen-loaded biosensors are washed and placed into di-

luted plasma to allow binding of antibodies to the antigen. After another wash,

the antigen/antibody-coated biosensors are dipped into wells containing isotype-

specific binding reagents, such as colloidal gold-conjugated anti-human IgG, and

a wavelength shift detection signal is measured (Figure 3A). BLI-ISA was orig-

inally established as a tool for serosurveillance of SARS-CoV-2 [37]. During its

development, known SARS-CoV-2 seropositive and seronegative plasma samples

were first validated by a standard dilution-series enzyme-linked immunosorbent

assay (ELISA) starting at a 1:50 dilution. Importantly, trends observed in subse-

quent 1:8 single-dilution BLI-ISA measurements of those samples correlated with

area-under-the-curve calculations from the dilution-series ELISA, indicating that

BLI-ISA can identify the variation in antibody levels in seropositive samples at

this plasma dilution.
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Figure 1.13 Validation of BLI-ISA for the detection of plasma IgG an-
tibodies to human astrovirus capsid spikes. (A) BLI-ISA schematic of
the IgG antibody detection step. This image was created with BioRen-
der.com. (B) BLI-ISA detection of control sera. Spike 1, SARS-CoV-2
RBD, or no antigen were loaded onto biosensors and placed into 1:100
normal rabbit serum, 1:100 anti-human astrovirus 1 rabbit serum, or 25
nM mAb 3B4 in 1:100 normal rabbit serum. Bound antibodies were de-
tected with anti-human-IgG-gold or anti-rabbit-IgG-gold. (C) Dilution-
series BLI-ISA using Spike 1 (triangles) and RBD (circles) as antigens and
representative strong astrovirus 1 seropositive (DLS-33, blue), moderate
astrovirus 1 seropositive (DLS-17, cyan, and DLS-27, purple), weak as-
trovirus 1 seropositive (DLS-29, yellow, and DLS-60, red), and astrovirus
1 seronegative (DLS-44, green) plasma samples.

To confirm whether BLI-ISA can be applied to human astrovirus serosurveil-

lance, we assessed Spike 1 antigen binding with commercially available normal

rabbit serum and rabbit serum positive for human astrovirus serotype 1 [41]. As a

positive control, monoclonal antibody (mAb) 3B4, a recombinant mouse–human

chimeric antibody containing mouse variable regions that target Spike 1, was

added to normal rabbit serum (Figure 3B). We also tested the specificity of

our detection reagents, colloidal gold-conjugated anti-human IgG and colloidal

gold-conjugated anti-rabbit IgG, in a 1:10 dilution. We loaded either Spike 1,

the SARS-CoV-2 receptor-binding domain (RBD) negative control antigen, or no
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antigen onto the biosensor tips and dipped them into the indicated sera. Back-

ground signals were observed in all samples with a 1:100 dilution of normal rabbit

serum, indicating a lack of anti-Spike 1 and anti-RBD antibodies in the serum, as

well as low non-specific binding of the serum to the empty biosensor tip. When

Spike 1 was loaded onto the biosensor and dipped into a 1:100 dilution of anti-

human astrovirus 1 rabbit serum, a robust signal emerged when detected with

the anti-rabbit-IgG-gold reagent (Figure 3B, blue) but not the anti-human-IgG-

gold reagent, indicating the high specificity of the anti-rabbit-IgG-gold reagent.

The background signal was observed for RBD-loaded and “No antigen” biosen-

sors. Finally, we added 25 nM mAb 3B4 to a 1:100 dilution of normal rabbit

serum into which we dipped Spike 1-loaded biosensors. We noted a strong sig-

nal when the sample was detected with the anti-human-IgG-gold reagent (Figure

1.13B, green) but not the anti-rabbit-IgG-gold reagent, showing the precision of

the anti-human-IgG-gold reagent. Background signal was exhibited for RBD- and

no antigen-loaded biosensors also in this case.

Next, we conducted dilution-series experiments to assess the optimal human

plasma dilution to use in BLI-ISA serological assays for human astrovirus. Dzimi-

anski et al. established a 1:8 plasma dilution as optimal after recent SARS-CoV-2

exposure, providing an estimate of the dilution range for serosurveillance stud-

ies using other antigens [37]. Sixty-three human plasma samples were collected

between 2012–2016 (pre-SARS-CoV-2) from a randomized cross-sectional sample

of the population in the United States, adults ages 19–78 (Supplementary Table

S1). We performed dilution-series BLI-ISA on a representative subset of these

plasma samples using Spike 1 as the antigen (Figure 1.13C). As a control for non-

specific binding, the SARS-CoV-2 RBD was loaded onto the biosensors instead of
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Spike 1. The selected plasma samples include a strongly astrovirus 1-seropositive

sample (DLS-33), two moderately astrovirus 1-seropositive samples (DLS-17 and

DLS-27), two weakly astrovirus 1-seropositive samples (DLS-29 and DLS-60), and

an astrovirus 1-seronegative sample (DLS-44) to represent the diversity of signals

in a single-dilution assay. Each point was performed in duplicate. We loaded

either Spike 1 or RBD onto the biosensors and then dipped into 1:4, 1:8, 1:16, or

1:32 dilutions of the indicated plasma. Detection signal at the 1:8 dilution com-

pared to the 1:16 and 1:32 dilutions showed dose-dependent improvement for weak

seropositives DLS-29 and DLS-60, as well as moderate seropositives DLS-17 and

DLS-27 while maintaining low signal for the DLS-44 seronegative as well as the

RBD-loaded background samples. While an even higher signal was observed for

these weakly and moderately seropositive samples at the 1:4 dilution, compared

to the 1:8 dilution, strong seropositive DLS-33 appears to reach signal saturation

at the 1:8 dilution, with little signal improvement at the 1:4 dilution. In addi-

tion, seronegative sample DLS-44 and several of the RBD-loaded control samples

showed non-specific signals at the 1:4 dilution but remained at background levels

with the 1:8, 1:16, and 1:32 dilutions. Thus, we identified the 1:8 plasma dilution

as optimal to maximize the dynamic range of the assay.

After validation of the control samples and confirmation of the optimal 1:8

plasma dilution, we used BLI-ISA to determine the seroprevalence of antibodies

in the 63 human plasma samples to HAstV spikes from serotypes 1 to 8 (Figure

1.14 and Table 1.10). This investigation, using BLI-ISA to assess the unknown

serostatus of individuals, is the first of its kind. Signals for each plasma sample

to SARS-CoV-2 RBD were measured to establish each sample’s background de-

tection value. To reduce inter-sample variability and prevent false positives from
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high-background samples, each sample’s spike reactivity signal was subtracted by

its own RBD reactivity signal to generate a background-corrected detection value.

The variability in plasma reactivity to RBD was used to estimate a seropositiv-

ity cut-off of four times the standard deviation of background binding to RBD.

Overall, the percentage of samples containing IgG antibodies targeting the spike

protein was the highest for human astrovirus serotype 1 (46/63, 73%), followed

by serotype 3 (39/63, 62%), serotype 4 (33/63, 52%), serotype 5 (18/63, 29%),

serotype 8 (17/63, 27%), serotype 2 (14/63, 22%), serotype 6 (5/63, 8%), and

serotype 7 (5/63, 8%), which is in accordance with a comprehensive human as-

trovirus serosurveillance study conducted by Koopmans et al. in the Netherlands

23 years ago (Table 1.9) [10].

1.3.6 Discussion

Here, we evaluate the seroprevalence of plasma antibodies towards human as-

trovirus serotypes 1–8 in a cross-sectional sample of United States adults. We

adapted BLI-ISA, a recently developed method for the rapid and semi-quantitative

measurement of plasma antibodies, to measure IgG antibodies against recom-

binant human astrovirus 1–8 capsid spikes (Spike 1–Spike 8). We chose Spike

1–Spike 8 as antigens for their ease of production in E. coli and for their variable

sequence identity (41.4–75.7%) which should minimize antibody cross-reactivity

between spikes from different serotypes. Indeed, most known neutralizing mono-

clonal antibodies that target the spike are serotype specific [38,41,42], suggesting

that total antibody levels against individual spikes should show minimal cross-

reactivity. Plasma dilution series confirm that BLI-ISA is semi-quantitative, and

a plasma dilution of 1:8 was selected as the ideal dilution to maximize the dynamic
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Figure 1.14 Human plasma IgG reactivity to human astrovirus spike
proteins. Data are displayed as swarm plots, with each dot representing
the signal for one individual for the indicated antigen. For samples with
the RBD antigen, each sample’s RBD reactivity signal was subtracted by
the mean RBD reactivity signal (0.07 nm) to center samples around zero.
The dashed line indicates four standard deviations above zero for the
RBD samples (0.12 nm), and the printed percentages denote the number
of samples above the line. For samples with the spike antigens, each
sample’s spike reactivity signal was subtracted by its own RBD reactivity
signal to generate a background-corrected signal.

range of the BLI-ISA signals and minimize background signal using biosensors

coated with a negative control antigen, the SARS-CoV-2 RBD, which should be

non-reactive for antibodies in plasma collected before 2019 such as those in this

study. Of note, a plasma dilution of 1:8 was also chosen to measure levels of

antibodies to the SARS-CoV-2 RBD after recent SARS-CoV-2 exposure during

BLI-ISA method development [37]. Time since exposure to human astrovirus is

unknown for the samples in our study, yet the optimal plasma dilution remained

1:8. Therefore, BLI-ISA is a sensitive method that can detect antibodies elicited

by an immune response which occurred potentially decades before plasma sample

collection, while requiring very little plasma (6 µL total per sample per antigen).
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Table 1.10 Heat map of individual human plasma IgG reactivity to
human astrovirus spike antigens
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This study estimates the seroprevalence rates, in order of prevalence, as 73%

for HAstV1, 62% for HAstV3, 52% for HAstV4, 29% for HAstV5, 27% for HAstV8,

22% for HAstV2, 8% for HAstV6, and 8% for HAstV7. These findings are con-

sistent with previous seroprevalence studies, as well as genotypic surveillance

studies identifying human astrovirus 1 as the most prevalent serotype/genotype

[9,10,11,12]. This result is also consistent with a previous seroprevalence study

in identifying human astrovirus serotypes 3, 4, and 5 as having the next high-

est prevalence after serotype 1 (Table 1.9) [10]. We extend previous work by

evaluating seroprevalence for human astrovirus serotype 8 for the first time and

determine that it is relatively high at 27%, an unexpected observation given that

it was discovered after serotypes 6 and 7, which have relatively low seroprevalence

rates of 8% each. We note that seroprevalence rates in this study are likely modest

estimates based upon a signal threshold of four times the standard deviation of

the samples with a negative control antigen. Indeed, many individual samples

had signals for spikes that were two or three times their own background signal

yet did not meet the conservative criteria for seropositivity in this study.

Critically, seroprevalence rates for recombinant human astrovirus capsid spike

antigens correlate closely with neutralizing antibody rates, determined previously

(Table 1.9) [10]. This finding is significant because neutralizing antibodies are

often a marker of protection from viral infection. While correlates of protection

have yet to be defined for human astrovirus infection, there are some studies

suggesting that antibodies are protective [23,24,25,26]. The observation that an-

tibodies to the human astrovirus capsid spike correlate with virus neutralization

is not entirely surprising, given previous evidence. Specifically, studies of HAstV-
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neutralizing monoclonal antibodies have identified that their epitopes reside on

the spike domain or the capsid fragments that contains the spike domain, VP24

and VP26 [38,41,42,43]. Moreover, while both the capsid core and capsid spike

domains stimulate antibody production in mice and rabbits, only antibodies to

the spike show neutralizing activity [28,38,41]. Thus, plasma IgG levels against

human astrovirus capsid spikes may provide a useful estimate of neutralizing an-

tibody levels.

Finally, we present Table 1.10 as a heatmap of antibody levels of each individ-

ual for human astrovirus 1–8 capsid spikes. Individuals were clustered using the

Ward distance minimization algorithm to identify trends in seropositivity. We

find that every individual has reactivity to at least one serotype of spike and,

on average, individuals are seropositive for about 3 human astrovirus serotypes.

While no sample had reactivity to all 8 spikes, one sample had reactivity to 7

spikes (DLS-15). A few samples were only weakly to moderately seropositive to

only one or two spikes (DLS-13, -57, -60). We examined the data for correlations

in sample positivity between any two serotypes, indicating potential antibody

cross-reactivity, but did not identify any trends. Interestingly, clustering revealed

a trend in individuals with high seroreactivity for one spike from either HAstV1,

-3, or -4 (which have the highest seroprevalence) in that these individuals rarely

have high seroreactivity to another spike from these prevalent serotypes. This

result might indicate that a strong antibody response to a first infection provides

partial protection to an infection by a different serotype, resulting in a weaker an-

tibody response to the different serotype. However, further research is necessary

to explore this possibility.
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Chapter Two

Aiding development of

antibody-based cancer therapeutics

This chapter highlights my work in the cancer therapeutics space. In the first

section, different techniques for identifying tumor-specific cell surface proteins are

implemented and evaluated. The goal behind uncovering highly expressed surface

proteins on tumors is to both enable diagnostic techniques that may allow early

tumor detection, as well as identification of targets for antibody biologics or CAR-

T cell therapies. To achieve this goal, a large dataset of RNAseq data from The

Cancer Genome Atlas (TCGA) project was interrogated.

In the next section, the epitope of lirilumab, an immune checkpoint inhibitor

antibody, is investigated. This antibody is meant to enhance the activity of natu-

ral killer (NK) cells by repressing inhibitory signaling of the KIR family of NK cell

receptors. Lirilumab is in clinical trials for a variety of cancer indications where it

is being tested on its own, as well as in combination with other antibody therapeu-

tics or conventional chemotherapeutic agents. Because NK cells are the immune

system’s effectors of antibody dependent cellular cytotoxicity, enhancing NK cell

activity could pair exceptionally well with other tumor-targeting antibodies.
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2.1 Differentiating between tumor biopsies and nor-

mal cells in the TCGA dataset using targetable

cell-surface gene sets

2.1.1 Preface

This Section contains project work inspired by my coursework in Angela Brooks’

RNA bioinformatics class and Chris Vollmer’s data visualization course. The goal

of the work was to use RNA-seq data from both tumor and normal cell biopsies

taken from throughout the body to identify proteins that are uniquely expressed

(or at least have uniquely high expression levels) in tumor subtypes. Additionally,

I wanted to compare methods for extracting those potential outlier genes – partic-

ularly dimensionality reduction techniques like PCA, simpler statistical methods,

and (at the time) mainstream differential expression packages (DESeq).

2.1.2 Abstract

The cancer genome atlas project (TCGA) represents one of the largest sources

of mRNA-seq data collected from human tumors. The expression profile of CD,

receptor tyrosine kinase, and nuclear hormone receptor transcripts within this

data set was investigated using a number of methods including DESeq and t-

SNE based clustering. These gene families mediate cell-to-cell communication,

adhesion, immune recognition, and hormone response among many roles. By

identifying unique expression patterns in TCGA tumor cohorts, mechanisms these

cancers use to co-opt host resources, evade the immune system, and proliferate

may be identified. Highly expressed members of these cell-surface protein families

105



could also serve as targets for immunotherapies or even small molecule drugs. Here

it is shown that TCGA tumor cohorts can be distinguished from TCGA normals

using this small, targetable set of 486 genes. Initial insights into the genes within

this set that may represent therapeutic targets are discussed.

2.1.3 Introduction

The classical view of cancer genomics is summed up well in Vogelstein’s review

‘Cancer Genome Landscapes’[41] – the focus has been on identifying highly mu-

tated genes, and in particular, so-called driver genes that are the catalysts for a

tissue’s transformation into a tumor. Cancer genome sequencing projects like the

Cancer Genome Atlas strove to provide the data needed to identify these drivers,

and now it is not difficult to identify highly mutated genes among the cancer biop-

sies sequenced as part of the TCGA project. [44] However, it is still a challenge

to correlate even the most probable ‘driver’ genes to expected survival and a big-

ger challenge still to choose an appropriate therapy based on a patient’s cancer

phenotype. Gene transcription data now accessible via mRNA-seq experiments

allows another view into the ‘life’ of a cancer, specifically its transcriptome and by

proxy its proteome, which can inform us of the effects of the mutations observed

via genome sequencing. The author would argue that a tumor’s proteome is a

better indicator of what sort of therapy might effectively kill it.

One way to take advantage of transcriptome/proteome data is to find highly ex-

pressed cell surface proteins that can be used to identify tumors such that targeted

therapies like antibodies can be trained to find and eliminate tumor cells.[33] This

strategy has increased in popularity dramatically since the 1990s: up to 2001,

approximately 30 human mAbs were clinically evaluated – now the cumulative
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number of clinically investigated antibodies is greater than 150 with the majority

developed for cancer indications. [26] Despite these advantages, mAbs still face

significant hurdles including immunogenicity of the antibodies themselves [34],

high production costs, and challenges in formulation and administration. The

three basic mechanisms by which antibody therapeutics act is by interruption

of a protein function, recruitment of the effector arm of the immune system (e.g.

NK cells, granulocytes, complement proteins), or by carrying a ‘warhead’ to a tar-

get. [43] Currently this methodology has been successful primarily in leukemias

and lymphomas, where the antibody is targeted to B-cell specific lectins like CD22,

but solid tumors have also been successfully targeted like in the HER2-targeting

Herceptin for HER2 positive breast cancers. [43]

Here the transcription of ‘clusters of differentiation’ (CD), receptor tyrosine ki-

nase (RTK), and nuclear hormone receptor (nH) genes are investigated as a proof

of concept for methods of identifying tumors with unusual protein expression.

Both the CD and RTK gene families are cell surface proteins of which at least

one member is already the target of an antibody therapeutic or other therapy in

the clinic or in development (e.g. CD20 and HER2;[24] VEGF[24] and PTK7[8]).

The CD genes are a family of proteins closely tied to the immune system contain-

ing numerous immunoglubulin containing proteins, lectins, selectins, and other

proteins involved in cell-cell recognition and communication. [14] RTKs can have

dramatic effects on protein expression in response to cytokines, hormones, and

growth factors and are known to be important in angiogenesis, development, and

oncogenic processes.[21] The nuclear hormone receptor gene set was added to aid in

differentiating between androgen dependent tumors like breast cancer. The tran-

scription of these genes was evaluated using TCGA mRNA-seq data processed

with the TOIL pipeline[40] that used RSEM [22] to quantify gene expression.
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Gene expression data from normal cell biopsies and primary tumors was clus-

tered using t-SNE, which showed generally robust separation between tumors and

normal cells, indicating the CD/RTK/nH gene set is suitable to differentiate be-

tween some cancers and the normal cells in TCGA cohorts. The genes driving the

separation of primary tumors and normal cells were assessed using a number of

techniques including analysis with DESeq2. [23]

2.1.4 Methods

The mRNAseq data used in this study is available at the TOIL hub of the UCSC

Xena browser (https://toil.xenahubs.net). Specifically, RSEM expected counts

data from the TCGA Pan-cancer cohort was used. A metadata table covering most

of these samples is available at Synapse (https://www.synapse.org/#!Synapse:

syn7248855). To prepare data for analyses, a Python program was written that

can remove genes with low variance and subset the bulk RSEM data table by

cohort, sample type, and gene set. The output are csv files containing the data

matrix subset accompanied by a row-matched metadata subset for easy import

into programs like DESeq2. The Python package sklearn was used for the t-SNE

and PCA based clustering, which was incorporated into a program that takes the

data & metadata output generated previously and plots 2D representations of the

computed similarity between samples’ gene transcription.

Prior to analysis with DESeq2, RSEM’s expected count values were rounded

to the nearest integer and all entries were incremented by 1 pseudocount. Here,

a single cohort’s primary tumor samples were compared to all normals with more

than 20 samples in the same cohort. An example DESeq run is shown below,

where ‘reduced_data.csv’ and ‘col_data.csv’ correspond to the data and metadata
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matrices, respectively.

> dd <- read.csv("reduced_data.csv", header = TRUE,

row.names = 1, check.names = False)

> dd <- round(dd)

> dd <- dd + 1

> col_data <- read.csv("col_data.csv")

> ddsmat <- DESeqDataSetFromMatrix(countData= dd, colData= col_data,

design= ~ sample_type)

> dds <- DESeq(ddsmat, parallel = TRUE)

> results <- results(dds, parallel = TRUE)

> sum(res$padj < 0.01, na.rm = TRUE)

[1] 138

> res_ordered <- results[order(results$padj),]

> res_ordered <- as.data.frame(res_ordered)[1:138,]

> write.csv(res_ordered, file = "deseq_results.csv")

After exporting the significant (p-adj < 0.01) differentially expressed genes,

they were sorted by greatest-fold increase in gene expression in the primary tumor

sample type to show genes that may be targetable or used to identify tumors. In

cohorts like BRCA where there are both ’TP’ and ’NT’ sample types, it is possible

to run deseq with the parameter ‘design = ∼ sample_type + disease’ where disease

corresponds to cohort.

See Table 2.3 for a full list of TCGA cohorts and the number of samples

within each sample type. CD and RTK, and nuclear hormone receptor genes used

in this study were ripped from HUGO’s gene database, simply using all genes in

the respective categories and removing any overlap between categories.[14]
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2.1.5 Results

A subset of TCGA tumor cohorts were analyzed using t-SNE based dimension-

ality reduction to assess whether the CD-RTK-nH gene set would be effective

for differentiating between primary tumors and TCGA normals. For this trial

analysis, DLBC, PAAD, BRCA, and the lung carcinomas LUAD and LUSC were

chosen because these cancers are either high occurrence (lung, breast), high lethal-

ity (pancreatic), or act as controls where genes in this gene set are already used

clinically to identify or treat disease (DLBC). All four t-SNE analyses (figure 2.1)

showed excellent separation from TCGA normals to the author’s eye. These same

data were also investigated with DESeq2 to potentially identify the genes within

the CD-RTK-nH gene set that drove the separation between samples in the t-SNE

analyses (Table 2.1 and Table 2.2). Genes with log2 fold change higher than 1 are

shown for the DLBC cohort and higher than 0.45 for the PAAD, BRCA and LUSC

cohorts. In these DESeq analyses, Fc receptor like proteins and TNF-related pro-

teins (like CD70 and TNFRS- family genes) appeared most frequently. Figure

2.2 plots expression of a subset of these ‘hits’ across all TCGA cohorts, using a

visualization provided at firebrowse.org.[3]

Dimensionality reduction techniques like PCA could also be used to identify genes

with unique expression patterns. After clustering with PCA, the eigenvectors be-

hind each principle component can be decomposed to pull out the most significant

contributory elements to the observed clustering. Here, where the original data

are a set of transcript counts for our surface marker gene set, those major contrib-

utors to each principle component could be unique targetable genes. In Fig 2.3

the clustering achieved by PCA is shown at the top left. Then, expression across

the TCGA dataset was plotted for the genes with the greatest contributions to the
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Figure 2.1 Plots showing t-SNE based dimensionality reduction using
the CD-RTK-nH gene set with TCGA normals and A: DLBC primary
tumors, B: pancreatic adenocarcinoma tumors, C: breast adenocarcinoma
tumors, and D: lung adenocarcinoma and squamous cell carcinomatumors
. t-SNE was performed using the scikit-learn python package with a
euclidean-based distance matrix, perplexity = 30, and default settings
for remaining parameters. Plotted using matplotlib and seaborn, labels
were applied automatically based on the coordinates of the median value
for a given cohort:sample-type.
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Figure 2.2 Expression log2 histograms across all TCGA co-
horts (excluding duplicate ‘pan’ cohorts e.g. KIPAN, COADREAD)
for MS4A1 (CD20), RET, TNFSF18, and HMMR. Made at fire-
browse.org/viewGene.html.

112



Figure 2.3 Identifying Differential Expression of Tumor Antigens - Com-
paring PCA and DEseq. RNAseq data from the set of 5̃00 CD, RTK, and
nH genes was used to generate the PCA, TSNE, and swarm plots. The
expression of genes with the largest contributions to the first two principle
components and the genes with the most significant p-values identified
by DESeq2 are plotted.
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Cohort Gene log2 fold change p-adj Gene description

DLBC-TP CD79B 7.82 0.0E+00 CD79b molecule
CD19 7.63 1.9E-140 CD19 molecule

FCRL3 7.42 6.0E-176 Fc receptor like 3
MS4A1 7.25 1.0E-103 membrane spanning 4-domains A1
FCRL2 7.03 1.0E-122 Fc receptor like 2

TNFRSF13B 6.78 2.7E-113 TNF receptor superfamily member 13B
IL21R 6.59 1.6E-261 interleukin 21 receptor
FCER2 6.45 1.2E-92 Fc fragment of IgE receptor II
LILRA4 6.38 4.0E-144 leukocyte immunoglobulin like receptor A4
CD70 6.32 6.0E-132 CD70 molecule

TNFRSF13C 6.3 3.3E-125 TNF receptor superfamily member 13C
CD72 6.29 0.0E+00 CD72 molecule

CD79A 6.11 7.6E-72 CD79a molecule
FCRL5 5.96 1.5E-91 Fc receptor like 5
CD22 5.48 2.1E-96 CD22 molecule
CD27 5.31 9.4E-112 CD27 molecule
TLR10 5.28 8.4E-120 toll like receptor 10
CD37 5.25 2.0E-180 CD37 molecule

FCRL1 5.24 7.4E-67 Fc receptor like 1
PAAD-TP ADAM8 3.31 0.0E+00 ADAM metallopeptidase domain 8

SEMA7A 2.91 4.0E-205 semaphorin 7A (John Milton Hagen blood group)
CEACAM6 2.83 1.2E-26 carcinoembryonic antigen related cell adhesion molecule 6

MST1R 2.72 2.8E-98 macrophage stimulating 1 receptor
TNFSF11 2.58 5.0E-51 TNF superfamily member 11
PLAUR 2.25 1.4E-106 plasminogen activator, urokinase receptor
MUC1 1.84 6.2E-35 mucin 1, cell surface associated
CD70 1.79 2.1E-49 CD70 molecule
ITGB4 1.75 4.7E-43 integrin subunit beta 4
IL2RA 1.67 1.5E-71 interleukin 2 receptor subunit alpha

CEACAM5 1.6 3.3E-07 carcinoembryonic antigen related cell adhesion molecule 5
CCR8 1.55 6.1E-61 C-C motif chemokine receptor 8
IL2RG 1.52 2.1E-49 interleukin 2 receptor subunit gamma

TNFSF4 1.36 6.5E-48 TNF superfamily member 4
LAIR2 1.35 2.1E-29 leukocyte associated immunoglobulin like receptor 2
HMMR 1.32 4.0E-25 hyaluronan mediated motility receptor
CD72 1.29 2.6E-52 CD72 molecule
CD55 1.29 6.6E-35 CD55 molecule (Cromer blood group)
FUT3 1.25 7.2E-09 fucosyltransferase 3 (Lewis blood group)

Table 2.1 “Highly expressed" CD/RTK/nH genes identified using DE-
Seq2 from the TCGA cohorts DLBC and PAAD primary tumors. DESeq
was run comparing the cohorts ‘TP’ samples to ‘NT’ samples from all
cohorts with at least 20 normal samples. Gene descriptions from HUGO.
[14]

first two principle components of the cluster. For comparison, expression of the

surface receptor genes identified by DESeq are similarly plotted below. Among

the top 10 genes identified by both methodologies, there was no overlap between

the two approaches.

2.1.6 Discussion

It is exciting to see how well the primary tumors in Fig. 2.1 were separable

from TCGA normal using t-SNE with this small gene set. However, it is unclear

114



Cohort Gene log2 fold change p-adj Gene description

LUSC -TP NR0B1 6.94 0.0E+00 nuclear receptor subfamily 0 group B member 1
TNFRSF18 3.55 6.5E-302 TNF receptor superfamily member 18

NR5A1 3.12 1.7E-145 nuclear receptor subfamily 5 group A member 1
TFRC 3.1 0.0E+00 transferrin receptor
HMMR 2.85 7.7E-267 hyaluronan mediated motility receptor
NR2E1 2.74 6.0E-118 nuclear receptor subfamily 2 group E member 1
CD70 2.37 4.5E-126 CD70 molecule

SLC7A5 2.33 1.8E-114 solute carrier family 7 member 5
TNFRSF9 2.19 2.0E-190 TNF receptor superfamily member 9

CCR8 2.16 2.0E-228 C-C motif chemokine receptor 8
EPHA8 2.16 6.9E-82 EPH receptor A8
ADAM8 2.15 1.3E-265 ADAM metallopeptidase domain 8
FZD10 2.15 9.4E-68 frizzled class receptor 10
ITGB4 2.08 1.4E-135 integrin subunit beta 4
IL2RA 2.04 1.9E-199 interleukin 2 receptor subunit alpha
FCRL5 2.02 2.5E-81 Fc receptor like 5
CD109 1.96 2.8E-132 CD109 molecule

ATP1B3 1.87 2.3E-150 ATPase Na+/K+ transporting subunit beta 3
CLEC7A 1.77 6.7E-136 C-type lectin domain containing 7A

TNFRSF13C 1.76 1.7E-78 TNF receptor superfamily member 13C
ADAM17 1.67 4.4E-217 ADAM metallopeptidase domain 17

BRCA-TP RET 4.08 0.0E+00 ret proto-oncogene
EPHA8 3.92 2.6E-272 EPH receptor A8
ESR1 3.63 8.8E-261 estrogen receptor 1

BMPR1B 3.4 1.8E-162 bone morphogenetic protein receptor type 1B
TNFRSF18 2.92 5.3E-258 TNF receptor superfamily member 18

HMMR 2.69 0.0E+00 hyaluronan mediated motility receptor
CCR8 2.64 2.1E-301 C-C motif chemokine receptor 8
FLT3 2.33 1.3E-151 fms related tyrosine kinase 3
PGR 1.96 1.4E-61 progesterone receptor

TNFSF4 1.93 0.0E+00 TNF superfamily member 4
ERBB2 1.85 1.2E-129 erb-b2 receptor tyrosine kinase 2
ADAM8 1.83 3.0E-295 ADAM metallopeptidase domain 8
MUC1 1.74 1.1E-96 mucin 1, cell surface associated
NR2E3 1.74 6.1E-112 nuclear receptor subfamily 2 group E member 3
IFITM1 1.7 2.8E-181 interferon induced transmembrane protein 1
ERBB3 1.68 1.4E-195 erb-b2 receptor tyrosine kinase 3
NR5A1 1.67 3.0E-56 nuclear receptor subfamily 5 group A member 1
IGF1R 1.67 4.0E-106 insulin like growth factor 1 receptor
RARA 1.6 3.0E-198 retinoic acid receptor alpha

Table 2.2 “Highly expressed" CD/RTK/nH genes identified using DE-
Seq2 from the TCGA cohorts LUSC and BRCA primary tumors. DESeq
was run comparing the cohorts ‘TP’ samples to ‘NT’ samples from all
cohorts with at least 20 normal samples. Gene descriptions from HUGO.
[14]
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from that analysis whether the gene features that allow these samples to be dis-

tinguished from each other could be viable therapeutic targets. An ideal target

would have significantly higher expression among tumors, giving a wide thera-

peutic window. Based on the significant (p < 0.01) genes identified with DESeq,

there are nearly equivalent number of up- and down-regulated genes between nor-

mals and DLBC (174 vs 171), PAAD (72 vs 79), LUSC (66 vs 72), and BRCA

(23 vs 22). Despite many genes showing significantly higher expression, only the

DLBC tumor cohort had genes with more than 2-fold greater expression than the

aggregate normals.

The DLBC cohort in many ways acted as a positive control for this analysis,

where current, clinically approved antibody therapeutic targets like MS4A1 (more

commonly CD20) stand out from both normal cells in these cohorts and the other

tumor cells (table 2.1, figure 2.2). Among these genes and cohorts, no aggregate

primary tumor expression data had a distribution that paralleled hits like MS4A1

in DLBC, where nearly the entirety of the e-log2 distribution was outside of the

upper percentile of all other cohorts. In light of this, the majority of the genes

identified in this work may not be suitable for targeted therapies. However, the

expression trends are significant enough to warrant further investigation into the

biology backing the observed trends.

Other semi-validating hits include TNFR family members: at least one sub-

type is highly expressed in each cohort assessed here. TNF is a known mediator

of inflammation and angiogenesis and a potent modulator of immune cell activa-

tion with a known role in cancer progression. [16] The carcinoembryonic antigen

molecules (CEACAM5/6) were also over-expressed in the pancreatic solid tumors

assessed with DESeq, another family of molecules known to be associated with

cancers.[35] CEACAMs are named due to their expression during fetal develop-
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ment, though some expression, particularly in epithelial cells, can be observed

into adulthood. However, these proteins are reportedly (and according to the

data analyzed here) markers of tumorogenesis and are thought to enable tumor

growth and metastasis by stimulating release of tumorogenic cytokines from im-

mune and other cell types. [35] In the BRCA cohort, many known players appear

including RET and estrogen and progesterone receptors, in addition to numerous

other highly significant leads.

One of the main flaws with the mRNA-seq data used in this work is the

lack of normal cell biopsies for many tissue types, particularly CNS, immune

system, and germ line (i.e. cervical, ovarian, testicular) tissues. This calls into

question many of the genes deemed significant in the DESeq analyses, however

it is clear that it is possible to distinguish between the normals available here

and DLBC, PAAD, BRCA and lung primary tumors. The TOIL pipeline has

also run the entirety of the GETx[37] mRNAseq data with the same RSEM based

quantification methodology, which may be a suitable source of additional normals.

Their suitability can be assessed by clustering GTEx normals with those available

through TCGA – if the normals do not cluster well then additional primary data

may be needed for comprehensive expression analyses.

Another important point to recall is that these values are based on transcript

abundance which may not accurately reflect the state of the proteome. Additional

experiments are required to verify these transcripts are being translated before

any could be considered targets. However, the data here suggest that rapid and

accurate clustering of tumor and normal cells can be achieved using a modestly

sized, biologically relevant gene set. This is useful for analysis of patient biopsies

and could perhaps be used to aid in early identification of cancers.

Though the work presented here is preliminary, further development of differ-
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ential transcription analysis and gene family based phenotyping appears to be a

worthwhile pursuit in uncovering novel cancer cell biology and perhaps even new

therapeutic targets.
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2.2 Structural basis for the activity and specificity

of the immune checkpoint inhibitor lirilumab

2.2.1 Preface

The project described in this section started as a collaboration with Trellis Bio-

sciences who were pursuing a follow-on drug to Innate Pharma’s immune check-

point inhibitor antibody, lirilumab. Lirilumab was developed with cancer indica-

tions in mind. The antibody binds to a number of receptors in the KIR family,

with the highest affinity for the inhibitory receptors KIR2DL1, -2, and -3. The ba-

sic premise of lirilumab’s action is to heighten natural killer cell cytotoxic activity

toward tumors via blockade of those inhibitory receptors. The goal of the overall

project was to compare lirilumab’s selectivity and epitope to Trellis’ candidate

follow-on antibodies as well as aid development of immune checkpoint inhibitors

targeting the KIR receptor family generally. In the research article reproduced

here, lirilumab’s epitope was mapped using x-ray crystallography and key amino

acids that define selectivity across the KIR family were investigated along with

population-wide variants identified through analysis of single nucleotide variants

from large-scale genome sequencing efforts.

This Section contains a reproduction of a research paper submitted for pub-

lication with Scientific Reports.At the time of this thesis’ submission, favorable

reviews have been received and manuscript acceptance is anticipated.
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2.2.2 Abstract

The clinical success of immune checkpoint inhibitors has underscored the key

role of the immune system in controlling cancer. Current FDA-approved im-

mune checkpoint inhibitors target the regulatory receptor pathways of cytotoxic

T-cells to enhance their anticancer responses. Despite an abundance of evidence

that natural killer (NK) cells can also mediate potent anticancer activities, there

are no FDA-approved inhibitors targeting NK cell specific checkpoint pathways.

Lirilumab, the most clinically advanced NK cell checkpoint inhibitor, targets in-

hibitory killer immunoglobulin-like receptors (KIRs), however it has yet to con-

clusively demonstrate clinical efficacy. Here we describe the crystal structure of

lirilumab in complex with the inhibitory KIR2DL3, revealing the precise epitope
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of lirilumab and the molecular mechanisms underlying KIR checkpoint blockade.

Notably, the epitope includes several key amino acids that vary across the hu-

man population, and binding studies demonstrate the importance of these amino

acids for lirilumab binding. These studies reveal how KIR variations in patients

could influence the clinical efficacy of lirilumab and reveal general concepts for

the development of immune checkpoint inhibitors targeting NK cells.

2.2.3 Introduction

Despite decades of progress in the detection and treatment of cancer, its myriad

of forms and variations persist as some of the biggest threats to human health [1].

While small molecule chemotherapeutic agents remain the frontline of non-surgical

treatment, a number of monoclonal antibody biologics have become available for

specialized indications, including antibodies targeting cancer cells themselves (e.g.

rituximab targeting CD20 in leukemia and lymphoma; trastuzumab targeting

HER2 for breast cancer) or targeting growth factors that promote tumor growth

(e.g. bevacizumab targeting VEGF-A). Monoclonal antibodies’ precise and se-

lective targeting of almost any molecular motif, their relative ease of production,

and ability to pair with immune effector systems continue to make them strong

therapeutic candidates.

In the past decade, a new class of monoclonal antibody biologic termed im-

mune checkpoint inhibitors has emerged. Immune checkpoint inhibitors modulate

regulatory receptors on cytotoxic T-cells and natural killer (NK) cells to improve

clearance of cancer cells [2–6]. Cytotoxic T-cells and NK cells play a pivotal role

in the immune system’s response to malignancy, using a variety of strategies to
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surveil for the presence of non-self with a mixture of activating and inhibitory

receptors, often interacting with MHC molecules [7]. In the presence of strong

activating receptor signals or a lack of inhibitory receptor signals, T-cells and NK

cells are activated and secrete cytolytic molecules, cytokines, and chemokines that

kill nearby cancerous cells and recruit additional immune effector cells [8]. Im-

mune checkpoint inhibitors seek to tip the balance further toward activation by

blocking inhibitory receptors such as CTLA-4, PD-1, LAG-3, and KIRs, and pre-

venting tumors from escaping detection via inhibitory signaling [4]. The FDA has

approved the use of several antibodies that target PD-1/PD-L1 (nivolumab, pem-

brolizumab, atezolizumab, and others), CTLA-4 (ipilimumab, tremelimumab),

and LAG-3 (relatlimab) for a number of indications, including melanoma, head

and neck cancer, lung cancer, renal cancer and liver cancer [9].

Among immune checkpoint inhibitor targets, the killer immunoglobulin-like

receptor (KIR) family is a candidate for the enhancement of NK cell mediated tu-

mor clearance [10]. KIRs recognize the basally expressed MHC class I molecules,

conferring NK cells the ability to detect self. The KIR family is composed of a

number of both inhibitory and activating receptors which differ in the number of

extracellular Ig-like domains they contain (KIR2DL1 vs KIR3DL1), the length of

their cytoplasmic tail (KIR2DL1 vs KIR2DS1), and sequence variation (KIR2DL1

vs KIR2DL3). It has been known for some time that there is significant popu-

lation level diversity in both KIR and MHC genes, and different KIR receptors

and their variants pair with distinct HLA molecules [11,12]. The binding kinetics

between KIRs and HLA are characterized by rapid on- and off-rates with affinities

ranging from high nanomolar to micromolar depending on the variant pairing and

the peptide presented by the HLA [13,14].
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Some of the first evidence that blocking KIR function could improve cancer

outcomes came from hematopoietic stem cell transplants in leukemia patients

where there was a KIR:HLA repertoire mismatch – patients receiving transplants

with an alloreactive NK cell population showed improved disease-free survival

rates and reduced rate of relapse [15,16]. Early in vitro experiments demonstrated

that KIR-targeted antibody fragments could promote NK-mediated cytotoxicity

toward transfected tumor cell lines expressing HLA Cw3 [17]. In mouse mod-

els, blocking the mouse KIR receptor equivalent, Ly49, led to NK-cell dependent

clearance of RMA lymphoma cells but not syngeneic B6 spleen cells [18]. Data

like these led to interest in the development of anti-KIR monoclonal antibody

therapeutics to improve tumor clearance by blocking signaling of inhibitory KIR

receptors on NK cells (Fig. 1a) [19,20].

Lirilumab (IPH2102, descended from 1-7F9) is a monoclonal antibody thera-

peutic candidate that was developed to target the two primary inhibitory KIRs

(KIR2DL1 and KIR2DL2/3) (Fig. 2.4a). To obtain such an antibody, mice

bearing human genomic IgG loci were immunized with BW5417 cells express-

ing KIR2DL1, followed by 3 boosters with the extracellular region of recombinant

KIR2DL3 [21]. The monoclonal antibody selected for development demonstrated

high affinity binding to KIR2DL1 and -L3, weaker binding to KIR2DS4, and no

binding to the divergent KIR2DL4 or any KIR3D receptor [19,20]. The vari-

able domains of the anti-KIR antibody were cloned into an IgG4 constant region

framework to avoid antibody dependent cytotoxicity toward NK cells [19]. In pre-

clinical studies, lirilumab enhanced in vitro lysis of patient-derived acute myeloid

leukemia (AML) blasts when administered with IL-2 activated, HLA-matched,

NK-cells. Similarly, NOD-SCID mice challenged with both AML cells and NK
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cells were rescued by lirilumab where control mice succumbed to leukemia [21].

Phase I clinical trials demonstrated initial safety of lirilumab, prompting a num-

ber of phase II clinical trials using lirilumab alone and in combination with other

chemotherapeutics [21–24]. While lackluster efficacies of lirilumab in these trials

have likely hindered its advancement into phase III clinical trials, a lack of un-

derstanding of lirilumab’s epitope and specificities for different KIR variants and

usages in different patients may be preventing additional phase II clinicals in more

stratified patient populations.

Here we determined the crystal structure of the lirilumab variable domains

bound to the inhibitory KIR2DL3. The lirilumab epitope overlaps with the bind-

ing site for HLA, revealing the mechanism of inhibition by lirilumab. Further

investigation of the lirilumab epitope reveals several key amino acids that vary

across the human population-level KIR repertoire, and binding studies demon-

strate the importance of these amino acids for lirilumab binding. Altogether, our

data support the further development of lirilumab and other KIR-targeting im-

mune checkpoint inhibitors.

2.2.4 Results

To define the epitope of lirilumab, we first produced a recombinant antigen binding

fragment (Fab) encoding the variable domains of lirilumab fused to the constant

domains of a human IgG1 Fab. We termed this antibody construct FabLirilumab.

We also produced the recombinant ectodomain of KIR2DL3, which is reported

to bind lirilumab with high affinity [19,20]. A complex of FabLirilumab and
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Figure 2.4 The immune checkpoint inhibitor lirilumab binds to NK cell
inhibitory KIR receptors. (A) Graphical summary describing the mech-
anism of the immune checkpoint inhibitor antibody lirilumab targeting
inhibitory KIR receptors on NK cells, which promotes NK cell-mediated
clearance of cancer cells. Panel made with BioRender. (B) Size exclusion
chromatography purification and crystal formation of the FabLirilumab
– KIR2DL3 complex. (C) Coomassie-stained SDS-PAGE of KIR2DL3
(KIR), FabLirilumab in a reducing buffer (Fab), and the purified FabLir-
ilumab – KIR2DL3 complex (Fab:KIR) in a reducing (R) or non-reducing
(NR) buffer.
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KIR2DL3 was purified by size exclusion chromatography and the presence of in-

tact KIR2DL3 and FabLirilumab was confirmed by SDS-PAGE (Fig. 2.4b-c).

The FabLirilumab – KIR2DL3 complex was screened in crystallization trials and

after 3 weeks crystals were obtained. X-ray diffraction data were collected and

molecular replacement was used to determine the crystal structure of the FabLir-

ilumab – KIR2DL3 complex at 2.8 Å resolution (Fig. 2.5, Table 2.4). During

molecular replacement, a solution could only be obtained when the KIR2DL3

structure was split into its two separate domains. The final structure is a com-

plex of FabLirilumab with only domain 1 of KIR2DL3 (Fig. 2.5), and analysis of

the crystallographic packing reveals that the other domain could not fit. Thus,

we suspect that proteolysis of the complex occurred during crystallization trials

and the extended time required for crystallization. Nevertheless, the resulting

structure from the crystallized complex enabled detailed analyses of the lirilumab

epitope.

To understand the mechanism of inhibitory action by lirilumab, we compared

the FabLirilumab – KIR2DL3 structure to known HLA - KIR complex structures

(Fig. 2.5). While the lirilumab epitope is limited to domain 1 of KIR2DL3 (Fig.

2.5, left), the epitope overlaps with approximately 134 Å2 of the binding site for

HLA, which spans both domains 1 and 2 of KIR2DL3 (Fig. 2.5, center). Thus,

lirilumab directly blocks the binding site for HLA. We further sought to under-

stand why lirilumab does not bind to KIR3D receptors, despite the significant

homology between KIR2DL3 and some KIR3D receptors. Comparison to a struc-

ture of HLA bound to a KIR3D receptor reveals that lirilumab’s epitope is wholly

obscured by the third Ig-like domain in KIR3Ds (Fig. 2.5, right), explaining its

inability to bind receptors in that class. We further investigated the molecular
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Figure 2.5 The lirilumab epitope overlaps with the HLA binding site
but is not exposed on KIR3D class receptors. (Left) KIR2DL3 bound to
FabLirulumab, with the FabLirulumab heavy chain colored navy, light
chain colored light blue, KIR2DL3 domain 1 colored gold and domain 2
colored white. (Center) KIR2DL1 bound to HLA-Cw4 (PDB 1im9)[38],
with HLA colored gray and KIR2DL1 colored bronze. (Right) KIR3DL1
bound to HLA-B*57:03 (PDB 6v3j) [39], with HLA colored gray and
KIR3DL1 colored olive. Dashed lines represent the locations of trans-
membrane domains. There is an approximate 134 Å2 overlap between
the lirilumab epitope and the HLA binding site, revealing how lirilumab
can block HLA binding. Also, these structures reveal that the lirilumab
epitope is occluded by the additional domain of KIR3D receptors, ex-
plaining why lirilumab does not bind KIR3D receptors.
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Figure 2.6 Intermolecular interactions at the lirilumab:KIR2DL3 inter-
face. (A) Interface of the FabLirilumab – KIR2DL3 complex, with the
FabLirulumab heavy chain colored navy, light chain colored light blue,
KIR2DL3 domain 1 colored gold, and KIR2DL3 epitope amino acids col-
ored green. The KIR2DL3 N-glycosylation site on N63 is shown as sticks.
Dashed boxes highlight the location of close-up panels B-D. (B) Close-up
view of lirilumab light chain interactions with KIR2DL3, with notable
hydrogen bonding interactions across the interface. (C) Close-up view of
lirilumab heavy chain CDR-H3 loop interactions with KIR2DL3. Note
the hydrogen bonding and hydrophobic interactions by the loop residues
103-108 (SYYYDY). (D) Close-up view of lirilumab heavy chain CDR-H1
and -H2 loop interactions with KIR2DL3, which are mostly hydrophobic.
In panels B-C, hydrogen bonds are denoted by magenta dashed lines.
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Table 2.4 Crystallography data collection and refinement statistics.

interactions that govern lirilumab’s interactions with KIRs (Fig. 2.6). Lirilumab

binds to a 954 Å2 conformational epitope on domain 1 of KIR2DL3 that is distal

from its single N-linked glycosylation site (Fig. 2.6a). No significant structural

changes to KIR2DL3 are observed when in complex with lirilumab compared to

its structure alone (RMSD of 0.7 Å2 and TM-score of 0.96 for KIR2DL3 domain 1

structural alignments) [25]. Five CDR loops of lirilumab interact with KIR2DL3,

however the heavy chain CDR loops account for the majority of the epitope foot-

print, covering 659 Å2 of the binding interface. In the light chain, CDR-L1 and

-L3 interact with KIR2DL3, making up 295 Å2 of the epitope.
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Many of the key interactions at the lirilumab:KIR2DL3 interface form an ex-

tensive hydrogen bond network. Lirilumab’s light chain S30 and Y32 from CDR-

L1 and N93 from CDR-L3 form hydrogen bonds with KIR side chains D72, R41,

and D47, as well as K46 backbone (Fig. 2.6b). Lirilumab’s heavy chain S101

and S103 from CDR-H3 form hydrogen bonds with KIR2DL3 side chains T48 and

D47, respectively (Fig. 2.6c). Also, lirilumab’s D107 from CDR-H3 forms hydro-

gen bonds with KIR2DL3 side chain H50 and I52 backbone (Fig. 2.6c). Finally,

two tyrosines, Y106 and Y108, in a surprisingly tyrosine rich heavy chain CDR-

H3 along with Y105, form hydrogen bonds with KIR S65 and T48 backbones,

respectively (Fig. 2.6c).

In addition to this hydrogen bond network, there are a number of hydropho-

bic and pi-stacking interactions at the lirilumab:KIR2DL3 interface. First, lir-

ilumab’s heavy chain CDR-H1 and -H2 loops nestle within a KIR groove and

form pi-stacking interactions between F31 and KIR H50 as well as between F55

and KIR H40 (Fig. 2.6d). Interestingly, lirilumab’s heavy chain CDR-H1 and

-H2 loops as well as the heavy chain framework region 3 loop containing E74 and

T76 also interact with KIR P87 and Y88 (Fig. 2.6d). The heavy chain CDR-H3

Y106 tucks into a hydrophobic pocket formed by KIR L49, L51, and F64 (Fig.

2.6c). Finally, KIR F45 side chain lies between the lirilumab CDR-L1 and -L3

loops while KIR K46 forms a cation-pi interaction with W94 from CDR-L3 (Fig.

2.6b).

To understand the structural basis for lirilumab binding to other inhibitory

KIRs, we performed a sequence alignment of KIR2D class receptors and mapped

these differences onto the structure (Fig. 2.7). This alignment revealed an intrigu-
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ing overlap between the lirilumab:KIR interface and the occurrence of amino acid

variation in distinct KIRs (Fig. 2.7c). First, comparison of sequences from differ-

ent KIR2D class receptors along with literature-reported binding affinities with

lirilumab identifies several amino acids that may affect affinity (Fig. 2.7a,c and

Table 2.5) [20]. For example, KIR2DL1 has three amino acid differences in the

lirilumab epitope (K44 to M44, K46 to N46, and H50 to R50, in KIR2DL3 num-

bering) yet it has only 2-3-fold lower affinity for lirilumab compared to KIR2DL3,

suggesting that those sequence differences do not significantly affect affinity (Fig.

2.7c and Table 2.5). Indeed, the structure reveals that these amino acids are on the

periphery of the epitope and could accommodate these side chain differences (Fig.

2.7a). On the other hand, KIR2DS4 also has three amino acid differences in the

lirilumab epitope (K46 to N46, D47 to N47, and D72 to V72, in KIR2DL3 num-

bering), yet it has a 1000-fold lower affinity for lirilumab compared to KIR2DL3.

One difference, K46 to N46, is found in KIR2DL1 and is therefore unlikely to

significantly affect affinity (Fig. 2.7a). D72 is on the periphery and makes a hy-

drogen bond with lirilumab’s light chain S30 from CDR-L1, and while the change

to valine in KIR2DS4 would lose this bond, it is also unlikely to significantly affect

affinity. In contrast, D47 is in the center of the epitope, is completely masked by

lirilumab, and makes a number of hydrogen-bond interactions with lirilumab (Fig.

2.6b,c). Thus, a difference of D47, a negatively-charged hydrogen-bind-acceptor

side chain, to asparagine, an uncharged polar side chain with hydrogen-bond donor

and acceptor capabilities, and disruption of hydrogen bond networks, is the most

likely reason for the 1000-fold lower affinity of lirilumab for KIR2DS4.

To evaluate population level diversity between KIR variants, we performed

a sequence alignment of non-synonymous variants within KIR2D class receptors
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Figure 2.7 Polymorphism between KIR2D class receptors and their vari-
ants is often part of the lirilumab epitope. (A,B) Lirilumab-similar bind-
ing footprint (green) overlaid with polymorphic sites between KIR2D
class receptors (red) and sites of KIR2DL3 and KIR2DL1 variant poly-
morphisms (magenta). (C) A sequence alignment of KIR2D receptors
and variants (from EMBL-EBI IPD-KIR database, release 2.12) that re-
sult in amino acid mutations in the KIR domain bound by lirilumab.
KIR2DL1 and KIR2DL2 variant mutations are displayed relative to their
respective parent receptor sequences, while mutations in all other aligned
sequences are relative to KIR2DL3. Sequence numbering corresponds to
the KIR2DL3 sequence. Asterisks (*) above the sequence alignment in-
dicate amino acids involved in KIR:HLA binding. Alignment coloring
corresponds to the surface colors in panels A and B. Binding affinity con-
stants as previously determined by ELISA (Table 2.5) are shown in bold
font next to the KIR2D receptor name. See Table 2.7 for variant acces-
sion numbers and listing of other high frequency KIR2D variants.
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and mapped these differences onto the structure (Fig. 2.7, for additional variants

and their frequencies see supplementary Table S2). This alignment again revealed

an intriguing overlap between the lirilumab:KIR interface and the occurrence of

amino acid variation in distinct KIRs (Fig. 2.7c) [26]. First, we observed a

KIR2DL3 D47N variant, which is the same amino acid change that we hypothesize

is the reason for the greatly reduced affinity of KIR2DS4 for lirilumab (described

above)(Fig. 2.7b). In addition, there is a KIR2DL3 F45Y variant, which would

extend the phenyl ring with a hydroxyl group that we hypothesize could affect

binding by clashing or forcing a shift of the nearby S28 on the lirilumab CDR-L1

(Fig. 2.7b). Finally, we observed a KIR2DL3 H50R variant. H50 interacts with

residues in lirilumab’s CDR-H1 and -H3 loops (Fig. 2.6c, 2.7b), and while change

to an arginine is not expected to sterically clash, it may affect these hydrogen

bonding and pi-stacking interactions with lirilumab.

To test these observations, we produced several KIR2DL3 proteins with vari-

ant mutations in the lirilumab epitope and tested them for binding to lirilumab

(IgG1) utilizing biolayer interferometry (BLI) (Fig. 2.8, supplementary Fig. 2.9,

Table 2.6). Dissociation constants are compared to reported values (Table 2.5)

[19,20]. By BLI, a dissociation constant (KD) of 2.8 nM was determined for the

interaction of lirilumab (IgG1) and wild-type KIR2DL3, which is consistent with

the published value of 3.5 nM determined by surface plasmon resonance (SPR).

In contrast, the affinity determined for the interaction of lirilumab (IgG1) and

KIR2DL3 D47N was dramatically reduced, with a KD of 1650 nM and a notably

faster off-rate (Table 2.5, Fig. 2.8). Thus, the single functional group change

from carboxylic acid to amide dramatically disrupted the lirilumab epitope. In

addition, both the KIR2DL3 F45Y and H50R variant mutations modestly weak-

ened antibody binding by 3-4-fold (Table 2.5, Fig. 2.8). The lirilumab affinity for
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Table 2.5 Binding affinities between Lirilumab (IgG1) and KIR recep-
tors.

KIR2DL3 H50R is consistent with the affinity for KIR2DL1, which also contains

the H50R mutation (Table 2.5, Fig. 2.8). While our data are very similar to

published SPR affinities, we note that there are significant differences with pub-

lished ELISA affinities (Table 2.5). This difference is most likely due to different

methodologies, with ELISA experiments performed by coating plates with KIR

proteins and binding with lirilumab antibody, resulting in lower KD values due

to contributions of antibody avidity. Nevertheless, our BLI data are consistent

to the trends in ELISA data, whereby KIR2DL3 has the highest affinity, and

the KIR2DL3 D47N variant mutation that is also found in KIR2DS4 results in a

dramatically reduced affinity for lirilumab.
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Figure 2.8 The high-affinity interaction between lirilumab and KIR2DL3
is affected by polymorphisms present in KIR2DL3 variants and in
KIR2DS4. Biolayer interferometry kinetics plots are shown for lirilumab
(IgG1) and three KIR2DL3 mutants in neutral pH conditions. In each
assay, IgG1 lirilumab was loaded onto AHC sensor tips and equilibrated
to assay buffer prior to analyte binding. Each data series consists of 6
two-fold dilutions starting at an analyte concentration of 250 nM (except
KIR2DL3 D47N, where the peak concentration is 500 nM). Representa-
tive plots from among three assay replicates are shown.

2.2.5 Discussion

In therapeutic targets with significant population-level genetic diversity, the struc-

tural determination of binding epitopes is an important consideration, allowing

more precise administration of therapeutics when paired with patient genome

profiling, or prioritization during the discovery stage, enabling selection of a more

broad-spectrum therapeutic candidate. The KIR family of receptors are relatively

variable and an individual’s NK cells may include receptors bearing polymor-

phisms or may only express a subset of receptors from an individual’s repertoire

[11]. This variability could result in a situation where therapeutic antibodies tar-

geting KIRs may not be equally effective for all individuals. Here, we have defined

the epitope for lirilumab, a pan-KIR2D immune checkpoint inhibitor currently in

phase II clinical trials, and we have uncovered KIR2D variants that may influence
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its clinical efficacy.

We focused our binding studies on variants within the primary inhibitory KIRs,

KIR2DL1 and KIR2DL2/3, that fall within the epitope of lirilumab. First, we

found that the KIR2DL3 D47N variant has a dramatic >500-fold weaker affinity

for lirilumab compared to the wild-type KIR2DL3, suggesting that individuals

with this variant may respond differently to lirilumab therapy. While the D47N

mutation is rare (6 in 1000 in East Asian population), it is an important reminder

of how an individual’s genomic variability could influence therapeutic outcomes

(see table 2.7 for a list of inhibitory KIR variants and global population frequen-

cies). We also investigated the KIR2DL3 F45Y and H50R variants that are much

more common (5 to 15% of the population overall, respectively, with higher fre-

quencies in some sub populations), and we observed 3-4-fold reductions in affinity

for lirilumab, which may also be able to influence patient response to lirilumab

therapy [27]. Although there are several other inhibitory KIR2D variants within

the lirilumab epitope that could be explored, such as KIR2DL3 R41T, K46N,

KIR2DL1 G43R, R50C, S65F, and T70K (all in KIR2DL3 numbering)(Fig. 2.7c),

our structural observations suggest that these variants will have modest or no

effects on lirilumab binding. In addition to polymorphisms directly within the

lirilumab epitope, there is evidence that mutations distal to the epitope site can

affect KIR:HLA binding, putatively through changes in secondary and tertiary

structure, indicating distal variants may warrant additional investigation [28].

Despite demonstrating safety in pre-clinical and phase I clinical trials, phase II

trials involving lirilumab often did not demonstrate significant improvement over

the standard of care (clinical trial IDs NCT02399917, NCT01687387, NCT01592370)
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29. Our studies support that patient genome profiling for inhibitory KIR recep-

tor variation may enable patient stratification for individuals with a matching

lirilumab epitope and improve outcomes. Our structure also provides a roadmap

to optimize lirilumab affinity and/or specificity and alter clinical outcomes. For

example, affinity maturation of the lirilumab light chain CDR-L1 and -L2 loops

may increase affinity and epitope overlap with the HLA binding site (Fig. 2).

However, we caution that a higher-affinity anti-KIR antibody could be detrimen-

tal, as there is evidence of inhibitory receptor down-regulation when KIRs are

continuously occupied by an antibody and unable to signal [10]. This prolonged

KIR blockade and reduction in KIR expression may result in NK cell anergy [10].

One potential solution is to combine anti-KIR antibody therapy with stimulatory

cytokines [10]. Another possible solution that is enabled by our studies is the

engineering of lirilumab to have a weaker affinity, thereby increasing NK cell’s

cytotoxic activity while still allowing intermittent HLA sampling by inhibitory

KIRs. Engineered versions of lirilumab, as well other anti-KIR antibodies with

differing affinities and KIR specificities, could be used to explore these hypotheses

further in pre-clinical studies [20].

The clear importance of NK cell activity in tumor clearance and disease-free

survival rates remains a strong motivator to develop therapeutics that can mod-

ulate NK cell activity. Our studies reveal general concepts for the development

of inhibitory KIR-targeting immune checkpoint inhibitors, most notably epitope

evaluation and deep investigation of population scale variation, which could lead

to improved clinical outcomes through precision application of next generation

antibody therapeutics.
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2.2.6 Methods

Study Design

This study was performed to investigate the epitope of the KIR-blocking mon-

oclonal antibody lirilumab to support improved therapeutic administration pa-

rameters and/or future development of novel antibodies that may have different

or improved therapeutic characteristics. We hypothesized that some feature of

the lirilumab epitope may be contributing to its underwhelming performance in

stage II clinical trials, either through inadequate blocking of the HLA binding

site or overlap with disruptive polymorphic sites present in patients’ inhibitory

KIR receptor repertoire. In vitro binding experiments involved technical repli-

cates performed in triplicate. Various Fablirilumab – KIR2DL3 complexes were

subjected to crystallographic screening under the assumption that molecular re-

placement methodologies would allow structure determination, as structures of

KIR2DL3 and human antibody Fab fragments had been solved previously. The

successful structure determination then informed design of KIR receptor mutants

and subsequent kinetics assays. Experiments were not blinded and experimenters

were aware of experimental conditions.

Expression and purification of recombinant KIR2DL3

The expression plasmid for recombinant KIR2DL3 is a derivative of pcDNA 3.1

containing a CMV promoter, CCR5 signal sequence, and a codon-optimized gene

encoding the human KIR2DL3 ectodomain (residues 1-224, RefSeq: NP_056952.2)

fused to a C-terminal c-Myc tag and a 6-histidine tag, similar to that expressed

by Maenaka et al 30. Mutant KIR plasmids were generated by site-directed muta-

genesis. The plasmids were verified by Sanger sequencing. Sterile, endotoxin free
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expression plasmid DNA was produced using the Invitrogen Plasmid Maxiprep

Kit (Invitrogen A31231).

CHO-S (Thermo Fisher R80007) cells were electroporated in the presence of

the KIR2DL3 expression plasmid using a MaxCyte electroporator with OC-400

electroporation cuvettes (MaxCyte SOC4) following the manufacturer’s instruc-

tions, enabling transient expression of the recombinant KIR2DL3 protein. After

transfection, cells were grown with OptiCHO Expression media (Thermo Fisher

12681011, supplemented with 8mM L-glutamine, 0.1 mM Sodium Hypoxanthine,

16 µ M thymidine) in shake flasks using a Khuner shaker incubator at 32 °C,

8% CO2, and 85% humidity. The day after transfection, filter sterilized sodium

butyrate was added to the cell culture media to a final concentration of 1 mM.

Each day after transfection, cells were fed with 3% volume of an enriched feed

media (containing 7 mM L-glutamine, 5.5% glucose, and 23.4g/L yeastolate in

CHO CD Efficient Feed). Approximately six days after electroporation (or when

cell viability drops below 60%), media and cells were centrifuged at 6000 g for 10

minutes and the supernatant was decanted and 0.22-micron filtered.

An appropriate volume of Elution buffer (20 mM MOPS, 150 mM NaCl, 200

mM imidazole, pH 7.5) was added to the filtered CHO-S supernatant to bring total

imidazole concentration to 10 mM. Using an AKTA Pure FPLC instrument, a

HisTrap FF column (Cytvia 17531901) was equilibrated with Wash buffer (20 mM

MOPS, 150 mM NaCl, 20 mM imidazole, pH 7.5), and the CHO-S supernatant

was loaded, washed with 10 column volumes (CV) Histidine Wash buffer, and

KIR2DL3 protein was eluted using a 5 CV linear gradient to 100% Elution buffer.

The elution was monitored by absorbance at 280nm and the elution fractions
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corresponding to the 280nm peak were assessed by SDS-PAGE. The purest elution

fractions were combined, concentrated in a 10kD spin concentrator, and dialyzed

into 20 mM MOPS, 150 mM NaCl pH 7.5.

Expression and purification of recombinant lirilumab (IgG1) and Fa-

bLirilumab

Synthetic cDNA encoding the heavy and light chain variable regions of lirilumab

(GSRS UNII identifier S9XDI9W918) was cloned by Gibson Assembly into the

pCMV-VRC01 antibody heavy and light chain plasmids, in place of the variable

regions of antibody VRC01, a human anti-HIV IgG1 antibody targeting the gp120

protein [31]. For the FabLirilumab heavy chain, only the variable region and the

constant heavy 1 region ending with residues DKKVEPKSC was included, fol-

lowed by an alanine-serine linker, C-terminal thrombin cleavage site, and a Twin

Strep-tag. All antibody sequences were in-frame with an N-terminal signal se-

quence. The plasmids were verified by Sanger sequencing. Sterile, endotoxin free

expression plasmid DNA was produced using the QIAGEN Plasmid Maxi Kit

(QIAGEN Cat. No. 12163).

HEK 293F Freestyle (ThermoFisher R79007) cells were electroporated in the

presence of the lirilumab heavy and light chain expression plasmids using a Max-

Cyte electroporator with OC-400 electroporation cuvettes (MaxCyte SOC4) fol-

lowing the manufacturer’s instructions. After transfection, cells were grown in

Freestyle 293 Expression media (Gibco 12338-018) in vented shake flasks using a

Khuner shaker incubator at 37 °C, 8% CO2, and 85% humidity. Four days after

electroporation, media and cells were centrifuged at 6000 g for 10 minutes and the

supernatant was decanted and 0.22-micron filtered.
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For purification of lirilumab (IgG1), filtered supernatant was incubated with

protein A resin (Pierce 20334), eluted with glycine pH 3.1, and immediately neu-

tralized with 1M Tris pH 9.0. Lirilumab (IgG1) was dialyzed into phosphate

buffered saline pH 7.4 and purity was assessed by SDS-PAGE.

For purification of FabLirilumab, filtered 293F supernatant was diluted 1:1

with Strep Wash buffer (20 mM MOPS, 150 mM NaCl, 1 mM EDTA, pH 7.5)

and 1.6 mL of Biolock (IBA Life Sciences 2-0205-050) was added per liter of 293F

media. The diluted supernatant was loaded onto a StrepTrap column (GE Health-

care 28-9075-47) equilibrated with Strep Wash buffer, the column was washed with

10 CV Strep Wash buffer, and the FabLirilumab was eluted with 8 CV Elution

buffer (20 mM MOPS, 150 mM NaCl, 1mM EDTA, 2.5 mM desthiobiotin, pH

7.5). Eluant fractions with high 280nm absorbance were combined, concentrated

in a 10kD spin concentrator, and dialyzed into 20 mM MOPS, 150 mM NaCl pH

7.5.

Structure determination of the FabLirilumab – KIR2DL3 complex

Purified, dialyzed FabLirilumab and KIR2DL3 were combined in a 1.2:1 molar

ratio and incubated at 4 ◦C for 1 hour to allow complex formation. The mixture

was injected onto a gel filtration column (Superdex 200 10/300 GL, GE Health-

care 28-9909-44) pre-equilibrated in 20 mM MOPS, 150 mM NaCl pH 7.5 and

fractions were collected. The contents of fractions were assessed by SDS-PAGE,

and fractions containing both FabLirilumab and KIR2DL3 were pooled and con-

centrated in a 10kD spin concentrator to 7.5 mg/ml.
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A sitting drop crystal screen was set up using the concentrated FabLirilumab

– KIR2DL3 complex where each drop contained a 1:1 mixture of the complex

and the screening condition buffer. After several weeks crystals were observed in

a condition containing 200 mM Potassium Sodium Tartrate and 20%(w/v) PEG

3350. The crystal was transferred to a cryoprotectant solution of 0.2 M potassium

sodium tartrate, 20% (w/v) PEG 3350, 6% ethylene glycol, 6% DMSO, and 6%

glycerol and then flash frozen in liquid nitrogen. Diffraction data were collected

at cryogenic temperature at the Advanced Photon Source on beamline 23-ID-D

using a wavelength of 1.03 Å.

Diffraction data from a single crystal were processed with HKL2000 [32]. The

FabLirilumab – KIR2DL3 complex structure was solved by molecular replacement

using a Fab structure extracted from PDB 6XOC [33] and KIR2DL3 domains

extracted from PDB 1B6U 30 with the PHASER [34] program. The structure

was then partially rebuilt with the auto-build program within the PHENIX suite

and completed manually using Coot followed by refinement using PHENIX.refine

and Coot [35,36].

Biolayer Interferometry (BLI) Binding Assays

Wild-type and mutant KIR proteins used in biolayer interferometry (BLI) assays

were produced similarly to the methods described above, except they were ex-

pressed in HEK 293F cells instead of CHO-S cells. BLI assays were performed

with an Octet RED384 instrument with temperature set to 25 °C and shaking at

1000 rpm for all assays. The assay buffer used was composed of 20 mM MOPS (pH

7.5 at 22 °C), 150 mM NaCl, 0.1% BSA, and 0.02% Tween-20. Anti-human IgG

biosensors (AHC) were hydrated in assay buffer for at least 10 minutes before the
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start of each BLI experiment. Assays were performed in either black tilted-bottom

384-well plates or black flat-bottomed 96-well plates which using 40 µ L or 200

µ L of sample, respectively. To determine binding affinities of lirilumab (IgG1)

for each KIR receptor protein, BLI experiments were performed as follows: (1)

pre-hydrated AHC biosensors were dipped into assay buffer for 120 s to establish

a baseline; (2) biosensor were dipped into 7.5 µ g/mL lirilumab (IgG1) in assay

buffer for 60 s to load the antibody onto the biosensors; (3) biosensors were dipped

into assay buffer for 60 s to confirm stable antibody loading and establish a new

baseline; (4) lirilumab (IgG1)-loaded biosensors were dipped in wells containing

a concentration series of KIR protein in assay buffer for 300 s to determine the

association rate (5) biosensors are dipped in assay buffer for 600 s to determine

the dissociation rate. No-KIR-antigen and no-antibody controls were performed

so baseline signal drift could be accounted for and to confirm that non-specific

binding does not occur between antigens and biosensors. A global association 1:1

model was used to fit at least 4 curves per replicate to determine the on- and

off-rates and calculate the dissociation constant (KD). All binding assays were

performed in technical triplicates, and the average KD of the three replicates are

reported in Table 2.5. Curve fitting was unsuccessful for the KIR2DL3 D47N

mutant, preventing KD determination with on- and off-rates. Instead, a steady

state equilibrium model was utilized.

Sequence alignment of KIR receptors and variants

Protein sequences used in the KIR receptor alignment were downloaded from

RefSeq’s non-redundant protein database: KIR2DL1 (NP_055033.2), KIR2DL2

(NP_055034.2), KIR2DL3 (NP_056952.2), KIR2DS1 (NP_055327.1), KIR2DS3

(NP_036445.1),
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KIR2DS4 (NP_036446.3), KIR2DS5 (NP_055328.2). Sequences were aligned

with MAFFT using the L-INS-I strategy and BLOSUM62 substitution matrix [37].

KIR receptor variants were identified and their occurrence estimated by cross-

referencing the IPD-KIR database with NCBI’s dbSNP via the variation viewer

browser [26]. The SNP accession numbers corresponding to KIR2DL3 polymor-

phic sites are rs528413442 (D47N), rs202032116 (L11R), rs35719984 (Q35E), R41T

(rs76843526), rs78713511 (F45Y), rs145638569 (K46N), rs138897134 (H50R); ac-

cession numbers for KIR2DL1 sites are rs35509911 (R16P), rs1481853508 (G43R),

rs375476159 (R50C), rs760965171 (D57H), rs765722009 (S65F), rs687485 (T70K).

A table listing additional high frequency variants is shown in table 2.7. The

1000Genomes_30x study was the preferred source of allele frequency data in this

study [27].

2.2.7 Supplemental Figures and Tables
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Figure 2.9 SDS-PAGE gels showing lirilumab IgG1, KIR receptors used
for BLI assays. Lirilumab IgG1 was purified from CHO-S cell supernatant
using protein A resin. KIR receptors were purified from HEK293F su-
pernatant using EDTA-resistant Ni-NTA followed by size exclusion chro-
matography.
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Table 2.6 BLI kinetics model parameters for binding between lirilumab
(IgG1) and KIR2DL1, KIR2DL3, and KIR2DL3 variants.
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Table 2.7 High frequency (>5%) inhibitory KIR2D receptor missense
variants and other variants of interest.
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Chapter Three

Toward Structural and Biochemical

Characterization of the HAstV

+ssRNA

RNA-dependent-RNA-polymerase

3.1 Preface

Sometime after our BLI-ISA papers were wrapped up and the lirilumab story

was still in the crystal screening phase, I was interested in developing additional

projects. Being a structure-focused lab, the approach I took was to screen viral

genomes, looking for regions containing predicted proteins that did not intersect

with any protein data bank (PDB) entries. Next, secondary structure predictions

from those regions were used to again query the PDB to assess whether there

were related structures that could be learned from or whether the predicted protein

contained putatively ordered domains at all. Among the (apparently) low-hanging

fruit identified this way was the astrovirus RNA-dependent RNA-polymerase – a
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great fit for the lab, which is already funded to do human astrovirus research, and

the RdRp is an attractive therapeutic target on top of the prospect of structural

characterization.

3.2 Introduction and Taxonomy of +ssRNA viruses

Astrovirus is a classified as a member of Group IV single-stranded positive-sense

RNA viruses. This group encompass a diverse group of viruses that include nu-

merous human and animal pathogens 3.1. Within the group are several families,

including Picornaviridae, Togaviridae, Coronaviridae, Hepeviridae, Caliciviridae,

Flaviviridae, and Astroviridae [2]. These viruses share numerous genomic and pro-

teomic features, but are far from uniform. The often poly-adenylated genomes of

these viruses RNA can serve as mRNA directly, allowing for immediate translation

of the viral genome upon entry into host cells, often not requiring anything but

the RNA molecule (and sometimes VPg) to competently replicate new viral parti-

cles [2]. Viruses in the Astroviridae, Picornaviridae, Togaviridae, and Flaviviridae

families translate their genome in the form of large polyprotein precursors that

are processed into individual functional proteins by a combination of viral and

host proteases. The +ssRNA virus group contain both enveloped (Coronaviridae,

Flaviviridae, Togaviridae) and non enveloped families (Astroviridae, Caliciviridae,

Hepeviridae, and Picornaviridae).

Viruses in this group that cause human disease cover a broad array of pre-

sentations, though there are several recurring themes: gastroenteritis (Astrovirus,

Torovirus, Norovirus), encephalitis (alphaviruses in the Semliki forest virus com-

plex, Japanese encephalitis virus, many tick-borne viruses), flu-like illness (Rhi-
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novirus, Coxsackievirus, SARS variants), and hepatitis (Hepatitis A, C, E, and

G). Perhaps the most significant virus in the group is poliovirus, an enterovirus

from the Picornaviridae family that can ’escape’ its typical replication environ-

ment in the gastrointestinal tract and infect the central nervous system, leading

to paralytic poliomyelitis. Other members of the group are major contributors to

endemic colds and gastroenteritis (e.g. rhinoviruses, and coronaviruses; norovirus,

astrovirus) [42].

3.2.1 Structures of Group IV Viral Polymerases

The feature shared by all +ssRNA viruses is some form of RNA-dependent RNA-

polymerase (RdRp) that is responsible for genome replication. Although primary

sequence identity between polymerases can be extraordinarily low, the polymerase

fold is highly conserved across the diverse group of viral families [38, 39]. The

astrovirus RdRp is predicted to have a high degree of similarity to that of rabbit

hemorrhagic fever disease virus, Sapovirus, and foot-and-mouth disease virus by

secondary structure alignment (with HHpred https://toolkit.tuebingen.mpg.de

/tools/hhpred). The x-ray crystal structure of rabbit hemorrhagic fever disease

virus (member of Calciviridae; an RdRp ) solved in 2001 revealed the typical

’right-hand’ topology seen in other polymerases like those of poliovirus and hep-

atitis C virus. [27]

Sapovirus, a member of the caliciviridae family and a causitive agent of gas-

troentiritis, also has a polymerase that displays the typical right hand structure,

though its c-terminal domain is located within the active site cleft. [12] Foot and

mouth disease virus is a picornavirus with a 5’ UTR and polyadenylated 3’ end
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Family Genus Notable Members
Astroviridae Avastrovirus TAstV

Mamostrovirus HAstV
Bromoviridae – Plant viruses
Caliciviridae Lagovirus

Nebovirus
Norovirus
Sapovirus
Vesivirus

Closteroviridae – Plant viruses
Flaviviridae Flavivirus Dengue

Flavivirus JEV/WNV
Flavivirus YFV
Flavivirus Zika

Hepacivirus HCV
Pegivirus
Pestivirus BVDV

Hepeviridae Orthohepevirus Hepatitis E Virus
Leviviridae – Phages
Luteoviridae – Plant viruses
Matonaviridae Rubivirus Rubella virus
Narnaviridae – Fungal viruses
Nidovirales Arterivirus EAV

Coronaviridae SARS-CoV
Coronaviridae MERS-CoV

Picornaviridae Apthovirus FMDV
Enterovirus EV71
Enterovirus Human poliovirus 1
Enterovirus Rhinovirus

various plant viruses
Potyviridae Potyvirus Plant viruses
Togaviridae Alphavirus CHIKV

Alphavirus SINV
Tombusviridae – Plant viruses
Tymovirales – Plant viruses
Virgaviridae – Plant viruses

Table 3.1 List of the majority of +ssRNA Families. Compiled from the
NCBI virus sequence data set in Wolf et al. [45]
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that uses a protein primer of 20-24 aa to initiate RNA synthesis. A co crystal of

the FMDV polymerase and its VPg showed VPg bound within the RNA-binding

cleft, in the palm of the RdRp. [9] While the N-terminal end of the FMDV VPg

could be accurately placed, electron density was poor for the C-terminus leading

out of the channel.

Using the structural alignment tool US-align [46], crystal structures of +ssRNA

polymerases were scored for similarity in a pairwise fashion and clustered using

that similarity score as a quasi-distance (Fig. 3.1). The TM-score measure of

structural similarity implies a comparable fold with a score of 0.5 and an identical

fold with a score of 1.0. Aside from the fungal and dsRNA polymerase outgroups

(2R7T, 2J7N), each of the structures compared shared the same fold by the TM-

score metric and the picornaviridae, caliciviridae, flaviviridae, and birnaviridae

RdRps were nearly identical.

The typical description of polymerase folds in general is that of a partially

closed hand, with finger, palm, and thumb domains (Fig. 3.2). The RNA molecule

lays upon the palm with the fingers and thumb wrapping around it. Most of the

variation that is observed in ++ssRNA viral RdRps occurs in the finger and

thumb domains while the catalytic domain within the palm motif is highly con-

served. Among viruses that use a VPg, several RdRp-VPg co-crystals have been

solved. These RdRp-Vpg structures imply diverse binding modes – some crystals

show vpg within the pocket(2F8E [9]) while in others VPg binds the outer sur-

face(4IKA[5], 3CDW[15])).
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Figure 3.1 Clustering RdRp x-ray structures based on similarity. Pair-
wise structural similarity scores were computed using USalign [46], the
average of each pair’s normalized TMscore was clustered using the Ward
algorithm and is displayed in the heatmap. Proteins with a TMscore
higher than 0.5 generally have the same fold and a score of 1 is the most
similar. Neurospora (fungus, 2J7N) and reoviridae (dsRNA, 2R7T, 3JA4)
polymerases were included as outgroups. See Table 3.3 for a list of the
included Pdb structures.
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Figure 3.2 Picornaviridae RdRp model based on 4IKA[5], 2F8E[9], and
3OL6[13] structures. The palm, finger, and thumb ’domains’ labelled by
comparison to the phi6 polymerase (PDB 1HHS) as described in Butcher
et al.[4]
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VPg

Astrovirus

When the Human Astrovirus 2 genome was sequenced, the authors noted a lack of

helicase and methyltransferase genes, suggesting HAstVs may use a VPg priming

system like viruses in the Caliciviridae, Picornaviridae, and Potyviridae fami-

lies.[17] Much later, computational analysis of HAstV genomes suggested pres-

ence of a VPg[25], which was then verified experimentally by isolating Astrovirus

genetic material followed by RNAse treatment and gel electrophoresis [11]. Astro-

virus Vpg appears necessary for priming translation, as proteinase K treatment of

the Astroviral genome abrogates infectivity in a CaCo2 cell based in vitro model

[11].

Researchers studying norovirus (Caliciviridae) found evidence that its Vpg fa-

cilitated ’polymerisation’ of norovirus RdRp which is claimed to be important for

efficient genome replication. [20] These authors showed this by glutaraldehyde

crosslinking followed by Western blot analysis using anti-RdRp and anti-Vpg sera

and also claimed nM affinity constants both for RdRp-RdRp and RdRp-Vpg in-

teractions measured by SPR.

Studies of Vpg binding and uridylation in Enterovirus A71 (Picornaviridae) showed

a distinct Vpg binding site on the base of the RdRp palm domain. Mutations of

amino acids in this region, far from the canonical catalytic center, abolished Vpg

uridylation activity and impaired virus replication in vitro.[5] The authors also

claim uridylation activity could be rescued by addition of an rdrp lacking poly-

merase activity, they say this suggests a ’trans’ mechanism of uridylation where
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one rdrp binds the vpg while another uridylates, but don’t fully follow their logic

– though there are a number of sources pointing toward cooperative action of a

series of RdRps in different viruses, e.g. norovirus above.

Structural information gleaned from xray diffraction data allowed researchers

to perform site directed mutagenesis on FMDV polymerase and its VPg to deter-

mine a number of amino acid residues important for uridylation activity.[9]

3.3 Preliminary Experiments with HAstV1 RdRp

and Vpg

3.3.1 Construct design and cloning

The amino acid sequences chosen for the HAstV1 RdRp and VPg constructs

were derived from the gene annotations at UniProt entry Q67726 for the HAstV1

ORF1AB, which encodes the polyprotein containing the non-structural proteins.

Of the approximately 7kb genome, ORF1AB makes up 4̃.5kb and is thought

to encode at least 6 proteins, including the RdRp, VPg, serine protease, and

several less characterized proteins (Fig. 3.3). Literature describing the astrovirus

RdRp and VPg is sparse, with no information regarding heterologous expression

of either protein known to the author at the outset of this work. To assist gene

design and improve chances of a stable and soluble RdRp expression, a predicted

structure was generated with AlphaFold and aligned to other experimental RdRp

structures[18]. Both the N- and C-termini are near the channel where template

RNA binds (Fig. 3.4), making it prudent to try placing purification tags at either

terminus.
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Figure 3.3 The HAstV genome and putative proteome. ORF and gene
annotations based on UniProt proteome ID UP000001650.

To start, three core constructs were planned for the RdRp: the full length gene

as annotated on UniProt, an N-terminal truncation (aa 10-503), and a C-terminal

truncation (aa 1-496). Each of these constructs could be simply cloned from the

full length gene into vectors with a variety of tag types and orientations. The 503

amino acid sequence for the RdRp was codon optimized using a machine learning

method developed by Fu et al [10]. This method essentially makes a translation

model using the target organism’s coding genes as the training corpus, which

can then be used to translate a desired sequence into ’codon language’ for that

organism. The output scored better than GeneWiz’s (a popular commercial gene

vendor with codon optimization service) codon optimizer’s output by the codon

adaptation index (CAI) metric, which scores a gene’s codon usage compared to

the usage within a reference set of highly expressed genes [29]. However, CAI

isn’t strictly correlated to protein expression, so there’s undoubtedly room for

improved codon optimization if information beyond genomic codon frequency were

incorporated. Several modifications had to be made where difficult-to-synthesize

sequences of codons were chosen by the ML model.
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Figure 3.4 The predicted structure of HAstV1 RdRp with N- and C-
terminii highlighted.

Gibson cloning strategies were used to generate N- and C-terminally histidine

tagged RdRp genes in bacterial expression vectors from a commercially synthe-

sized gene product. Initially, thrombin cleavage sites were included between the

RdRp and His tag, though poor protease performance during expression trials led

to re-cloning with TEV cleavage sites instead.

3.3.2 HAstV1 RdRp Expression trials & buffer optimiza-

tion

RdRp constructs cloned into pBR322 based bacterial expression vectors were used

for expression trials in BL21 variants. The first trials used C-terminally tagged

HAstV RdRp with a thrombin cleavage site. The construct’s pI of 6.7 informed

the buffer choice and pH (40 mM HEPES, 300 mM NaCl, 5% glycerol, 10 mM im-

idazole; pH 8). Among the first four small scale expressions, yields varied widely,

with one expression apparently yielding >5mg/L while others were unproductive.
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Freshly transformed colonies (or glycerol stocks made from fresh transformants)

apparently solved the inconsistency in expression, however the next issue was that

the purified RdRp was contaminated with DNA or RNA (high 260nm absorbance

observed) and was unstable and precipitated during 4 C storage.

To address presumed nucleic acid contamination, the lysis buffer was opti-

mized for improved benzonase nuclease performance (first goal was crystallo-

graphic screening, wasn’t concerned with residual nuclease). Benzonase requires

Mg and performs best in low salt (<150 mM combined monovalent cations), low

phosphate buffers [Benzonase Nuclease User Protocol TB261]. The benzonase

compatible lysis buffer consisted of 25 mM HEPES, 100 mM NaCl, 2.5% glyc-

erol, 10 mM imidazole, 1 mM MgCl2, and protease inhibitors. Improvement in

nucleic acid contamination as measured by A260 absorbance after His-tag affinity

purification improved only marginally under these conditions and significant pre-

cipitation was still observed after relatively short periods in refrigerate storage.

Next, high salt lysis buffer conditions were trialed – salt can disrupt charge-based

interactions (like those potentially occurring between negatively charged nucleic

acid and the RdRp) and has been observed to improve stability of proteins in

solution [e.g. HAstV core protein]. Including 600 mM NaCl in the lysis and wash

buffer resulted in much cleaner UV absorbance profiles in affinity purified RdRp

fractions. Precipitation rate was slowed dramatically, what previously occurred

overnight now took several days to a week.

The high salt buffer led to the first expressions that went into crystal trays.

During this time, the RdRp constructs contained thrombin cleavage sites for pro-

teolytic tag removal – regrettably, yield of thrombin based cleavage was poor and
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seemed to trigger precipitation events. However, full length His-tagged RdRp as

well as thrombin cleaved polymerase was set up in crystal screens while the con-

struct was re-cloned into a vector with TEV cleavage sites for tag removal. Size

exclusion chromatography prior to crystallographic screening revealed presence of

aggregate RdRp. Around this time, polymerase activity assays were being re-

searched, and a common element of nearly all polymerase buffers was some form

of reducing agent. An investigation of the predicted HAstV1 RdRp structure re-

vealed presence of extensive unpaired cysteine residues decorating the RdRp sur-

face – suggesting the precipitation and aggregation observed throughout expres-

sion trials may be attributable to RdRp cross-linking through those free cysteines.

After addition of reducing agent to all buffers used during purification (beta-

mercaptoethanol during affinity purification stages for resin compatibility, then

DTT at the SEC stage), RdRp stability after purification further improved and

putative aggregate observed during SEC was nearly eliminated (Fig. 3.5). After

these optimizations (in particular high salt during lysis, and inclusion of reducing

agent), a protocol that produces clean and relatively stable HAstV1 RdRp had

been developed (Fig. 3.6). For RNA assays where DEPC treated buffers may be

used, it is advisable to switch the buffering molecule to MOPS as HEPES (and

Tris) react with DEPC and may interefere with RNAase inactivation.

HAstV1 VPg purification The full length VPg gene as annotated in UniProt

entry Q67726 was expressed via a pET28 vector in E. coli. Little optimization has

been performed, the 10H-TEV-VPg construct expresses weakly (1 mg/L in prelim-

inary trials) but can be obtained with relative purity by affinity chromatography

(3.7).
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Figure 3.5 Reducing agent mitigates HAstV RdRp aggregation. Size
exclusion chromatograms from two HAstV1 RdRp purifications where
reducing agents were omitted (top) or included (bottom) in all buffers.
Notably, the aggregate peak’s area was miniscule when reducing agent is
used. Elution times differ due to column particle size and column volume
differences between runs.

3.3.3 Crystallographic Screening

As expression conditions were optimized, purified RdRp from those expression tri-

als was used for crystallographic screening. Microvolume, sitting-drop screening

plates were prepared using the Midwest Center for Structural Genomics (MCSG)

suite of buffer conditions. The RdRp constructs, concentrations, and sample

buffer conditions for the screens tested so far are summarized in Table 3.2. Un-

fortunately the solubility issues observed during purification persisted, and the

majority of screened conditions quickly developed signs of aggregate formation
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Figure 3.6 Representative affinity chromatography and size exclusion
chromatograms for optimized HAstV RdRp purification. After buffer
optimization, affinity purification of HIS-tagged RdRp with TALON resin
followed by tag proteolysis and size exclusion chromatography results in
high purity RdRp monomer.

Figure 3.7 HAstV1 VPg affinity chromatography and SDS-PAGE gel
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Table 3.2 List of RdRp constructs and crystal screening conditions.

and loss of solubility (Fig. 3.8). The inclusion of DTT slowed the rate of ’neb-

ula’ formation by several days, perhaps there is a combination of construct and

screening condition where crystals form before aggregation begins. Exploration

of more persistent reducing agents like TCEP may also be warranted.

So far, only a few RdRp constructs were screened: N- and C-terminally tagged,

full length RdRp (1-503); full length RdRp with tags proteolytically removed

from either terminus; RdRp (1-496) with and without N-terminus tag. The con-

structs with N-terminal truncation (10-503, 10-496) do not appear to solubly

express. Magnesium and manganese, known polymerase co-factors, were included

in two series of screening conditions for both the (1-503) and (1-496) RdRp con-

structs. Further C-terminal truncation, screening of a catalytically dead mutant

(e.g. D360A, D361A) with and without RNA template, and additional or alter-

nate reducing agent in sample buffers are all attractive crystal screening conditions

remaining to be explored.
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Figure 3.8 Representative images of HAstV1 RdRp crystal screen con-
ditions. The vast majority of conditions assessed in the MCSG buffer
suite led to formation of nebulous precipitation across a variety of RdRp
concentrations and sample buffers. A limited number of ’hits’ were ob-
served and sent to a synchrotron for analysis, however each were either
inorganic or non-diffracting crystals.

3.3.4 Activity assay development

RNA template design

Viral RNA-dependent-RNA-polymerases have been shown to be competent to

replicate RNA with many configurations of templates and primers. Some RdRps

appear to have preferred initiation site sequences while others are capable of de

novo initiation with generic sequences. For Human Astrovirus, little is known

about the RdRps requirements and template preferences. Our goals are two-fold:

to characterize the biochemical activity of the HAstV RdRp and to identify the

simplest set of conditions where the RdRp is measurably active so that a high

throughput inhibitor screen can be developed.

To that end, it makes sense to explore a variety of template-primer configu-
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rations. On the simpler end, homopolymer templates with and without primers

should be assessed. Not only are homopolymer templates affordable in bulk, but

polyA and polyU templates are particularly relevant for astrovirus whose genome

is typically poly-adenylated. It may also be possible to use a self-priming RNA

template, where successful transcription actually extends the template molecule

rather than making complementary copies, which is attractive for gel based assays.

It is also possible that the HAstV RdRp prefers particular initiation sequences,

putatively present at either end of the astrovirus genome. Alignments of canonical

human astrovirus strains Fig. 3.9 show regions of very high sequence conservation

at both the 5’ and 3’ ends of the genome. These regions and their complements

are excellent candidates for RdRp initiation sites and should be explored with and

without priming (and polyadenylation should be considered).

Cost of RNA synthesis is prohibitive and error-prone, so in vitro transcription

of template candidates is an attractive route to template generation. To this end,

T7 RNA polymerase can be used to transcribe target RNAs in large quantity from

plasmid or other DNA templates. Here, DNA templates were developed for use

with a P266L T7 polymerase mutant reported to have higher yields due to fewer

aborted transcripts [6]. The ideal T7 initiation sequences lead to a number of

additional 5’ bases being prepended to a given target sequence, and T7 termina-

tion does not always occur at uniform positions. In some cases these extra bases

are acceptable, but if a precise RNA sequence is desired, a common practice is

including self-cleaving RNA sequences flanking the target RNA. At the 5’ end, a

hammerhead ribozyme can be designed and inserted while the 3’ end can either be

controlled by addition of a GlmS or hepatititis delta ribozyme or by simply cut-

ting template DNA with a restriction enzyme (3.10B). For some RNAs where the
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Figure 3.9 Alignment of canonical HAstV genomes reveals high conser-
vation at the 5’ and 3’ ends. Sequences aligned with MAFFT using the
E-INS-i strategy (mafft.cbrc.jp). Accession numbers of sequences used
in alignment: MK059949.1 (HAstV1), L13745.1 (HAstV2), AY720891.1
(HAstV4), AF260508.1 (HAstV8), JQ403108.1 (HAstV5), AF141381.1
(HAstV3), HM237363.1 (HAstV6).
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standard precipitation and re-solublization or denaturing gel electrophoresis pu-

rification protocols may lead to heterogeneous or otherwise non-native RNA folds,

affinity purification platforms can be used to purify RNA while retaining native

RNA structure. One method employs an RNA motif from the MS2 bacteriophage

genome that binds tightly to the MS2 coat protein, which can be exploited as

an RNA affinity tag [1]. Target RNAs can be transcribed with an inducible, self-

cleaving ribozyme like GlmS followed by the MS2-coat binding motif then purified

via incubation with a tagged MS2 coat protein (e.g. histidine or strep tag). The

RNA-MS2 protein complex is then itself pulled from solution onto beads com-

plementary to the protein tag. Target RNA is can be eluted by activating the

inducible self-cleaving ribozyme, freeing the natively folded RNA.

In vitro transcription of RNA templates HAstV1 RNA fragments were

transcribed from NgoMIV cut, maxi-prepped plasmid templates with house-made

T7 polymerase P266L. First generation templates did not include 5’ ribozyme,

and would be expected to bear several additional 5’ bases making up the optimal

transcription start sequence outlined previously. An important detail "discovered"

during T7 transcription trials necessary for high yield transcription was the pH

of homemade rNTP stocks (thanks to Sara O’Rourke for her insight here). The

low pKa of the rNTPs led to very acidic solutions when prepared from the dry

sodium salts, which led to inappropriate pH in the final T7 reaction buffer due to

the high concentration of total rNTPs present (16+ mM). Adjustment of rNTP

stock pH with NaOH led to a dramatic improvement in T7 transcription activity.

Preliminary transcription attempts with the HAstV1 mock genome and 5’ primer

fragment templates led to nearly 50 µg yields from 50 µL reaction volumes after

DNAse treatment and subsequent phenol-chloroform extraction and precipitation.
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Figure 3.10 Proposed RNA templates for HAstV RdRp activity as-
sessment and in vitro transcription DNA design. (A) Candidate RNA
templates for HAstV RdRp include: a mock genome and its complement
containing a fusion of the first and last several hundred nucleotides of the
HAstV genome; shorter fragments of either end of the genome. In addi-
tion to the 5’ and 3’ ends of the astroviral genome, there is a known subge-
nomic fragment containing the capsid precursor protein that may bear an
additional preferred transcription initiation site. (B) Gene schematic for
T7 transcribed RNA sequences. Here ’target RNA’ refers to a DNA se-
quence that would produce the desired RNA when transcribed. Shorter
target RNAs can be built via primer overlap and reverse transcription,
while larger targets (or high yield goals) warrant cloning into a high copy
plasmid followed by e.g. maxi-prep purification. HHr = hammerhead
ribozyme; HDV = hepatitis delta ribozyme; GlmS = an inducible, self
cleaving riboswitch [32]. RNA affinity tags like the MS2 system would
be placed 3’ to an inducible, self-cleaving ribozyme like GlmS (detailed
methods available in Batey et al. [1])
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Figure 3.11 Urea-PAGE gel showing successful transcription of HAstV1
5’ template and mock-genome RNA. The T7 transcribed RNA fragments
were run in dilution series compared to a known good small RNA in an
8% Urea-PAGE gel with TBE buffer.

Urea-PAGE analysis demonstrated relatively good purity, with evidence of pres-

ence of some alternative transcripts in the mock-genome sample (See Fig. 3.11).

This sets the stage for additional RdRp transcript production needed for activity

assay development and potential RdRp-RNA binding studies.

Future work: Biochemical characterization of HAstV1 RNA-dependent

RNA Polymerase

Little is known about the requirements and activity of the astrovirus RdRp. Aside

from structural characterization of HAstV RdRp, the other primary goal of these

studies is to develop a polymerase assay that could be used to screen for RdRp

inhibitors that could become anti-viral agents (as well as uncovering the biology

of HAstV replication). Many experiments remain to be performed: what are the

co-factor requirements (metals, Vpg)?; is HAstV RdRp capable of de novo RNA
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synthesis or is it primer dependent?; are there common features or structures in

the 5’, 3’, and canonical subgenome that the RdRp recognizes?; what part of the

RdRp catalyzes Vpg uridylation?

Sapovirus RdRp, one of the closest putative relatives structurally speaking

to HAstV polymerase is able to initiate synthesis with poly(A) and poly(C) ho-

mopolymer templates in a primer dependent fashion.[12] Sapovirus RdRp was also

able to catalyze polymerasition with T7 transcribed, polyA-tailed anti-subgenomic

RNA (i.e. the negative strand of portion of the Sapovirus genome).[12] In light

of these experiments, there is some suggestion that HAstV RdRp may also be

receptive to a variety of template and primer configurations.

For inhibitor discovery, an assay developed for a more distant relative of astro-

virus could be a good model. A high-throughput, fluorescence based polymerase

assay was developed to screen for RdRp inhibiting anti-virals of Zika virus poly-

merase (Flaviviridae).[31] The Zika RdRp is able to synthesize RNA de novo from

homopolymer template independent of any priming, which can be detected with

a fluorescent dye by a plate reader. While astrovirus may need a specific template

rather than the simple homopolymer used for this Zika virus assay, the concept of

using fluorescence intensity via measurement of a double-stranded RNA selective

dye is an exciting approach that could allow large scale inhibitor screening with

relatively small reaction volumes.
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3.4 Methods

3.4.1 Expression of RdRp

Use either freshly transformed BL21 variant (T7 express was the primary strain
for the trials discussed here) colony or glycerol stock made from freshly
transformed colony to make starter culture. Although not conclusively
shown, transformant age seems important for strong expression based on
early trials. Currently prefer pET28-MHL-10H-TEV-HAstV1-RdRp lineage of
constructs (KanR).

Ideally use rich broth (ZYM 505 / TB) for starter culture at least (supports
higher ODs before growth stalls, good for overnight cultures). I typically
aim for 20-50 mL starter per liter of media to be inoculated.For

production have had good success with either rich media (ZYM5052) or LB
supplemented with MgCl2 (1 mM) and Fe (1 mM).

Have seen good results inducing with IPTG between 0.6-1.2 OD600, though its OK
to induce at higher OD in rich media where the exponential phase occurs
over a broader OD600. Overnight at low temperature seems better than 4h at
30C, but controlled comparisons have not been performed.

Lysis and purification:
Lysis buffer: for 1 L:
25 mM HEPES pH 8 50 mL 1M stock
600 mM NaCl 150 mL 4M stock
2.5% glycerol 50 mL
10 mM imidazole 680 mg
5 mM B-ME (add just prior to use, short half-life at pH 8)

Wash buffer: for 1 L:
25 mM HEPES pH 8 50 mL 1M stock
300 mM NaCl 75 mL 4M stock
2.5% glycerol 50 mL
10 mM imidazole 680 mg
5 mM B-ME

Elution buffer:
Wash buffer with 300 mM imidazole

Cell culture and purification protocol is somewhat flexible with reducing agent
present. Typically, an overnight culture grown in ZYM505 media was used to
innoculate 1L of Mg-supplemented LB/Kan broth in 2.8L baffled culture

flasks, starting at 37C and shaking at 200rpm. Expression was induced
between 0.6-1.0 OD600 with 500 uL 1M IPTG per Liter of media. At induction,
incubation temperatures were reduced to 18C and fermentation allowed to

proceed overnight.

Cells were harvested by centrifugation at 6000xg prior to resuspension in lysis
buffer with fresh DTT and protease inhibitor. Resuspended lysate was

sonicated for 15-25 cycles of 10s on, 50s off at 60% intensity. Insoluble
material was removed from sonicated lysate by high speed centrifugation
(19,000 rpm with a JA-20 rotor) followed by 0.45 micron filtration.
Purified RdRp was obtained from the filtered lysate using either Ni-NTA or
TALON resin, with TALON generally providing better purity at the expense of
yield. After loading lysate onto resin, the column was washed with 10

column volumes of wash buffer, followed by a gradient elution over 5 column
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volumes from 0->100% elution buffer.

If the his tag is to be removed with TEV-protease prior to SEC chromatography,
eluate should be dialyzed back into wash buffer so any remaining tagged
protein can be removed by a second affinity chromatography step. For size
exclusion chromatography, use of DTT or TCEP is recommended as a
replacement reducing agent over beta-mercaptoethanol.

3.4.2 Expression of Vpg

Histidine-tagged VPg was expressed and purified using the same protocol as de-

scribed for HAstV RdRp, except without the inclusion of reducing agent. Yields

appear marginally better with ’batch’ purification over FPLC.

3.4.3 Expression of TEV-protease

The His tagged TEV protease is on a plasmid confers KanR; T7 based expression.
Works fine with standard BL21 expression using LB/Kan; 18C overnight post
induction.

Lysis buffer
15mM HEPES pH 8
1M NaCl
5% glycerol
2 mM beta-mercaptoethanol
30 mM imidazole
Protease inhibitors
Benzonase

Wash/elution
15mM HEPES pH 8
300mM NaCl
5% glycerol
2 mM beta-mercaptoethanol
30/300 mM imidazole

Storage
15mM HEPES pH 8
300mM NaCl
5% glycerol
2 mM beta-mercaptoethanol

##
Made a glycerol stock with transformed T7 express cells (variant of BL21) from

a single colony. (added 250uL 80% glycerol to 750uL ~1 OD600 starter
culture).

For the below prep, ZYM 505 media was used. Started with a 20mL overnight
culture from glycerol stock. The next morning, inoculated two 1L cultures
in baffled 2.8L flasks. Grew to ~ 2.5 OD600 at 37C with 200RPM shaking
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before induction with 200uL 1M IPTG stock (ZYM505 supports much higher OD
before saturation than LB, could have induced even later). Switched to 18C
after induction and grew overnight. Harvested cells by centrifugation at

6000xg.

Resuspend pellets in cold lysis buffer, sonicate for >10 cycles at 50% power,
10s on 50s off. Centrifuge at high speed (>20000 x g) to pellet insoluble
fraction, 0.45 or 0.22 micron filter. Expression can go above 10 mg/L, so
best to use a 5 mL Talon or Ni-NTA column. Load filtered lysate onto
column, wash with 10 CV wash buffer, then elute (gradient elution over 6 CV
done here via AKTA).

Combined all but first several elutions (to minimize contaminants). Got ~30mL
at 1.4 mg/mL prior to concentration and dialysis. Concentrated to ~5 mL at
6.5 mg/mL and dialyzed into storage buffer overnight at 4C. After dialysis

, filtered sample and further concentrated to ~10 mg/mL before flash
freezing. Yield after concentration and filtering was ~27 mg from 2L ZYM
media.

3.4.4 T7 polymerase

T7 RNA polymerase P266L was expressed as described by the AddGene depositor

(AddGene Plasmid #174866 [6]).

3.4.5 RNA template preparation

The in vitro transcription reaction was based on a number of sources including

Rio et al, Conrad et al, and Kartje et al [7, 19, 30].
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## Target concentrations for high yield reaction

20 mM HEPES pH 8
10 mM DTT
0.01\% triton x-100
2 mM spermidine
4 - 20 mM combined rNTPs (lit suggests 10-20 mM produces best yield, i.e.

2.5-5mM ea rNTP)
32 mM MgSO4 or MgCl2 (should be 6 mM more than combined rNTP concentration -

RNA lab manual)
1U/mL inorganic phosphatase
1-2 uM template [note this is only feasible with small templates, ~=300 ug of

5000bp template = 1uM in 100uL]
5-10uM (500-1000 ug/mL) T7 polymerase

# Stocks
100 mM rNTPs
10X HEPES-Triton (200 mM HEPES pH 8; Triton 0.1\%)

>>> add DTT fresh (degrades quickly) 15.4 mg/mL for 10X stock
2 M MgCl2
1 M spermidine
100U/mL inorganic phosphatase (commercial stock)

Incubate near 37 C for >2 h. Literature suggests ~2h for longer transcripts
and more like 6h for short (less than 100bp) transcripts. Overnight
reportedly OK.

Typically DNAse treat to minimize contaminating DNA after purification.

LiCl precipitation works well -- bring reaction solution up to ~1M LiCl using
an 8M stock. Chill in -20C freezer for 30 minutes, spin at 16000g for >20
min to pellet RNA. Aspirate supernatant, air dry for 10 min before
resuspending with water. Consider adding RNAse inhibitor. Aliquot if
desired and freeze at -80C (or use RNA directly). The Trizol branded phenol
-chloroform extraction protocol is also effective for RNA purification post
-transcription.

3.4.6 Dendrogram and Heatmap

The structural similarity dendrogram and heatmap were generated by performing

a pairwise comparison of the biological assemblies of each polymerase structure

listed in Table 3.3 with the USalign program.[46] A bash script, included below,

automated the comparison process, producing a list of TMscore values (a measure

of topological similarity) which could then be converted into a distance matrix.

TMscores range from 0 to 1 (where 1 indicates an identical structure) and are

normalized by a protein’s size in amino acids, so an A-to-B comparison does not

necessarily equal B-to-A if the proteins being compared are different in length.
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To create a distance matrix, the complement of the average TMscore for each

RdRp pair was used (1-(a:b+b:a)/2). Using the TMscore complement as a quasi-

distance, the RdRp structures were clustered by the Ward method within the

SciPy Python package’s dendrogram module. The heatmap was produced by re-

ordering the TMscore matrix in dendrogram order and plotting each TMscore.
1 Bash script that automates calls to the USalign program.
2

3 #!/usr/local/bin/bash
4 # Takes a list of pdb files (no extensions) and generates pairwise list
5 # USalign tm-score values. because the score is asymmetric when the
6 # compared structures are different sizes, the sum of the two scores
7 # are stored (ie a-b + b-a). This captures scenarios where there is high
8 # similarity, but one of the proteins has more (solved) residues/domains
9

10 echo "USalign tm-score value generator"
11 f=($(cat $1))
12 output3_file="total.out"
13

14 printf "pairwise structure comparison with USalign, sum TM-score %s\n" >
$output3_file

15

16

17 for ((i = 0; i < ${#f[@]}; i++)); do
18 for ((j = i + 1; j < ${#f[@]}; j++)); do
19

20 ./USalign ${f[i]}.pdb1 ${f[j]}.pdb1 | sed -n 15,16p > temp.out;
21 tmscores=($(grep -o "TM-score= [0-9]*.[0-9]*" temp.out | sed ’s/TM-

score= //g’))
22

23 tmtotal=$(echo "${tmscores[0]} + ${tmscores[1]}" | bc)
24 echo "${f[i]},${f[j]},$tmtotal"
25 printf %s "${f[i]},${f[j]},$tmtotal" >> $output3_file;
26

27 printf "%s\n" >> $output3_file;
28 done;
29 done

Listing 3.1 Bash script to automate pairwise calls to the USalign
program.

PDB figures were generated by superimposing RdRp structures with either

PyMol’s ’super’ function (more similar structures) or USalign’s output (more dis-

parate structures) then rendered using PyMol’s raytracing function.

3.4.7 Supplementary Information
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3.4.8 Sequences

HAstV1 RdRp

Listed here are the HAstV1 RdRp amino acid and nucleotide sequences used for

the expressions described above.
>HAstV1 RdRp (aa 934-1436 in uniprot Q67726 ORF1AB)
GAQNYHSLDAWKLLLEPPRERRCVPANFPLLGH
LPINRPIFDDKKPRDDLLGLLPEPTWHAFEEYGPTTWGPQ
AFIKSFDKFFYAEPIDFFSEYPQLCAFADWATYREFRYLE
DTRVIHITATEKNTDSTPAYPKMNYFDTEENYLEAHGWAP
YIREFTRVYKGDKPEVLWYLFLKKEIIKEEKIRNSDIRQI
VCADPIYTRIGACLEAHQNALMKQHTDTSVGQCGWSPMEG
GFKKTMQRLVNKGNKHFIEFDWTRYDGTIPPALFKHIKEI
RWNFINKDQREKYRHVHEWYVNNLLNRHVLLPSGEVTLQT
RGNPSGQFSTTMDNNMVNFWLQAFEFAYFNGPDRDLWKTY
DTVVYGDDRLSTTPSVPDDYEERVITMYRDIFGMWVKPGK
VICRDSIVGLSFCGFTVNENLEPVPTSPEKLMASLLKPYK
ILPDLESLHGKLLCYQLLAAFMAEDHPFKVYVEHCLSRTA
KQLRDSGLPARLTEEQLHRIWRGGPKKCD

>HAstV1 RdRp E. coli optimized DNA sequence
atgGGCGCGCAGAACTACCATAGCCTGGATGCGTGGAAACTGCTGCTGGAACCGCCGCGTGAACGTCGTTGCGTGCCGG
CAAACTTTCCGCTGCTGGGTCATCTGCCGATTAACCGCCCGATTTTTGATGATAAAAAACCGCGCGATGATCTGCTGGG
TCTGCTGCCGGAACCGACCTGGCATGCCTTTGAAGAATACGGTCCGACCACCTGGGGTCCGCAGGCGTTTATTAAAAGC
TTTGATAAATTTTTTTATGCCGAACCGATTGATTTTTTCTCTGAATATCCGCAGCTGTGCGCGTTTGCCGATTGGGCTA
CCTATCGTGAATTTCGCTATCTGGAAGATACCCGCGTGATTCATATTACCGCCACCGAAAAAAACACCGATAGCACGCC
GGCTTATCCGAAAATGAACTATTTTGATACCGAAGAAAACTATCTGGAAGCGCACGGCTGGGCTCCGTATATTCGTGAA
TTTACCCGCGTGTATAAAGGCGATAAACCGGAAGTGCTGTGGTATCTGTTTCTGAAAAAAGAAATTATCAAAGAAGAAA
AAATTCGCAACAGCGATATTCGCCAGATTGTGTGCGCGGATCCGATTTATACCCGTATTGGCGCGTGCCTGGAAGCGCA
TCAGAACGCGCTGATGAAACAGCATACCGATACCAGCGTCGGCCAGTGCGGCTGGAGCCCGATGGAAGGCGGTTTTAAA
AAAACCATGCAGCGTCTGGTGAACAAAGGCAACAAACATTTTATTGAATTTGATTGGACGCGTTATGATGGCACCATTC
CGCCGGCGCTGTTTAAACATATCAAAGAAATTCGCTGGAACTTTATTAACAAAGATCAGCGTGAAAAGTATCGCCATGT
TCATGAATGGTATGTTAACAACCTGCTGAACCGCCATGTGCTGCTGCCGAGCGGCGAAGTGACGCTGCAGACCCGCGGT
AACCCGAGCGGCCAGTTTAGCACCACCATGGATAACAACATGGTTAACTTTTGGCTGCAGGCGTTTGAATTTGCCTATT
TTAACGGTCCGGATCGCGATCTGTGGAAAACCTATGATACCGTGGTTTATGGCGATGATCGTCTGAGCACCACCCCGAG
CGTTCCGGATGATTATGAAGAACGCGTGATTACCATGTATCGCGATATTTTTGGCATGTGGGTGAAACCGGGTAAAGTG
ATTTGCCGTGATAGCATTGTCGGTCTGTCGTTTTGCGGTTTTACCGTTAACGAAAACCTGGAACCGGTTCCGACCAGCC
CGGAAAAACTGATGGCGAGCCTGCTGAAACCGTATAAAATTCTGCCGGATCTGGAAAGCCTGCACGGTAAACTGCTGTG
CTATCAGCTGCTGGCGGCGTTTATGGCGGAAGATCATCCGTTTAAAGTGTATGTCGAACATTGCCTGAGCCGTACCGCG
AAACAGCTGCGTGATAGCGGCCTGCCGGCGCGTCTGACCGAAGAACAGCTGCATCGCATTTGGCGTGGCGGTCCGAAAA
AATGCGATGGC
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Catalytically dead mutants:
>HAstV1 RdRp D360A D361A
GAQNYHSLDAWKLLLEPPRERRCVPANFPLLGH
LPINRPIFDDKKPRDDLLGLLPEPTWHAFEEYGPTTWGPQ
AFIKSFDKFFYAEPIDFFSEYPQLCAFADWATYREFRYLE
DTRVIHITATEKNTDSTPAYPKMNYFDTEENYLEAHGWAP
YIREFTRVYKGDKPEVLWYLFLKKEIIKEEKIRNSDIRQI
VCADPIYTRIGACLEAHQNALMKQHTDTSVGQCGWSPMEG
GFKKTMQRLVNKGNKHFIEFDWTRYDGTIPPALFKHIKEI
RWNFINKDQREKYRHVHEWYVNNLLNRHVLLPSGEVTLQT
RGNPSGQFSTTMDNNMVNFWLQAFEFAYFNGPDRDLWKTY
DTVVYGDDRLSTTPSVPDDYEERVITMYRDIFGMWVKPGK
VICRDSIVGLSFCGFTVNENLEPVPTSPEKLMASLLKPYK
ILPDLESLHGKLLCYQLLAAFMAEDHPFKVYVEHCLSRTA
KQLRDSGLPARLTEEQLHRIWRGGPKKCDG

HAstV1 VPg

Listed here are the HAstV1 VPg amino acid and nucleotide sequences used for

the expressions described above.
>sp|Q67726|665-755 (Uniprot)
KKKGKTKHGRGRVRRNLRKGVKLLTEEEYRELLEKGLDRETFLDLIDR
IIGERSGYPDYDDEDYYDEDDDGWGMVGDDVEFDYTEVINFDQ
Supposedly poor half life due to n-terminal lysines,
so prefer n-terminal tag, (or add Gly, other non-
destabilizing aa)

91aa, 10.8 kDa, 4.59 pI as is without tag

>HAstV1-VPg\_ml tool optimize seq
AAAAAGAAAGGGAAAACCAAGCACGGCCGTGGCCGTGTCCGTCGCAATC
TTCGTAAAGGGGTCAAACTGCTGACGGAGGAAGAATATCGTGAACTTTT
GGAAAAGGGATTGGACCGTGAAACTTTCTTGGACTTGATTGATCGCATT
ATCGGGGAACGCTCGGGCTACCCAGATTATGACGATGAAGACTACTACG
ATGAAGACGACGATGGTTGGGGGATGGTGGGCGACGACGTTGAGTTTGA
CTATACTGAGGTAATCAACTTCGATCAA

3.4.9 DNA encoding RNA sequences

Listed below are the DNA sequences designed to encode various RNA sequences.

These sequences were cloned into the pRAV23 vector to act as template or primers

in HAstV RdRp experiments after transcription by T7 polymerase. Each are from

the HAstV1 genome with accession number MK059949.
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>HAstV1-MK059949-subgenome ~410bp
CCAAGAGGGGGGTGGTGATTGGCCTTTGGCTTATCAGTGTATAGATAACAT
TTCTCTGCTCGTTTACCATACAATTAACAACAAGATGGCACACGGTGAGCC
ATACTATAGCTCTAAACCTGACAAAGATTTCAATTTTGGAAGCACAATGGC
ACGTAGGCAGATGACACCTACTATGGTAATAAAGCTTCCCAAATTTGTTAG
GAATTCGTCTCGGGGGTAAGCCCAGGCAATGCATGGTCTCATGCGTGTGAA
GAGGCACGCAAAGCAGTAGGGGAAATCAATCCCTGCACATCTGGAAGCCGC
GGCCACGCCGAGTAGGAACGAGGGTACAGCTTCCTTCTTTTCTGTCTCTGT
TTAGATTATTTTAATCACCATTTAAAATTGATTTAATCAGAAGC

>HAstV1-MK059949-subgenome-reverse-complement
GCTTCTGATTAAATCAATTTTAAATGGTGATTAAAATAATCTAAACAGAGA
CAGAAAAGAAGGAAGCTGTACCCTCGTTCCTACTCGGCGTGGCCGCGGCTT
CCAGATGTGCAGGGATTGATTTCCCCTACTGCTTTGCGTGCCTCTTCACAC
GCATGAGACCATGCATTGCCTGGGCTTACCCCCGAGACGAATTCCTAACAA
ATTTGGGAAGCTTTATTACCATAGTAGGTGTCATCTGCCTACGTGCCATTG
TGCTTCCAAAATTGAAATCTTTGTCAGGTTTAGAGCTATAGTATGGCTCAC
CGTGTGCCATCTTGTTGTTAATTGTATGGTAAACGAGCAGAGAAATGTTAT
CTATACACTGATAAGCCAAAGGCCAATCACCACCCCCCTCTTGG

>HAstV1 5’ short 1-76
CCAAGAGGGGGGTGGTGATTGGCCTTTGGCTTATCAGTGTATAGATAACATTTCTCTGCTCGTTTACCATACAATT

>HAstV1 5’ short 1-76 (reverse complement)
AATTGTATGGTAAACGAGCAGAGAAATGTTATCTATACACTGATAAGCCAAAGGCCAATCACCACCCCCCTCTTGG

>HAstV1 3’ short 6709-6771
TTCTTTTCTGTCTCTGTTTAGATTATTTTAATCACCATTTAAAATTGATTTAATCAGAAGC

>HAstV1 3’ short 6709-6771 (reverse complement)
GCTTCTGATTAAATCAATTTTAAATGGTGATTAAAATAATCTAAACAGAGACAGAAAAGAA

Other sequences

T7 polymerase P266L from AddGene Plasmid #174866 [6].

Histidine tagged MS2 binding motif gene from AddGene Plasmid #67717 [1].

pRAV23 plasmid with RNA template with C-terminal GlmS riboswitch and MS2

motif from AddGene Plasmid #67715 [1].
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Appendix A

Sample Information Tables
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Table A.1 Pre-December 2019 samples from Discovery Life Sciences
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Table A.2 PRE-DECEMBER 2019 SAMPLES FROM THE LYME DIS-
EASE BIOBANK

Table A.3 HIV reactive Pre-December 2019 samples from Discovery Life
Sciences

Table A.4 HCV reactive Pre-December 2019 samples from Discovery
Life Sciences

189



Appendix B

Detailed Methods

B.1 Code snippets

Functions used to do kinetics fitting of BLI-data. Not shown is the data-wrangling

code to prepare the time-series data for the ’plot_curve_fits()’ function.
1 import numpy as np
2 import matplotlib.pyplot as plt
3 import math
4 import scipy.signal as scipy
5 from scipy.optimize import curve_fit
6 from functools import partial
7

8 def association_function(t,Rmax,ka,kd,C):
9 return (C*ka*Rmax*(1-math.e**(-((C*ka+kd)*t))))/(C*ka+kd)

10

11 def dissociation_function(t,kd,D):
12 return D*math.e**(-kd*t)
13

14 def steady_state_function(C, Rmax, kD):
15 return (C*Rmax)/(C+kD)
16

17 def fit_association(x_data,y_data,C,kd=None):
18 ka_guess = 10.0**5 # ka in M-1s-1
19 kd_guess = 10.0**-2 # kd in s-1
20 Rmax = np.max(y_data)
21 ka_bounds = [0.0,10**9]
22 kd_bounds = [0.0,10.0]
23 Rmax_bounds = [Rmax-0.5,Rmax+0.5]
24

25 if kd is not None:
26 bounds = ([Rmax_bounds[0], ka_bounds[0]], [Rmax_bounds[1], ka_bounds

[1]])
27 initial_guess = (Rmax,ka_guess)
28 association_func = partial(association_function,kd=kd,C=C)
29 params, covariance = curve_fit(association_func, x_data, y_data, p0=

initial_guess, bounds = bounds)
30 Rmax,ka = params
31 else:
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32 bounds = ([Rmax_bounds[0], ka_bounds[0], kd_bounds[0]], [Rmax_bounds
[1], ka_bounds[1], kd_bounds[1]])

33 initial_guess = (Rmax,ka_guess,kd_guess)
34 association_func = partial(association_function,C=C)
35

36 params, covariance = curve_fit(association_func, x_data, y_data, p0=
initial_guess, bounds = bounds)

37 Rmax,ka,kd = params
38 y_fit = association_function(x_data,Rmax,ka,kd,C)
39

40 return y_fit, Rmax,ka,kd
41

42 def fit_dissociation(x_data, y_data):
43 kd_guess = 10.0**-2 # kd in s-1
44 D_guess = y_data[1]
45

46 kd_bounds = [0.0,10.0]
47 D_bounds = [D_guess-0.1,D_guess+0.1]
48 bounds = ([kd_bounds[0],D_bounds[0]],[kd_bounds[1],D_bounds[1]])
49 initial_guess = (kd_guess, D_guess)
50 params, covariance = curve_fit(dissociation_function, x_data, y_data, p0=

initial_guess, bounds=bounds )
51 kd, D = params
52 y_fit = dissociation_function(x_data, kd, D)
53 return y_fit, kd, D
54

55 def plot_curve_fits(x,y,label,plot,restrict_kd=False):
56 ### do curve fits
57 #initialize
58 C=0
59 association_stop = 300
60 dissociation_stop = 900
61

62

63 if is_number(label):
64 C = float(label)*10**(-9)
65

66 ## dissociation
67 t0 = int(association_stop / timestep) - 1
68 x_dissoc = x[t0:]
69 y_dissoc = y[t0:]
70 y_fit_dissoc, kd2, D = fit_dissociation(x_dissoc-association_stop,y_dissoc)
71 plot.plot(x_dissoc, y_fit_dissoc, linewidth = 0.6, color = ’red’, label =

label)
72

73 # association
74 t0 = int(association_stop / timestep) - 1
75 x_assoc = x[:t0]
76 y_assoc = y[:t0]
77 if restrict_kd:
78 #kd1=kd2
79 y_fit_assoc, Rmax,ka,kd1 = fit_association(x_assoc,y_assoc,C,kd=kd2)
80 else:
81 y_fit_assoc, Rmax,ka,kd1 = fit_association(x_assoc,y_assoc,C)
82 plot.plot(x_assoc, y_fit_assoc, linewidth = 0.6, color = ’red’, label =

label)
83

84 KD1 = kd1/ka
85 KD2 = kd2/ka
86 fit_values = [label, Rmax, ka, kd1, D, kd2, KD1, KD2]
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87 return fit_values

Listing B.1 Fitting BLI data with scipy.curve_fit

The code below was used for our BLI-ISA paper to perform AUC analysis via

non-linear regression and integration with Python for the ELISA assays in that

study.
1 # regression_plotter.py
2 # plots and fits curve to x, y data (eg ELISA/ other assay), can do AUC calcs
3 # Nicholas Lorig-Roach
4 # 2020-06-16
5 #
6 # reference websites:
7 # https://stackoverflow.com/questions/46674870/least-squares-function-and-4-

parameter-logistics-function-not-working
8 # https://www.biolegend.com/en-us/blog/curve-fitting-for-immunoassays-

legendplex
9 # scipy curve fit page

10

11 import sys
12 import matplotlib.pyplot as plt
13 import matplotlib.patches as mplpatches
14 import numpy as np
15 import pandas as pd
16 from scipy.optimize import curve_fit
17 import scipy.integrate as integrate
18 from scipy import stats
19

20 def func(x, a, b, c):
21 result = a * np.exp(-b * x) + c
22 return result
23

24 def linear(x, a, b):
25 return a * x + b
26

27 def fourPL(x, a, b, c, d):
28 #print(’1: ’, (a-d))
29 #print(’2: ’, (x/c))
30 #print(’2: ’, (1.0 + (x / c) **b))
31 return d + (a-d) / (1.0 + (x / c)**b)
32

33 def fourPL_regression_plot(x, y, ax, label = ’’, \
34 legend = True, eq = True, title = True, color = ’black’, mark =

’x’):
35 """
36 performs four paramater logistic regression using supplied xy values
37 """
38 # define four parameter function and initial values for its coefficients
39 function = fourPL
40 guess = [0, -0.5, 0.5, 1]
41

42 # do the curve fit, then calculate the error and R2 based on the covariance
matrix (pcov)

43 popt, pcov = curve_fit(function, x, y, guess)
44 perr = np.sqrt(np.diag(pcov))
45 R2 = np.sum((fourPL(x, *popt)-y.mean())**2) / np.sum((y-y.mean())**2)
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46

47 # do the plotting
48 x_min, x_max = np.amin(x), np.amax(x)
49 xs = np.linspace (x_min, x_max, 1000) # needed for smooth curve
50 ax.plot(xs, fourPL(xs, *popt), ’--’, linewidth = 0.6, c = color, \
51 label = ’{} fit: a = {:.2f}, b = {:.2f}, c = {:.2f}, d = {:.2f},

$R^2$ = {:.4f}’.format(label, *popt, R2))
52

53 ax.scatter(x,y, s = 8, c = color, marker = mark, linewidths = 0.6)
54 ### AUC calculations
55 # set upper and lower bound of integration function, then do integral
56 lower, upper = x_min, x_max
57 auc = integrate.quad(function, lower, upper, args=(*popt,))
58

59 # if eq flag is True, print equation with coefficients on graph
60 if eq:
61 ax.text(2000, 1.9, r’$y(x) = d + \frac{a - d}{1 + \left( \frac{x}{c}\

right)^b}$’, va = ’bottom’, ha = ’left’, fontsize = 7)
62

63 # double curly braces to ’escape’ braces intended only for latex parser
64 ax.text(2000, 1.3, ’AUC = $\int_{{{}}}^{{{}}} y(x) = {{{:.1f}}}$’.

format(lower, upper, auc[0]), va = ’bottom’, ha = ’left’, fontsize = 7)
65

66 ## finishing up figure
67 ax.set_xlabel(’Reciprocal Dilution’)
68 ax.set_ylabel(’$OD_{490}$’)
69 if title:
70 ax.set_title(label)
71 if legend:
72 ax.legend()
73 return auc, popt, R2

Listing B.2 Functions for fitting curves to e.g. ELISA data and
performing area-under-the-curve (AUC) calculations.
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