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Due to the growing complexity of climate models, model hierarchies are becoming important

in understanding climate dynamics. In this dissertation, I build two hierarchies of ocean

models to study the ocean’s role in a changing climate.

In chapter 2, I develop a hierarchy of simplified ocean models for the coupled ocean, atmo-

sphere, and sea ice climate simulations using the Community Earth System Model version 1

(CESM1). The hierarchy has four members: a slab ocean model (SOM), a mixed-layer model

(MLM) with entrainment and detrainment, an Ekman mixed-layer model (EMOM), and an

ocean general circulation model (OGCM). Flux corrections of heat and salt are applied to

the simplified models ensuring that all hierarchy members have the same climatology. I

diagnose the needed flux corrections from auxiliary simulations in which I restore the tem-

perature and salinity to the daily climatology obtained from a target CESM1 simulation.

The resulting three-dimensional corrections contain the interannual variability fluxes that

maintain the correct vertical gradients of temperature and salinity in the tropics. I find that

the inclusion of mixed-layer entrainment and Ekman flow produces sea surface temperature

and surface air temperature fields whose means and variances are progressively more similar

to those produced by the target CESM1 simulation.
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To illustrate the usefulness of the hierarchy, I revisit the ITCZ problem. The position of

ITCZ is controlled by the interhemispheric energy imbalance. The ITCZ problem involves

determining mechanisms responsible for reducing the shift of ITCZ in fully coupled climate

models compared to those that couple the atmosphere to a simple SOM. In this dissertation,

I tackle this problem in the context of the loss of Arctic sea ice. In the absence of dynamic

ocean circulation, energy-balance considerations require the ITCZ to shift northward so that

the expansion of the southern Hadley cell produces a southward energy transport. This

transport eliminates the interhemispheric energy imbalance caused by the reduced northern

hemisphere albedo. Two processes present in OGCMs but absent in the SOM have been pro-

posed to explain this difference — the Atlantic meridional overturning circulation (AMOC)

and the wind-driven Ekman flow. Using my hierarchy, I confirm that AMOC strongly in-

hibits the shift in the position of the ITCZ by producing a strong southward anomalous

heat transport in the ocean. This heat transport eliminates the need for the atmosphere to

respond to the interhemispheric energy imbalance.

I also show that Ekman flow does not damp the ITCZ shift as previously suggested. The

explanation for this surprising result is that at the equator, the vanishing of the Coriolis

parameter leads to a frictionally driven overturning cell with northward surface flow. This cell

produces a northward heat transport that reinforces the interhemispheric energy imbalance,

thus contradicting the original hypothesis that a northward shift of the ITCZ would drive a

southward surface Ekman flow across the equator. Overall, with my hierarchy I find that it is

the change in the AMOC in response to Arctic sea ice loss that is responsible for preventing

the ITCZ from shifting northward.

In chapter 3, I use my hierarchy to elucidate the differing influences of Ekman and frictional

flows on the deep-tropical contraction phenomenon. I study this issue in the context of the

equilibrium climate response to an abrupt quadrupling of atmospheric CO2 concentration

in CESM1. I find that the atmospheric model coupled to the ocean model that includes
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the dynamic Ekman flow, i.e., EMOM, can replicate the deep-tropical contraction simulated

in comprehensive models. I demonstrate that the differences between atmospheric models

coupled to EMOM and OGCM are due to the different penetration depth of the oceanic

vertical motion and the differences in the subsurface horizontal diffusivity of temperature

near the equator. Furthermore, I demonstrate that the frictional Ekman flow contributes

at least 50% of the increased ocean heat convergence in the equatorial Pacific and Atlantic

Oceans. This shows that the frictional flow must be included in any explanation of the

deep-tropical contraction.

In chapter 4, I develop a hierarchy of intermediate meridional overturning circulation models

to explore the zonal asymmetry of freshwater forcing as a stability threshold that controls the

existence of multiple equilibria of the overturning circulation. I developed two new models to

build a hierarchy. The first one is the zonally averaged two-slabs ocean model (ZATOM) that

explicitly resolves zonal buoyancy gradients. The second one is an extension of the Stommel

two-box model to include the effect zonal asymmetry of freshwater forcing. I found that the

zonal asymmetry of freshwater forcing strongly determines the regimes with the multiple

equilibria of the overturning circulation. I show that changing the strength of hydrological

forcing has a different effect on the overturning circulation depending on zonal asymmetry of

freshwater forcing. Thus, the zonal asymmetry of freshwater forcing controls the subsequent

strengthening or weakening of the overturning circulation. I also use this result to explain

the emergence of multiple equilibria in an oceanic general circulation model in Dijkstra and

Weijer (2003).

In conclusion, I have built two hierarchies of ocean models to study the ocean’s role in a

changing climate. I use these hierarchies to advance our understanding of the tropical air-

sea coupling and the control of zonal asymmetry of freshwater forcing on the existence of

AMOC’s multiple equilibria in the context of climate change.
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Chapter 1

Introduction

One of the challenges of climate research is understanding how the atmospheric and oceanic

circulation respond to the rapid increase of greenhouse gas that forces the ongoing global

warming (e.g. B. Fox-Kemper et al., 2021). The warming has driven substantial reduction

in the Arctic sea ice (Serreze and Stroeve, 2015; Andersen et al., 2020) and increase in the

frequency of heavy precipitation and drought events (B. Fox-Kemper et al., 2021). Due

to the complexity of the climate system, we often resort to numerical climate models to

predict future climate, forming collaborative modeling projects such as the Coupled Model

Intercomparison Projects (CMIPs) 1–6, Polar Amplification Model Intercomparison Project

(PAMIP; Doug M Smith, Screen, et al., 2019), and Ocean Model Intercomparison Project

(OMIP; Griffies et al., 2016). These projects have greatly enhanced our understanding

of future climate projections. However, the simulated climate sensitivities that measure

the global surface temperature response to radiative forcing have a large spread among

climate models (e.g. Meehl et al., 2020; B. Fox-Kemper et al., 2021), directly impacting the

assessment of future climate and climate policies.

The large intermodel spread of estimated climate sensitivities is associated with the biases
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in cloud feedback (Bony et al., 2015; Zelinka et al., 2020; Myers et al., 2021). The biases,

however, can be a consequence of air-sea coupling because clouds are highly interactive

with the ocean. In climate simulations free of anthropogenic forcing, the double-ITCZ bias

among climate models (Tian and X. Dong, 2020) is an outstanding problem that needs to be

resolved. In climate simulations with increasing greenhouse emissions, the warming pattern

of sea surface temperature (SST) is found to be a factor determining the climate sensitivity

(e.g. Rose, Armour, et al., 2014; Y. Dong et al., 2020; Xie, 2020). The SST warming pattern

can be modulated by changes in ocean circulation and ocean heat uptake (England et al.,

2020). Issues where the air-sea coupling cannot be ignored in a warming climate include the

shift in the intertropical convergence zone (ITCZ; e.g. Kang, Held, et al., 2008; T. Schneider

et al., 2014; Tomas et al., 2016; T. Schneider, 2017; Green, J. Marshall, and Campin, 2019;

S. Yu and Pritchard, 2019; Kang, 2020; Hsu et al., 2022) and the deep-tropical contraction

phenomenon (e.g. Vecchi and Soden, 2007; Chemke and Polvani, 2018; Zhou et al., 2019).

Similarly, the Atlantic meridional overturning circulation (AMOC) has many aspects that

contribute to the large intermodel spread of the climate sensitivity through its significant

heat transport (Trenberth and Fasullo, 2017) and ability to take up the heat (Kostov et

al., 2014; D. P. Marshall and Zanna, 2014; Trenberth, Fasullo, and Balmaseda, 2014; Von

Schuckmann et al., 2016; Lewis and Curry, 2018; Hu et al., 2020). First, the strength and

temporal variability of AMOC have large intermodel spreads among climate models (Weijer,

Cheng, Garuba, et al., 2020). Second, the existence of tipping points of AMOC to produce a

catastrophic shutdown in climate models remains undetermined (Weijer, Cheng, Drijfhout,

et al., 2019). Therefore, we cannot fully trust the simulated AMOC heat transport in a

warming climate. These uncertainties eventually propagate to the discrepancy in climate

sensitivities among climate models.

There are some notable techniques that can extract physical information from intermodel

spreads. These include the intermodel empirical orthogonal function (IEOF) analysis (e.g.
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Li and Xie, 2012; Huang and Ying, 2015) and emergent constraint (e.g. P. M. Cox et al.,

2018; Thackeray and Hall, 2019; Doug M Smith, Eade, et al., 2022). These techniques have

successfully determined the scientific focus with the existing simulations. However, while

the realism of physical processes in climate models has increased significantly, the growing

complexity of interactions in the models obscures the underlying mechanisms, preventing

us from fully understanding the simulated climate. At the same time, as newer climate

models with higher resolution are developed, the increasing computational cost outpaces our

ability to perform a large number of simulations, further limiting us from determining the

robustness of future climate projections.

The framework of model hierarchies is ideal for developing an understanding of the mech-

anisms that produce climate phenomena (Claussen et al., 2002; Held, 2005; Jeevanjee et

al., 2017; G. K. Vallis et al., 2018; Maher et al., 2019, e.g.). In particular, model hierar-

chies that progressively include physical processes allow us to better understand the climate

mechanisms and to determine the robustness of climate projections. They isolate the effects

of particular processes, allowing us to gain physical understanding by varying the model

complexity. Additionally, the simpler models at the base of the the hierarchy are typically

computationally cheaper than comprehensive models, allowing us to perform more ensemble

simulations to determine the robustness of the outcome.

Here I illustrate how model hierarchies help enhance the physical understanding of the ITCZ

shift problem mentioned above (e.g. Kang, 2020; Hsu et al., 2022). The latitudinal loca-

tion of ITCZ is sensitive to interhemispheric imbalance because its location determines the

cross-equatorial energy transport in the atmosphere that should compensate non-zero energy

budget in equilibrium (T. Schneider et al., 2014), which neatly explains the northward ITCZ

shift in response to the forced Arctic warming in atmosphere models coupled to an SOM

(Kang, Held, et al., 2008). However, the participation of the ocean processes damps the

extent of the shifting (Tomas et al., 2016). The modulation may come from the wind-driven
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Ekman heat transport (Green and J. Marshall, 2017; T. Schneider, 2017), the AMOC (Chi-

ang and Bitz, 2005; S. Yu and Pritchard, 2019), or both (Green, J. Marshall, and Campin,

2019). Very often, these processes are entangled in comprehensive models, so it is hard to

isolate their independent contribution. Thus in chapter 2, I construct a new hierarchy that

can isolate the effect of wind-driven Ekman flow, which further indirectly allows me to isolate

the effect of AMOC. Through this hierarchy, I confirm the importance of AMOC in damping

the ITCZ shift. Surprisingly, through this hierarchy I also show that the wind-driven Ekman

flow does not damp the ITCZ shift as previously suggested. Instead, the hierarchy shows

an important role of wind-driven frictional flows that amplifies the cross-equatorial ocean

heat transport. We further find that the convergence of ocean heat transport associated

with frictional Ekman flow has a large contribution to the deep-tropical contraction in the

quadrupling CO2 simulations. While detailed discussions are documented in chapters 2 and

3, an important message here is that model hierarchies can test proposed dynamics and

trigger new scientific ideas.

Model hierarchies can also help us bridge the gaps in the physical understanding between

simple conceptual ideas and their realism in comprehensive models. The example here is

the problem in regards to determining the existence of multiple equilibria of AMOC in

climate models, as briefly mentioned in earlier text (see Weijer, Cheng, Drijfhout, et al.,

2019, for comprehensive reviews). Among many possible aspects, a fundamental gap is that

the dynamics of meridional overturning circulation is three-dimensional while most of our

scientific discussion and elaborations are in the context of two-dimensional models (Jochem

Marotzke et al., 1988; Stocker et al., 1992; Vellinga, 1996), or even simply Stommel two-box

model (Stommel, 1961). How these discussions in lower degrees of freedom system are related

back to comprehensive ocean models is unclear. Because of this distinct gap, the construction

of an intermediate model by Callies and Marotzke (2012) is an important development

because this model resolves the coarse zonal structure of the overturning circulation. In

chapter 4, I construct a hierarchy of ocean models by including two extended models based on
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Callies and Marotzke (2012) and Stommel two-box model. By showing similarities between

regimes with multiple equilibria of each hierarchy member, I conclude that these models share

the same physics to produce the multiple equilibria of the overturning circulation. Moreover,

I find that the zonal asymmetry of freshwater forcing has a fundamental role in controlling

where in parameter space we have regime with multiple equilibria. I also find that this

qualitative result can explain the bifurcation diagram constructed by Dijkstra and Weijer

(2003) in which they discussed the emergence of the multiple equilibria of AMOC under

various strengths of background hydrological forcing. Most importantly, I want to point

out that the ability to verify a physical idea across model complexity is another important

function of model hierarchies.

The usage of model hierarchies has grown since Held (2005) was published. Recently, the

Model Hierarchy Workshop, so far has been held in 2016 and 2022, is a community effort

to advocate the usage of model hierarchies in climate studies. The ongoing development of

Community Earth System Model version 3 (CESM3) will also provide various models with

different model complexity to lower the threshold of using model hierarchies. Therefore, my

dissertation can be seen as a scientific creation aligned with these efforts.
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Chapter 2

A Hierarchy of Global Ocean Models

Coupled to CESM1

2.1 Motivation

Model hierarchies contribute to improved understanding of the climate response to external

forcing by isolating the influence of various physical processes (e.g., Claussen et al., 2002;

Held, 2005; Jeevanjee et al., 2017; G. K. Vallis et al., 2018; Maher et al., 2019). Simplified

global ocean models that have been used to study the climate system consist of models with

mixed-layer acting independently in each water columns (e.g., David et al., 1999; Dommenget

and Latif, 2002; Cassou et al., 2007; Hirons et al., 2015) and models with Ekman flows

coupling the water columns (Codron, 2012). With the exception of Hirons et al. (2015), all

these models used a strong-restoring to a reference temperature and salinity profile with a

timescale of less than 20 years to achieve a realistic climate state. As such, these models can

be used to study high-frequency climate variability, but not variability on decadal and longer

time scales. The mixed-layer model developed by Hirons et al. (2015) is exceptional because
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it avoids the weak-restoring term by prescribing a three-dimensional time-dependent flux

correction. This has the advantage of not damping the low-frequency variability. We build

on these previous studies by formulating an ocean model that includes a mixed-layer and

Ekman flow. We adopt the strategy of Hirons et al. (2015) by prescribing a three-dimensional

time-dependent flux correction to achieve a target climate. We include weak-restoring terms

to the temperature and salinity equations, but we choose a restoring time scale of 100 year

so that we can study decadal climate variability. Furthermore, by switching off particular

processes, this model can form an ocean-model hierarchy to complement the ocean general

circulation model (OGCM) in the Community Earth System Model version 1 (CESM1;

Hurrell et al., 2013). This hierarchy can be applied to study climate response to external

forcing such as Arctic sea-ice loss or an increase in greenhouse gas.

Simplifications of ocean processes in climate models for studies that focus primarily on

the atmosphere response to external forcing typically consist of the following options: (i)

prescribing the sea surface temperature (SST) (e.g., Magnusdottir and Saravannan, 1999),

(ii) a single, static layer, known as a slab ocean model (SOM), that can take up heat from

the atmosphere, store it, and release it back to the atmosphere (e.g., Kiehl et al., 2006), and

(iii) a full OGCM (e.g., POP2; R. Smith et al., 2010). Unlike option (i), the SOM accounts

for the finite thermal inertia of the upper ocean. The OGCM, in turn, accounts for the

three-dimensional transport of heat by ocean currents that respond dynamically to surface

fluxes of heat, freshwater, and momentum. Because the gap between options (ii) and (iii)

is decidedly large, our goal is to formulate two simplified ocean models that narrow the gap

between the SOM and the OGCM.

The first model beyond the SOM is the mixed-layer model. We construct it by diagnosing

the time-dependent mixed-layer thickness from a climate simulation using the OGCM. Then,

we prescribe high vertical diffusivity above the base of the diagnosed mixed-layer. This time-

dependence, which we diagnose from the climatological seasonal cycle in a climate simulation
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using the OGCM, allows the model to store heat anomalies in the seasonal thermocline where

they can be re-entrained into the mixed-layer in the following year which is called the re-

emergence mechanism. The re-emergence of these heat anomalies creates winter-to-winter

SST correlations that are particularly important in the North Atlantic and North Pacific

Oceans. The re-emergence mechanism primarily operates on interannual timescale and has

the potential to influence the Pacific Decadal Oscillation (PDO) (M. A. Alexander and Clara

Deser, 1995; M. A. Alexander, Clara Deser, and Timlin, 1999; M. A. Alexander, Scott, and

Clara Deser, 2000; N. Schneider and Cornuelle, 2005; Kwon et al., 2011; M. Newman et al.,

2016).

In the second model, we add dynamic wind-driven Ekman flows to the previously added

time dependence of the mixed-layer depth. The upwelling and downwelling generated by the

divergence of these flows provide an additional pathway for the atmosphere to interact with

the subsurface ocean. In addition, the Ekman flows contribute to the horizontal transport

of heat, which is particularly important in the tropical ocean where it dominates the oceanic

heat transport (OHT) (Lee and Jochem Marotzke, 1998; Held, 2001). The response of

Ekman OHT to changes in surface winds has been shown to be particularly important for

damping shifts of the Inter-tropical Convergence Zone (ITCZ) when the Earth is forced with

an extra-tropical thermal forcing (Green and J. Marshall, 2017; T. Schneider, 2017; Kang,

Y. Shin, and Codron, 2018; Kang, Y. Shin, and Xie, 2018; Green, J. Marshall, and Campin,

2019).

Despite the relative simplicity of our two new models, we need to address several compli-

cations: (i) The linear momentum balance equations used to compute the Ekman flows are

singular at the equator. To eliminate the singularity we introduce a Rayleigh friction term.

Choosing an appropriate value for the friction coefficient is the first complication. (ii) The

simplified model with Ekman flow produces a pronounced equatorial rainfall anomaly that

originates from a runaway coupled mode along the equator that needs to be damped using
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an explicit horizontal eddy diffusivity (a mechanistic explanation for this coupled mode is

provided in Section 2.2.6). Choosing an appropriate value for this lateral diffusivity is the

second complication that we must address. (3) Finally, because the simplified models ne-

glect many oceanic processes that influence the exchange of heat between the atmosphere

and ocean, we need to include prescribed fluxes of heat and moisture in our simplified ocean

models to prevent the coupled climate from drifting to unrealistic states. Diagnosing these

fluxes is the third complication. We address these complications in Section 2.

In this paper, we illustrate the use of the hierarchy by studying the importance of different

ocean processes in the response of the climate system to the loss of Arctic sea-ice. Many fac-

tors can influence the response, including the background state, wave mean flow interactions

in the atmosphere, sea-ice physics, and the exchange of heat with the ocean (, and references

therein Blackport and Kushner, 2018; Screen et al., 2018; Sun, M. Alexander, et al., 2018;

D. M. Smith et al., 2022). Of particular importance for motivating our work is the study of

Tomas et al. (2016) that identified the importance of oceanic heat transport for modulating

the response of the atmosphere to sea ice loss by comparing simulations performed with an

OGCM to simulations with an SOM.

The paper is structured as follows: In Section 2.2, we introduce the model formulation and

solutions to the challenges described above. In Section 2.3, we investigate the modulating

effect of ocean processes on (i) climate variability and (ii) the atmospheric response to the

loss of Arctic sea ice. In Section 2.4, we present concluding remarks.
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2.2 Methods

2.2.1 Hierarchy of ocean models within CESM1

Our hierarchy of climate models is constructed using the Community Earth System Model

version 1 (CESM1; Hurrell et al., 2013) by replacing, the standard Parallel Ocean Pro-

gram version 2 (POP2, henceforth OGCM; R. Smith et al., 2010; Gokhan Danabasoglu

et al., 2012), in turn with three simplified ocean models. These simplified ocean models,

which are generated from a unified numerical code written in Julia (https://github.com/

meteorologytoday/EMOM), consist of a SOM, a mixed-layer model (MLM), and an Ekman

mixed-layer ocean model (EMOM). A Julia interface exchanges the surface fluxes with the

Fortran CESM1 coupler.

The other components of the climate model consist of the Community Atmosphere Model

version 4 (CAM4; Neale et al., 2013), the Los Alamos Sea Ice Model version 4 (Hunke

et al., 2010), Community Land Model version 4 (D. M. Lawrence et al., 2011), and the

River Transport Model (as part of Community Land Model). This configuration of the

climate model is equivalent to the Community Climate System Model 4 (CCSM4; P. R.

Gent, Gokhan Danabasoglu, et al., 2011).

All the simulations are run with nominally 1◦ × 1◦ horizontal resolution: The atmosphere

and land models have 192 and 288 points in latitude and longitude on a Gaussian grid (also

termed f09 in CESM1). The ocean and sea-ice models have 384 and 320 points in latitude

and longitude with a displaced-pole grid (also termed g16 in CESM1).
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2.2.2 Oceanic general circulation model (OGCM)

The Parallel Ocean Program version 2 (POP2) used in our study has a nominal horizontal

resolution of about 1◦ × 1◦. However, the meridional resolution between 10◦S and 10◦N —

the range within which ITCZ shifts occur — is better than 0.27◦ of latitude. Furthermore,

the grid’s “North Pole” is displaced to sit in Greenland, thus avoiding any polar coordinate

singularity in the ocean (R. Smith et al., 2010). In the vertical, the model has 60 levels with

separation ranging from 10m in the top 160m of the water column, increasing monotonically

from 10m to 250m in the depth range between 160m, and 3500m, and is fixed at 250m down

to the maximum ocean depth of 5500m. The model’s mixed-layer dynamics are governed

by the K-profile parameterization (KPP) vertical-mixing scheme (Large et al., 1994). The

model also uses the P. R. Gent and McWilliams (1990) isopycnal mixing scheme.

2.2.3 Ekman mixed-layer ocean model (EMOM)

The unified code for our hierarchy of simplified ocean models is called EMOM. We show the

physical processes that are represented by EMOM in schematic form in Figure 2.1. EMOM

is coupled to the other climate model components through the CESM coupler. EMOM has

33 vertical layers identical to the top 33 layers of the POP2 configuration. These 33 layers

cover a total depth ≈ 503.7m and range in thickness from 10m to 48m. EMOM solves the

following equations governing the time-evolution of temperature, T , and salinity, S,

∂T

∂t
+ v⃗H · ∇HT + w

∂T

∂z
=

∂

∂z

(
KV

∂T

∂z

)
+∇H · (KH∇HT )−

1

ρcp

∂FT

∂z
− 1

tR
(T − Tclim)

− Λ

τFRZ

(T − TFRZ) +
QT

ρcp
, (2.1a)

∂S

∂t
+ v⃗H · ∇HS + w

∂S

∂z
=

∂

∂z

(
KV

∂S

∂z

)
+∇H · (KH∇HS)−

∂FS

∂z
− 1

tR
(S − Sclim) +QS,

(2.1b)
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Figure 2.1: Schematic diagram of EMOM architecture. (a) EMOM has 33 vertical layers
whose total depth is ≈ 503.7m and range in thickness from 10m to 48m. (b) The Ekman
and return flow layers have thicknesses of 50m and 453.7m. (c) EMOM has a time-varying
mixed-layer thickness to capture the effect of seasonal entrainment and detrainment. (d)
The ocean temperature and salinity are relaxed toward a reference three-dimensional profile
with a 100-year timescale.
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where ρ = 1026 kg/m3 and cp = 3996 J/K/kg are the density and heat capacity of seawater,

FT is the energy flux consisting of radiation, sensible, and latent heat fluxes, FS is the virtual

salt flux to account for evaporation minus precipitation, runoff, sea-ice melting and brine

injection, v⃗H is the horizontal velocity, w is the vertical velocity component, QT and QS are

heat and salt flux correction terms, ∇H is the horizontal gradient or divergence operator,

KH is the horizontal diffusivity. KH depends on latitude according to

KH = K0 + (K1 −K0) exp

(
− ϕ2

2σ2
K

)
exp

(
z

HK

)
(2.2)

with ϕ is the latitude in radians, K0 = 5.0×103m2/s, K1 = 2×104m2/s, σK = 2π/36 (= 10◦)

and HK = 100m. The value of K0 is referenced from Nummelin et al. (2021) in which the

SST diffusivity is diagnosed (see their Figure 2). The values of K1 and σK are chosen to

prevent the spurious rainfall pattern mentioned in the introduction and further discussed in

Section 2.2.6. KV is the vertical diffusivity that depends on the mixed-layer thickness h and

vertical gradient of buoyancy, b. Explicitly,

KV =

 1 m2/s if − h < z < 0 or ∂b
∂z
< 0,

1 × 10−4m2/s, otherwise.
(2.3)

The short-wave radiative heating is divided into two components and each follows an expo-

nential depth profile with a constant e-folding depth. The parameters are selected according

to Type I water in Table 2 of Paulson and Simpson (1977). The remaining surface heat fluxes

and virtual salt fluxes are implemented as interior sources in the top 10-meter-thick layer

of the model so that Equations (2.1a) and (2.1b) can be solved subject to no-flux boundary

conditions.

To compute the buoyancy, we approximate the density using a third-order polynomial ap-

proximation for the equation of state as described in K. Bryan and M. D. Cox (1972). In

the numerical implementation, KV is specified at the interface between the grid boxes. The
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effective mixed-layer thickness must therefore coincide with the discrete depths of the inter-

faces between the grid boxes. Tclim and Sclim are the 50-year reference monthly climatological

profiles that the entire ocean is weakly restored to with a timescale tR = 100 years. With

this choice of tR, we refer to this term as the “weak-restoring” term. To take into account the

latent heat exchanges associated with the transformation of water between the liquid and

solid phases, we introduce the parameters τFRZ = 1day and TFRZ = −1.8◦C as the freezing

timescale and freezing point of ocean water. Λ is the Heavyside step function, i.e.,

Λ =

 1 if T < TFRZ,

0 otherwise.

This design switches on the freezing process so that ocean temperature is forced to be above

the freezing point. The latent heat released is sent to the coupler so that sea ice may grow.

For simplicity, we prescribe the space and time dependence of h. We considered adopting a

dynamic mixing layer model such as the KPP scheme (Large et al., 1994) as used in the POP2

model or a Niiler-Kraus type bulk formulation (Niiler, 1977; Gaspar, 1988). However, the

former needs as input the vertical sheer, which is not available in our simplified model, and

the latter, which we implemented and tested, produces a mean mixed-layer thickness that

is substantially different than the one in the parent simulation. This difference in the mean

state complicates the interpretation of our experiments. For these reasons, we focus here on

the simplified models with a prescribed time-dependence for the mixed-layer thickness.

As for the velocity field, we use the same formulation as Codron (2012) in which the Ekman

velocity is assumed uniform within the Ekman layer and is diagnosed from the instantaneous

wind-stress using a linear momentum balance:

v⃗EK =
1

ρHEK(ϵ2 + f 2)
(fτ y + ϵτx,−fτx + ϵτ y) (2.4)

where HEK = 50m is the Ekman layer thickness, f the latitude-dependent Coriolis param-
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eter, and τ⃗ = (τx, τ y) is the surface wind stress, ϵ the Rayleigh friction coefficient that

removes the signularity of Ekman solution at the equator. The Ekman layer whose thickness

varies spatially does not coincide with mixed layer. Two possible choices for the Ekman

thickness are the Laminar and turbulent Ekman length scales given by
√

2ν/f and u∗/f ,

respectively, where ν is the momentum diffusivity and u∗ is the frictional velocity (Deusebio

et al., 2014). However, neither of these choices is appropriate for equatorial regions because

of the singularity at the equator. For simplicity, we choose a constant Ekman layer thickness.

The value of ϵ is set to ϵ = 1.4× 10−5 s−1 (see Section 2.2.4 for detail) so that the Rayleigh

friction dominates over the Coriolis force in a narrow band between 5.5◦S and 5.5◦N. At the

equator v⃗EK becomes aligned with the direction of surface wind stress. We will call the part

of v⃗EK that is proportional to ϵτ⃗ the frictional Ekman flow.

Two alternative parameterizations have been proposed for removing equatorial Ekman-

balance singularity. In terms of the cross-equatorial ocean heat transport, these parame-

terizations produce a better agreement between the OGCM and the simplified ocean model.

However, there are other problems with these alternative parameterizations. The parameter-

ization of Kang, Y. Shin, and Codron (2018) drops the ϵ term in the numerator of the second

component of Equation (2.4). Unfortunately, this simplification cannot be justified from the

original momentum equation. In order to drop the ϵ dependence in the numerator of the

meridional component of Equation (2.4), the Rayleigh friction term in the zonal momentum

equation must vanish, but without it, the zonal component of Equation (2.4) would still be

singular at the equator. Afargan-Gerstman and Adam (2020) proposed a parameterization

in the context of an aqua-planet simulation where the zonal symmetry causes the mean

meridional wind component to vanish so that only the meridional Ekman flow needs to be

considered. For this special case, the Ekman-balance singularity can be eliminated by retain-

ing the latitudinal-dependence of the Coriolis parameter, i.e. the β effect, and noting that

in the absence of friction the meridional Ekman flow is proportional to the curl of the wind

stress divided by β. No such balance is available for the zonal Ekman flow, which will still
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be singular if it is present. Because we are considering a realistic continental configuration,

we decided to adopt Codron’s original formulation, i.e. Equation (2.4).

As in Codron (2012), we assume that (i) the return flow occurs directly below the Ekman

layer, (ii) the return flow is uniformly distributed in a layer of constant thickness, and (iii)

there is no accumulation of water mass in any water column. Therefore, the resulting return

flow is given as

v⃗RF = −HEK

HRF

v⃗EK, (2.5)

where HRF ≈ 453.7m is the thickness of the return flow so that the resulting thickness con-

veniently coincides with OGCM grid. Thus, the horizontal velocity is v⃗EK z ∈ (−HEK,0] and

v⃗RF for z ∈ (−(HEK +HRF),−HEK]. We acknowledge the ad-hoc nature of the formulation

of the return flow. Its virtue is that it is easily implemented and its use has precedence in

the work of Codron (2012).

The resulting Ekman OHT is easy to diagnose given the temperature profile in each water

column. For any given water column, Ekman OHT is given by

OHTEK = ρ0cp

∫ 0

z=−(HEK+HRF)

vEKTdz

= ρ0cp (HEKvEKTEK +HRFvRFTRF)

= cp∆T

(
−fτx + ϵτ y

ϵ2 + f 2

)
(2.6)

where

TEK =
1

HEK

∫ 0

−HEK

T dz, and TRF =
1

HRF

∫ −HEK

−(HEK+HRF)

T dz (2.7)

16



are the mean temperatures over the Ekman and return-flow layers, and

∆T ≡ TEK − TRF (2.8)

is the difference between the mean temperatures defined above. In going from the second to

the third line of Equation (2.6), we used Equation (2.5). Given typical tropical wind stress

(τx, τ y) = (0.01, 0)N/m2 at latitude 5.5◦N where ϵ = f (Section 2.4 shows how we pick ϵ),

the computed zonally integrated (2π cos 5.5◦ × (Radius of earth) ≈ 4 × 107m) meridional

OHT is about 0.06 PW per ◦C change of ∆T .

EMOM is discretized using Arakawa C-grid. The model exchanges surface fluxes with the

atmosphere every 24 hours. The time step is set to three hours. Advection and horizontal

diffusion are implemented using the QUICKEST scheme (upwind, second-order accuracy;

Leonard, 1979). Finally, the vertical diffusion, weak-storing, and freezing process are solved

using the implicit Euler backward method.

All the members of our hierarchy except for the OGCM can be recovered from the same

code base. To recover the MLM, we simply set v⃗ = 0. To recover the SOM, we (i) set

v⃗H = 0, (ii) set the mixed-layer thickness of each grid point to its time-averaged value, and

(iii) replace the topography mask to match the time-averaged mixed-layer thickness. With

these settings, we = 0 and Kv = 1 m2/s everywhere, which makes our model equivalent to a

well-mixed slab.

There are three major differences between CESM1-SOM and our SOM. First, CESM1-SOM

sets the horizontal diffusivity KH to zero while our SOM has non-zero spatially varying KH

given by Equation (2.2). This choice simplifies the task of comparing the output of the

different models of our hierarchy. Second, the CESM1-SOM uses the boundary layer depth

output from POP2 (variable HBLT) instead of mixed-layer depth (variable HMXL), which we

use in EMOM, for the mixed-layer thickness. The boundary layer depth and the mixed-
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layer thickness are equal when they are at their maximum, but otherwise the boundary

layer is thinner than the mixed-layer. Past studies have shown that a shallower annual-mean

mixed-layer thickness leads to colder SSTs, which tends to increase the albedo through cloud-

radiative feedback processes (Donohoe et al., 2014; Zaiyu Wang et al., 2019). However, the

flux corrections that are applied to our simplified models will generally eliminate this effect

on the mean climate. The choice of thickness would most likely also affect the climate

variability, but the above mentioned studies do not offer any specific recommendation as

to which choice is preferable in a SOM. We, therefore, chose to set h to HMXL. Third, in

CESM-SOM, the prescribed ocean velocity derived from the referenced OGCM is sent to

the coupler. In our SOM, we set the ocean velocity sent to the coupler to be zero in SOM

(also MLM and EMOM) to simplify the dynamics. Thus, the rates of heat and momentum

exchanges between air-sea and ocean-sea-ice interface are different between CESM-SOM and

SOM.

The full OGCM completes our hierarchy as the most realistic ocean model. Thus, the

resulting hierarchy of ocean models from simplest to most complex are: the SOM, the MLM,

the EMOM, and the OGCM. As we progress up the hierarchy the MLM includes entrainment,

which is absent in the SOM, the EMOM includes Ekman transport, which is absent in the

MLM and the OGCM includes everything else (i.e. gyres, overturning circulation, waves,

etc.)

2.2.4 Estimation of Rayleigh Friction ϵ in Equation (2.4)

To avoid the singularity of the Ekman flow solution at the equator, we introduced a Rayleigh

friction term in the horizontal momentum equations used to derive Equation (2.4). To

determined the value of ϵ, we minimized the sum of the squared differences between the

vertical velocities computed by the OGCM and those computed from the divergence of
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v⃗EK(ϵ) integrated from the surface, assumed flat and rigid, down to a depth of H = 50 m in

the latitude band between 10◦S–10◦N. Explicitly,

ϵ = argmin
ϵ

∑
i∈X

∣∣wi
OGCM − wi

EK(ϵ)
∣∣2 (2.9)

where

wi
EK(ϵ) = H∇ · v⃗EK(ϵ), (2.10)

and X denotes the set of mesh points between 10◦S and 10◦N.

The solution to the above non-linear least-squares problem yielded a value of ϵ = 1.4 ×

10−5 s−1. With this choice for ϵ, Rayleigh friction dominates over the Coriolis force between

5.5◦S–5.5◦N. Thus within 5◦ of the equator, the Ekman flow is more parallel than perpendic-

ular to the direction of the wind stress. At the equator, the Ekman flow is exactly aligned

with the wind stress.

2.2.5 Derivation of correction flux

For the simulations that use SOM, MLM, and EMOM, we apply flux corrections to force the

simulated climates towards the one simulated using CESM1 (i.e. CTL OGCM; see Section

2.2.7). The flux corrections make up for the mean heat and freshwater transports captured by

the full OGCM but not explicitly represented in our simplified models. These flux corrections

include rectification effects due to interannual variability. For example, if we decompose the

variables in Equation (2.1a) into a mean annual cycle plus anomaly, i.e. ( · ) = ( · ) + ( · )′,

19



and then apply the averaging operator ( · ), we obtain

∂T

∂t
+ v⃗EK · ∇HT + wEK

∂T

∂z
=

∂

∂z

(
KV

∂T

∂z

)
+∇H ·

(
KH∇HT

)
− 1

ρcp

∂F T

∂z
− 1

tR

(
T − Tclim

)
− Λ

τFRZ

(
T − TFRZ

)
+

[
QT

ρcp
− v⃗′

EK · ∇HT ′ − w′
EK

∂T ′

∂z
+K ′

V

∂2T ′

∂z2
− Λ′T ′

τFRZ

]
.

(2.11)

The terms in the square bracket correspond the flux corrections needed to reproduce the

mean annual cycle. In addition to the effect of missing processes, QT , the bracket includes

anomaly-product terms. Some of the interannual variability that produces the anomalies

that contribute to these product terms will be generated spontaneously by the simplified

models. Their effects do not need to be included in the flux correction. However, some

of the interannual anomalies originate from processes that can only be simulated using the

full OGCM and will, therefore, be absent in our simplified climate models. As a prominent

example, the El Niño-Southern Oscillation (ENSO), which dominates in the tropics, cannot

be captured in our simplified models. Its effect on the annual mean fluxes must be included

as part of the flux correction. Without it, our models cannot reproduce the correct vertical

temperature gradient. There is, however, a potential risk of double-counting the effect of

anomalies that can be simulated in the simplified coupled climate models.

To derive the flux correction given by the terms in the square bracket of Equation (2.11),

we first use the 50-year daily climatology of temperature and salinity (Tclim and Sclim) from

the end of a 1000-year spin-up run of the OGCM. Then, for each model, we temporarily

set tR = 15 days in the simplified model and run the resulting coupled climate model for

20 years. We then record the monthly mean values of the restoring term for the last 19

years. Finally, we average each month to produce a three-dimensional flux correction that

is periodic with a period of one year.
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2.2.6 Importance of large KH near the equator

Without explicit horizontal diffusion, EMOM produces a persistent band of excessively strong

equatorial precipitation in the Central Pacific (Figure S1a, 150-170◦W with the zonal mean

shown in Figure S1b).

In a narrow band along the equator where the frictional force dominates over the Coriolis,

convergent surface winds (Figure S1b, red dashed line) above a warm SST anomaly (Figure

S1c, black solid line) also drive convergent ocean currents that suppress upwelling (Figure

S1c, red dashed line). Off the equator, where the Coriolis force dominates over the friction

force the wind-driven currents are divergent and drive upwelling. Further examination of

the meridional wind stress τ y and ocean 50-m vertical velocity w50m reveals that this is a

consequence of the following coupled positive feedback. Since our Rayleigh friction domi-

nates over the Coriolis force within 5.5◦ of the equator, anomalous wind convergence drive

anomalous SST convergence near the equator. The resulting warming of the sea surface acts

to reinforce the convection in the overlying atmosphere. Furthermore, the upwelling of cold

waters in regions straddling the center of atmospheric convection induces locally descending

motion in the atmosphere, which acts to further reinforce the the convergent winds and

atmospheric convection.

In the real ocean, the generation of the strong temperature gradients seen in Figure S1c would

lead to a baroclinic instability that would generate a vigorous eddy field. The diffusive fluxes

generated by these eddies would come to balance the advective flux due to the mean flow. By

positing a balance between the advective and diffusive fluxes, we can estimate an appropriate

value of KH so that we can suppress the spurious rain band in EMOM,

KH
∂2T

∂y2
= −v∂T

∂y
(2.12)

⇒ KH ≈ |v∆y| (2.13)
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where ∆y is the meridional length scale. From Figure S1 we estimate that ∆y ≈ 400 km,

and that the maximum meridional ocean Ekman flow is about max (|τ y|)/(ρ0ϵ 50m) ≈

0.028m / s. From these scales, we estimate KH = |v∆y| = 1.12× 104m2 / s. Thus, to ensure

the suppression of coupled positive feedback, we set K1 in Equation (2.2) to be 2×104m2 / s.

2.2.7 Simulation design

Since we want to test how ocean processes modulate climate variability and the response to

Arctic sea-ice loss, it is necessary to have a set of control runs where all hierarchy members

produce the same climate.

The control runs are initialized with the January-mean fields from the end of the 1000-year

spin-up simulation of the full OGCM. They are performed with the necessary correction

fluxes derived in Section 2.2.5 and are labeled as CTL [MODEL] where [MODEL] can be

one of SOM, MLM, EMOM, or OGCM. The CTL simulations are run for 120 years and the

last 100 years are analyzed. The biases of each model are defined as the deviations from the

CTL OGCM simulation as opposed to the observed mean state. The biases of mean climate

states are generally small and are reported in the Supplementary Text S1.

The perturbation runs are performed with projected Arctic sea-ice loss such that sea-ice

thickness matches the mean sea-ice thickness of the year 2081–2100 of RCP8.5 simulation.

The details of how the forcing is applied are explained in 2.A. As we did for the CTL runs, the

sea-ice-loss runs are denoted by SIL [MODEL]. Also, we denote the entire set of sea-ice-loss

runs as SIL and define RESP [MODEL] := SIL [MODEL]− CTL [MODEL].

SIL is run for 180 years. The mean ocean temperature of the top 503.7 m ocean of SIL SOM

quickly reaches equilibrium within 50 years whereas the rest of the models adjust quickly in

the first 80 years and drift slowly afterward (Figure S2a). The common globally integrated
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drift for SIL OGCM, SIL EMOM and SIL MLM is due to the weak background vertical

diffusion. However, regionally the drift pattern is not the same across the hierarchy and

the magnitudes are weaker in simplified models (Figure S3). In SIL OGCM, the AMOC

weakens during the first 30 years followed by a recovery during the next 50 years, and then

stabilizes (Figure S2b). Therefore, we analyze years 81–180 and use this period to represent

the decadal and centennial adjustment of the climate system.

2.3 Results

2.3.1 The impact of ocean processes on variability

Even though hierarchy members produce a similar climate mean states (see Supplementary

Text S1), their variability may differ. Here, we define “variability” as the standard deviation

of the anomaly time series of the given variable. The anomaly is the deviation from its

climatology (monthly, seasonally, or annually depending on the context).

We also examine the “re-emergence“ of SST anomaly (SSTA). It refers to the 12-month

lag correlation of SSTA in winter (M. A. Alexander, Scott, and Clara Deser, 2000). This

memory effect is a consequence of seasonal mixed-layer entrainment, which leads to enhanced

predictability.

Variability of SST and surface air temperature

Because our simplified models cannot generate most of the tropical variability due to the

lack of Kelvin and Rossby waves dynamics, direct comparison between full OGCM with the

simplified models would be harder to interpret. Thus, we define CTL OGCM* as the filtered

CTL OGCM in which we subtract out the projection of the variability on the first empirical
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orthogonal function of the monthly SSTA between 20◦S–20◦N.

In general, the SST variability is similar to that of CTL OGCM*, with higher variability

along the storm track (Figure 2.2). We also notice that SST variability decreases by about

10˜30% in CTL MLM and CTL EMOM compared to CTL SOM (Figure 2.2) even though

they have similar atmospheric variability (sea-level pressure, not shown). Since CTL SOM

does not have mixed-layer entrainment, it highlights the importance of the seasonal entrain-

ment in winter that acts to dampen the stochastic atmospheric forcing. We further verify

that mixed-layer entrainment can effectively reduce the SST variability by constructing a

stochastic one-dimensional mixed-layer model in 2.B.

The inclusion of Ekman flow improves the shape of SST variability in certain parts of the

mid-high latitude ocean (Figure 2.2). These regions are Northern Pacific (box A), North-

ern Atlantic (box B), and Pacific-Atlantic sector of Southern Ocean (box C). In particu-

lar, the tongue-shaped SST variability pattern extending eastward from Japan (box A) in

CTL EMOM resembles the pattern of PDO SST variability. Since we cannot observe this

in CTL SOM and CTL MLM, it shows that Ekman is an essential process in reshaping

the SST variability pattern. This is consistent with M. A. Alexander and Scott (2008) and

Miller and N. Schneider (2000) that a portion of PDO SST variability originates from the

coupled effect of the weather noise with Ekman flow. Our hierarchy demonstrates this effect.

However, the magnitude of the SST variability in box A is not as strong as the variability in

CTL OGCM*, implying that the Kuroshio Extension variability, which is not captured in

our simplified models, is an important contributor to SST variability in the North Pacific. In

summery, as we move up the hierarchy, the SST variability gets closer to the variability in the

OGCM. But, disappointingly, this trend does not translate into the surface-air-temperature

variability (Figure 2.3).
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Figure 2.2: The annual mean SST variability (standard deviation of SSTA) of CTL run.
The variability in CTL OGCM* is computed by removing the anomalies that are correlated
with the time series of the first empirical orthogonal function of monthly SSTA between
20◦S–20◦N. Boxes A, B, and C show the regions that have the biggest differences.
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Figure 2.3: The Jun-Jul-Aug and Dec-Jan-Feb mean SAT variability bias (standard deviation
of CTL [member] - standard deviation of CTL OGCM*). See the caption for Figure 2.2 for
the definition of CTL OGCM*.
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Figure 2.4: SSTA winter-to-winter correlation. Here Dec-Jan-Feb and Jun-Jul-Aug are win-
ters in northern and southern hemispheres, respectively. Box A shows the improvement over
the Northern Pacific as more ocean processes are included. Boxes B and C show that there
are major processes not captured in simplified models that removes the memory. In box
B, we speculate these are the northward transport of the subducted Antarctic Intermediate
Water and the diffusive effect of eddies. In box C, horizontal currents and wave dynamics
might act to dampen the SSTA efficiently.
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SSTA re-emergence improvement

In CTL OGCM, we find stronger re-emergence signals in higher latitudes during winter,

specifically in the North Pacific (Figure 2.4 box A) and Southern Ocean (Figure 2.4 box B).

While the re-emergence bias is reduced in the North Pacific (box A), it is too strong in the

Southern Ocean (box B). We speculate that in the Southern Ocean, the northward transport

of the subducted Antarctic Intermediate Water and diffusive effect of eddies remove much of

the signal that leads to low winter-to-winter correlation in the CTL OGCM. Without these

processes, winter-to-winter correlation will be too strong.

In all simplified models, a strong winter-to-winter correlation is present in the tropical East-

ern Pacific while there is none in CTL OGCM (Figure 2.4 box C). Although we are unsure

for the causes to the low winter-to-winter correlation in CTL OGCM, we speculate that it

is due to the presence of the horizontal currents and wave dynamics that may act to damp

the temperature anomalies.

The Ekman flow is important for decadal frequency of PDO

To better understand how various ocean processes contribute to SST variability in the North

Pacific, we compare the spatial PDO pattern and the spectrum of the PDO index across the

hierarchy. Here the PDO is defined as the first empirial orthogonal function (EOF) of the

SST over the North Pacific (20◦N to 70◦N, e.g. M. Newman et al., 2016) and the PDO index

is the associated principle component. Figure 2.5 shows the PDO patterns for the hierarchy.

The patterns are the generally the same among the members of the hierarchy. Still, the

tongue-shaped pattern extending from Japan eastward is better simulated in CTL EMOM

than in CTL SOM and CTL MLM, underscoring the importance of Ekman coupling for

modifying the PDO pattern.
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The periodogram of the PDO index shows more pronounced differences (Figure 2.6). The

target model, CTL OGCM, has a peak at about 5 years which is missing in other models due

to the absence of ENSO in the simplified models as expected. Interestingly, CTL OGCM also

has a peak between 20–50 years which is present in CTL EMOM but not others. The low-

frequency variability for CTL MLM is generally weaker than other models. These differences

suggest that mixed-layer entrainment tends to damp the PDO’s low-frequency variability

while Ekman flow tends to enhance it. CTL SOM has a 20-year peak which is somewhat

shorter than the peaks seen in other models. While it is not surprising that SOM is capable

of generating decadal variability, it is an artifact because this signal is eliminated once the

seasonal entrainment is included.

2.3.2 Response to sea-ice loss

This section presents the analysis of the climate response during year 81–180 to Arctic sea-ice

loss. The experiment detail is documented in Section 2.2.7.

Roles of entrainment and AMOC slowdown in ocean heat uptake

All the models in the hierarchy show a significant SST warming in the northern hemisphere

due to Arctic sea-ice loss forcing (Figure 2.7), whereas the southward extent of the warming

gets weaker as more ocean processes are included. In the North Pacific, the southward ex-

tent of the warming in RESP EMOM is similar to RESP OGCM, especially the warm SST

tongue in the central North Pacific. In contrast, in the North Atlantic the SST cooling in

RESP OGCM, also known as the “SST warming hole”, is not simulated in any of the sim-

plified models. The warming hole in RESP OGCM seems to reduce the latitudinal warming

extent across the North Pacific as well.
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Figure 2.5: The PDO of each member in CTL. Positive and negative values are shown in red
and blue shading, respectively. The PDO is defined as the first empirical orthogonal function
(EOF) of monthly SST anomaly in the boxed region in 115◦E–75◦W and 20◦N–65◦N. The
PDO patterns are largely the same across the model hierarchy with a prominent negative
region extending from Japan eastward, showing the pattern is controlled by atmospheric
processes. However, the more extended negative anomaly (blue patch) from Japan eastward
in CTL EMOM compared to CTL SOM and CTL MLM is consistent with CTL OGCM,
showing that coupled Ekman flow enhances the PDO pattern.
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Figure 2.6: The periodogram of PDO index. PDO index is defined as the projected value of
monthly SST anomaly onto PDO patterns shown in Figure 2.5 in CTL runs. The black line
is the spectrum applied with Tukey window M = 25 where the orange shading is the 90%
confidence level (see Chapter 7 of Chatfield, 2003) and red dashed line is the white noise
(average of the spectrum).
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The warming extent of SST in SOM is the largest, which is consistent with the fact that

the SOM traps the heat in the ocean surface layer. Furthermore, including mixed-layer

entrainment and Ekman flow is insufficient to reproduce the reduced extent of warming

and the warming hole in the North Atlantic as seen in RESP OGCM. The SST warming is

better captured in the North Pacific than in the North Atlantic in our simplified models.

Since AMOC responds strongly to sea-ice loss (Figure S2b), we speculate that AMOC in the

OGCM efficiently removes the anomalous heat after being transferred to the subsurface in

the Atlantic. The role of the AMOC slowdown can be understood from the rough alignment

of the anomalous AMOC upwelling (Figure 2.8) with the latitudinal location of the SST

warming hole in RESP OGCM (Figure 2.7) between 40◦N–60◦N. The slowdown of AMOC

creates an anomalous heat flux divergence between 40◦N–60◦N that removes the anomalous

heat entrained from the surface. Thus, the efficient ocean heat uptake in RESP OGCM is a

combined effect of entrainment and AMOC slowdown.

The response of the position of westerly jet is sensitive to ocean heat uptake

The atmospheric zonal mean temperature response to Arctic sea-ice loss aligns latitudinally

with the warming response in the ocean in all the models (Figure 2.9). The horizontal and

vertical extent of the warming decreases as we include more ocean processes. Since the

response follows the thermal wind relation (not shown), we can use the resulting different

meridional gradients of the zonal mean temperature to explain the mean jet response. For

example, we see that in RESP SOM, the atmospheric warming is so extensive that it reduces

the meridional temperature gradients on both sides of the westerly jet, resulting in an overall

weakening of the jet. The gradients in RESP MLM and RESP EMOM over the northern

edge of the jet decrease much more than to the south, which weakens the westerly jet and

shifts it southward. Furthermore, in RESP OGCM the temperature gradient is decreased to

the north but increased to the south in the tropical upper troposphere such that the jet is
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Figure 2.7: The annual mean SST response to Arctic sea-ice loss. The response is defined
as RESP [member] := SIL [member] - CTL [member]. As we move up the hierarchy, the
extent of SST warming decreases, demonstrating the ocean’s improved ability to buffer the
effect of the warming as more processes are included.
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Figure 2.8: The AMOC streamfunction in CTL OGCM (contours, in Sv) and its response to
the loss of Arctic sea-ice in RESP OGCM (shading). The anomalous upwelling that removes
the entrained heat from the surface is located between 40◦N–60◦N. The heat removal creates
the warming hole over the North Atlantic, as seen in Figure 2.7.

shifted rather than weakened. We conclude that the response of the westerly jet to sea-ice

loss is sensitive to ocean processes that take up the heat.

The response of ITCZ position is sensitive to ocean processes

The response of tropical precipitation to Arctic sea-ice loss highlights the connection between

sea-ice loss and ITCZ shifts (Figure 2.10). The ITCZ shifts northward, into the warmed

hemisphere, in all models but with various extents and shapes. In RESP SOM, there is a

significant northward shift of ITCZ across the globe and this signal is reduced in RESP MLM

and amplified in RESP EMOM. Note that RESP OGCM shows a moderate ITCZ shift in

the Atlantic Ocean and mostly a narrowing of the rainband towards the equator in other

basins.

The shift in the ITCZ is a consequence of the excessive energy that is injected into the Arctic

and transported across the equator into the southern hemisphere. This anomalous planetary

heat transport (PHT) is partitioned into atmosphere heat transport (AHT) and OHT. The

ITCZ shift is correlated with the anomalous AHT (T. Schneider et al., 2014). Here, we
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Figure 2.9: The zonal mean response of the atmosphere to Arctic sea-ice loss. The shading
shows the response (RESP [member] := SIL [member] - CTL [member]) of zonal mean air
temperature (left column) and zonally mean zonal wind (right column). The contours show
the quantities in CTL [member].
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Figure 2.10: Similar to Figure 2.7 but for annual mean precipitation. Most of the responses
locate in the tropics. RESP OGCM shows a narrowing of ITCZ in the Pacific but a north-
ward shift in the Atlantic. Rest of the models show various degree of northward shift of
ITCZ.
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Figure 2.11: Response of zonal mean of annual precipitation (RESP [member] :=
SIL [member] - CTL [member]; left ticks). Dashed line shows the precipitation in
CTL OGCM (right ticks).

expect that the ITCZ shift may be suppressed in two ways: by (i) ocean heat uptake, or (ii)

southward cross-equatorial OHT through Ekman flow.

The suppression of ITCZ shift by ocean heat uptake is a mechanism that should apply to

RESP MLM, RESP EMOM and RESP OGCM because they all include the mixed-layer

dynamics that can detrain heat anomalies into the deeper ocean, where they are prevented

from interacting with the atmosphere.The increased cooling caused by the weak-restoring is

0.01 PW in RESP SOM and five times greater (0.05 PW) in RESP MLM and RESP EMOM,

showing that the coupled effect of entrainment and weak-restoring greatly enhances the heat

uptake by the deep ocean. From Figure 2.11, we see that the zonal mean precipitation peaks

at the same latitude in RESP MLM and RESP SOM. However, the peak in RESP MLM is

only half the strength, which once again shows the buffering effect of entrainment. Since the

entrained heat accumulates but is also slowly removed due to the weak-restoring, we expect

ITCZ response in RESP MLM to get closer to but always stay weaker than RESP SOM. In

RESP OGCM, since the anomalous AMOC takes up the heat even more efficiently. This
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mechanism is not apparent in RESP EMOM where the signal is dominated by the Ekman

response and therefore the effect of entrainment is shielded.

The argument for the suppression of the ITCZ shift by the Ekman flow hinges on the ex-

pectation that the anomalous zonal wind stress associated with the ITCZ shift drives a

southward Ekman OHT in both hemispheres (Green and J. Marshall, 2017; T. Schneider,

2017; Green, J. Marshall, and Campin, 2019; Kang, 2020; Adam, 2021). However, our

simulation RESP EMOM shows the opposite. As shown in Figure 2.12 lower panel, both

the central Pacific and the western Atlantic have a pronounced northward ITCZ shift. The

shift produces a northward cross-equatorial surface wind anomaly and, therefore, a cross-

equatorial oceanic Ekman flow. The anomalous Ekman upwelling and downwelling further

generate cold and warm SST anomalies that strengthen the dipole pattern in the atmosphere.

This mechanism as a positive feedback for the ITCZ shift.

To understand the apparent inconsistency between the amplified ITCZ shift in RESP EMOM

and the expectation from past studies arguing that Ekman flow should damp the shift, we

examine the Ekman OHT, i.e. OHTEK defined in Equation (2.6). In Figure 2.13, we show

the anomalous wind stresses and OHT components in EMOM due to τx and τ y. While the

OHT due to τx is consistent with past studies (Kang, Y. Shin, and Codron, 2018; Kang,

Y. Shin, and Xie, 2018), the northward OHT due to τ y, neglected in these studies, is big

enough to change the qualitative behavior of ITCZ in our simulation. There is evidence from

both observations and comprehensive OGCMs, that the cross-equatorial wind can drive a

meridional overturning cell at the equator. For example, the observational study of Y. Wang

and McPhaden (2017) demonstrates the existence of shallow surface overturning cell in the

Indian Ocean (see their Figure 4) and the OGCM study of Steven R Jayne and Jochem

Marotzke (2001) also shows a shallow frictionally driven Ekman overturning cell within the

top 100m of the ocean surface (see their Figure 9). Further evidence can be found in the

OGCM study of Green, J. Marshall, and Campin (2019) — a surface-trapped overturning cell
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with northward OHT that is superimposed onto the deeper and stronger counter-rotating

overturning cell with southward OHT at the equator can be seen in their Figure 5c in

response to a forced Arctic warming. Although the frictionally-driven cell is poorly resolved,

its effect on the OHT is visible in their Figure 9b. The bump in the OHT-v.s.-latitude plot

at the equator is a manifestation of the anomalous frictionally-driven Ekman heat transport.

However, Equation (2.6) also shows that OHTEK is proportional to ∆T , which can be directly

modified by the choice of Htotal = HEK +HRF, the total thickness for the Ekman and return

flows. As a result, our simplified model could potentially be sensitive to the choices of HEK

and HRF.

We summarize this discussion in Figure 2.14 that shows the decomposition of the heat

transport in each model. In the RESP SOM and RESP MLM, almost all the response is

through AHT with a small contribution from OHT. The contribution of diffusion to OHT

is small. The AHT in RESP MLM is smaller than for RESP SOM because the ocean takes

up the heat. In RESP OGCM, the ocean takes up heat and also transports it horizontally

so that the subsurface cold water can be replenished to efficiently take up the heat. In

RESP EMOM, the OHT at the equator is northward due to frictional Ekman flow, resulting

in an amplification of the ITCZ shift.

Eastern Pacific SST response in RESP OGCM

In this section, we want to comment on the SST warming response over the Eastern Pacific

in RESP OGCM that is absent in other hierarchy members (Figure 2.7). A similar response

has been found in the studies that force the climate model with increased greenhouse gases

(Vecchi and Soden, 2007; Xie et al., 2010; Mamalakis et al., 2021). These studies found that

the warming of the Eastern Pacific is a consequence of the weakening of the Walker circu-

lation. In our simulation, we find that surface wind and oceanic upwelling do not change

significantly in RESP OGCM (Figure 2.12 upper panel). Instead, the increased shortwave
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Figure 2.12: The detailed analysis of tropical response in RESP OGCM (upper panel) and
RESP EMOM (lower panel). The shading is the response of SST. The black and green
arrows are the anomalous surface wind and their induced v⃗EK computed using Equation
(2.4). The black dotted and slanted hatches represent the increase and decrease of annual
mean precipitation more than 100mm. In RESP OGCM we further denoted the increase and
decrease of downward shortwave radiation exceeding ±1W/m2 by yellow dotted and slanted
hatches.
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Figure 2.13: (a) The response of surface zonal wind stress τx (solid; positive values means
eastward wind anomalies) and meridional wind stress τ y (dashed; positive values means
northward wind anomalies) in EMOM. (b) The decomposition of OHT response in EMOM.
The OHTs associated with τx, τ y and ∆T are derived from Equation (6) by taking its
differential form.
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Figure 2.14: Heat transport response analysis. PHT = AHT + OHT. The OHT in
RESP OGCM is further decomposed into Indian-Pacific and Atlantic basins (∆OHTINDPAC

and ∆OHTATL). In the simplified models, we also plot out the OHT due to weak-restoring
(∆OHTWKRST) to show it is a minor component. In RESP SOM and RESP MLM, OHT is
fully contributed by diffusion.
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radiation pattern matches the warmest SST anomaly, suggesting that the decrease in reflec-

tive clouds causes the surface warming. The warm anomaly is then advected downstream

to the central Pacific where it drives the intensification of the ITCZ such that there is a

decrease of downward shortwave radiation over the Central Pacific. The difference in the

tropical Eastern Pacific response to greenhouse gas forcing and sea-ice loss forcing deserves

more investigation in future studies.

2.4 Conclusion

In this paper, we constructed a hierarchy of ocean models including SOM, MLM, EMOM, and

OGCM (POP2) that separates mixed-layer entrainment and Ekman flow by progressively

including each process into the model. We further couple it to the climate model CESM1

with realistic topography and successfully derive three-dimensional correction flux through

the nudging method so that the appropriate climatologies for SST, precipitation, and sea-ice

area are reproduced.

The mixed-layer entrainment is important for multiple reasons. In the control climate,

we found that mixed-layer entrainment significantly reduces the SST bias in SOM. The

entrainment also reduces SST variability that is exaggerated in SOM, since it introduces cold

deep water into the mixed-layer during winter when interannual variability is the strongest.

Entrainment also results in stronger winter-to-winter SSTA correlation in agreement with

the OGCM almost everywhere. There are, however, two prominent exceptions. In the

Southern Ocean and tropical Eastern Pacific, the simplified models produce too high winter-

to-winter SSTA correlations. Because horizontal transport would remove local temperature

anomalies, we speculate that the high correlation is due to their absence in the simplified

models. In the sea-ice loss perturbation experiment, including entrainment allows the deep

ocean to take up the excessive heat associated with sea-ice loss and reduces the spatial extent
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of the warming in the atmosphere. Thermal wind relation then translates the anomalous

atmospheric warming structure into a latitudinal shift of the westerly jet.

Moreover, the fact that mixed-layer entrainment alone cannot efficiently remove the heat by

horizontal transport highlights the function of AMOC: the AMOC removes the subsurface

water carrying the heat entrained from the surface and replaces it with cold water. The

uptake of thermal energy also dampens the ITCZ shift because it temporarily reduces the

inter-hemispheric imbalance in the heat budget. Thus, entrainment affects the variability

and large-scale energy transport when coupled with AMOC.

CTL EMOM produces SST variability patterns that are in better agreement with those of

the OGCM in the mid-latitude North Pacific, South Pacific, and North Atlantic oceans.

Improvements in surface air temperature variability over North America and the Southern

Ocean are likely associated with improved SST variability located upstream. In the sea-ice

loss experiment, the Ekman flow amplifies the ITCZ shift, which contradicts past literature.

This disagreement is due to the details of the Ekman parameterization, i.e., the inclusion

of ϵτ y and the choice of Htotal = HEK + HRF. Thus, the ITCZ response to sea-ice loss is

sensitive to the Ekman parameterization.

In Section 2.2.6, we found a coupled positive feedback that originates from having insufficient

diffusion to counteract the convergence of the frictional-Ekman flow. The feedback excites a

coupled mode in which the convergence in the wind field enhances the convergence of warm

surface water, that feeds back positively on the atmospheric convection and associated low-

level convergence. This feedback generates erroneous rainband (Figure S1a) on the equator

in the Central Pacific where the cold tongues are still poorly simulated in many climate

models (Tian and X. Dong, 2020). It will be interesting in future studies to investigate

whether this positive feedback and cold-tongue bias are connected.

Our hierarchy can still be refined depending on the need. For example:
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• The nudging method used to derive the flux correction should account for the sea-ice

concentration and thickness in addition to SST. Using information about the sea-ice

field will resolve the fluxes of heat that are not accompanied by a change of temperature

because of the phase change. In addition, diagnosing the interannual variability of sea-

ice forming heat flux Λ′T ′ in Equation (2.11) from OGCM and subtracting it out of

the flux correction may avoid double counting that causes the warm SST bias in the

Southern Ocean along the sea-ice edges.

• One can extend the current Ekman flow parameterization scheme by extending the

thickness of the return flow layer HRF from a constant to a spatially varying variable

to account for sensitivity of OHTEK to HRF. Devising a framework to diagnose HRF

from an OGCM will be necessary.

• The introduction of Rayleigh friction is not the only parameterization for resolving the

singular nature of the Ekman solution at the equator. One can resolve the singularity

by retaining the pressure gradient force in the momentum balance. The Ekman model

in Stommel (1959) and the generalized Ekman model in Cronin and Kessler (2009)

(their Equation (2) and (7a)) both retain the pressure gradient force and specify the

momentum viscosity instead of Rayleigh friction parameter ϵ. After solving the re-

sulting fourth-order ordinary differential equation for the vertical shear, the total flow

can be solved by requiring that the vertical integral of the total flow be zero. Thus,

the Ekman spiral and the vertical location of the return flow emerge naturally. This

provides an avenue for refining EMOM.

• One can adopt the KPP scheme (Large et al., 1994; Van Roekel et al., 2018) so that

the mixed-layer evolves dynamically. Using the KPP as opposed other mixed-layer

models such as Niiler-Kraus (Niiler, 1977; Gaspar, 1988) will enhance the physical

consistency of the hierarchy. In the KPP scheme, the momentum and tracer diffusivities

are functions of the vertical shear. To bring the Ekman model in, one would need to
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separate the vertical shear into a prescribed non-Ekman component and an Ekman

component diagnosed from the instantaneous wind stress.

• Because of the importance of geostrophic flows for the mid-high latitude ocean heat

transport, it is desirable to incoporate the wind-driven gyres and meridional overturn-

ing circulation into the hierarchy. For example, Haarsma et al. (2005) developed a

regional hierarchy that resolves barotropic wind-driven flows, Ekman flows and mixed-

layer entrainment. Extending such hierarchy to a global coupled model is one possible

avenue for EMOM’s further development. Still, one could choose to prescribe the

large-scale ocean flow to achieve a certain degree of responsive temperature and salt

advection.

Finally, the hierarchy can be used to couple with Community Atmoshpere Model version 5

(CAM5) instead of CAM4. Also, the code of EMOM can be easily ported to Community

Earth System Model version 2 (CESM2) because both CESM1 and CESM2 use the similar

coupling interface code that we modified to couple to EMOM.
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Appendix

2.A Sea-ice forcing

We apply the forcing by constraining sea-ice thickness. The target sea-ice thickness in

our sea-ice thickness experiment is derived from years 2081–2100 of an ensemble member

of Representative Concentration Pathway 8.5 (RCP8.5) in Coupled Model Intercomparison

Project Phase 5 (CMIP5) that is simulated using CCSM4. The total sea-ice volume in the

SIL is about one-sixth of that in the CTL with an almost sea-ice-free Arctic in September.

The distribution of mean sea-ice thickness is shown in Figure S6.

The target sea-ice thickness is achieved by imposing a pseudo heat flux to the sea-ice model,

Fpseudo =
Liceρice
τnudging

(hmodel − htarget) , (2.14)

where hmodel and htarget are the sea-ice thicknesses of the current time step and the target,

Fpseudo is the pseudo heat flux with the sign chosen so that Fpseudo > 0 indicates an energy

flux into the sea ice, Lice = 3.34 × 105 J / kg the specific latent heat fusion for sea ice,

ρice = 917 kg /m3 the sea ice density, τnudging = 5 days is the nudging timescale, and hmodel

and htarget are the modeled and target sea-ice thicknesses. If the modeled sea-ice thickness is

larger than the target sea-ice thickness then a heat gain causes the ice volume to decrease.
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Conversely, if the modeled sea-ice thickness is less than the target sea-ice thickness then a

heat loss causes the ice volume to increase towards the target. The model we use divides

the sea ice into five different categories with each having its own equivalent sea-ice thickness.

Since we do not differentiate them, we use the value of their sum as sea-ice thickness in

the equation above. Nudging the sea-ice thickness does not uniquely determine sea ice

concentration which might give rise to inconsistent ice albedo and heat exchange if forcing

is weak (Sun, Clara Deser, et al., 2020). Since our forcing is very strong the discrepancy is

negligible.

2.B Temporally Varying Mixed-layer Depth Changes

SST variability

We construct a one-dimensional mixed-layer model by vertically integrating Equation (2.1a)

from the bottom of mixed-layer to the surface to get an approximated well-mixed mixed-layer

model as

∂Tmix

∂t
= − Fnet

ρcph
− we

h
(Tmix − Td) + q

where Tmix is the mixed-layer ocean temperature, Fnet = F (z = 0) − F (z = −h) is the

net incoming energy flux into the mixed-layer, Td is the temperature immediately below the

mixed-layer, we = max(∂h/∂t, 0) is the entrainment velocity, and q is the sum of freezing and

advection tendency terms. Taking the deviation (denoted with a prime) from the seasonal
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mean (denoted with an overbar) we get

∂T ′
mix

∂t
≈ − F ′

net

ρcph
+

F net

ρcph
2h

′ −
(we

h

)′ (
Tmix − T d

)
− we

h
(T ′

mix − T ′
d) + q′ − 1

τadj
T ′

= − F ′
net

ρcph
− we

h
T ′ − 1

τadj
T ′ (2.15)

where the last term on the right-hand side is the damping of temperature anomaly due to

air-sea interaction with time scale τadj. We drop the deviation terms related to h because

we prescribed its annual evolution; we also drop q′ because in the MLM model there is no

advection and most of the ocean is sea-ice free; furthermore, we drop Td for it is expected

that |T ′
d| ≪ |T ′|. We hypothesize that it is the existence of entrainment that reduces the

SSTA variance.

Since strictly speaking, h used in SOM is the temporal mean of h in MLM so the first term

on the right-hand side is also different, we should support this hypothesis by conducting

stochastic simulations of Equation (2.15).

We set

h(t) = hm +
hamp

2
sin

(
2π

P
t

)
(2.16)

F ′
net(t) =

[
Fm +

Famp

2
sin

(
2π

P
t

)]
ϵ′(t) (2.17)

where P = 360 days is the annual cycle period, hm = 70m is the mean mixed-layer thickness,

hamp is the amplitude of mixed-layer variation, Fm = 30W/m2 and Famp are the same but for

F ′
net, ϵ

′ ∼ N is a Gaussian noise. It is designed so such that the thicker mixed-layer thickness

coincide with higher surface energy flux variance as observed in coupled simulations. SOM

is represented by setting hamp = 0m and MLM by hamp = 60m. In all numerical integration

we select τadj = 180 days, T ′
mix(t = 0) = 0, and Euler forward scheme with time step 30 days

is used. For each simulation, integrate for 100-thousand years and compute the resulting
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monthly mean values (30 days per month), then use the resulting T ′
mix time series to compute

one standard deviation value.

Assigning Famp = 0W/m2, the SST variability of SOM and MLM are 0.27◦C and 0.21◦C.

Further assigning Famp = 40W/m2 we get 0.30◦C and 0.20◦C. The even larger separation is

because larger atmospheric stochastic forcing (winter) is efficiently damped by thicker mixed-

layer depth. These two sets experiments show that the main cause of lower SST variability

in MLM comes from the temporally varying mixed-layer depth.
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Supplimentary

2.S1 Assessment of the mean states in CTL runs

This section presents the analysis of the CTL runs. The experimental setup is documented

in Section 2.7.

The simulated climates agree more with the CTL OGCM as we include more ocean processes.

We here discuss the sea-ice and SST biases as they are two important surface properties that

control the climate.

2.S1.1 Sea-ice area is better constrained than sea-ice volume

For each CTL simulation with a simplified ocean model, we compared the simulated sea-ice

area and the sea-ice volume to the area and volume simulated using the OGCM. The results

are summarized in Table 2.S1. The relative sea-ice area biases range from -15% to +2%,

while the relative sea-ice volume bias is -30% to +3%. We find a smaller bias for the area

compared to the volume in both hemispheres. This larger bias for the volume compared

to the area is due to latent heat fluxes in the presence of sea ice that are invisible to our

method for diagnosing the flux corrections – recall that our flux corrections are diagnosed

from a restoring term that acts on the water temperature (Section 2.5).
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Table 2.S1: Sea-ice volume and area of CTL and SIL simulations in the northern and southern
hemispheres.

Sea-ice Volume
[ ×103 km3 ]

Sea-ice Area
[ ×106 km2 ]

NH SH NH SH
CTL SIL CTL SIL CTL SIL CTL SIL

OGCM 32.9 5.33 29.3 28.3 11.4 7.39 16.5 16.1
EMOM 26.2 5.20 21.0 19.5 10.8 7.02 14.4 13.7
MLM 26.5 5.21 23.6 23.1 10.8 7.02 15.1 14.9
SOM 28.7 5.25 30.4 30.1 11.3 7.15 16.9 16.8

Another possible reason for sea-ice biases is the double-counting of the Λ′T ′ term in Equation

(11), as discussed in Section 2.5. In high latitudes, an important role of the ocean is to

serve as a heat reservoir, meaning that the SOM can produce a portion of the interannual

variability. Since lower ocean temperature activates the freezing, Λ′ and T ′ are negatively

correlated, i.e., Λ′T ′ < 0. Therefore, if the term Λ′T ′ is a significant contributor to the flux

correction and a significant fraction of Λ′T ′ in the CTL OGCM, including the associated

heat fluxes contributes to the warm SST biases we see in Figure 2.S4.

2.S1.2 Entrainment reduces SST bias

In all simplified models, the SST biases in most of the regions are within 0.5◦C (Figure 2.S4).

The biases in the CTL SOM have a similar pattern to those obtained using the CCSM3-

SOM ¡c.f. Figure 2 of ¿bitz2012climate: warmer SSTs over the tropical Eastern Pacific and

the Southern Ocean and colder SSTs along the Kuroshio Extension. Once the mixed-layer

dynamics are included, these biases are significantly reduced. The tropical warm bias in

CTL SOM causes more precipitation than CTL MLM and CTL EMOM (Figure 2.S5).

The common warm SST bias regions are along the sea-ice edge in the Southern Ocean, with

CTL EMOM having the largest bias. This contradicts our expectation that SST bias should

decrease as more ocean processes are included. Since the location of this warm SST bias is
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along the sea-ice edge, it might due the double-counting of Λ′T ′ the same issue as discussed

in the previous section on sea-ice bias.
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Figure 2.S1: The annual mean values of year 30 of CTL EMOM in which uniform KH =
1500m2 / s is used. (a) shows the precipitation map of tropical Pacific. (b) shows the zonal
mean precipitation (left axis, solid black) and zonal mean meridional wind stress (right axis,
red dashed, positive means that wind blows northward) of the regions boxed in (a). (c) is
the same as (b) but for SST and oceanic 50-m vertical velocity.
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Figure 2.S2: (a) The temporal evolution of mean ocean temperature in top 503.7m in SIL
relative to the beginning year of each trajectory. Time window year 80–180 during which
SIL data are used for statistics is labeled. Notice that the mean ocean thickness of SOM is
about 100 meters so there are more temporal fluctuations. (b) The temporal evolution of
AMOC intensity measured in Sv.
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Figure 2.S3: The drift rate of averaged temperature of top 503.7m of the ocean in year
81–180 of SIL runs.
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Figure 2.S4: The annual mean SST of the hierarchy in CTL run. The top panel shows the
target climatology obtained from the run using the full OGCM. The other panels show the
biases in the other hierarchy members, i.e., (CTL [member] - CTL OGCM).
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Figure 2.S5: The zonal mean of the annually-averaged precipitation for the CTL run.
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Figure 2.S6: The blue shading shows the regions where the annual mean sea-ice thickness
is greater than 1m in control run. The red shading is the same but with data derived from
RCP 8.5 year 2081–2100 of CMIP5.
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Chapter 3

The Effect of the Active Ocean on the

Tropical Rainfall Response to Global

Warming

3.1 Introduction

Under global warming, climate models project that the intertropical convergence zone (ITCZ)

will contract equatorward (e.g. Lau and K.-M. Kim, 2015; Byrne and T. Schneider, 2016b;

Zhou et al., 2019), known as the deep-tropical contraction. The change in the tropical con-

vection pattern will change the mean climate state and its variability (Fang and J.-Y. Yu,

2020; Yun et al., 2021), resulting in a tropical forcing, which may impact the extra-tropical

regions through atmospheric teleconnections (M. A. Alexander, Bladé, et al., 2002; S.-I. Shin

and Sardeshmukh, 2011; M. Newman et al., 2016). Since the tropical rainfall response to

global warming still has large variations across climate models (Ma and Xie, 2013; Long

et al., 2016; Byrne, Pendergrass, et al., 2018), it is important to improve our physical un-
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derstanding of the underlying processes. In particular, we focus on the air-sea coupling that

contributes to the deep-tropical contraction.

The physical mechanism of the deep-tropical contraction is associated with the sharpening

of the meridional moist static energy gradient (Neelin et al., 2003; Byrne and T. Schneider,

2016a; Byrne and T. Schneider, 2016b; Byrne, Pendergrass, et al., 2018). Since the sea-

surface temperature (SST) controls the distribution of moist static energy in the tropics,

the enhanced equatorial warming (EEW) of the SST is also an important factor that drives

the deep-tropical contraction (Huang, Xie, et al., 2013; Zhou et al., 2019). The key ocean

process that contributes to EEW associated with the weakening of the Walker circulation is

identified as the reduced oceanic equatorial upwelling (e.g. Vecchi and Soden, 2007; Chemke

and Polvani, 2018). However, to what extent the changes in the ocean circulation modulate

the response of tropical precipitation and circulation is not clear and this issue is addressed

here.

The hierarchy of ocean models developed in chapter 2 is a great tool to test the effect of

the wind-driven oceanic Ekman flow, which dominates the tropical ocean heat transport

(Klinger and Marotzke, 2000), on the rainfall pattern. However, use of the simplified models

in the hierarchy is hindered by the fact that the Atlantic meridional overturning circulation

(AMOC) greatly modulates the tropical response in an atmospheric model that is coupled to

an OGCM. This is due to the significant response in heat transport to anomalous freshwater

flux in the OGCM. The modulation of AMOC will generate a notable difference between

the EMOM and the OGCM. in SST and atmospheric circulation between the EMOM and

OGCM such that we will not be able to verify how realistic our hierarchy is. The hierarchy

is most useful in studies when the response of AMOC has reached quasi-equilibrium.

We will explore experiments with the hierarchy where the climate forcing is the abrupt qua-

drupling of atmospheric CO2. In this chapter, we conduct such an experiment using OGCM

and find that the AMOC collapses in the first 300 years and recovers to its original strength
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by the end of 500 years. The AMOC collapse and subsequent recovery has been reported

previously (e.g. Rind et al., 2018). This phenomenon results from the anomalous freshwater

due to the warming gradually reducing in time and thus the meridional buoyancy gradient

in the ocean gradually restores. The restored meridional buoyancy gradient re-intensifies the

AMOC. Once the AMOC recovers, its modulation on heat transport is significantly reduced,

allowing us to compare the outcome of OGCM with EMOM to verify whether the Ekman

flow is sufficient to capture the tropical response.

In this chapter, we will perform the first attempt to study the tropical climate response in a

hierarchy of ocean models that isolates the effect of oceanic Ekman flow. We will show that

the inclusion of Ekman flow allows the model to reproduce the tropical response as simulated

in OGCM while the response is sensitive to the prescribed depth of the Ekman layer and to

the subsurface diffusivity. Moreover, we will show that at the equator, the warming caused

by the Ekman flow associated with the friction is equal to or greater than the ocean warming

caused by the traditional Ekman flow.

This chapter is structured as follows: In section 3.2, we briefly introduce the hierarchy

of ocean models, the definition of the oceanic rotational and frictional Ekman flows, and

the experimental design. In section 3.3, we present the results of our experiments and a

discussion of the results. In section 3.4, we draw the conclusions.

3.2 Methods

3.2.1 Hierarchy of ocean models within the CESM1 framework

The hierarchy of ocean models was presented in chapter 2. It is unique in that it fits

within the CEMS1 framework such that the Parallel Ocean Program vs 2 (POP2; R. Smith
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et al., 2010), the full ocean global climate model within CESM1, sits at the top of the

ocean hierarchy, followed by three other successively more simplified ocean models: the

Ekman mixed-layer model (EMOM), the mixed-layer model (MLM) and the slab ocean model

(SOM). Each ocean model in the hierarchy can be substituted into the CESM framework

and run coupled to the other component models of the CESM1 (e.g., the atmosphere and

sea-ice models).

Briefly, the lowest model in the hierarchy, the SOM, has a single slab of ocean mixed layer

with a thickness that varies in the horizontal but remains constant in time. The SOM does

not have any entrainment nor oceanic flow. The MLM takes a step further than SOM by

allowing the mixed-layer thickness to vary temporally and follow annually prescribed values.

This allows the MLM to resolve seasonal entrainment-detrainment. The EMOM builds on

the lower models and adds interactive Ekman transport on top of the MLM. The EMOM

assigns a fixed thickness to both the Ekman transport layer and the layer representing the

Ekman return flow. Finally, the POP2 is a full ocean general circulation model (OGCM) of

CESM1, representing the most realistic ocean of the hierarchy. The details of the hierarchy

formulation are illustrated in Section 2 of Chapter 2.

3.2.2 Ekman flow parameterization

The parameterization of total Ekman mass transport M⃗EK in the hierarchy has the form

M⃗EK = M⃗f + M⃗ϵ (3.1)
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with

M⃗f =
f

f 2 + ϵ2
(τ y,−τx) (3.2)

M⃗ϵ =
ϵ

f 2 + ϵ2
(τx, τ y) (3.3)

where M⃗f is the rotational Ekman mass transport associated with the rotational Ekman

flow, M⃗ϵ is the frictional Ekman mass transport associated with the frictional Ekman flow,

f is the Coriolis parameter, ϵ is the Rayleigh friction coefficient, τx and τ y are the zonal and

meridional wind stress, respectively. Positive values of τx mean that the wind is blowing

eastward and for τ y northward. The frictional Ekman mass transport M⃗ϵ is along the wind

stress. The rotational Ekman mass transport M⃗f is 90 degrees to the right (left) of the

wind stress in the northern (southern) hemisphere. The M⃗f is essentially the traditional

wind-driven Ekman mass transport if ϵ ≪ f . Notice that at the equator M⃗f = 0 and M⃗ϵ

accounts for all the Ekman mass transport M⃗EK. In EMOM, the M⃗EK happens within the

top 50 m of the ocean, defined as the Ekman layer. The parameterization puts the layer

with the return flow (thickness of 353.7 m) immediately below the Ekman layer. The return

flow mass transport M⃗RF is of equal magnitude but opposite direction to the M⃗EK, that is,

M⃗RF := −M⃗EK so that there is no net accumulation of water mass in each individual water

column.

3.2.3 Experimental design

We conduct two sets of experiments. The first one is the pre-industrial control run (PI)

where the CO2 volume mixing ratio is kept constant at 284.7 ppm. For the lower three

rungs of the hierarchy members, the coupled models are run for 200 years and they reach

equilibrium after 100 years (not shown). For the POP2, we use a 1000-year spin-up run of

the ocean (available from NCAR) as the initial state and run the fully coupled model for
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200 years. The last 30 years are used for the equilibrium climatology.

The second set of experiments is the quadruple CO2 run (QCO2) where CO2 volume mixing

ratio is kept constant at 1138.8 ppm. We run the SOM for 200 years, MLM and EMOM for

300 years, and POP2 for 700 years to reach their equilibrium. The last 30 years are used to

compute the new equilibrium climate. The evolution of the mean SST and sea-ice volume is

shown in Figures 3.1a–d.

3.3 Results

3.3.1 How the ocean reaches equilibrium in the QCO2

Each model is initialized with the quadruple CO2 concentration compared to the state from

which it is initialized, leading to an adjustment process towards equilibrium. To assess the

overall adjustment of the climate system, we show the time evolution of the mean SST in

Figures 3.1a–b in the northern and southern hemispheres, respectively. Because the evolution

of sea ice is sensitive to global energy budget, we also show the total sea-ice volume in

Figures 3.1c–d as an additional diagnostic to determine whether the system reaches a quasi-

equilibrium. The SOM (blue) takes less than 50 years to reach equilibrium as its ocean

has the least mass. The MLM (orange) and EMOM (green) take about 200 years to reach

equilibrium because the temporal variation of the mixed layer thickness increases the effective

water mass interacting with the atmosphere.

The POP2 takes approximately 500 years to reach a new quasi-equilibrium (red). It ap-

pears to go through fluctuations, and the evolution is tightly associated with the changes

in the AMOC. The time evolution of AMOC strength, defined as the maximum value of

the streamfunction of AMOC north of 20◦N and below the depth of 500 m, is shown in
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Figure 3.1: The integrated quantities of the abrupt quadruple CO2 simulation. (a) and (b):
the mean sea-surface temperatures (SSTs) of the northern hemisphere and southern hemi-
sphere, respectively. (c) and (d): the total sea-ice volumes in the northern hemisphere and
southern hemisphere, respectively. (e): the evolution of the strength of Atlantic meridional
overturning circulation (AMOC) in POP2. The strength of AMOC is defined as the maxi-
mum value of the streamfunction of AMOC north of 20◦N and below the depth of 500 m.
The blue line is the simulation of the pre-industrial control run (PI) and the red line is the
simulation of the run of quadruple CO2 (QCO2). (f): the ocean heat transport (OHT) in
the Atlantic Ocean on the equator. Color coding is the same as (e). (g): the streamfunction
of AMOC of PI (black contours) and QCO2 (green contours) in depth-latitude space. The
shading is the difference of the mean streamfunction of the last 30 years of each simulation,
i.e., QCO2 (year 671–700) minus PI (year 171–200).
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Figure 3.1e, and the cross-equatorial ocean heat transport in the Atlantic is shown in Figure

3.1f. Figure 3.1g shows the mean AMOC streamfunction for PI (in black contours), and for

QCO2 averaged over years 671–700 (in green contours). The shading shows the difference

in streamfunction over the last 30 years (671–700 of QCO2 minus 171–200 of PI).

In the POP2 model, the sea ice in the northern hemisphere rapidly decreases in the first 50

years as seen in Figure 3.1c. The increased anomalous freshwater flux reduces the AMOC’s

strength. During years 51–200, the strength of AMOC keeps decreasing (Figure 3.1e) while

there is a rebound of total sea-ice volume in the northern hemisphere (Figure 3.1c). The

rebound of sea ice is possibly due to the reduction of northward ocean heat transport caused

by the AMOC slowdown. During years 200–350, the sea ice in the northern hemisphere

steadily decreases, and the associated anomalous freshwater flux keeps the AMOC in a

weakened state. During years 350–500, the northern hemisphere sea ice keeps decreasing

until it reaches a total volume of approximately 1000 km3 (Figure 3.1c). At this point,

although there is still sea ice forming in the winter, it completely melts away in the following

summer, resulting in a nearly constant sea-ice volume and thus zero anomalous freshwater

flux due to the sea-ice melting. Afterwards, the AMOC quickly recovers to its original

strength as shown in Figure 3.1e. The initial overshooting of the AMOC strength is a

transient phenomenon indicating that the AMOC is releasing the stored potential energy

(Rahmstorf et al., 2005). Throughout the years 1–500, the southern hemispheric sea ice

decreases exponentially to its new equilibrium as seen in Figure 3.1d. During years 501–700,

the sea-ice volume remains the same while the strength of AMOC slowly decreases. During

this period, although the AMOC is still adjusting, the sea ice volume and SST stabilize.

Therefore, we conclude that after year 500 the system reaches a quasi-equilibrium, and we

pick the year 671–700 to compute the climatology for the QCO2.

Although the AMOC recovers to its original strength, it still shoals by the end of the simu-

lation as shown in Figure 3.1g. Moreover, if we identify the ocean heat transport of AMOC
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as the cross-equatorial ocean heat transport in the Altantic, then Figure 3.1f shows that

it decreases from 0.8PW to 0.3PW in the first 200 years, recovers to 0.8PW around year

450, and decreases to about 0.7PW after year 500. This demonstrates that the evolution

of cross-equatorial heat transport, equivalent to inter-hemispheric heat transport, is tightly

associated with the strength of AMOC. Therefore, we expect that the effect of AMOC on

the surface ocean and climate reaches its peak during years 201–300 and becomes negligible

after 500 years. Thus, the members with simplified ocean in the hierarchy will be informative

on physical mechanisms and should be able to inform us on the POP2 simulation after year

500. Henceforth, we will show results for the response in QCO2 compared to PI over these

time intervals where the climate is in equilibrium.

3.3.2 Tropical response in the Pacific Ocean

The tropical response is shown in Figure 3.2. In the SST plot, we subtract the mean of

anomalous SST in the tropics to study the spatial pattern of anomalous SST easier.

In EMOM, the magnitude of increased rainfall matches to that of POP2 while the peak of

the anomalous rainfall in EMOM is centered more equatorward than that of POP2. This

suggests that the increased of rainfall due to dynamical coupling may be largely attributed

to the oceanic Ekman response. In later paragraphs, we will argue that the details of the

simulated Ekman flow are important in producing the correct location of the peak anomalous

rainfall.

In POP2, the anomalous SST has a meridional cold-warm-cold tripole pattern, i.e., EEW

pattern, with the warm anomalous SST along the equator in the Eastern Pacific. EMOM

produces a similar enhanced tropical rainfall and SST tripole pattern. The enhanced rainfall

and the SST tripole pattern in the EMOM are squeezed equatorward compared to POP2.

There is also a dry response at the southern flank of the ITCZ in the EMOM that is absent
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Figure 3.2: The response of quadruple CO2 simulation of each hierarchy member. Left
column shows the response of sea-surface temperature (SST). The tropical mean SST (30◦S–
30◦N) is subtracted to show the pattern. The right column shows the response of annual
mean precipitation rate. The ocean domains boxed in red will be used to compute the zonal
mean quantities in Figures 3.3 and 3.4.
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Figure 3.3: The response of atmosphere and ocean to quadruple CO2 simulation (QCO2) in
each hierarchy member over (a) Pacific Ocean, (b) Atlantic Ocean, and (c) Indian Ocean.
For each pair of panels, the top panel shows the response of atmospheric vertical velocity ω
with contours in the unit of Pa/s. Positive values mean upward motion and are contoured as
solid lines. Negative values mean downward motion and are contoured as dashed lines. The
contour intervals are 0.5Pa/s. The bottom panel shows the response of ocean temperature
(shading) and vertical velocity w with contours in the unit of m/yr. The contour intervals
are 10m/yr. The white solid and dashed lines are the annual mean mixed-layer thicknesses
in the pre-industrial control run (PI) and QCO2 runs, respectively.
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in POP2. In the SOM and MLM, the ITCZ is mildly enhanced and the EEW pattern is

missing as the equatorial warm tongue is not present.

The response in the atmosphere is tightly connected to that of the ocean as shown in Figure

3.3, which depicts the zonally averaged response in each basin for both the atmosphere (in

vertical velocity Pa/s) and the ocean (in vertical velocity m/s and temperature K). For

POP2, on the far right, there is a downwelling maximum on the equator at a depth of

70 m, an upwelling maximum on the northern flank at the same depth, and an upwelling

maximum on the southern depth at the depth of 110 m. The two upwelling maxima create

two significant cooling regions of the ocean temperature. The equatorial downwelling does

not create a warm anomaly as strong as for EMOM because the subducted heat in POP2 is

transported poleward through subsurface diffusive processes that are unresolved in EMOM.

The depth of the upwelling maximum north of the equator matters to the surface climate

because the shallower northern oceanic upwelling drives stronger descending air motion and

hence a dry response.

In EMOM, we see broadly similar oceanic vertical velocity response as in POP2 in that there

is a downwelling maximum at the equator and two upwelling maxima on the poleward flanks

of the equatorial region. The maxima are necessarily located at a depth of 50 m because

in EMOM the Ekman flow has a constant thickness of 50 m. Similar to POP2, the two

upwelling centers create cold anomalies. However, since the upwelling depths are shallower,

the cold anomalies are not as significant as seen in the POP2. In EMOM, the downwelling at

the equator creates a significant warming below the downwelling maximum. Unlike POP2,

EMOM does not resolve the eddies that are generally diffusive. As a result, lower diffusivity

preserves the warm anomaly. Since the warm anomaly is not removed, the excessive heat

energy can only be taken away through air-sea exchange and therefore it triggers stronger

atmospheric convection compared to POP2.

Both the anomalous zonal and meridional wind stress contributes to the oceanic vertical
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Figure 3.4: The response of atmospheric quantities to quadruple CO2 simulation in each hier-
archy member over (a) Pacific Ocean, (b) Atlantic Ocean, and (c) Indian Ocean. Top panels:
the response of the zonal mean annual mean precipitation. Middle panels: the response of
zonal mean zonal wind stress over the sea surface. Positive values mean the anomalous wind
is blowing eastward. Bottom panels: the response of the zonal mean meridional wind stress
over the sea-surface. Positive values mean the anomalous wind is blowing northward.
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motions. The anomalously weakened trade winds over the equator (Figure 3.4a) generate

the equatorial downwelling through the convergent rotational Ekman flow. Similarly, the

anomalously convergent meridional wind induces the convergent frictional Ekman flow and

therefore, the additional equatorial downwelling. Away from the equator, the upwelling

motion too is generated by the divergent rotational and frictional Ekman flows. The effect

of the rotational Ekman flow has been discussed in the past literature (e.g. Vecchi and

Soden, 2007; Chemke and Polvani, 2018). What has received less attention is the effect

of the frictional Ekman flow that acts the same direction as the rotational Ekman flow.

Moreover, the ocean heat transport and convergence due to the frictional Ekman flow is

equal to or stronger than those due to the rotational Ekman flow alone as seen in Figure

3.5a.

Figure 3.5: The analysis of ocean heat transport (OHT) of EMOM (blue lines) and POP2
(black lines) over (a) Pacific Ocean, (b) Atlantic Ocean, and (c) Indian Ocean. Top panels
show the OHT caused by zonal mean zonal wind stresses. Solid lines are the OHT induced
by the rotational Ekman flow and dashed lines are the OHT density induced by the frictional
Ekman flow. Positive values means northward OHT and vice versa. Bottom panels show
the density of OHT convergence (OHTC). The density of OHT and OHTC means the OHT
and OHTC per degree longitude.
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3.3.3 Tropical response in the Atlantic Ocean

The zonal mean analysis shows that all models have more rainfall in the northern than the

southern side of the equator, showing the northward shifts of ITCZ (Figure 3.4). In POP2,

there is only one precipitation change peak in the northern hemisphere while the other models

have two peaks. The EMOM captures the magnitude of the anomalously positive rainfall

between 0◦–5◦N despite the fact that there is another peak near 10◦N.

In Figure 3.3, the ocean circulations of POP2 upwells near the surface in the 5◦S–0◦ lati-

tudinal band and downwells in the 0◦–5◦N latitudinal band. The upwelling branch reduces

the warming of the SST and causes the descending atmospheric motion. The downwelling

branch is associated with a convergent heat flux in the ocean that excites stronger atmo-

spheric convective activity. This pair of ascending and descending air motions is strong in

the atmospheric model coupled to EMOM but weak in the models coupled to the SOM and

MLM, it shows that the Ekman coupling is essentially amplifying the atmospheric response.

The ascending and descending air motions to the north and south of the equator in EMOM is

stronger than those in POP2 (Figure 3.3b), resulting in stronger local increase and decrease

response in precipitation (Figure 3.4b). The absence of the unresolved subsurface processes

in EMOM seem to intensify the meridional SST gradient. Similar to the Pacific Ocean,

we speculate that the unresolved processes are diffusive, and they transport the oceanic

subsurface warm anomaly produced by the downwelling motion in the northern hemisphere

into the southern hemisphere. This diffusive ocean heat transport weakens the meridional

SST gradient and drives less anomalous vertical air motions in POP2 than EMOM.

The ocean heat transport analysis of EMOM and POP2 (Figure 3.5) shows that the rotational

and frictional Ekman flow contributes equally to the convergence of ocean heat transport

in the nothern hemisphere. Surprisingly, the frictional Ekman flow contributes most of the

heat convergence in the southern hemisphere because of the weak response of zonal wind

74



stress (Figure 3.4). This again demonstrates the importance of frictional Ekman flow at the

equator.

3.3.4 Tropical response in the Indian Ocean

In the Indian Ocean, there is a reduction in the rainfall, showing the weakening of the ITCZ

(Figures 3.2 and 3.3c). This response is captured by all models, suggesting ocean does not

affect the qualitative change of the rainfall.

In the models coupled to SOM and MLM, they produce a descending air motion in the

southern hemisphere. When the Ekman flow is included in EMOM, it generates additional

descending motions in the northern hemisphere. This is because the strengthened trade wind

and the increased divergent meridional wind (Figure 3.3c) drive an upwelling on the equator

that cools the SST and thus induce the descending air motion.

The ocean heat transport analysis of EMOM and POP2 (Figure 3.5c) shows that the rota-

tional Ekman flow dominates mostly in the Indian Ocean because the change in the zonal

wind stress is larger than that of the meridional wind stress (Figure 3.4c). This is different

from the analysis in the Pacific and Atlantic Ocean where the frictional Ekman flow can

dominate the heat transport.

3.4 The role of the frictional Ekman flow

The past literature has revealed the role of the rotational Ekman flow on the the enhancement

of convection along the equator through the weakening of trade winds (e.g. Vecchi and Soden,

2007; Chemke and Polvani, 2018). This is true in our simulation over the Indian Ocean.

However, we find that the contribution of warming due to the convergent frictional Ekman

75



flow is equally important and sometimes contributes more than that of the rotational Ekman

flow in the Pacific and Atlantic Oceans.

Another important aspect is that, although the contributions of frictional and rotational

Ekman flows are of the same sign in our simulations, their interactions with SST will result

in opposite feedbacks. If there is an anomalous equatorial SST, the stronger meridional

SST gradient will drive a stronger Hadley cell. The intensified Hadley cell implies stronger

trade winds that decrease the equatorial SST by inducing Ekman pumping that upwells

the cold subsurface water. This causality implies a negative feedback of equatorial SST

through the rotational Ekman flow. Oppositely, if there is an anomalous equatorial SST, the

strengthened Hadley cell will lead to stronger convergence of meridional wind at the equator.

The convergent meridional wind will drive convergent frictional Ekman flows that increases

the equatorial SST by a reduction in the equatorial upwelling, and thus the SST warms

further. This causality implies a positive feedback of equatorial SST through the frictional

Ekman flow. Therefore, we think that correctly identifying the component of rotational and

frictional Ekman flows in climate models will help us understand the SST biases in tropical

oceans.

3.5 Conclusion

Understanding the mechanisms that modulate the response of tropical convection to global

warming will help reduce the uncertainties in climate models. Since oceanic Ekman flow

dominates the tropical ocean heat transport (Klinger and Marotzke, 2000), the air-sea Ekman

coupling is invoked to explain the role of the ocean modulation. In this study, we performed

the abrupt quadruple CO2 numerical simulations across the ocean model hierarchy that

can isolate the Ekman coupling to understand its modulation on the equilibrium response

of tropical rainfall. Because the modulation of AMOC fades as the system reaches a new
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equilibrium, it allows us to capture the surface climate response through the intermediate

ocean models developed in chapter 2. In this hierarchy, the lower rungs of hierarchy do not

resolve the AMOC while the top one does.

We find that, the Ekman flow coupling amplifies the rainfall response. The heat transport

analysis shows that both the rotational and frictional Ekman flow induced ocean heat trans-

port contributes, but the partition is basin dependent. Over the Pacific and Atlantic Oceans,

the contribution of frictional Ekman flow of ocean heat transport is equal to, and sometimes

more than that of the rotational Ekman flow. Over the Indian Ocean, the rotational com-

ponent dominates. On the other hand, the modulation of Ekman over the SST response

is sensitive to the structure of the Ekman-induced overturning circulation and the subsur-

face diffusive processes. The subsurface diffusive processes change the final meridional SST

gradient, which is important to tropical circulations. In this study, we are not addressing

what contributes to the asymmetry of vertical motions in the simulation of POP2, but it is

an important feature of our simulation and more work should be done in understanding its

physical origination.

Since the frictional Ekman flow is a convenient parameterization while the momentum diffu-

sion is the original physical term in the governing equation, more work is required to identify

such flow in observational data or OGCM output. While some pioneering work has been

done in understanding the Ekman transport at the equator (Cronin and Kessler, 2009), the

frictional flow was not the focus. Moreover, we think there should be more research of various

aspects of frictional Ekman flow on climate dynamics such as its influence on the variability

of tropical rainfall, and even on the modeled precipitation biases.
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Chapter 4

Zonal Asymmetry of Freshwater

Forcing as a Stability Threshold that

Controls the Existence of Multiple

Equilibria of Meridional Overturning

Circulations

4.1 Introduction

The Atlantic Meridional Overturning Circulation (AMOC) is an essential climate component

that carries 40% of the maximum ocean heat transport (Trenberth, Fasullo, Karina Von

Schuckmann, et al., 2016). Numerical models show that in certain climate regimes, the

overturning circulation has two stable equilibria. One is the on-state with a strong circulation

that transports heat into mid-to-high latitudes in the northern hemisphere. The other is the
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off-state in which the circulation is weak and has no appreciable northward heat transport

(Weijer, Cheng, Drijfhout, et al., 2019). An abrupt change of the overturning circulation

from an on-state to an off-state is called a shutdown, which may lead to substantial changes

in the atmospheric circulation, water availability, and global food production (Vellinga and

Wood, 2002; Jackson et al., 2015; Lenton et al., 2019; Zhang et al., 2019; Good et al., 2022).

Since the meridional overturning circulation is in geostrophic balance (J. Hirschi and Marotzke,

2007; Rayner et al., 2011; Sévellec and Huck, 2016), the strength of AMOC should be sensi-

tive to changes in freshwater forcing that perturb zonal buoyancy gradients. With ongoing

global warming, changes in the hydrological cycle and the loss of land ice are reshaping the

freshwater forcing significantly, raising the possibility that these hydrological perturbations

might trigger an AMOC shutdown by pushing the system across the stability thresholds

that separate the regimes of multiple equilibria where both the on-state and off-state exist

to regimes where off-state is the only equilibrium. However, there are still considerable un-

certainties in estimating the stability thresholds in the context of the current climate (Weijer,

Cheng, Drijfhout, et al., 2019). Therefore, exploring the stability thresholds with respect to

the detail of the freshwater forcing will help us to improve the estimate of where the present

AMOC resides in parameter space.

The physical mechanism for producing multiple equilibria of the overturning circulation is

the salt-advection feedback (e.g., Johnson et al., 2019; Weijer, Cheng, Drijfhout, et al.,

2019). The mechanism works as follows: An anomalous overturning circulation will lead

to a stronger northward salt transport, and thus a stronger meridional buoyancy gradient.

This stronger meridional buoyancy gradient further enhances the strength of the overturning

circulation, which completes the positive feedback loop. An initial perturbation of high-

latitudes freshwater flux weakens the overturning circulation, which is then amplified by the

salt-advection feedback. If the amplification is strong enough, a shutdown may occur. How-

ever, because the overturning circulation is sensitive to zonal buoyancy gradients, its initial
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weakening, or even strengthening, in response to the freshwater flux perturbation, depends

on the zonal location of the forcing. For example, if the freshwater forcing is located on the

western boundary, the forcing will produce an anomalously negative zonal buoyancy gradi-

ent, weakening the overturning circulation in addition to the reduced meridional buoyancy

gradient, and increasing the likelihood of shutdown. Conversely, if the freshwater forcing

is located on the eastern boundary, the forcing will create an anomalously positive zonal

buoyancy gradient. This strengthens the overturning circulation and reduces the chance of

a shutdown. Therefore, the zonal asymmetry of freshwater forcing is relevant to locating the

state of overturning circulation in parameter space.

Indeed, there is evidence showing that the zonal distribution of freshwater forcing is a possible

stability threshold. Dijkstra and Weijer (2003) studied the multiple equilibria of AMOC in

an oceanic general circulation model (OGCM) coupled with an energy balanced atmospheric

model. They separated the freshwater forcing into a global time-mean hydrological forcing,

γ (they name it γ), and a localized anomaly, γ′ (they name it γp). The localized anomaly γ′

is located on the western side of the North Atlantic (24◦W–60◦W, 54◦N–66◦N) that mimics

the freshwater input due to the loss of the Greenland ice sheet. They plotted the bifurcation

diagram showing the multiple equilibria of the overturning circulation as a function of γ for

various values of γ′. They found that the existence of the multiple equilibria depends on the

value of γ′.

In the present study, we numerically investigate the effect of a zonally asymmetric high-

latitude hydrological forcing on the existence of the multiple equilibria of the overturning

circulation. The numerical models that have been used to study the multiple equilibria of the

meridional overturning circulation range from box models (e.g. Stommel, 1961; Cessi, 1994;

S.-K. Kim et al., 2022), zonally averaged models (e.g. Jochem Marotzke et al., 1988; Stocker

et al., 1992; Vellinga, 1996; Dijkstra and MOLEMAKER, 1997; Sévellec and Fedorov, 2011),

self-consistent geostrophic-force-balance model (Callies and Marotzke, 2012) to OGCMs (e.g.
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Frank Bryan, 1986; Dijkstra and Weijer, 2003; R. S. Smith and Gregory, 2009; Roche et al.,

2010). Ideally, we would use an OGCM for its realism. However, the parameter spaces of the

OGCM are too complicated for us to study thoroughly and the computational cost is high.

Therefore, we conduct our study by extending the self-consistent geostrophic-force-balance

model of Callies and Marotzke (2012) to include the effects of temperature and salinity on

buoyancy.

The self-consistent geostrophic-force-balance model has two meridional slabs situated on

the eastern and western sides of the basin. It can therefore explicitly simulate the zonal

buoyancy gradient, which is a major advantage compared to zonally averaged models that

have to parameterize the relationship between the meridional and zonal buoyancy gradients.

Thus, unlike the zonally averaged models, the self-consistent geostrophic-force-balance model

can be used to impose the zonal asymmetric hydrological forcing in a natural way. Hereafter,

we name this extended model ZATOM — the Zonally Averaged Two-slabs Ocean Model.

ZATOM is appropriate for our study because it is relatively easy to elucidate the dynamics

compared to OGCMs, and it does not assume the relationship between the meridional and

zonal buoyancy gradients as in zonally averaged models (e.g. Stocker et al., 1992). For

simplicity, the domain is restricted to a single hemisphere.

We will use ZATOM to perform numerical bifurcation analysis over two parameters through

the pseudo arc-length continuation method (Seydel, 2009). The first parameter is the hy-

drological forcing γ that represents the freshwater forcing due to global moisture transport.

The second parameter is the zonal asymmetry of freshwater forcing γ, which measures the

zonal moisture transport within the ocean basin. We will find ξ controls the location of tip-

ping point at which a small increase of γ causes a shutdown of the overturning circulation.

Further processing the bifurcation curves, we will present the regime diagram that shows the

parameter space allowing the existence of multiple equilibria.

Using the insight gained from ZATOM, we will extend Stommel two-box model (Stommel,
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1961) to include the effect of zonal asymmetry of freshwater forcing over the overturning

circulation. The Stommel two-box model is frequently invoked to understand the multiple

equilibria of the overturning circulation. The model has two stable equilibria, thermal and

haline modes, are identified. The strong circulation in the thermal mode is driven by the

temperature gradient and is identified as the on-state. On the other hand, the weak and

reversed circulation in the haline mode is driven by salinity and is identified as the off-state.

Most importantly, the Stommel two-box model parameterizes the strength of overturning

circulation as a function of meridional buoyancy gradient. In the extended two-box model, we

modify this parameterization by considering the modulation of zonal asymmetric freshwater

forcing. The extended two-box model allows us to physically understand the vanishing of

the multiple equilibria in strong zonal asymmetric freshwater forcing in ZATOM as the

suppression of either the thermal or the haline mode.

The paper is structured as follows: in Section 2 we introduce the formulation of ZATOM

and the extended two-box model, and the continuation method; in Section 3 we illustrate

the spin-up process of ZATOM with a thought experiment; in Section 4 we present the result

and discussion; in Section 5 we draw the conclusion. Most importantly, we will show that

zonal asymmetry of freshwater forcing ξ is a stability threshold that determines the existence

of multiple equilibria.

4.2 Methods

4.2.1 Zonally Averaged Two-slabs Ocean Model (ZATOM)

Before formulating the model, we first illustrate the essential dynamics that drives the merid-

ional overturning circulation. Consider a single hemispheric ocean basin that is bounded in

both meridional and latitudinal directions. The hydrostatically and geostrophically balanced
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incompressible ocean satisfies

fk̂ × ∂v⃗H
∂z

= −∇Hb, (4.1a)

∇ · v⃗ = 0, (4.1b)

where v⃗H is the horizontal velocity vector, v⃗ is the total velocity vector, ∇ is the divergence

operator, ∇H is the horizontal gradient operator, k̂ is a unit vector pointing upward, and

f = 2Ω sinϕ is the Coriolis parameter with ϕ denoting the latitude and Ω the Earth’s rotation

rate. The geostrophic balance (4.1a) is satisfied away from the boundary of the ocean. The

boundary flow are determined by satisfying the continuity (4.1b). The zonally integrated

thermal wind balance of meridional velocity is

∂V

∂z
=
be − bw
f

(4.2)

where V is the zonally integrated velocity, be and bw are the buoyancy on the eastern and

western boundaries. Further using the streamfunction ψ of the meridional overturning cir-

culation defined through continuity with V = −∂ψ/∂z, we have

∂2ψ

∂z2
= −be − bw

f
. (4.3)

That is, the positive buoyancy gradient be − bw > 0 drives a positive meridional overturning

circulation whose upper branch flows northward (southward) if it is in the northern (south-

ern) hemisphere. The meridional overturning circulation is westerly intensified due to the

westward propagation of Rossby wave that concentrates the buoyancy anomalies onto the

western boundary.

We initialize a zonally symmetric stratified ocean in which the most buoyant water is at the

tropical surface and is less buoyant poleward and downward (Figure 4.1a). Then, since the
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Figure 4.1: Cartoon explaining the thought experiment to understand the overturning circu-
lation dynamics. The solid contour lines are the isobuoyancy surfaces. (a) shows the initial
state where the buoyancy is zonally symmetric and the seawater gets denser as we move
northward and downward. as begin the thought experiment with the most buoyant water
located in the tropical surface. Because be = bw, by equation (4.3) there is no meridional
overturning circulation. The arrows shows the boundary vertical motion driven by the zonal
geostrophic flow. (b) shows the system state after it evolves for some time. The zonal over-
turning circulation advects the surface buoyant water downward in the eastern boundary
layer and subsurface dense water upward. The opposite vertical motions creates a patch
within which be − bw > 0. Meanwhile, the warm salty ocean advected from the tropics cools
in the western boundary layer and starts convective mixing downward, which helps to pro-
duce even larger be − bw. Because be − bw > 0, a positive meridional overturning circulation
is implied by equation (4.3). Notice that the zonal overturning circulation still exists in (b)
but is not shown for graphical clarity.
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initial state is zonally symmetric, i.e., be = bw, by equation (4.3) there is no meridional over-

turning circulation. Instead, there exists a surface eastward and deep westward geostrophic

flows due to meridional buoyancy gradient. To satisfy the continuity, they produce a down-

ward motion on eastern boundary and an upward motion on the western boundary which

complete the zonal overturning circulation. As the system evolves, the zonal overturning

circulation advects the buoyant surface water downward in the eastern boundary layer and

dense subsurface water upward in the western boundary layer (Figure 4.1b). The opposite

vertical motions create a region with a positive zonal buoyancy difference be − bw > 0 that

drives a westerly intensified meridional overturning circulation whose upper branch flows

northward according to (4.3). The convective mixing further amplified the zonal buoyancy

difference, triggered by the westerly intensified meridional overturning circulation that sends

salt into the high latitude to form dense surface water in the western boundary. Therefore,

the essential ingredients needed for meridional overturning circulation are the difference be-

tween eastern and western boundary, the existence of the zonal overturning circulation, and

the convective mixing.

Now, we start formulating ZATOM by extending the two-slabs model of Callies and Marotzke

(2012) to include the separate effects of temperature and salinity on the buoyancy. The

updated model carries separate tracers for temperature T and salinity S from which the

buoyancy is computed using a linearized equation of state,

b = αTT − αSS, (4.4)

where αT is a constant thermal expansion coefficient that converts the temperature into

buoyancy, and αS is a constant haline contraction coefficient that converts the salinity into

buoyancy. As introduced earlier, the model follows hydrostatic and geostropic balances and

the fluid is incompressible.
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Figure 4.2: Schematic of ZATOM. The basin is divided into three regions, western boundary
layer, interior ocean, and eastern boundary layer. The tracers, i.e., temperature, salinity, are
zonally homogeneous across the interior ocean and eastern boundary layer with value Xe.
Within the western boundary layer, the tracers linearly changes from X∗

e to X∗
w. The Xw =

(X∗
w +X∗

e ) /2 is the mean of the tracer in the western boundary layer. The quasi-geostrophic
balance requires that the overturning circulation only exists in the western boundary layer.
The balance also requires the zonal flow ui to exists in the interior ocean, i.e. the ZOC. The
ZOC functions as translating meridional buoyancy gradient into east-west buoyancy gradient
that supports the overturning circulation (see figure 4.1).

A schematic of the model domain together with arrows indicating the directions of the zonal

and meridional overturning circulations is given in Figure 4.2. The basin boundaries coincide

with lines of constant longitude and latitude, so that the zonal width of the basin decreases

in proportion to cosϕ.

The ocean basin is divided into three meridional slabs: (i) a slab on the eastern boundary of

fixed longitudinal width ∆λb in which the meridional component of the velocity, ve vanishes,

and where the divergence of the vertical velocity feeds zonal current ui into the interior slab,

(ii) an interior slab of longitudinal width ∆λi in which both the vertical and meridional
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velocity components vanish leaving only the zonal velocity, and (iii) a western boundary

layer with the same longitudinal width as the eastern layer, i.e. of width ∆λb. The zonal

velocity is zonally homogeneous in the interior ocean and decreases to zero on the domain

boundaries. The temperature and salinity, and hence the buoyancy is flat across the interior

ocean and eastern boundary layer due to the smoothing by Rossby waves and the anomalies

are concentrated in the western boundary layer (Jochem Marotzke, 1997; Cessi and Wolfe,

2009). Therefore, the overturning circulation only exists in the western boundary layer

according to thermal wind relationship (4.1a). The tracer values on the boundaries are

denoted with supscript ∗, and the mean tracer values are denoted without the supscript.

In ZATOM, the tracer on the eastern boundary X∗
e is the same as the mean value across

the interior ocean and eastern boundary Xe, i.e. X
∗
e = Xe. For simplicity, we will refer the

domain of interior ocean and eastern boundary together as “eastern ocean” unless specified.

Apply the idea described above, the meridional and vertical velocities in the western and

eastern boundary layers, vw, ww, ve, and we, can be diagnosed. First, because overturning

circulation only exists in the western boundary, ve = 0. Then, the rest three velocities are

diagnosed from two elliptical equations resulting from Equations (4.1a) and (4.1b) as

∂2zψ = −
(
b∗e − b∗w
f

)
. (4.5a)

∂2zwe = −∂yb
∗
e

fLb

(4.5b)

where the we is the vertical velocity in the eastern boundary layer, Lw is the width of the

boundary layer, ∂y and ∂z are the gradient operators in the meridional and vertical directions,

respectively. The ψ is the streamfunction that satisfies

Lw (vw, ww + we) = (−∂zψ, ∂yψ) . (4.6)
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The temperature and salinity evolves through the following equations,

∂T

∂t
= −v⃗ · ∇T +KV ∂

2
zT +KH∇2

HT + qT + FT , (4.7)

∂S

∂t
= −v⃗ · ∇S +KV ∂

2
zS +KH∇2

HS + qS + FS, (4.8)

where T is temperature, S is salinity, KV is the vertical diffusivity, KH is the horizontal

diffusivity, qT and qS are the convective adjustments. The FT and FS are the forcing terms

used to introduce the atmospheric forcing. Meanwhile, the freshwater is removed from the

tropics and precipitates into higher latitudes. ZATOM mimics these through adding forcing

terms only at the surface for temperature and salinity within the depthHT andHS in analogy

to the mixed layer. Later we will use step function

ΘH (z) =

 1 if z > −H,

0 if z ≤ −H,
(4.9)

to achieve the control over the forcing. The forcing of temperature is

FT = − 1

τT
(T − Tsfc)ΘHT

(4.10)

where τT is the relaxation timescale of sea-surface temperature. The forcing of salinity, which

we subsequently separate into the forcing acting on the surface of western boundary layer

and eastern ocean as FS,w and FS,e, are

FS,w = −S0γ (1− ξ′η)σ
ΘHS

HS

(4.11a)

FS,e = −S0γ (1 +Gξ′η)σ
ΘHS

HS

(4.11b)

where the γ is the total freshwater forcing (volume per unit time), S0 is the reference salinity,

G := ∆λb/ (∆λb +∆λi) is the ratio of the width of the domains, ξ′ is the dimensionless scalar
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to control the zonal freshwater asymmetry with positive values depositing more freshwater

into the eastern ocean, η is a step function

η (ϕ) =

 1 if ϕ > ϕc,

0 if ϕ ≤ ϕc,
(4.12)

where ϕc is the latitude north of which the forcing becomes zonally asymmetric. The σ is a

distribution function of γ that has the unit of per area and satisfies

∫
σ cos (ϕ) dϕ = 0 (4.13a)

a2 (2∆λb +∆λi)

∫
σ>0

σ cos (ϕ) dϕ = 1 (4.13b)

as we require conservation of total salinity and σ normalized. Normally, HT = HS as mixed

layer does not differentiate temperature and salinity. However, later in Section 4.3.3 we will

keep HT the same but thicken HS to diminish the effect of stratification in the ocean surface

due to the freshwater forcing. The Tsfc is designed as

Tsfc = Ts +
Tn − Ts

2

[
1 + cos

(
π (ϕ− ϕs)

ϕn − ϕs

)]
, (4.14)

is the forced sea-surface temperature where Ts and Tn are the prescribed temperature on the

southern and northern boundaries. The σ is chosen as

σ (ϕ) =


σ0 tanh

(
ϕ−ϕc

δ

)
if ϕ > ϕc,

σ0 tanh
(
ϕ−ϕc

δ

) ∫ ϕs
ϕc

tanh(ϕ−ϕc
δ ) cosϕdϕ

−
∫ ϕn
ϕc

tanh(ϕ−ϕc
δ ) cosϕdϕ

if ϕ ≤ ϕc,
(4.15)

where δ is the transition width, and σ0 is a normalizing constant such that (4.13b) is satisfied.

An forcing example is plotted in Figure 4.3a. The overall concept is illustrated in Figure

4.3b. The hydrological forcing γ transports the moisture from low to high latitude and the

asymmetric freshwater forcing ξγ transports the moisture from western to eastern side of
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the high-latitude ocean.

The detailed derivation and boundary conditions required to solve the elliptical equations

and the exact tracer tendency equations are documented in Appendix 4.A. The parameters

we use in this paper are listed in table 4.1.

4.2.2 Pseudo arc-length continuation method

Typical Newton’s method to solve the steady state of the system failed on the bifurcation

point since by definition bifurcation points are where Jacobian of the system becomes sin-

gular, on which unique solution is not guaranteed. To navigate the singularity of Jacobian

matrix, an additional parameter, i.e. freshwater forcing γ or the zonal asymmetry of fresh-

water forcing ξ in this study, is included so that the extended Jacobian is non-singular. Such

an approach is termed arc-length continuation method. The pseudo arc-length continuation

method is a simplified version of arc-length continuation (Keller, 1977; Seydel, 2009). In this

paper, the convergence is achieved if mean |∂T/∂t| < 0.001◦C/yr and |∂S/∂t| < 0.001psu/yr.

The continuation method has been applied to geophysical problems such as the bifurcation

analysis of the zonal mean overturning circulation (Vellinga, 1996; Dijkstra and MOLE-

MAKER, 1997), overturning circulation in ocean general circulation model (Dijkstra, Ok-

suzoglu, et al., 2001; Dijkstra and Weijer, 2005), and double-gyre problem (Primeau and

D. Newman, 2007).

4.2.3 Extended two-box model

As in the original Stommel two-box model, the extended two-box model has a box repre-

senting high-latitude ocean and another box representing low-latitude ocean with each box

having the same volume V (Figure 4.4). Each box has its own temperature and salinity.
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Figure 4.3: The forcing used in ZATOM. (a) The black line shows the specified sea-surface
temperature Tsfc in (4.10). The red line is the distribution function σ of hydrological forcing
in (4.11a), weighted a volume constant A0 := a2 (∆λi + 2∆λb). With ξ = 0.2, the modified
forcing is plotted as dashed (eastern ocean) and dotted-dashed (western boundary layer)
lines. (b) The schematic diagram showing the freshwater forcing. There are three boxes
representing the Atlantic ocean: low latitude box, high latitude western box (the western
boundary layer), and high latitude eastern box with surface areas AL, Aw, and Ae. The
γ is the hydrological forcing (blue arrow) transporting the freshwater from low to high
latitude ocean. The ξγ, the product of asymmetry of freshwater forcing ξ and γ, is the zonal
freshwater forcing transporting moisture from western to eastern boxes.

Table 4.1: The default parameters used in ZATOM.

Parameter Value
Kv 1× 10−4m2/s
Kc 1m2/s
KH 4× 104m2/s
δ 10◦

ϕc 40◦

∆λb 5◦

∆λi 10◦

∆c 1× 10−4m/s2

H 4500m
Hsfc 60m
a 6400 km
Ts 25◦C
Tn 0◦C
S0 35 psu
αT 2× 10−3m/s2/◦C
αS 7× 10−3m/s2/psu
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Figure 4.4: The design of extended two-box model. There is a low latitude box and a high
latitude box representing the low and high latitude oceans with equal surface areas A =
Aw +Ae where Aw and Ae are the surface areas of the western and eastern side of the ocean
separated by the dashed line. The γ is the hydrological forcing (blue arrow) transporting the
freshwater from low to high latitude ocean. The ξγ, the product of asymmetry of freshwater
forcing ξ and γ, is the zonal freshwater forcing transporting moisture from western to eastern
side of the ocean.
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The meridional overturning circulation with strength ψ and background diffusion mixes the

temperature and salinity between the boxes. Essentially, the two-box system has only two

free-evolving variables: south-minus-north temperature and salinity differences denoted by

δT and δS. The governing equations are

dδT

dt
= − 1

tr
(δT − δT ∗)−

(
1

td
+

|ψ|
V

)
δT , (4.16a)

dδS

dt
= 2

γS0

V
−
(
1

td
+

|ψ|
V

)
δS, (4.16b)

where tr is the restoring timescale of temperature, td is the timescale of background diffusion,

δT ∗ is the temperature difference due to atmosphere forcing, S0 is the reference salinity,

γ is the freshwater forcing. The strength of overturning circulation ψ is assumed to be

proportional to the mean east-west buoyancy difference ∆b, the buoyancy difference between

the boxes divided by a dashed line in Figure 4.4. Following the understanding of the dynamics

illustrated in the beginning of Section 4.2.1, there are two sources and one sink of ∆b. One

source is the tilting of isopycnal surfaces by the zonal overturning circulation. Another source

is the direction contribution from the zonal asymmetry of freshwater forcing. The sink is

all other unresolved mixing processes that removes ∆b with a timescale t∆b. The resulting

tendency equation of ∆b is

∂∆b

∂t
= µ′δb+

2αSS0γξ

V
(1 +G)− ∆b

t∆b

(4.17)

where δb is the south-minus-north buoyancy difference, ξ is the zonal asymmetry of freshwater

forcing whose product with γ, i.e. ξγ, is the zonal freshwater forcing that transport the

freshwater zonally, and

G =
1

2

(
Ae

2Aw

+
Aw

2Ae

− 1

)
≥ 0 (4.18)
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is the geometric factor that changes the efficiency of the generation of ∆b given the same

γ. The µ′ is the sensitivity of the generation rate of the east-west buoyancy difference to

meridional buoyancy difference. Essentially, µ′ represents the stratification of the ocean and

δb represents the strength of zonal overturning circulation that tilts the isopycnal layers

to produce zonal buoyancy gradients. The geometric factor is zero only if east and west

box have the same size, i.e., Ae = Aw. In the case of our design in ZATOM, Ae = 3Aw,

thus G = 1/3. Then, we make two assumptions to obtain a parameterization of ψ. One

assumption is that ∆b is in fast equilibrium, meaning ∂∆b/∂t ≈ 0. Another assumption is

that Ψ = c∆b where c is a proportional constant, as suggested by (4.61b) in ZATOM. Thus,

we can rearrange the Equation (4.17) as

ψ = ct∆bµ
′ (αT δT − αSδS) +

ct∆bαSS0

V
γξ (4.19)

To reduce the We introduce the following parameters to non-dimensionalize the governing

equations,

t = tdτ , (4.20a)

δT = δT ∗x, (4.20b)

δS =
αT δT

∗

αS

y, (4.20c)

γ =
αT δT

∗V

2αStdS0 (1 +G)
p, (4.20d)

ψ =
V

td
Ψ, (4.20e)

Q =
td
tR

, (4.20f)

µ =
ct∆bµ

′αT δT
∗td

V
, (4.20g)

ν =
ct∆bαT δT

∗

V
. (4.20h)

where τ , x, y, p, and Ψ are the non-dimensionalized t, δT , δS, γ, and ψ, respectively. The Q
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is the ratio of the horizontal diffusion and restoring timescale. The µ and ν are the generation

efficiency of overturning circulation given a unit of meridional buoyancy difference and a unit

of zonal freshwater forcing, respectively. The non-dimensionalized system is

dx

dτ
= −Q (x− 1)− (1 + |Ψ|)x (4.21a)

dy

dτ
= p− (1 + |Ψ|) y (4.21b)

with the non-dimensionalized strength of overturning circulation Ψ

Ψ = µ (x− y) + νpξ (4.22)

4.3 Result

To understand how the zonal asymmetry of freshwater forcing impacts the existence of

multiple equilibria, we carry out the bifurcation analysis of ZATOM in Section 4.3.2. Then,

in Section 4.3.2 we introduce the extended two-box model and derive its bifurcation diagram

In Section 4.3.3, we discuss the difference of bifurcation between ZATOM and the extended

two-box model. Finally in Section 4.3.4, we discuss the implication of our finding and its

linkage to the Dijkstra and Weijer (2003).

4.3.1 The bifurcation diagrams of ZATOM

The bifurcation diagram of the mean strength of overturning circulation ⟨ψ⟩ is plotted in

Figure 4.5a where the bracket is defined as

⟨ · ⟩ = 1

(sinϕn − sinϕs)H∗

∫ 0

−H∗

∫ ϕn

ϕs

(·) cosϕdϕ dz (4.23)
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with H∗ = 1000m. We choose five values of zonal asymmetry of freshwater forcing ξ′ to

demonstrate its modulation over the regime of multiple equilibria. Furthermore, by compar-

ing Figure 4.5a and 4.5b we see that the mean overturning circulation strength ⟨ψ⟩ is closely

related to the mean east-west buoyancy difference. Thus, we should be able to understand

the behavior of ⟨ψ⟩ through understanding ⟨b∗e − b∗w⟩.

In Appendix 4.B, we derive a diagnostic relationship of b∗e−b∗w of ZATOM (same as Equation

(4.69))

⟨b∗e − b∗w⟩ = c1 ⟨χ⟩
〈
∂zb
〉
+ c2∆q̃ + c3ξ

′γ. (4.24)

where ∂zb is the zonally mean stratification, ∆q̃ is the east-west convective mixing fraction

difference, and c1, c2 and c3 are the constants. A convenient form is to take the finite

difference of the equation

δ ⟨b∗e − b∗w⟩ = c1δ
(〈
∂zb
〉
⟨χ⟩
)
+ c2δ (∆q̃) + c3ξ

′δγ. (4.25)

The equation allows us to understand the changes of steady states of the overturning cir-

culation into: the direct contribution of the zonal overturning circulation that acts on the

stratification, the contribution of the east-west convective mixing difference, and the contri-

bution of the asymmetric freshwater forcing. If the change of state is small enough, then

δ
(〈
∂zb
〉
⟨χ⟩
)
≈
〈
∂zb
〉
δ ⟨χ⟩+ ⟨χ⟩ δ

〈
∂zb
〉
. (4.26)

can use the diagnostic relation (4.24) to obtain physical understanding of the bifurcation of

overturning circulation ⟨ψ⟩.

To understand the behavior of the solution branch as a function of γ, we plot the bifurcation
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Figure 4.5: Bifurcation diagram of ZATOM under various freshwater forcing γ with asym-
metry ξ. Here we show the curves of ξ = −1,−0.5, 0, 0.5 and 1. The dotted ocean states
1–5 are plotted in Figure 4.6.

diagrams of the mean strength of zonal overturning circulation ⟨χ⟩, mean stratification
〈
∂zb
〉
,

and east and west convective mixing fraction q̃e and q̃w in Figure 4.5c–e. These quantities

are selected to interpret the behavior diagnosed by (4.24).

We first consider the case where the freshwater forcing is zonally symmetric, i.e., ξ′ = 0,

as this is the most common setup for many other studies on the multiple equilibria of

overturning circulation. Figure 4.6a shows that the mean overturning circulation strength

⟨ψ⟩ increases as the freshwater forcing γ increases throughout the γ-axis. In Figure 4.5c-

d, as γ increases, both the changes of the mean zonal overturning circulation δ ⟨χ⟩ and

stratification δ
〈
∂zb
〉
are negative. The weakening of ⟨χ⟩ is because the freshwater forcing

increases (decreases) the buoyancy in the high-(low-)latitude ocean and thus weakens the
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Figure 4.6: The analysis of states 1 to 5 as marked in Figure 4.5. Each column represents a
state denoted in the title with the freshwater forcing γ in parenthesis. Top panels: the ψ in
Sv. Middle panels: the shading shows b∗w, the contours show the ψ in Sv, the dotted hatches
show the regions where ∂zbw < 0. Bottom panels: the shading shows be, the contours show
the χ in m2/s, the dotted hatches show the regions where ∂zbe < 0. Notice that we only
show the top 1 km of the ocean profile in the middle and lower panels.
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north-south buoyancy gradient. The weakening of
〈
∂zb
〉
is less obvious because the freshwater

forcing stratifies the high latitude but destratifies low latitude. Because δ ⟨χ⟩ and δ
〈
∂zb
〉

contribute to the weakening of ⟨ψ⟩ as suggested by Equation (4.25), the increase of the ⟨ψ⟩

is associated with the increase of east-west difference of volume fraction of convective mixing

∆q̃. In Figure 4.5e, except for the regime of very small γ, the ∆q̃ curve of ξ′ = 0 increases

with increasing γ, meaning the convective mixing becomes relatively more vigorous in the

western boundary as the freshwater forcing increases. While both the western boundary

and eastern ocean stratify, the freshwater forcing is less effective in reducing the convective

mixing in the western boundary because the more vigorous convective mixing in the western

boundary removes the surface buoyancy faster than the eastern ocean. The increased east-

west buoyancy difference intensifies the circulation and transports more salt into western

boundary layer in high latitudes to trigger stronger convective mixing. It is shown in states

1 and 2 in Figure 4.6 where the less buoyant water extends downward in state 2 compared

to state 1.

Now we examine the case where there is more freshwater delivered to the eastern ocean, i.e.

the zonal asymmetry of freshwater forcing ξ′ > 0. The case ξ′ = 0.5 shows a steeper increase

of the mean overturning circulation strength ⟨ψ⟩ along as the freshwater forcing γ increases

compared to the case ξ′ = 0 due to two contributions. One is the faster increase of mean

stratification
〈
∂zb
〉
that makes the zonal overturning circulation more efficient in generate

east-west buoyancy difference as γ increases. The change in
〈
∂zb
〉
is positive because that

more freshwater is now delivered to the eastern ocean where there is less convective mixing

such that the eastern ocean effectively traps the buoyant water at the surface and increase

the stratification. The other one is the contribution from the zonal asymmetry ξ′ > 0 that

directly generates the east-west buoyancy difference. These two contributions overweigh

the negative contribution from the greater decreasing rate of the mean zonal overturning

circulation ⟨χ⟩ as γ increases. On the contrary, for the cases where more freshwater is

delivered to the western boundary, i.e. ξ′ < 0, the freshwater is less effective in stratifying
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the ocean. At the same time, the asymmetric freshwater forcing produces negative east-west

buoyancy that contributes to the negative change of ⟨ψ⟩. Together they generate a milder

increase of ⟨ψ⟩ in ξ′ = −0.5 compared to ξ′ = 0 and in ξ′ = 0 compared to ξ′ = 0.5.

If the delivery of the freshwater to the western boundary is strong enough such as ξ′ = −1.0,

the mean overturning circulation strength ⟨ψ⟩ weakens as the freshwater forcing γ increases.

In this case, all the four components, i.e., the changes in the mean of stratification δ
〈
∂zb
〉
,

zonal overturning circulation δ ⟨χ⟩, east-west difference of volume fraction of convective

mixing δ (∆q̃), and zonal asymmetric freshwater forcing ξ′δγ, contribute to the weakening

as shown in the bifurcation diagrams (Figure 4.5c–e).

In the case ξ′ = −1, the curve reaches the bifurcation point at γ ≈ 0.12 Sv. We label two

steady states 4 and 5. During the transition from state 4 to 5, by selection they have the

same freshwater forcing γ so that dγ = 0. The change of the product of zonal overturning

circulation and mean stratification δ
(〈
∂zb
〉
⟨χ⟩
)
is positive while the change of east-west

convective mixing difference δ (∆q̃) is negative. Examining the convective mixing fraction

of the western boundary layer q̃w and eastern ocean q̃e (not shown), there is a reduction of

q̃w but an increase of q̃e. Therefore, the intensification due to stratification and meridional

gradient is outcompeted by the shift of the deepwater formation from west to the east. The

increase of ⟨χ⟩, or equivalently ⟨∂yb∗e⟩, is because the weaker overturning circulation produces

less meridional mixing so that meridional buoyancy gradient is less removed. Less obvious

is that the weaker salt transport increases the ∂zb in higher latitude that outcompetes the

decrease of ∂zb in the lower latitude and results in an overall increase in
〈
∂zb
〉
. Once the

q̃w decreases because of less salt transport, the dense water becomes trapped at the surface

of the western boundary. These trapped dense water either diffuses or is transported to the

eastern ocean to trigger convective mixing.

For ξ′ = −1.5, the reduction of the deepwater formation in the western boundary layer and

the negative contribution directly from the zonal asymmetry ξ′dγ are both negative and

100



Figure 4.7: Bifurcation diagrams of ZATOM over the (a) γ-⟨ψ⟩ and (b) ξ-⟨ψ⟩ spaces. The
vertical gray dashed lines in (a) mark the plotted fixed γ in (b). Conversely, the dashed lines
in (b) mark the plotted fixed ξ in (a).

strong. The mean overturning circulation strength ⟨ψ⟩ quickly weakens and no bifurcation

is found.

The analysis above clearly shows the dependency of multiple equilibria on the choice of ξ

and it focuses on the solution branches with individual fixed zonal asymmetry of freshwater

forcing ξ while varying freshwater forcing γ as shown in Figure 4.7a. To understand the

multiple equilibria due to ξ more thoroughly, we can also obtain solution branches with

fixed γ but varying ξ using the pseudo arc-length continuation technique.

The resulting solution branches in ψ-ξ space are shown in Figure 4.7b. An observation is that

they seem to intersect a point at (ξ, ⟨ψ⟩) ≈ (−0.75, 3.9Sv), meaning that if ξ = −0.75, the

strength of overturning circulation will be independent of the freshwater forcing γ. Another

observation is that there seem to exist an interval of ξ outside which there is no multiple

equilibria, i.e. the interval ξ ∈ [−1.5,−0.6]. In the later Section 4.3.2, we will have a better

physical understanding of these behavior through the extended two-box model.
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4.3.2 The bifurcation diagrams of the extended two-box model

Following Cessi (1994), we consider the case that the temperature difference is quickly re-

stored to the atmosphere forced temperature difference, i.e., Q → ∞ such that δT → δT ∗,

or equivalently x→ 1. Thus, the system (4.21) reduces to a single variable y as

dy

dτ
= p− (1 + |Ψ|)x (4.27)

with

Ψ = µ (1− y) + νpξ. (4.28)

We plot the right-hand-side of tendency equation (4.27) as a function of y in Figure 4.8

where we have substitute the parameterization (4.28) into (4.27). The steady-states are the

intercepts of the tendency curve with the horizontal axis dy/dτ = 0. Given a freshwater

forcing p, the solution has three special points: a fixed point A1, a kink A2, and a local

minimum A3 as

A1 = (0, p) , (4.29a)

A2 =

(
1 +

νpξ

µ
, p−

(
1 +

νpξ

µ

))
, (4.29b)

A3 =

(
1 + µ+ νpξ

2µ
, p− (1 + µ+ νpξ)2

4µ

)
. (4.29c)

If there are three steady-state solutions dy/dτ = 0 such as the one shown in Figure 4.8. The

middle solution is unstable. The outer two points are the stable solutions. Starting with

the case ξ = 0 where the model reduces to the one devised in Cessi (1994), the left-most

steady-state has y < 1, so this is a solution where the overturning circulation is dominated

by meridional temperature gradient and is known as the thermal mode. Reversely, the right-

most steady-state has y > 1, meaning the overturning circulation is reversed due to the
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Figure 4.8: The analysis of the extended Stommel’s two-box model. The horizontal and
vertical axes show y and dy/dτ . The curve shows the Equation (4.27). Three special points
are dotted red. A1 is a fixed point, A2 is a kink point, also a local maxima in general, A3

is a local minima horizontally between A1 and A2. Two steady-states are cross-denoted:
thermal mode, characterized by low y value and therefore stronger Ψ; haline mode, high
y and weaker Ψ. To demonstrate the change of the curve with ξ, we plot the curves with
ξ = −2,−1, 0 and 1.

meridional salinity gradient and is known as the haline mode. We can extend this definition

to accommodate the case where there only is one steady state: If the stable solution is to

the left of A3, then it is a thermal mode, otherwise it is a haline mode. This allows us to

continue the discussion into the effect of changing ξ in the next paragraph.

In the Figure 4.8, the increase of zonal asymmetry ξ moves the kink point A2 to the right

along a straight line that intercepts at A1 with a slope of −1, indicated by the red dashed

line. The parametric form of this straight line of ξ is (4.29b). The location of A2 controls

the existence of thermal and haline modes. If ξ is large such that A2 is below the horizontal

line dy/dτ = 0, or to the right of the point (p, 0), then haline mode vanishes. The removal

of haline mode physically means that the strengthening of overturning circulation ψ caused

by asymmetric freshwater forcing overweighs the weakening of ψ due to the reduction in

meridional buoyancy gradient caused by freshwater forcing. On the other hand, if ξ is low
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such that A3 is above the horizontal line dy/dτ = 0, then the thermal mode vanishes. The

removal of thermal mode physically means that the ψ generated by prescribed meridional

temperature difference δT ∗ is not strong enough to remove the salinity difference generated

by freshwater forcing γ so that y cannot be kept below 1.

To derive the analytical form of the p-Ψ bifurcation diagram, we solve for y as a function of

p and Ψ in Equation (4.28) as

y = 1− Ψ

µ
+
νξ

µ
p. (4.30)

Then, use the expression above to substitute y in Equation (4.27), and solve for p to get the

analytical solution along Ψ-axis given fixed ξ as

p =
(1 + |Ψ|)

(
1− Ψ

µ

)
1− νξ

µ
(1 + |Ψ|)

. (4.31)

Figures 4.9a shows the resulting bifurcation diagram in Ψ-p space. There are three special

points: a fixed point B1 and two bifurcation points B2 and B3 with their analytical solution

as

B1 = (0, µ) (4.32a)

B2 = (p (Ψ∗) ,Ψ∗) (4.32b)

B3 =

((
1− νξ

µ

)−1

, 0

)
(4.32c)

where Ψ∗ is solved by requiring dp/dΨ∗ = 0. The existence of B1 is natural because when

p = 0, zonal asymmetry of freshwater forcing loses its effect and therefore all choices of ξ

should degenerate into the same solution. The interval of p between B2 and B3 is the regime

with multiple equilibria.
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Figure 4.9: Bifurcation diagrams of the extended two-box model over the (a) p-Ψ and (b)
ξ-Ψ spaces.

For certain choices of ξ, the solution B2 is not well-defined. For example, the horizontal

location of B3 converges to ±∞ as ξ → µ/ν (the sign depends on the choice of µ and ν

and the direction the limit is approaching). In this same case, B3 should also approach to

infinity. To resolve this issue, we can rearrange the Equation (4.31) to get the expression for

ξ along Ψ-axis given fixed p as

ξ =
µ

ν

(
1

1 + |Ψ|
−

1− Ψ
µ

p

)
. (4.33)

Figures 4.9b shows the resulting bifurcation diagram in Ψ-ξ spaces. There are three special

points: a fixed point C1, and two bifurcation points C2 and C3 with their analytical solution

as

C1 =

(
µ

(1 + µ) ν
, µ

)
(4.34a)

C2 = (ξ (Ψ∗∗) ,Ψ∗∗) (4.34b)

C3 =

(
µ

ν

(
1− 1

p

)
, 0

)
(4.34c)

where Ψ∗∗ =
√
pµ − 1 ≥ 0 is solved by requiring dξ/dΨ∗∗ = 0. The existence of C1 is

special. Taking this particular choice ξ∗, the weakening of the overturning circulation Ψ due
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to increased freshwater forcing p is completely cancelled by the strengthening of Ψ due to the

supplying of east-west buoyancy gradient from ξ∗. Indeed, if we require ∂Ψ(p, ξ∗) /∂p = 0

and apply it to Equation (4.28), we get

0 = −µ∂y
∗

∂p
+ νξ∗ (4.35)

Then, we use the equilibrium solution of (4.27),

y∗ =
1

1 + |Ψ∗|
(4.36)

where the asterisks denote the evaluated value at ξ∗ to derive

∂y∗

∂p
=

1 + |Ψ∗| − p∂Ψ∗

∂p
/ |Ψ∗|

(1 + |Ψ∗|)2
=

1

1 + |Ψ∗|
(4.37)

Use the expression above to solve for ξ in Equation (4.35), we have

ξ∗ =
µ

ν (1 + |Ψ∗|)
=

µ

ν (1 + µ)
(4.38)

where we have used the fact that Ψ (p) = Ψ (p, ξ∗) should be a constant function that passes

the fixed point B1 on which Ψ = µ.

When solving for the bifurcation point C2, Ψ
∗∗ =

√
pµ− 1 is strictly non-negative, meaning

C2 only exists for p ≥ 1/µ. The transformation from Equation (4.3.2) to (4.33) resolves the

issue of diverging B2 and B3: the ξ position of C2 always exists. Furthermore, it can be

proved that if
√
pµ − 1 ≥ 0, then the ξ position of C2 is always below C3, meaning the ξ

regime with multiple equilibria always exists as p going infinity.
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4.3.3 The comparison between the regime diagrams with multiple

equilibria of ZATOM and the extended two-box model

In this section, we will demonstrate that the zonal asymmetry of freshwater forcing ξ has

a similar control on the regimes of multiple equilibria in both ZATOM and the extended

two-box model.

We first discuss the qualitative behavior of regime with multiple equilibria of the extended

two-box model since it has analytical solutions. Figure 4.10 shows the regime diagrams of

the extended two-box models in the p-ξ space. We color the regime as the collection of p and

ξ intervals enclosed by bifurcation points B2, B3 and C2, C3, respectively. In other words,

the left and right boundaries of blue dotted-hatched area are the collections of B3 and B2;

the lower and upper boundaries of red line-hatched area are the collections of C2 and C3.

This method is adequate to find regime through the ξ intervals enclosed by C2 and C2 while

failed through finding intervals enclosed by B2 and B3. The numerical solver failed to find

B2 and B3 above ξ = µ/ν (1 + µ) because these two points diverge to infinity.

In Figure 4.10, the regime of multiple equilibria in the extended two-box model is bounded

from below as p = 1/µ but extends to p → ∞. This regime is also bounded from below

as ξ = −µ (µ− 1) /ν and from above as ξ = µ/ν. For p, the lower bound is p = 1/µ. We

denote this left-bottom corner point as P = (1/µ,−µ (µ− 1) /ν).

Figure 4.11a shows the regimes with multiple equilibria of the extended two-box model

and ZATOM. To dimensionalize the extended two-box model compare it with the result of

ZATOM. We use the values given in ZATOM to setup the values. Thus, we let the prescribed

meridional temperature gradient δT ∗ = 25K, halved ocean volume V = 2.46 × 1016m3

(2V is the entire ocean volume in ZATOM), the surface area of the eastern ocean is three

times to that of the western boundary layer, i.e., Ae = 3Ae such that the G = 1/3. We

estimate the diffusion timescale td = L2/KH ≈ 35 yr where we let L = 6.70 × 106m as the
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Figure 4.10: The regime diagrams with multiple equilibria of (a) ZATOM and (b) the ex-
tended two-box model over the γ-ξ and p-ξ spaces. γ and p are the strengths of freshwater
forcing in ZATOM and the extended two-box model, respectively. The shaded regions denote
the parameter space that has multiple equilibria. The blue-dotted-hatched area is the regime
with multiple equilibria over γ or p enclosed by points B2 and B3. The red-line-hatched area
is the regime with multiple equilibria over ξ enclosed by points C2 and C3.
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Figure 4.11: The regimes with multiple equilibria of ZATOM and the extended two-box
model over the γ-ξ spaces. The hatched regions denote the parameter space that has multiple
equilibria. In (a), the values of µ and ν in the extended two-box model is estimated with
P = (0.05 Sv,−1.5) while in (b) we let solve with P = (0.05 Sv,−0.85) to manually correct
the positive ξ bias in ZATOM.

meridional length of the domain and KH = 4 × 104m2/s. To determine µ and ν, we use

the fact that the regime of ZATOM has a similar tip in the left-bottom corner to that of

extended two-box model, i.e., point P , in Figure 4.11a. Since P has an analytical solution

P = (1/p,−µ (µ− 1) /ν), we equate this location with the point of the tip in ZATOM

P = (0.05Sv,−1.5) to solve for µ and ν. We need to point out that in the extended two-

box model, the C1 point always locates at ξ = µ/ ((1 + µ) ν) ≥ 0 while the C1 point of

ZATOM locates at ξ = −0.75 < 0. Our explanation is that the surface eastward flow due

to the zonal overturning circulation in ZATOM pushes the surface freshwater forcing to the

east, effectively creates a positive ξ bias, creating the entire shift of the bifurcation diagram

towards negative ξ. This argument seems to be valid because if we set the ξ of point P as

−0.85 instead of −1.5 to manually correct the bias in ξ, the regimes of the two-box model

and ZATOM overlap (Figure 4.11b).

A sensitivity of the extended two-box model is the choice of V that affects the strength of

the overturning circulation. The strength of the circulation at point C1 (Figure 4.9) is an

convenient measure because it is a fixed point across different freshwater forcing. According
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to our setup, the strength of the overturning circulation at C1 is given by

ψ =
µV

td
= γ∗

αT δT
∗V 2

2 (1 +G)αSS0t2d
(4.39)

where γ∗ is the value of γ at C1. Using the V = 2.46×1016m3, ψ = 737 Sv which is unrealistic.

To obtain a better agreement with ZATOM, we observe that in Figure 4.6 the emergence of

the reversed circulation is limited to the surface and higher latitude. Making the effective V

smaller. Therefore, we additionally plot the regime with multiple equilibria of the extended

two-box model with 10% of the V in Figure 4.11. The choice of 10% volume reduces the

original estimated overturning circulation strength by 99%, leaving ψ = 7.37 Sv, which is

the same order of magnitude we have in ZATOM. The correction of effect V is convincing

because the regime of the extended two-box model with 10% volume is also overlapping with

the regime of ZATOM.

As the freshwater forcing γ increases, both the regimes with multiple equilibria of ZATOM

and the extended two-box model shifts towards positive direction of zonal asymmetry of

freshwater forcing ξ, meaning given the same ξ, stronger γ will induce the haline mode.

Similarly, as the ξ increases, the regimes shift towards positive γ direction, meaning given

the same γ, larger ξ will favor the thermal mode.

Given the same zonal asymmetry of freshwater forcing ξ, the regime of the extended two-box

model is generally thinner than that of ZATOM. Among two choices of ocean volume scale

V , we see that the regime with smaller V has a wider regime while larger V has a narrower

regime. However, the regime of ZATOM is the widest and flattest among all, we think

that the difference between the model is not merely because the choice of V but also the

differences of the processes that is involved in generating multiple equilibria. We speculate

that it is the existence of the interactive convective mixing that enlarges the width of the

regime in ZATOM. In particular, we argue that the interactive convective mixing strengthens
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the salt-advection feedback which in turns widen the regime of multiple equilibria: If there is

not enough loss of buoyancy, the convective mixing will not be extending downward because

the surface ocean is stratified; once there is enough loss of buoyancy such that the depth

of convective mixing extends below the thermocline, the growth of the depth of convective

mixing per unit increase of buoyancy loss will increase dramatically. This effectively makes

a stronger positive salt-advection feedback that widens the regime of multiple equilibria.

An important information reveled by the regime diagrams in Figure 4.11 is that for suffi-

ciently large positive or negative fixed values of zonal asymmetry of freshwater forcing ξ,

the bifurcation does not exist. Moreover, while larger values of ξ has larger separation of

multiple equilibria in the strength of overturning circulation (Figures 4.7 and 4.9), larger

values of ξ shifts the regime of multiple equilibria to higher freshwater forcing γ. These

observations might provide explanation for the absence of the multiple equilibria in more

realistic models Weijer, Cheng, Drijfhout, et al., 2019.

4.3.4 Comparison with Dijkstra and Weijer (2003)

The dependence of multiple equilibria on the zonal asymmetry of freshwater forcing has not

received much attention, but Dijkstra and Weijer (2003) is an exception. Dijkstra and Weijer

(2003) used the continuation method to trace out the bifurcation diagram of the overturning

circulation in an OGCM that coupled to an energy balance atmospheric model with realistic

continental arrangement. Their model did not have convective adjustment for it required

high computational costs due to associated grid-scale bifurcations (den Toom et al., 2011).

They imposed the freshwater forcing as a linear combination of hydrological forcing and a

local rectangular freshwater flux over the Labrador Sea where the deepwater formation occurs

([60◦–24◦W] × [54◦–66◦N]). The hydrological forcing over the Atlantic Ocean is relatively

zonally symmetric compared to their local freshwater forcing over the Labrador Sea, which
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Figure 4.12: The simplified analogy of the freshwater forcing used in Dijkstra and Weijer
(2003). There are three boxes representing the Atlantic ocean: low latitude box, high latitude
western box, and high latitude eastern box with surface areas AL, Aw, and Ae. The γ is
the hydrological forcing (blue arrow) transporting the freshwater from low to high latitude
ocean. The γ′ = γ′Lw + γ′ew is the local freshwater forcing over the western box transporting
moisture from low latitude (γ′Lw) and eastern boxes (γ′ew). The transports are proportional
to individual surface areas to ensure the freshwater flux per unit area is even, i.e. γ′Lw/AL =
γ′ew/Ae.

essentially locates on the western boundary of Atlantic Ocean. Thus, we can view their

hydrological forcing as the zonally symmetric freshwater forcing and the local freshwater

forcing as a zonally asymmetric freshwater forcing.

In Dijkstra and Weijer (2003), they constructed bifurcation diagrams using several chosen

strengths of local freshwater flux, in their Figure 1a they showed an emergence of multiple

equilibria. If a lower local freshwater flux is chosen, increasing the hydrological forcing results

in an intensification of overturning circulation. Oppositely, if higher local freshwater flux is

chosen, increasing the hydrological forcing weakens the overturning circulation. The behavior

described above is very similar to what we see in our Figures 4.7a and 4.9a. Therefore, we

speculate the zonal asymmetry of freshwater forcing plays a role in their experiments.
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It will be informative if we can map the coordinate in their Figure 1a to our Figure 4.11.

To achieve this, we simplify their domain into three boxes as shown in Figure 4.12 with the

high-latitude eastern, western, and low-latitude boxes having a surface area of Aw, Ae, and

AL. We denote the hydrological forcing as γ (their γ) and the local freshwater forcing as

γ′ (their γp). The positive γ′ represents the freshwater forcing over the western box and

is balanced by an averaged evaporation everywhere else. Therefore, this arrangement is

equivalent to ZATOM with

γ = γ +
AL

Ae + AL

γ′ (4.40)

The second term on the right-hand-side comes from the evaporation associated with the local

freshwater flux. The zonally symmetric high-latitude precipitation is

p =
γ

AH

(4.41)

where AH := Aw +Ae is the total high-latitude surface area. The precipitation rate over the

western box is

pw =
γ

AH

+
γ′

Aw

(4.42)

Therefore, the deviation of the precipitation over the western box is

∆pw = pw − p =
γ − γ

AH

+
γ′

Aw

(4.43)

The asymmetry of freshwater forcing ξ becomes

ξ = −∆pw
p

= −
1 + AH(AL+Ae)

AWAL

1 + AL+Ae

AL

γ
γ′

(4.44)
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Hence we have the transformation

(γ, ξ) =

(
γ +

AL

Ae + AL

γ′,−
1 + AH(AL+Ae)

AwAL

1 + AL+Ae

AL

γ
γ′

)
(4.45)

to convert from their coordinate to ours. Keeping γ fixed, decreasing γ′ is equivalent to mov-

ing towards negative direction in the γ but positive direction in ξ, meaning the overturning

circulation favors the thermal mode if local freshwater is weak. Conversely, increasing γ′ is

equivalent to moving towards positive direction in the γ but negative direction in ξ, meaning

the overturning circulation moves towards the haline mode. Readers are noted that the usage

of thermal and haline modes here becomes ambiguous if this parametric trajectory does not

cross the regime with bifurcation because in such cases there does not exist multiple equi-

libria along the trajectory. Similarly, keeping γ′ fixed, increasing ξ is equivalent to moving

towards positive direction of γ and ξ and vice versa. Interestingly, ξ never gets above ξ = 0

if γ and γ′ are of the same sign, meaning whether the regime with equilibria extends to ξ = 0

is important. It makes the regime diagrams in Figure 4.11a and b significantly different this

way because the regime of multiple equilibria in ZATOM does not seem to cross ξ = 0 while

the two-box model does.

Our study gives different perspective of the emergence of multiple equilibria of the overturn-

ing circulation from Dijkstra and Weijer (2003). First, Dijkstra and Weijer (2003) explained

that the emergence of multiple equilibria is due to emergence of northern sinking mode

competing with the southern sinking mode, which is a contrast to our model setup because

these sinking modes are associated with double hemispheric symmetry breaking while in this

paper we use the single hemisphere domain that should not have such geometric symmetry.

Second, in ZATOM the convective adjustment is crucial in understanding the bifurcation

in our analysis in Section 4.3.1 while the OGCM of Dijkstra and Weijer (2003) does not

implement the convective adjustment. Future investigation will be needed to explain these

gaps between ZATOM and their OGCM.
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4.4 Conclusion

In this paper, we study the dynamics and multiple equilibria of ZATOM and the extended

two-box model in a single hemisphere with zonally asymmetric of freshwater forcing ξ. By

constructing their regime diagrams (Figures 4.11), it is found that both model share similar

dependency of the regime with multiple equilibria over the freshwater forcing versus zonal

asymmetry of freshwater γ-ξ space. Through the extended two-box model, we are able to

understand that ξ controls the existence of thermal and haline modes. Large positive values of

ξ enhance the thermal mode whereas large negative values of ξ enhances the haline mode. We

also derive a multi-linear relation Equation (4.24) consistting of the strength of overturning

circulation with respect to the product of mean stratification and mean meridional gradient,

the east-west difference of convective mixing, and the asymmetric freshwater forcing. By

using this diagnostic relation, we argue that the convective mixing plays an important role

in the transition between on- and off-states of the overturning circulation.

The impact of the asymmetry of freshwater forcing over the strength of overturning circula-

tion and the regime of multiple equilibria of overturning circulation are potentially influential.

In the Supplementary Information of Weijer, Cheng, Garuba, et al. (2020), they showed that

the strength of AMOC measured at 26◦N ranges from 8 to 32 Sv among 27 different climate

models. The large intermodel spread among the climate models clearly remains an unre-

solved important issue because the thermohaline circulation strongly modulates the transient

climate response to global warming (Kostov et al., 2014; D. P. Marshall and Zanna, 2014;

Rose and Rayborn, 2016; Lewis and Curry, 2018; Shi et al., 2018).

Our finding encourages future idealized studies to explore the effect of zonal redistribution

of freshwater discharge due to surface processes, including wind-driven circulations such

as gyres and Ekman transport. Finally, the domain used in ZATOM should be extended

across the equator and having a re-entrant channel representing the Southern Ocean. Such
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extensions are important as the southern meridional overturning circulation has influential

impact on the AMOC (Nikurashin and G. Vallis, 2012) and is found to be responsible for

more than half of the ocean heat uptake under global warming (Shi et al., 2018).
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Appendix

4.A ZATOM detail

The governing equations of tracers in ZATOM is separated into western boundary layer

and eastern boundary layer which will be denoted using subscripts w and e. The governing

equations are

∂

∂t
Xw = − ui

Lb

Xe −Dy (vwXw)−Dz (wwXw) (4.46)

+ Dy (KH∂yXw) + Dz (KV ∂zXw) + qX,w + FX,w +
Kb.c.

Lb

X∗
e −X∗

w

Lb

,

∂

∂t
Xe =

ui
Lb + Li

Xe −GDz (weXe) (4.47)

+ Dy (KH∂yXe) + Dz (KV ∂zXe) + qX,e + FX,e −
Kb.c.

Lb + Li

X∗
e −X∗

w

Lb

,

where X can be temperature T or salinity S, subscript w and e denote the mean tracer

values in the western boundary and eastern ocean, X∗
w and X∗

e are the values of tracer

X on the western and eastern boundaries. According to the design shown in Figure 4.2,

Xw = (X∗
w +X∗

e ) /2, and Xe = X∗
e . The Lb and Li are the widths of boundary layer and

interior ocean, ui the zonal velocity of the interior ocean, Dy and Dz are the one dimensional

divergence operators in the meridional and vertical direction, ∂y and ∂z are the gradient
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operators in the meridional and vertical direction, v(·) and w(·) are the meridional and vertical

velocities in the boundary layers and ve is set to zero. The KH is the constant meridional

diffusivity, KV is the vertical background diffusivity, qX,(·) is the convective mixing that

depends on the local stratification (see Equation (4.48)), Kb.c. is the strong zonal diffusivity

between the western and eastern boundary layers that is only non-zero on the northern and

southern boundary to achieve boundary condition (see Equation (4.58a)), FX,(·) is the forcing

of X(·) (see Equations (4.10) and (4.11a)), G = ∆λb/ (∆λb +∆λi) is the geometric factor

that acts on the eastern boundary because we assume well-mixed condition between eastern

boundary layer and interior ocean.

The explicit form of convective adjustment is

qX,(·) = Dz

(
KcΓ

(
s(·)
∆c

)
∂zX

)
, (4.48)

where Kc is the diffusivity constant of convective mixing. The Γ

Γ (x) =


1 if x < −1,

3x2 + 2x3 if − 1 ≤ x < 0

0 if x ≥ 0

(4.49)

is a transition function that activates Kc with transition width ∆c when the stratification

s(·) = ∂zb(·) < 0. The transition function Γ has a continuous first derivative that allows

Newton’s method to converge. Our model adopts the spherical coordinate (λ-ϕ-z) and the

corresponding operators are

(Dy,Dz) =

(
∂ cosϕ

a cosϕ∂ϕ
,
∂

∂z

)
, (4.50)

(∂y, ∂z) =

(
∂

a∂ϕ
,
∂

∂z

)
, (4.51)

(Lb, Li) = a cosϕ (∆λb,∆λi) , (4.52)
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where a is the radius of Earth.

The thermal wind relationships are

∂zui = − 1

f
∂yb

∗
e, (4.53a)

∂zvw =
1

f

b∗e − b∗w
Lb

, (4.53b)

where f is the Coriolis parameter. The continuity equations are

− ui
Lb

+Dzwe = 0, (4.54a)

ui
Lb

+Dyvw +Dzww = 0. (4.54b)

To diagnose the velocities, we first apply ∂z to Equations (4.54a) and (4.54b) to obtain

∂2zwe = −∂yb
∗
e

fLb

(4.55a)

∂2zww =
∂yb

∗
e

fLb

−Dy

(
1

f

b∗e − b∗w
Lb

)
(4.55b)

The summation of two equations above gives

∂y∂
2
zψ = −∂y

(
b∗e − b∗w
f

)
(4.56)

where ψ is the stream function such that

Lb (vw, ww + we) = (−∂zψ, ∂yψ) . (4.57)

Then, through thermal wind balance (4.53b) and the streamfunction (4.57), the no-normal
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flow boundary conditions also requires

b∗e = b∗w, (4.58a)

∂2ψ

∂z2
= 0 (4.58b)

at ϕ = ϕs, ϕn where ϕs and ϕn are the latitudes of southern and northern boundaries.

Integrate the equation (4.56) with respect to y gives the diagnostic equation

∂2zψ = −
(
b∗e − b∗w
f

)
. (4.59)

The north and south boundary condition b∗e = b∗w is achieved through specifying large values

of Kb.c. at the north and south grid points. The equations (4.59), (4.57), (4.55a), (4.54a) are

the necessary equations to solve for vw, ww, we, ui with no-normal boundary conditions.

The equation (4.54a) directly implies the zonal overturning circulation density χ = χ (ϕ, z)

whose velocities are

(ui, we) =

(
−∂zχ,−

χ

Lb

)
. (4.60)

As a result, the ocean circulation is a superposition of meridional and zonal overturning

circulations. Notice that the strength of meridional overturning circulation ψ is measured as

the total volume flux so it has the unit of m3/s. The strength of zonal overturing circulation

χ is as volume flux per unit width in meridional direction so it has the unit of m2/s.
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Three useful scaling relationships come out from the elliptical equations (4.55a) and (4.59)

we ≈
H2

fLb

∂yb
∗
e, (4.61a)

ψ ≈ H2

f
(b∗e − b∗w) , (4.61b)

χ ≈ −H
2

f
∂yb

∗
e. (4.61c)

The numerical model uses Arakawa-C grid (Figure S1). To physically step the model, we

adopts Runge-Kutta of the second order to advect the tracers and we step the forcing,

convective mixing and diffusion using Euler backward method.

4.B Diagnostic

To find a simple diagnostic equation for ψ, we start transforming (4.46) into buoyancy form

(b = αTT − αSS) as

∂

∂t
bw = − ui

Lb

(be − bw)− vw∂ybw − vw∂zbw +Dy (KH∂ybw) + Dz (KV ∂zbw) + qb,w

(4.62a)

+ αTFT,w − αSFS,w +
Kb.c.

Lb

b∗e − b∗w
Lb

,

∂

∂t
be = −Gwe∂zbe +Dy (KH∂ybe) + Dz (KV ∂zbe) + qb,e (4.62b)

+ αTFT,e − αSFS,e −
Kb.c.

Lb + Li

b∗e − b∗w
Lb

,
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where we have use the continuity equation to convert the equation into the advection form.

Then, by doing (4.63) - (4.62a) and get

∂be − bw
∂t

= ui
be − bw
Lb

+ vw∂ybw − (Gwe∂zbe − ww∂zbw) + Dy [KH∂y (be − bw)] + Dz [KV,e∂z (be − bw)]

+ (qb,e − qb,w) + αT (FT,e − FT,w)− αS (FS,e − FS,w)− 2

(
1

Lb

+
1

Lb + Li

)
Kb.c.

be − bw
Lb

.

(4.63)

We then (1) assume the east-west gradient is much weaker than vertical gradient so that we

can drop the terms having be − bw, (2) assume ∂zbw ≈ ∂zbe ≈ ∂zb, (3) assume ww is mostly

contributed by ZOC so that ww ≈ −we. The resulting equation is

∂be − bw
∂t

= vw∂ybw + (1 +G)
χ

Lb

∂zb

+ (qb,e − qb,w)−
αT

τT
(Te − Tw)ΘHT

+ αS (1 +G)S0γσξ
′η
ΘHS

HS

. (4.64)

where we use Equation (4.60) to replace vertical velocity with χ, substitute the actual forcing

with Equations (4.10) and (4.11a). Next, define the ocean average with the bracket as

⟨ · ⟩ = 1

(sinϕn − sinϕs)H∗

∫ 0

−H∗

∫ ϕn

ϕs

(·) cosϕdϕ dz (4.65)

we apply the average over (4.64) to get

∂

∂t
⟨be − bw⟩ = ⟨vw∂ybw⟩+ (1 +G)

〈
χ∂zb

〉
Lb

+ (⟨qb,e⟩ − ⟨qb,w⟩)−
〈
αT

τT
(Te − Tw)ΘHT

〉
+ αS

1 +G

H∗ S0γξ
′. (4.66)

Physically, the meridional advection associated with MOC and the sea-surface temperature

boundary condition act to remove the east-west buoyancy difference, which inspire us to
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assume they remove the be − bw in a timescale of τ ′. Therefore, in the steady-state,

⟨b∗e − b∗w⟩
2τ ′

= (1 +G)

〈
χ∂zb

〉
Lb

+∆ ⟨qb⟩+ αS
1 +G

H∗ S0γξ
′. (4.67)

where we have used the identity be − bw = (b∗e − b∗w) /2 and define ∆ ⟨qb⟩ := ⟨qb,e⟩ − ⟨qb,w⟩.

Next, we define q̃Ω as the fraction of the cell volumes in the top H∗ of the ocean whose

convective mixing is active in place of the convective mixing q and ∆q̃ := q̃e− q̃w ∝ ⟨∆ ⟨qb⟩⟩.

The definition using fraction is convenient because q̃Ω does not depend on the type of tracer.

Finally, for analysis purpose we assume
〈
χ∂zb

〉
≈ ⟨χ⟩

〈
∂zb
〉
, and define so that

⟨b∗e − b∗w⟩
2τ ′

= (1 +G)
⟨χ⟩
〈
∂zb
〉

Lb

+ c0∆q̃ + αS
1 +G

H∗ S0γξ
′, (4.68)

where c0 is a constant. Clean up all constants, we have

⟨b∗e − b∗w⟩ = c1 ⟨χ⟩
〈
∂zb
〉
+ c2∆q̃ + c3ξ

′γ. (4.69)

A more inspiring equation that connects the meridional buoyancy gradient and ψ can be

derived by using the approximation

χ ≈ −H
2

f0
∂yb

∗
e from (4.61c), (4.70a)

ψ ≈ H2

f0
(b∗e − b∗w) from (4.61b), (4.70b)

where we assume f = f0. Substitute these approximation into (4.69) we have

⟨ψ⟩ = −c′1 ⟨∂yb∗e⟩
〈
∂zb
〉
+ c′2∆q̃ + c3ξ

′γ. (4.71)

The Equation (4.71) explicitly relates the ψ with meridional buoyancy gradient, stratifica-

tion, east-west convective mixing difference, and the zonal asymmetry of hydrologic forcing.
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Chapter 5

Conclusion

As our climate is warming due to the rapid increase of greenhouse gases, the Earth’s atmo-

spheric and oceanic circulations, hydrology cycle, ecosystem, and human’s society is going

to change accordingly. Still, there remains a lot of uncertainties in how the climate system is

responding to the greenhouse forcing. Some of the uncertainties originates from the air-sea

coupling. In this thesis, we study how the ocean modulates the climate response towards

global warming through air-sea coupling in chapter 2 and 3. These two chapters reveal that

the Atlantic meridional overturning circulation (AMOC) has a dominant role to modulate

the climate response. Therefore, in chapter 4 we subsequently study how the existence of

AMOC multiple equilibria, a necessary condition for AMOC shutdown, is affected by the

zonal asymmetry of freshwater forcing.

5.1 Summary of the work

To study the influence of ocean processes in a changing climate, we formulate the Ekman

mixed-layer model (EMOM) to construct a hierarchy of ocean models in Chapter 2. The
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EMOM explicitly resolves the wind-induced Ekman flow at the ocean surface and resolves

the entrainment due to the variation of the ocean mixed layer. By independently turning on

and off the Ekman flow and variation of mixed-layer thickness, EMOM can degenerate into

the mixed-layer model and the slab ocean model. Together with the targeted ocean general

circulation model (OGCM), chosen as POP2, an ocean hierarchy of four members is formed.

The hierarchy can be used to study the non-linear effect due to the air-sea coupling. The

hierarchy also reduces the inter-model uncertainties because three out of four models are

physically consistent.

We also examine the unperturbed climatology simulated in EMOM-derived models. Given

adequate flux corrections, all models are able to produce similar climatology, including sea-

surface temperature, precipitation and sea ice coverage. The flux correction derivation is

non trivial because it does not only contain the missing processes. We realize that the

flux correction also includes the flux of missing mechanism but resolved processes. The

mean sea-surface temperature (SST) bias in the slab ocean model is largely corrected when

the variation of mixed-layer thickness is included. The inclusion of wind-induced Ekman

flow improves the simulated Pacific Decadal Oscillation pattern and its temporal spectrum.

Major SST biases are located in high latitudes, especially the sea-ice covered regions.

By applying forced loss of sea ice to the hierarchy, we found that the reduction of the At-

lantic meridional overturning circulation strongly influences the ocean heat uptake. Also, we

found that the modulation of wind-driven Ekman flow does not damp the shift of intertrop-

ical convergence zone (ITCZ), which is opposite to what was proposed in past literature

(T. Schneider, 2017; Green, J. Marshall, and Campin, 2019; Kang, 2020) and reveals the

sensitivity of Ekman parameterization.

In chapter 3, we used the ocean hierarchy developed in chapter 2 to test the response of

climate to a sudden quadrupling of CO2 concentration. In POP2, we see the recovery of

AMOC after 500 years, which greatly reduces the influence of AMOC so that the EMOM,
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having the wind-driven ocean Ekman flow, is able to reproduce the enhanced rainfall and

wind response over the tropical ocean. Separating the Ekman flow into the rotational and

frictional components, we find that the ocean heat transport (OHT) due to the frictional

Ekman flow is equal to or greater than the OHT due to the rotational Ekman flow over the

Pacific and Atlantic Oceans. The difference between the response of EMOM and POP2 is

sensitive to the vertical location of the oceanic vertical upwelling and the subsurface diffusive

processes that influences the SST and thus the atmospheric circulation.

In chapter 2 and 3, we notice that the AMOC’s response due to the changes in the freshwater

forcing has profound modulation over the surface climate, mostly due to its heat transport

in the transient climate. Our knowledge of AMOC’s response in a changing climate remains

primitive. In particular, although the community has established concrete understanding of

AMOC’s multiple equilibria and agree on the response of AMOC due to the changes of hy-

drological forcing, how the AMOC responds to the detail of forcing remains under-explored.

Therefore, in chapter 4, we study the bifurcation of the overturning circulation using the zon-

ally averaged two-slabs ocean model (ZATOM) adapted from Callies and Marotzke (2012),

which we extend the buoyancy formulation into the temperature and salinity to apply the

mixed boundary conditions.

In chapter 4, we find that the asymmetry of freshwater forcing modulates the existence of

bifurcation in ZATOM, meaning this asymmetry parameter is a stability threshold (Weijer,

Cheng, Drijfhout, et al., 2019). To understand the physical reason, we developed the ex-

tended two-box model in which we allow the two-box model to “feel” the zonal asymmetry

of freshwater forcing. We are able to see that larger zonal asymmetry enhances the thermal

mode and lower zonal asymmetry enhances the haline mode of the overturning circulation.

We also derive a multi-linear relation of the strength of the overturning circulation with

respect to the product of mean stratification and mean meridional buoyancy gradient, the

east-west difference of the convective mixing, and the asymmetric freshwater forcing. The
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zonal asymmetry of freshwater forcing and the linear relationship we developed can be used

to understand the stability of AMOC in climate models.

5.2 Outlook

The ocean hierarchy in chapter 2 can be refined depending on the research topic. For

example, the thickness of Ekman flow layer is arbitrarily chosen and is constant. There

are ways to more objectively decide the thickness so that the Ekman transport response

to surface forcing can be more realistic. Similar refinement also applies to the mixed-layer

model because we still prescribe its temporal evolution. On the other hand, more processes

can be added on top of EMOM such as the background geostrophic flows. A consistent

problem across the hierarchy and past efforts is that simplified models cannot accurately

reproduce a good sea-ice concentration and thickness, and typically the error is much larger

in the southern hemisphere. It requires a deeper understanding of the air-sea interaction

over the Southern Ocean so that a better hierarchy can be constructed.

In chapter 3, the fact that we are able to capture the feature of the pattern of the enhanced

rainfall and SST over the tropics by including the Ekman flow suggests the possibility to

develop a simple coupled model to explore the tropical air-sea interaction. There exist

some possible frameworks that can be considered (Davey and Gill, 1987; B. Wang et al.,

1995; Nilsson and Emanuel, 1999; Kang, Y. Shin, and Codron, 2018; Song et al., 2018). In

particular, we should study the role of the frictional Ekman flow in the coupled dynamics

which has received less attention.

In chapter 4, we developed the ZATOM that is currently limited to a single hemisphere.

Therefore, to have more relevancy to the real world, its next step should be extending the

ocean domain across the equator and connecting it with a re-entrant channel representing the
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Southern Ocean. To have a representation of the Southern Ocean where the wind forcing is

important, the model should also include momentum boundary condition. An even further

step would be developing a simplified atmospheric model to couple with the ZATOM to

understand the atmospheric feedback.
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