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Abstract

This work is based on the assumption that it is of potential
value to linguistic research to correlate facts about language
structure with facts about cerebral structure and function. It is
in this spirit that these are subtitled "meurolinguistic studies.”
Human language has been described by modern linguistics as a homo-
geneous class, reducible to simple elements and rules for combining
them. Most speech processes have been known to be lateralized to the
left hemisphere in the brain. Together, these viewpoints lead to a
picture of the left hemisphere as a special analytic processor.

This monograph investigates aspects of language processing that
are not specialized in the left hemisphere, and claims that there are
"levels'" (such as some of the functions of pitch) and "subsets'" (such
as structuring of phrases) which are different in essential ways from
each other, and from the aspects of speech and language which are
typically lateralized. The conclusion is that these different pro-
perties must be represented in a grammar of human language, and that
the unit-rule (or logico-deductive) model cannot incorporate many
facts described here.

The evidence for nonlateralized types of language comes from
clinical reports and from experiments; the claims for heterogeneous
structures come also from linguistic and psycholinguistic studies.

The view of language presented in this monograph suggests a compromise
between Chomskean emphasis on the infinite creativity of human language
and certain verbal learning approaches to language behavior. There

are implications from this research for studies on the evolution of
human language and on the relationship of human speech to animal com~
munication.

Chapter 1 presents the assumptions that underlie the rest of the
monograph: that varieties of evidence, including selected performance
data and facts from related fields, are valuable to the formulation
of models of language; and that hypotheses about language should be not
only testable, but tested. The claim is made that neurolinguistics pro-
vides one such context for hypothesis-testing. Chapter 2 surveys
neurophysiological foundations for studies of language and speech in
the brain; Chapter 3 continues with facts about hemispheric specializa-
tion for language, especially for levels and subsets in speech per-
formance. It is explained that some kinds of language abilities are

iv



not specialized in the left hemisphere. After presenting linguistic
arguments for separate levels in pitch processing, Chapter 4 makes

the same claims for pitch in the linguistic signal: some functions

of pitch in speech are not specialized in the language hemisphere.
Chapter 5 presents the experimental evidence for cerebral processing

of pitch, and describes a dichotic listening experiment on a tone
language, Thai. The next two chapters (Chapters 6 and 7) describe

types of speech performance more and less affected by brain damage.
Chapter 6 is concerned with clinical observations of propositional and
nonpropositional ("automatic'") speech modes. The linguistic and psycho-
linguistic evidence that these various subsets have different properties
is presented in Chapter 7. Chapter 8 describes a series of dichotic
listening studies on "automatic'" speech. The final chapter (Chapter

9) concludes that speech is made up of heterogeneous subclasses, and
that the properties or features of these subclasses are graded (or

occur in degrees). Therefore, in addition to discrete units and all-
or-none categories, continua (or dimensions) are needed in descriptive
models of language.



Chapter 1.

Introduction.

An hypothesis is never hurtful, so long as
one bears in mind the amount of its probability,
and the grounds upon which it is formed. It is not
only advantageous, but necessary to science, that
when a certain cycle of phenomena have been ascer-
tained by observation, some provisional explanation
should be devised as closely as possible in accordance
with them; even though there be a risk of upsetting
this by further investigation, for it is only in this
way that one can rationally be led to new discoveries,

which may either confirm or refute it.
Schwann



Chapter 1

Introduction

Diversity of evidence

I have brought together facts from various language-related
studies. Many different kinds of evidence appear in these pages.
There is no algorithm that guarantees the relevance of data to a theory.
However, this diversification in the field of linguistics has become
accepted. The theory of grammar is a theory of a human ability, and
therefore the study of language is proper in many contexts. In re-
cent years the theory of language developed by Chomsky and others has
been subjected to review in research contexts other than the "purely
linguistic" domain of structural analysis. Hypotheses based on the
general theory of generative grammar have been developed and tested in
normal speakers(Miller,1962;Gleitman and Gleitman, 1970), in aphasics
(Whitaker, 1970b;Goodglass and Blumstein, 1973) and in language
acquisition (Fraser, Bellugi and Brown, 1973; Moskowitz, 1973).

Zwicky makes the same point with respect to phonology: that
evidence from very diverse sources can be legitimately advanced to test
hypotheses. Proposed sources of data for validating "feature systems,
phonological representations, and phonological processes" are

speech errors, misperceptions, language replacement
aphasia, borrowing, cross-linguistic surveys of in-
ventories and of processes, linguistic games, pro-
ductivity of processes, poetic requirements, historical
change, acquisition, stylistic variations, patterns of
dialect and idiolect variation, statistics of variatiom,
orthography, articulatory and acoustic phonetics, patterns
of exception, informant judgments of novel forms, psycho-
linguistic investigations of other types, distorted
speech (1972).

A justification for this approach comes from the philosopher
of science, Hempel (1966), who argues that "diversity of evidence"
is a very important factor "in the confirmation of a hypothesis."
He gives several examples illustrating the "power of diversified
evidence" (p. 35). A corollary adds that it is "highly desirable for



a scientific hypothesis to be confirmed also by 'new' evidence —-

by facts that were not known or not taken into account when the
hypothesis was formulated." Extending the general theory into new
contexts is desirable: ''Many hypotheses and theories in natural science
have indeed received support from such 'mew' phenomena, with the result
that their confirmation was considerably strengthened" (p. 37).

Chomsky pointed out that "investigation of performance will
proceed only so far as understanding of underlying competence permits"
(1965). The approach I am advocating is that examination of performance
in many contexts is suggestive of factors in linguistic competence,
and these refined or revised hypotheses (of competence) then can be
further examined in the light of more performance data. Language can
be approached as an isolated abstraction, independent of everything
else in the universe. But even in Chomsky's conception of language
study, the focus on internal language structure was a temporary con-
straint:

It seems to me that the most hopeful approach today is

to describe the phenomena of language and of mental
activity as accurately as possible, to try to develop an
abstract theoretical apparatus that will as far as possible
account for these phenomena and reveal the principles of
their organization and functioning, without attempting,

for the present, to relate the postulated mental structures
and processes to any physiological mechanisms or to in-
terpret mental function in terms of'physical causes',
(1972,p.14) . (emphasis mine)

Chomsky allocates such extensions to the future, when more is
known about the structure of language,or about the nature of brain
mechanisms in relation to language structures. But the orientation of
generative grammar is toward - analysing performance
data, and relating performance data to the competence model, in a
variety of contexts, from acquisition, to autism, to aphasia, to sign
language. Such extensions are now underway.

With such a universe of phenomena potentially relevant to grammar,
some notion of relevance of data is needed. The notion of testability
of hypotheses serves as a guideline. Evidence is relevant or not only
in terms of a hypothesis; hypotheses are invented in order to account
for observed facts, and creative imagination is involved (Hempel, 1966,
p. 15). Since no aspect of linguistic data can on principle be ex-
cluded from consideration, a guideline for assessing the relevance of



data is useful. Hempel suggests that "A finding is relevant to
H (a hypothesis) if either its occurrence or its nonoccurrence
can be inferred from H" (p. 12).

It is obvious that "tentative hypotheses are needed to give
direction to a scientific investigation. Such hypotheses determine,
among other things, what data should be collected at a given point
in a scientific investigation" (Hempel, 1966). It is in this spirit
that a number of tentative mneurolinguistic hypotheses are proposed
in this monograph. : '

A neurolinguistic approach: 1lateralization of cerebral function

The orientation of this research is toward analysis of performance
data in the context of the language user. Linguistic behavior is here
approached as a cerebral function. Observations in language use can
be correlated with other facts in cerebral functions and with other
observed behaviors and inferred abilities. The assumption of neuro-
linguistics is that something may be learned about the structure of language
by investigating how patterns in linguistic behavior are associated with
aspects of cerebral structure and functiom.

A stronger claim about neurolinguistics is made by Whitaker:

"a proper and adequate understanding of language depends

upon correlating information from a variety of fields concerned
with the structure and function of both language and brain,
minimally neurology and linguistics' (1971, p. 139).

I hold, instead, that neurolinguistics is one of many valuable sources
of data and theory about language structure and process.

Hemispheric specialization of cerebral functions provides
background for the studies on language which are the subject of this
monograph. Specific functions are lateralized to varying degrees in
the brain. A neurolinguistic approach, for example, is to compare
aspects of linguistic performance which are lateralized with aspects
which are not lateralized to the dominant hemisphere. First, in-
vestigation must establish what features of language are uniquely




specialized in the left hemisphere. One way is to determine nonlateralized
(i.e. presumably .bilateral) linguistic abilities, and to "subtract"

those features from a model of language processing in the left hemis-
phere. If it is assumed that differences in cerebral function are
reflected in linguistic structure and process, then the finding that

some qualities in human language are uniquely lateralized and some

are not has implications for descriptions of language. This research
approach has been applied to two areas of language in this monograph:

pitch phenomena, and heterogeneous structure-types.

Heterogeneity in language

The work of Labov (1970) and other sociolinguists has brought
about a challenge to the theoretical orientation of generative grammar
and mainstreams preceding it: the "identification of structuredness
with homogeneity' (Weinreich, Labov and Herzog, 1968). Sociolinguistic
research has demonstrated (instead) that variation in a. speech community
is expected and normal. "It is perfectly true that the language of
everyday life is certainly not homogeneous. Heterogeneity is the rule"
(Labov, 1970). There are ranges, varying with style appropriate to
social context; there are strata, varying with socioeconomical context.
There is ample evidence of those kinds of linguistic variability in
that speakers can be observed to switch across styles and strata.
Weinreich et al (1968) argue for a '"model of language which accommodates
the facts of variable usage and its social and stylistic determinants"
to adequately describe linguistic competence. They claim that varia-
tions are not "errorlike vagaries of performance,” but constitute a
kind of "orderly heterogeneity' inherent in the competence of each
speaker and common to the speech community.

These variations have no place in the current transformational model
of arrangement of basic units in terms of optional or obligatory rules.
Labov observes that '"there is no formal way of indicating that a rule
applies more often in one environment than another, and quantitative
data has no place in generative grammar." Yet some such formal devices
may be necessary to describe the "orderly heterogeneity'" -- the normal,
inherent variation of everyday speech for which patterns can be con-
sistently observed (1971, p. 463). Labov (1971) suggests that the
linguistic variable must be defined in such a way that it can be handled
quantitatively in a model of grammar, so that tendencies toward greater
and less use of a rule by speakers can be represented.



Labov (1970) has found that speakers use different sets of
linguistic variables depending on speech style. Some features are
associated with casual speech, and these are distinct from a set of
features used in more careful speech. The dimension which specifies
this variation is "amount of attention paid to speech". Emotional
and casual modes fall toward the "less attention paid" end of the
dimension, and formal styles occur when more attention is paid.

This kind of within-speaker variability based on an explanatory
principle is analogous to a claim that is developed in this monograph.

I shall argue for another kind of heterogeneity in language. 1
will try to show that another dimension, like the "amount of attention
paid" dimension of Labov, is needed in grammatical description to
correctly account for language behavior.

There is a functionally significant dimension describing language
use called a "propositional-automatic" dimension. Utterance-types at
different points along this dimension have different properties. They
comprise heterogeneous structure~types in language. The evidence for
this type of heterogeneity, which comes from a variety of sources,
presents another challenge to the homogeneous structure-~and-process
model of competence in generative-transformational theory.

Propositional speech is made up of newly-created, original, novel
utterances. Automatic speech includes conventional and overlearned
expressions, idioms, swearing, R emotional language, and other modes
to be discussed in later chapters. I will argue that there are pro-
perties which distinguish automatic, or nonpropositional use of language.
Utterance~types belong in subsets which fall along a dimension between
the two extremes, propositional and automatic use. Evidence from
aphasia indicates that these subsets are differently processed in the
brain. Automatic subsets and pitch processing are consistently less im-—
paired in aphasic deficits than other features of language. The neuro-
linguistic hypothesis states that there is a neurophysiological bases
to the automatic-propositional dimension.

It is well-known that language processing is primarily lateralized
to the left half of the human brain. Furthermore, the two cerebral
hemispheres are specialized for modes of processing. One claim in this
monograph is that different subsets of language are differently processed,
and therefore have different structural properties which belong in gram-
matical descriptions. The neurophysiological basis is that propositional
language is a capacity of the left hemisphere, but that more automatic
use of language is a capacity of both the dominant and the non-dominant
language hemisphere. These combined points demonstrate how neurophysiological
facts. can interact with linguistic theory.



Summary

When facts about functional specialization.and unique hemispheric
modes of processing are considered in conjunction with observations in
aphasia, the result is a testable neurolinguistic hypothesis. Evi-
dence from aphasia and other clinical studies suggests that some
aspects of linguistic competence in perception and production of speech
are more vulnerable to disruption following left hemisphere damage than
others. It follows that some features of the linguistic ability are
typically (perhaps necessarily) lateralized to the left hemisphere,
whereas others are not. The neurolinguistic approach assumes that
facts about cerebral processing of speech and language are relevant
to descriptions of human language. A neurolinguistic hypothesis con~
sidered in this monograph states that features of the language signal
processed primarily in the left hemisphere are different in nature
from features processed in the right hemisphere, or in both hemi-~
spheres, or subcortically; and that these differences are relevant to
descriptions of language.

Specifically, in this monograph I will bring in facts about
cerebral lateralization to support linguistic hypotheses about 1)
"levels" of pitch function in speech, and 2) heterogeneous structure-
types in language. These hypotheses can be tested in a number of ways.
Evidence from various related experiments is reviewed, and two series
of dichotic listening studies are presented in Chapters 4 and 8.



Chapter 2.

Language Processing in the Brain: Neurophysiological Foundatioms



Chapter 2

Language Processing in the Brain: Neurophysiological Foundations

Hemispheric spe01allzat10n for language: neuroanatomical substrates
Language function in the brain has been a topic of investigation

for well over a century.

It was clinically observed in the 1%9th centurv that 1e51ons in
the left hemisphere cause disturbances of language, or aphasia, while
lesions in the right hemisphere do not. Dax was said by his son (1865)
to have read a paper on this topic before a French medical society in
1836. The observation of left-hemisphere dominance for language was
made generally known by Broca in 1861 by his article "Rémarques sur le
sidge de la faculté du langage articulé, suivies d'une observation
d'aphémie " ("Remarks on the seat of the faculty of articulate language,
followed by an observation of aphemia,” in von Bonin, 1962).

The traditional view, well-attested since Broca's time, is that
the left hemisphere is dominant for langusge in most normal right-
handed people (Figure 2.1). Recent figures suggest that about 90%
to 95% of all right-handed people can be expected to be left-dominant
for language. The case for dominance in left-handed individuals is
unclear, and the relationship between handedness and lateralization
for language remains unexplained. Intercarotid amytal studies, which
inactivate one hemisphere at a time to test for language function in
each, suggest that 50% to T0% of left-handers are left-dominant for
language (Efron, 1963a;Milner, Branch and Rasmussen, 1964). Goodglass
and Quadfasel (l95h) report that 50% of left-handed cases in aphasio-
logical literature had aphasia as & result of damage to the left
hemisphere. These figures are confirmed in studies on aphasia due to
brain wounds (Russell and Espir, 1961).

There are reports that language is not lateralized to the left or
right hemisphere in some people, particularly left-handers, but bi-
laterally represented. Conrad, for example, concludes from a study of
a total of 808 brain-damaged patients, of whom 47 were reportedly left-
handed, that "die Linkshandigkeit alle Zeichen der geringeren Spezialisierung
zeigt” (1949), (left-handedness has all the signs of less [hemispheric]
speclallzatlon) The evidence is that in left-handed people, hemi-
spheric injury produces milder and more transitory aphasia than in
right-handed people. Similarly, Zangwill (l964b)suggests that in left-
handers, lateralization may develop more slowly and less completely
than in right-handers. He also points to the different clinical
picture in aphasia, and adds that left-handers, like children,have
less receptive defect in aphasia. In those tending toward left-
handedness, "the degree of cerebral specialization appears to vary
widely as between both individuals and functions and to offer greater
possibilities of restitution after injury to either hemisphere." He
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uses the terms "cerebral ambilaterality” and "indeterminate cerebral
dominance" to describe observations in left-handed individuals.
Zengwill suggests that "cerebral dominance is in all probability it-
self a graded characteristic, varying in scope and completeness from
individual to individual. Its precise relation to handedness and its
vicissitudes still remains to be ascertained" (1960, p. 27). Penfield
and Roberts (1959) state from their extensive work in mapping language
functions in the brain that "a definite possibility of bilateral
representation of speech exists" (p. 98), especially in left-handers.

Luria (1947, 1970) reviews facts indicating that left-sided
lateralization for langusge is not always complete. He cites Jackson,
Bastian, Goldstein, Nissl von Mayendorf, Zangwill and Subirana as
having all said that the right hemisphere may take part in the
organization of speech. And according to Potzl, Liepmann, Pappenheim and
others, total 'verbal deafness' occurs only after damage to both
temporal lobes. Other clinicians, Luria observes, such as Charcot,
Monakow, and Preobranzenskij report speech disturbances in right-
handers after injury to the right hemisphere. And sometimes damage
to speech zones in left hemispheres of right-handers does not lead to
aphasic disturbances. In Luria's words,

"there is a whole series of intermediate states ranging
from total and absolute dominance to the left hemisphere
to partial or total transfer of the dominant role to the
right hemisphere. Thus both the paradoxical appearance
of aphasia following the injury of the subdominant right
hemisphere in right handers and the absence of, or
rapid recovery from, aphasia following injury of the
speech zones of the dominant left hemisphere may be
explained on the basis of variation among individuals

in the degree of left hemisphere dominance which is
reflected in variation in the relation of the right
hemisphere to speech functions™ (1970, pp. 56-5T).

Lateralization of function in the human brain remains a mystery.
It is unclear whether the "reasons' are neuroanatomical, functional,
evolutionary, developmental or some combination of these. Lateraliza-
tion of function was thought to be unique to language in man. It
is now known, however, that 1) in man other functions (e.g. spatial
relationships) also involve hemispheric specialization (Figure 2.2);
and 2) functions are lateralized in other species (e.g. cats, birds,
and crabs).¥*

% See reviews in Neurosciences Res. Prog. Bulletin Vol. T, no.
5, Primate Communication, end Vol. 9, no. 1, Central Control of Movement.
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Figure 2.2. Non-dominant (right) hemisphere. Cortical areas
and their function, according to electrical
stimulation and surgical evidence.

Adpgted from  penfield and Roberts, 1959
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For many decades the two cerebral hemispheres were considered
exactly alike physiologically. It is now believed that there are
differences in the hemispheres, although their gross appearance is
as mirrored images. For example, the alpha rhythm is lower over
the dominant hemisphere (Lindsley, 1940; Espir and Rose, 1970).
Furthermore, the morphological structure is reportedly different in
the left. Von Bonin (in Mountcastle, 1962) has reviewed the sna-
tomical differences in the two hemispheres. There is a little more
cortex on the left (dominant) side; the left Sylvian fissure is
somewhat longer, the insula is longer and higher. Von Bonin remarks
that these morphological differences are very small and do not
account for the "astonishing differences in function," especially
the specialization of speech (p. 6).

Geschwind and Levitsky (1968) measured 100 adult human brains,
and found that in 65 % . of the brains examined, the planum
temporale (an extension of Wernicke's area) is larger on the left.
This is the area behind Heschl's gyrus (or primary auditory cortex),
containing the suditory association cortex or Wernicke's area. The
left planum measures an average of 1/3 larger on the left than on
the right. Similar findings were reported by Lemay and Culebras
(1972) from measurements of carotid arteriogreams and coronal sections
of brains. The parietal operculum was '"more highly developed"” on the
left than the right in 38 out of 4l right-handed persons (Figure 2.3).
They claim that these differences can be observed in the cast of the
La Chapelle-aux-Saints skull, whose Sylvian fissures allegedly
resemble those of modern men. Furthermore, they are present in new-
born infants, as seen in comparing the brains of a 16-week old fetus,
an adult human, and a drawing of a brain that would fit into the
Neanderthal skull. Wada (1969) has presented evidence that there
are morphological differences between the hemispheres in the brains
of infants (cited in Geschwind, 1970, 1972). GCeschwind and others
consider it reasonable to assume some connection between these morpho-
logical differences in the classical speech areas and hemispheric
specialization for speech.

The significance of these anatomical differences for specializa-
tion of language is controversial. The relationship of brain structure
and brain function is complex, and arguments between the localiza-~
tionist and holistic schools have remained much the same for a century.
Berlin et al.(1973b) point to these morphological differences as
evidence for a hypothesis of left hemisphere perception of speech.
Berlin places the specialization for perception of language at the
level of acoustic processing, arguing that the structures in that
part of the brain uniquely process just those sounds that can be made
in the vocal tract. He proposes the following "preliminary working
hypothesis!':
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"The proximity of tongue and larynx areas in the left
hemisphere to both Broca's ares and the primary and
secondary auditory areas of the temporal lobe, might
improve the efficiency of interaction of the right
ear with any movements of the vocal tract. The
asymmetry of the human brain in the left temporal
lobe areas may facilitate this heightened efficiency
by extending the primary auditory areas more medially
and under the Rolandic strip” (1973b, p. 705).

The weakness of this argument is that structursl proximity in the
brain does not necessarily imply cooperation in function.

In his "Summary of the Conference" on Interhemispheric Relations
and Cerebral Dominance, Jung comments on the problem of "explaining"
dominsnce:

"The minute differences between the humen cerebral
hemispheres and their various morphological asym-
metries cannot account for the astounding differences
in hemisphere function. At this time morvhology
offers no explanation whatever for the facts of
cerebral dominance. ...At present...we can only
assume that there must be functional differences

in the learning capacity of the two hemispheres,
differences which lack, so far, an obvious basis

in structure” (in Mountcastle, 1962, p. 26L4).

The weakness of arguing from structure to function is underlined by
observations in apes' brains. According to Jung, the cortical substrate
in the "language areas" is present in the ape's brain as in the human
brain. The cytoarchitectural speech areas in apes are very well
developed and similar to those in man, but they are apparently used

for other purposes (p. 270). Similarly, Kreindler and Fradis (1968)
suggest that the morphological substratum for speech preceded its
functional development in evolutionary history. Their evidence is from Neissl
von Mayendorff (1930), who found the same special cells as appear
in man's speech areas in analogous cortical zones in apes (Kreindler

and Fradis, 1968, p. 100).

Penfield and Roberts (1959) originally claimed that voicing
(production of prolonged phonation) from electrical stimulation of
motor speech areas of both hemispheres is unique to man. Judson and
Weaver (1965) report that instead of phonation, total adduction
(closure) of both vocal cords is observed experimentally in monkeys
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on stimulation of the area in monkeys corresponding to the motor speech
area: in man on either hemisphere. Monkeys emit sounds only after

deep stimulation within the mid brain or limbic areas (Kelly et al.
1946; Robinson, 1967a).

Lieberman et al. {1969) have claimed that the vocal tract shapes
of apes are limited to a few configurations. Whatever their brain
potential, nonhuman primates are severely restricted by their "peri-
pheral' apparatus, and on that basis could not have developed spoken
language. ‘

Cortical control of peripheral speech mechanisms: production and perception

The nature and source of the central mechanisms in the brain,
necessary for initiation of speech, are not well understood. Motor
sources of speech (for phonation and articulation) are bilaterally
represented in the primary and supplementary motor areas on the cortex.
There are four cortical areas which, when stimulated by an electric
current at surgery, cause the patient to emit a vowel-like phonation:
the precentral Rolandic gyrus of both hemispheres, and the supple-
mentary motor area of both hemispheres (Penfield and Roberts, 1959).
Thus vocalization can be initiated by electrode stimulation of either
hemisphere, and specifically at points anterior to the speech center.

It has been claimed that singing and music perception are
capacities of the right hemisphere (Henschen, 1926; Luria, 1966).
These abilities may be bilaterally represented (see review in Bogen,
1969a,p. 1bk4). Observations in patients with left-hemispherectomies
have confirmed the early belief that the right hemisphere is capsble
of the motor control for singing words (Smith, 1966). Two left
hemispherectomy patients were able to recall and sing songs (with
their lyrics) suggesting that the right hemisphere may play a
significant role in "musical memory' and in the "neuromotor processes
of singing,” each of which involves many of the same mechanisms of
vocalization and articulation used in spoken language. Studies on
six patients using the Wada technique to determine hemispheric
dominance were conducted by Bogen and Gordon (1971). They conclude
that the "right hemisphere is more important for singing than speech,’
and that the right is specialized for "tonal abilities.”

Thus, both phonation and articulation of speech gestures are
bilaterally represented. In Goldstein's view,
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"Even though there can be no doubt that, for the
right-handed person, the left hemisphere is of
paramount significance for language, it must be
noted that for the formation of sounds the cor-
regponding area of the other hemisphere may play
an important part, different in individual cases...
With regard to the bilateral speech movements...
there is a close relationship between the two
motor speech areas” (1948, p. 202).

Penfield and Roberts (1959) point out as further evidence that
the motor sources for speech are bilaterally represented, that if
the Rolendic motor strip of one hemisphere is destroyed, the other
one takes over. They cleim that "cortical control of the voice, in-
cluding articulatory movements and vocalization" can be served by
either hemisphere alone. Excision of the lower Rolandic motor cortex
(face, jaws, tongue and throat) on either side only temporarily
produces dysarthria or thickness of speech, which fully recovers to
normal speech. "It seems likely that such a patient is a@ble to spesk
[after removal of the lower portion of the Rolandic strip] by em-
ployment of the corticel motor mechanism of the other hemisphere"
(p. 16). Hagen (1971) reports on three right hemispherectomy patients
that two sustained only minimal dysarthria four weeks after removal
of their entire right hemisphere. The third patient retained a more
severe wesgkness of the left side of the tongue.

Penfield and Roberts' (1959) conclusions are based on electrical
stimulation and surgery on brains of brain-damaged patients. The
relevance of behavior induced by electrical stimulation of cortiecal
areas to "cortical control” during normal behavior is uncertain.
Furthermore, evidence from pathological populations cannot directly
serve hypotheses sgbout normal behavior. However, there is other
evidence that the peripheral mechanisms for the production of speech
are represented in both hemispheres.

Representation of most motor functions on the cortex is associated
with movement on the opposite side of the body, or contralateral
control of movement. However, the relationship between speech move-
ments and lateralized function is more complex. Speech movements
are mediated by the cranial nerves: Cranial nerve V (Trigeminal),
whose sensory and motor portions serve face, mouth and jaw; Cranial
nerve VII (Facial), a complex nerve with sensory and motor roots,
which distribute into muscles of tongue, jaw and lips; Cranial nerve
VIIT (Acoustic or Auditory); Cranial nerve X (Vagus), with sensory



and motor fibers supplying pharynx, soft palate, base of the tongue
and supraglottal portion of the larynx; and Cranial nerve XII,
(Hypoglossal), a motor nerve serving the tongue (Figure 2.h)

(Van Riper and Erwin, 1958; Zemlin, 1968).

The motor pathway for articulation and phonation descends from
Brodmann's area 4 on the cortex, along the corticobulbar tract of
the internal capsule, to relay stations in the medulla, (e.g. the
nucleus ambiguous) where the cranisl nerves principally involved in
articulation (ninth, or glossopharyngeal and eleventh, or spinal
accessary) and phonation (tenth, or vagus) emerge (Judson and Weaver,

1965, p. 259); (Figure 2.5). The upper motor neurons which descend
via the corticobulbar tract to synapse in the cranial nerves are

both crossed and uncrossed (Figure 2.6).

In the case of the cranial nerves involved in speech,some of
the motor fibers leave the brain stem above the level where the
"erossing"” (decussation) occurs, so that the connections between
hemispheric cortex and side of face and neck are in part ipsilateral
(Zemlin, 1968, p. 524 and passim). For example, the innervation of
the muscles of the upper part of the face is primarily uncrossed
(ipsilateral or homolateral), while the innervation of the lower
part is primarily crossed (contralateral) (p. 259).

Anatomically there are bilateral connections between the right
and left cortical motor strips and the right and left cranial motor
nuclei involved in speech. "Eyelids, jaw and trunk" have the
"greatest degree of bilateral representation” (Buchanan, 1951). For
the larynx, the neuroanatomical findings are confirmed by clinical
observations which suggest that the control of laryngeal muscles is
to a large extent bilateral. Pitch control (as in singing, emotional
vocalizations) ususlly remains intact with left or right hemisphere
damage or removal (except in cases of amusia ).

There are several other neurophysiological bases for this bi-
laterality besides the presence of both ipsilatersl and contralateral
innervation.One such basis lies in"assoeciation and commissural neurons,”
which bring other areas in the cortex into relationship with the in-
nervation of the cranial nerves of speech (Van Riper and Erwin, 1958). Still
another explanation has been advanced by Penfield, who suggests the
importance of subcortical mechanisms in speech processes, or the
"ecentrencephalic center,” which is "bi-encephalic" in the sense of
being a coordinating center for both hemispheres. '"The major portion
of the[centrencephalic] mechanism is located in parts of the dien-
cephalon, mid-brain and pons —— the higher brain-stem which includes
the two thalami"(Penfield, 1954, p. 5); (Figure 2.7).
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Penfield (1954) observes that babies organize vocalization (which in-
volves positioning the mouth, vocal cords, and controlling the breath)
in a gesture similar to that observed during electrical stimulation
of the four points on the cortex. Infants probebly execute this
gesture of phonation with little participation of the cortex. It is
possible that initiation and execution of vocalization, as well as
some aspects of articunlatory control, are in part subcortically
controlled.

Penfield and Roberts (1959) take the position that although the motor
sources of speech are bilaterally represented, "ideational"” speech is
organized in the left hemisphere. Gazzaniga (1970) reaches a similar
conclusion from his studies on split-brain patients: <the primary
motor control of speech musculature is present in each half brain,
but the "neural organization required for spoken language is usually
lateralized" (p. 116).

Berry and Eisenson (1956) observe that the mechanisms for speech,
subserved by the "midline orgens" such as jaw, lips, tongue and
larynx, are bilaterally (i.e. redundantly) represented in the cortex.
Therefore, for speech, only one side is "needed.'" There may be a
teleological explanation for this specialization to one hemisphere
of a potentially bilateral mechanism. Brain (1961) has written that
the skilled integration necessary for speech "requires that the motor
cortex of both hemispheres should be under the control of a single
co-ordinating area, 'the motor speech centre.'" Speech, in other words,
because of its complexity, necessitates localization. FEmotional sounds
in man and animals "are simple involuntary performances, and such
simple reactions can utilize symmetrical and bilateral pathways. In
contrast, speech calls for articulation -- the precise integration
of the small muscles of the lips, tongue, palate and larynx besides
the respiratory muscles, so that these contract synchronously on the
two sides with such delicacy that a variety of sounds cen be differen-
tiated through a range of fine gradations” (p. 25). According to
Brain (1961), Luchsinger and Arnold (1959, 1965), and others, hemi-
spheric specialization is "required” for development of human language.

The teleological explasnation does not accommodate all the
relevant facts. In some individusls, dominance may be "mixed" and
degrees of dominance may vary in different people. Furthermore, sing-
ing, and emotional expressions in man (for which other than left
hemisphere control is possible) involve the same complex articulations
and integration of many motor skills as those other utterances called
human language. Curses and expletives may fall into the class of the
"simple involuntary performances” which many aphasiologists have
suggested can utilize bilateral pathways or the pathway from the non-
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dominant hemisphere, or are subcortically mediated. These alter-
native modes of language processing in the brain will be examined
in the chapters to follow.

The two cerebral hemispheres are equipotential for motor control
of speech. BSpeeislization is not at the level of motor organization
of speech gestures. Similarly, specialization for speech perception
is not to be explained at the level of peripheral processing (audi-
tory function). According to Neff (1962), in the auditory system
"one might expect to find some differences in the functions of the
cortex of right and left cerebral hemispheres," but experiments on
eanimals have not demonstrated such differences. Instead, the only
kind of auditory discrimination impaired by unilateral temporal lobe
sblation in cats is sound localization, a complex task requiring
interaction between inputs at both ears.

The auditory pathways from the organ of Corti (in the cochlea
of the ear) to the auditory cortex have been investigated in detail
(Figure 2.8). Each ear projects to both auditory receiving areas in
the cortex (by ipsilateral and contralateral pathways). The asym-
metry in projections from each ear to the auditory cortices has been
observed in records of gross evoked responses to 