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ABSTRACT OF THE DISSERTATION

Plasma-Material Interactions for Electric Propulsion and Plasma-Facing Components

by
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Doctor of Philosophy in Aerospace Engineering
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Professor Richard E. Wirz, Chair

Quantifying lifetime and performance of electric propulsion devices is inherently challenging as

device operations last on the order of thousands of hours. Physics-based approaches to capture

the key mechanisms of particle or plasma-material interaction with components are required. The

first limiting factor for electrospray thruster is propellant flux to and interaction with the grids,

resulting in saturation and electrical failures. The process is primarily driven by impinging mass

flux, as demonstrated by the first life model developed considering mass flux for evaluating lifetime

of capillary droplet-mode electrospray thrusters. Mass flux was classically assumed gaussian in

shape due to collisions and scattering processes, but novel measurements demonstrate that mass

flux is super-gaussian in nature. The measurements provide novel insight on electrospray plume

structure and how operating conditions affect their shape. The super-gaussian nature of the profile

indicates the need to consider mass flux in addition to current for thruster performance and lifetime

evaluation.

Plasma material interactions are also a challenge for lifetime and performance of components

for electric propulsion and fusion applications. Ion bombardment and sputtering degrades bound-

ary materials and contaminants contaminates the plasma, reducing performance, limiting device
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lifetime, and increases component replacement costs. Plasma-infused volumetrically complex

foams have been shown to persistently reduce sputtering-yield. In this work, experimental mea-

surements of a foam under plasma exposure demonstrate the ability of the foam to partially-infused

with plasma and provide insight on the plasma-infusion process dependence on plasma properties.

PPI is shown to be the key design parameter to create VCMs for specific plasma properties and

infusion behavior. Additionally, a novel sputtering model is developed to accurately describe the

sputtering distributions and trapping mechanisms of VCMs of different materials and energies.

The model demonstrates a key milestone in the development of VCMs to reduce sputtering yield

up to 70%. The aspect ratio is shown to be the primary driver for sputtering behavior in the plasma-

facing region and can be used tailor a VCM for a specific application independent of PPI, which

can be tailored for specific plasma properties.

Additionally, the role of azimuthal instabilities in ExB systems on the PMI process is charac-

terized. Characterization of the mode provides insight on the mode dependence on plasma prop-

erties, with implications for Hall thrusters, low-temperature plasma devices, and plasma-material

interaction characterization of volumetrically-complex materials. Azimuthal instabilities must be

accounted for as they are shown to be non-negligible in certain scenarios and significantly impact

system dynamics via azimuthal velocity components.
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CHAPTER 1

Introduction and Motivation

In this chapter, the challenges and motivation for understanding and quantifying lifetimes for elec-

tric propulsion and plasma facing components are presented. Electrospray propulsion, plasma-

facing components, and azimuthal E × B instabilities are introduced and contextualized in the

scope of this dissertation. Finally, an overview of the remainder of this dissertation is provided.

1.1 Lifetime Estimation

Quantifying lifetime of components is a fundamental challenge in any field as it is critical to deter-

mining the performance and longevity of a given system. Understanding lifetime limiting mecha-

nisms enables better design of components and systems to reduce cost and improve performance.

This is especially true of plasma and charged-particle systems, such as electric propulsion or fu-

sion, where extreme environments are encountered with multiple complex behaviors that evolve

with time.

Although most spacecrafts do not use propulsion, demand for mission capabilities has pro-

duced significant interest and increased use of electric propulsion technologies. For example, of

growing interest is the use of electric propulsion for orbit raising from low-earth orbit (LEO) to

geo-synchronous orbit (GEO). As shown in Figure 1.1, this maneuver can be accomplished using

chemical propulsion or electric propulsion. Chemical propulsion system typically produce thrust

in the range of N -MN with specific impulses (Isp) in the range of 300 s. This means the system

will require high propellant mass fraction based on the rocket equation (equation 1.1), and achieve
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Figure 1.1: Propellant mass fraction as a function of exhaust velocity for a LEO-GEO mission
example, adapted from Wirz [1].

the required mission impulse on the order of minutes (equation 1.2.

mprop

mpay
= e

∆V
vex −1 (1.1)

MissionImpulse =
∫

T hrust ∗dt (1.2)

Electric propulsion systems on the other hand produce much lower thrust on the order of mN,

but at much higher Isp in the range of 300 - 10,000 s. As shown in Figure 1.1, this means an electric

propulsion system can meet the required ∆V with much lower propellant mass. This makes the

technology extremely attactive due to the significant reduction in launch costs associated with the

reduces mass. The catch, however, is that the mission impulse for the electric propulsion system is

on the order of months. This means the system must operate reliably for months on orbit, therefore

requiring a firm understanding of device lifetime.

Ground testing of propulsion systems for months is inefficient and often impractical. For exam-
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ple, the LISA mission requires operation of an electrospray thruster for 40,000 hours [13], which

cannot be tested for. Physics-based lifetime estimation is needed to accurately determine lifetime

and performance of these devices.

1.2 Electrospray Propulsion

Electrospray thrusters are a subset of electric propulsion technology where charged species are

electrostatically accelerated from a liquid meniscus (often referred to as a Taylor Cone) to produce

thrust. As shown in Figure 1.2, the Taylor cone is produced from an applied electric field balanced

out by the surface tension of the propellant. Electrospray thrusters typically use either ionic liq-

uids or liquid metals as propellant. Ionic liquid propellants are of particular interest due to their

negligible vapor pressure and high conductivity near room temperature. Electrospray thrusters are

often classified by their emitter geometry: capillary, porous bulk, or externally-wetted. Generally,

specific impulse increases from capillary to porous bulk to externally-wetted, however the thrust-

power ratio decreases. Electrospray thrusters offer advantages such as high thrust precision and

a wide specific impulse range, but have yet to demonstrate lifetimes that are attractive for many

space missions [14]. Improving thruster lifetime has been noted as a key area of high specific

impulse electrospray development by NASA [15]. Efforts investigating thruster performance and

lifetime of Field Emission Electric Propulsion (FEEP) devices established trends associated with

emitter-extractor separation and electrode impingement current [16, 17, 18]. The efforts identi-

fied geometric considerations crucial to reducing impingement current on the extractor electrodes,

which was a key consideration for lifetime of the thruster.

The first successful in-space demonstration of electrospray propulsion technology was the Col-

loid MicroNewton Thruster (CMNT). The CMNT was developed by Busek Co., Inc and NASA

Jet Propulsion Laboratory (JPL) for the European Space Agency (ESA) Laser Interferometer

Space Antenna (LISA) Pathfinder mission as a technology demonstration of high thrust precision

(100 nN) and low thrust-noise capability [19, 20, 21]. A representative geometry of what the cap-
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Figure 1.2: Illustration of the electrospray mechanism where a cone-jet forms from the balance of
surface tension and electric traction, resulting in a stream of ion and/or droplets that
produce a plume.

illary emitter system looks like is shown in Figure 1.3, and discussed in more detail in Chapter 2.

The demonstration was successful in establishing the CMNT’s thrust performance and precision,

with 7 of 8 thrusters operating in flight for over 2,400 hours using 1-Ethyl-3-methylimidazolium

Bis(trifluoromethylsulfonyl)imide (EMI-Im) as propellant [13]. Results from the LISA-Pathfinder

mission represent 1 datum for thruster lifetime and 7 instances where the thruster lifetime is only

known to be greater than the total operational time; how much greater is unknown. These results

do not provide a sufficient understanding of the mechanisms responsible for thruster failure, nor an

understanding sufficient for accurate estimation of thruster lifetime. Multi-year missions, such as

the ESA LISA mission, require operational lifetimes on the order of 40,000 hours [22], and hence

require an understanding of the failure modes in electrospray devices.

The motivation for this work is to bridge the gap in understanding of droplet-mode electrospray

4



Figure 1.3: Electrospray emitter and electrode geometry with line of sight plumes, adapted from
[2].

thruster lifetime for mission applications. It has been proposed that overspray leading to grid (also

referred to as electrode) impingement is the primary failure mechanism [23, 24], resulting in even-

tual saturation of the porous accelerator grid as shown in Figure 1.3. The objective of this work is

to identify and understand the effects of design and operating conditions on electrospray thruster

lifetime. Physics-based approaches will be used to capture key life and performance mechanisms

via development of an analytical life model and experimental measurements of electrospray pro-

files as detailed in Chapters 2 and 3.

1.3 Plasma Facing Components

While electrospray propulsion uses ionic liquids, more common systems such as Hall effect thrusters

and ion thrusters create a plasma discharge from which the ions are accelerated for thrust. Hall

thrusters, shown in Figure 1.4, use a cross field configuration with a magnetic field to confine elec-

trons and ionize gas. The plasma ions are then accelerated by the axial electric field to produce
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thrust. The consequences of this configuration is explained in more detail in Section 1.4.

Figure 1.4: From [3], (Left) A magnetically-shielded NASA Hall thruster with key oscillatory dy-
namics indicated, and (Right) illustration of the Hall thruster processes.

One of the primary challenges with Hall thrusters is sputtering erosion of the ceramic walls

in the channel, which produces ridges after 100s of hours of operation and eventually exposes the

magnetic circuitry. Magnetically shielded Hall thrusters use field geometry to reduce energy of

ions hitting the channels, but suffer from sputtering erosion of pole pieces.

Beyond traditional electric propulsion systems, higher power systems such as magnetoplasma-

dynamic (MPD) thusters show promising potential for mission requirements but are limiting by

severe lifetime limitations at the plasma conditions they experience. A key component that suffers

from erosion in MPDs and high power Hall Thrusters are cathodes. Electric propulsion systems

typically use hollow cathodes as plasma sources, which suffer from evaporative and sputtering ero-

sion limiting lifetime. Understanding the sputtering behavior and improving material choices can

increase electric propulsion technology lifetime and performance.

Another field of interest where the lifetime and sputtering mechanisms of plasma-facing sur-

faces are critical is nuclear fusion. Fusion is a revolutionary technology that has the promise to

deliver unlimited clean energy by fusing nuclei to release energy. This process requires enormous
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amounts of energy, resulting in extremely energetic particles that can cause significant sputter-

ing, thermal loads, and neutron damage of plasma-facing surfaces [25]. An additional challenge

for fusion is the high quality of plasma required to achieve fusion. Impurities and secondary

electrons emitted from the plasma-material interaction contaminate the plasma and reduce per-

formance. Additionally, sputtering erosion limits the lifetime of electrodes and plasma-facing

components, increasing cost of operation and development. Limiting sputtering and increasing

plasma-favorability of plasma-facing materials is significant interest and on-going work in the fu-

sion field.

Figure 1.5: The Joint European Torus (JET) reactor with plasma during operation.

Reducing sputtering has been a topic of interest for electric propulsion and fusion applica-

tions. Misco-architectured surfaces have been demonstrated to initially reduce sputtering yield but

tend toward that of a flat surface with erosion [26]. Recent work by Li and Wirz [9] has shown

volumetrically-complex materials (VCMs), such as foams, exhibit persistent sputter reduction to
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featured surfaces. They demonstrated that aluminum foams exposed to argon plasmas can re-

duce sputtering by 50% at 300 eV. This is enabled by a new regime, plasma-infusion, where the

plasma can penetrate into the 3-dimensional structure of the VCM. The regime and theory is dis-

cussed in more detail in Section 4.1. On-going work is currently investigating the infusion and

sputtering behavior to design improved VCM electrodes and plasma-facing components that are

plasma-favorable.

These efforts are the contents of Chapters 4 and 5. As shown in Figure 1.6, lifetime of PFCs

requires additional complexity in the form of multiple different mechanisms in comparison to elec-

trosprays. However, a similar approach can be used by conducting critical experiments of plasma-

infused and plasma-facing volumetrically-complex materials to characterize material sputtering

and plasma response. The objective is to determine the impact of critical plasma and material

parameters on plasma-material interaction for VCMs.

Figure 1.6: Lifetime of plasma-facing components is adds additional complexity due to multiple
mechanisms that occur resulting in species implantation, sputtering, and secondary
electron emission.

1.4 E x B Instabilities

Plasma discharges are used for a wide range of applications, such as space propulsion, materials

processing, nuclear fusion, and electronics. The ionized nature of a plasma poses a challenge in
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confining it for any application. The mean free path of the electrons is often long (on the scale of

the system or larger). The result is that electrons will be lost to the electric field (from cathode to

anode) and the plasma cannot be maintained. For a direct current discharge, an external magnetic

field applied perpendicular to the electric field can confine the electrons, as demonstrated in Figure

1.4. The magnetic field traps electrons along the field lines, increasing the electron residence time

by imposing a barrier against the electron transport towards the anode.

The configuration described above is commonly known as an E×B configuration. The config-

uration is common to a variety of devices such as Hall effect thrusters (HETs), magnetrons, and

Penning-type discharges. However, a consequence of the E×B configuration is that the ionized

species experience a drift in the cross-product direction, known as an E×B drift. Therefore, the

cross-product direction cannot terminate on a surface as the electrons would be lost as a conse-

quence. The consequence is that the geometry must be cylindrical such that the E×B drift is in the

azimuthal direction and does not terminate on a surface (known as a Hall current). However, the

E×B configuration tends to develop instabilities.

The development of instabilities leading to anomalous transport is a concern for numerous ap-

plications that rely on the magnetic field for effective electron confinement. Though the existence

of the instabilities has been well documented, accurate descriptions of them and their role in fa-

cilitating electron transport is still unclear and largely empirical [27]. The anomalous transport

and heating has generally been attributed to turbulence. However, that is a broad general expla-

nation, with open questions still remaining regarding what drives turbulence is varying systems of

interest. A feature of turbulent systems is the occurrence of long-wavelength coherent (or ”self-

organized”) structures whose role in system dynamics is topic of significant interest in the broader

field of turbulence. These coherent structures are a common feature in numerous E×B configura-

tion devices that are inherently prone to turbulent behavior. This includes Penning-type discharges,

magnetrons, dielectric barrier discharges, Hall effect thrusters, and various laboratory devices. For

example, the formation of coherent azimuthal structures in a magnetron is shown below in Fig-

ure 1.7, and a concern for the role it plays in anomalous transport and plasma behavior in plasma
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processing and thin film deposition.

Figure 1.7: Formation of coherent azimuthal oscillating structures in a magnetron, taken from [4].

The focus of this effort is on Hall thruster and Penning-type laboratory discharge applications

that produce low-frequency oscillations and coherent structures. Anomalous transport and heating

are an issue for both devices, affecting lifetime and performance. Hall thrusters use a radial mag-

netic field to confine electrons to ionize neutral gas and an axial electric field to accelerate the ions

to generate thrust. This results in a E×B drift in the azimuthal direction, leading to a cylindrical

design for discharge channels that allow the drift to close on itself. Hall thruster discharges contain

a variety of modes and instabilities, but low frequency modes are of particular interest as the fall

in the frequency band associated with ion dynamics and are therefore significant for ion thrust.

The two modes are aptly referred to as spoke mode and breathing mode due to their respective
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behaviors, as indicated in Figure 1.4. The breathing mode occurs in the axial direction, usually on

the order of 80 kHz, and has significant effects on the discharge behavior (significant enough to

kill the discharge at times) [28, 29]. The spoke mode occurs in the azimuthal direction, at lower

frequencies on the order of 20-30 kHz, and is pictured below in Figure 1.8 [30].

Figure 1.8: Rotating structure (spoke mode) in the discharge channel of a hall effect thruster, taken
from [5].

The spoke mode is of particular interest to the problem of anomalous electron transport, the

coherent structure has been shown conduct 50% of total radial current and affect thrust and perfor-

mance [30]. Additionally, the spoke mode can couple with the breathing mode, further driving the

instability and causing turbulent axial behavior [29, 31]. Despite the long observed presence of the

modes and their impact, the fundamental nature and mechanisms that cause the spoke mode are

not yet clearly understood. This impacts predicting performance and lifetime of these thrusters, as

the modes cannot be self-consistently modelled and captured. Further complicating the matter are

facility effects, where the operation and performance of thrusters on ground versus in-flight varies

due to background effects. The growing requirements of space propulsion applications has led to a

greater need to understand the role of facility effects, and ultimately, accurately model and predict

in-flight thruster performance and lifetime.

The complex dynamical nature of Hall thrusters and the complexities of facility effects moti-

vates the use of a simpler, canonical plasma discharge with similar plasma conditions to investigate

the fundamental nature of these low-frequency azimuthal modes. This effort used the Plasma in-

teractions (Pi) facility at UCLA to investigate the nature of a low frequency azimuthal instability

believed to be modified Simon Hoh type instability. The facility is used to study and character-
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ize advanced materials for plasma boundary applications, but the presence of spoke-like density

oscillations can affect studies by causing erosion patterns [32]. Understanding the nature of the

low frequency azimuthal mode, specifically the ion motion that is significant to its behavior and

its coherent versus turbulent nature, will provide insight on the impact it has on experiments in the

facility as well as generally inform the impact it has on other devices, such as the spoke mode in

Hall thrusters.

Low-frequency instabilities in the cross field direction of weakly-ionized plasmas were first

investigated by Simon and Hoh in the early 1960s [10, 33]. Both concurrently investigated low

frequency instabilities in magnetized, partially-ionized cross-field configuration plasmas from an

analytical standpoint considering different geometries and demonstrated an m = 1 mode that be-

comes unstable when the electric field and density gradient amplify each other. A more detailed

discussion of their findings and their theory is presented in Chapter 6. The occurrence of a Simon-

Hoh like instability in an unmagnetized ion scenario was first shown by Sakawa et al. in 1992 [34].

The large ion orbit was thought to contribute to the charge separation that developed the azimuthal

fluctuating potential necessary for the instability. The ion motion was noted to be a significant fac-

tor in the transition from coherent to turbulent mode, and was further investigated in a follow-up

effort [35].

Since the publications of Simon and Hoh, numerous explorations of instabilities in the E×B

devices have conducted and, as a result, are tough to comprehensively review and present. Ad-

vances in computation modeling and experimental capabilities further support the large quantity of

literature available. As such, the critical literature relevant to low-frequency azimuthal oscillations

in partially-ionized direct current plasma discharges with unmagnetized ions and their impact on

electron transport and turbulence in Hall Effect thrusters and Penning-type discharges are priori-

tized.

A combination of fluid and kinetic models have been used to investigate anomalous electron

transport [36, 37, 38, 39, 40, 41, 11, 29]. A 2013 effort investigating the role of boundary condi-

tions in the direction parallel to the magnetic field has shown that E×B electron drift can drive the
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saturation of streaming instabilities leading to strong turbulence [42]. A 2D PIC model of mag-

netron discharges with spokes shows the occurrence of electron-cyclotron drift instability due to

resonant coupling between Bernstein modes and ion acoustic waves that lead to increased cross-

field electron transport [27]. A 2017 effort used a fluid model to investigate the role of coupling

between ion acoustic mode and E×B electron drift on turbulent transport and coherent structures

[43]. A later effort using PIC simulations showed large amplitude coherent modes at electron cy-

clotron drift resonance and the cascade to low frequency modes [44]. Additionally, nonlinear fluid

models have shown that azimuthal drift modes drive axial instabilities, thus driving the instability

growth and turbulence [31].

Experimental efforts have used a variety of techniques to investigate the topic. Previous efforts

at UCLA conducted by Matlock, Dodson, Goebel, and Wirz have identified a modified Simon Hoh

like instability in the Plasma interactions (Pi) facility [45, 46]. The mode has been characterized

as a low frequency potential and density oscillations that have been experimentally resolved and

shown to contribute to significant anomalous electron transport to the walls and boundaries [47,

12]. Understanding the behavior of this mode is important in characterizing the plasma-material

interaction and plasma response of VCMs. They have been shown to cause erosion patterns on

the surface of materials [32], as well as sheath instabilities [27, 42] and ionization effects [27]

that could impact the infusion and sputtering behavior and analysis. As described in Section 6.4,

the angle of incidence caused by the mode can affect the sputtering behavior of the material. The

objective of Chapter 6 is to characterize the mode to better understand the impact on ion motion

and the PMI process.

1.5 Dissertation Overview

The remainder of this dissertation is organized as follows. Chapter 2 is adapted from a journal pa-

per [2] detailing a novel analytical model evaluating lifetime limiting mechanisms for electrospray

thrusters. Chapter 3 is adapted from a journal paper [6] performing the first mass-flux measure-
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ments of an electrospray plume and detailing insights on plume physics, lifetime, and performance.

Chapter 4 details unique experimental investigation of plasma infusion of volumetrically-complex

materials, focusing on measurements of sputtering behavior and plasma response. Chapter 5 de-

tails an analytical model for determining sputtering profiles and yields of foams and insights on

design for plasma-facing component applications. Chapter 6 then details the characterization of

a low-frequency azimuthal mode in the Pi facility for the role it plays in the plasma-material in-

teraction experiments and fundamental nature of the mode. Chapter 7 finally summaries the key

conclusions of the dissertation and future work. Additionally, appendices are used to provide extra

details and insights on topics that may be of interest to certain readers.
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CHAPTER 2

Electrospray Life Estimation

This chapter describes lifetime estimation techniques for electrospray propulsion. The content has

been adapted from a journal paper [2] and a conference proceeding [48]. The objective was to

develop a framework for designing long-lifetime electrospray thrusters and to guide experiments

that seek to evaluate thruster lifetime. Lifetime limiting mechanisms are identified, characterized,

and examined to understand and predict thruster lifetime.

2.1 Lifetime Limiting Mechanisms

Electrospray thruster lifetime depends on numerous design parameters and multi-tier life mecha-

nisms, as outlined in Figure 2.1. Considerations for thruster design may be separated into three

categories: operation and control, geometry, and material and propellant selection. Operation and

control encompasses static and dynamic operation parameters such as applied potentials, emitted

flow rate, emitted current, thrust command variations, and startup and shutdown transients. The

physical design parameters of the thruster, such as spacing between electrodes or thickness of the

grids, are captured in the geometry, while the chemical and thermal response considerations are

encompassed by material and propellant selection.

The ultimate failure mechanism for electrospray thrusters is shorting and Power Processing

Unit (PPU) Failure, which can result from a variety of first and second tier mechanisms, as shown

in Figure 2.1. The primary first-tier mechanism implicated in electrospray failure is overspray,

which is defined as any emission that directly impinges on the grids. The impinging flux is de-
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Figure 2.1: Hierarchical failure tree for electrospray life describing different failure modes and
paths, from [2].

pendent on static and transient emission properties related to operation and control of the thruster,

such as emitter voltage, emitted flow rate, varying thrust commands, or startup and shutdown op-

erations. As shown in Figure 1.3, the geometry of the electrodes determines the minimum line of

sight half-angle that will result in grid impingement. Additionally, misalignment of the electrodes

can result in increased flux to the grids. A detailed approach for characterizing overspray based

on electrode geometry and misalignment is described section 2.2. Propellant accumulation on the

grids from overspray, coupled with sufficiently strong electric fields, can lead to emission of the

opposite polarity back to the emitter, known as backspray. Further, insulation failure can occur

due to propellant wetting of the insulator materials, resulting in electrode shorting. These two

scenarios can be treated as second-tier mechanisms since they result from the first-tier mechanism

of overspray. To delay the onset of backspray, porous grids can be used to absorb the impinging
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propellant [49]. Since grid saturation leads to backspray, the wicking rate and absorption capabil-

ity/capacity of porous grids must be carefully considered. For example, pore size has been shown

to have a strong effect on the emission from porous emitters [50] and is expected to have the same

influence on backspray from porous grids.

In addition to propellant accumulation from overspray, other considerations can contribute to

reduced lifetime. Flux of electrons towards the emitter due to the positive potential of the emit-

ter, known as electron backstreaming (EBS), can induce electrochemical reactions in the propel-

lant that can result in emitter damage and propellant decomposition near the emission site [51].

Chemical reactions due to the electric double layer can also contribute to propellant decomposi-

tion [52, 53], leading to growth of undesirable byproducts on, or near, the emission surface. The

propellant decomposition causes variations in fluid properties that affect the emission behavior, and

therefore can lead to increased overspray. The accelerator grid is typically used to shield against

EBS, which requires careful selection of operating voltage and geometry for successful implemen-

tation. Additionally, startup and operational transients can induce periods of unsteady emission

that produce increased overspray emission [54, 55].

2.2 Life Model Approach

2.2.1 Overspray

While many lifetime-limiting mechanisms exist, the primary concern for the electrospray thruster

is overspray to the grids. Such overspray will coat the grids and can lead to shorting of the high

potential electrodes. If porous grids are utilized, then the time to failure can be estimated as the

time needed for overspray to effectively fill the grids. As detailed in Figure 2.2, grid impingement

(fluxes 2 and 3 in Figure 2.2) can be categorized via two mechanisms that lead to propellant flux

to the extractor and accelerator grids. The primary mechanism is direct overspray (indicated by

fluxes 4 and 5 in Figure 2.2), from the emission site, where the plume expansion begins, to the

extractor and accelerator grids. The secondary mechanism is radial expansion of the plume due to
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repulsion and fragmentation of emitted charged species [56, 57] and electric field divergence, with

the resulting increase in radial motion in the emitter-accelerator region causing propellant flux to

the grids (indicated by 6 and 7 in Figure 2.2). Propellant accumulation on the grids due to these

two mechanisms coupled with a sufficiently strong electric field may lead to backspray (indicated

by 8 and 9 in Figure 2.2).

Accel. Grid

Extractor Grid

Emission site Q, I
B
, V

θ
ext

θ
acc
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2

4

7

3

5

6

8

9

Q
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, I
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Q
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, I
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Figure 2.2: Emission from an electrospray that passes through the accelerator grid produces thrust
(1). Additional non-thrust emission pathways exist that lead to lifetime reduction
(numbered). From [2].

Recent electrospray modeling efforts have sought to use molecular dynamics (MD) simulations

to understand the behavior of electrosprays through simulation of the forces on each molecule.

While MD provides useful results concerning the emission of ions from an electrified meniscus,

18



high fidelity with experimental results has not been explicitly shown for cone-jet emission; for this

reason we do not use results from MD simulations to inform this effort yet. The current state of

the art suggests that MD simulation is a valuable tool for predicting emission of ions and small

clusters but does not adequately represent the cone-jet structure for droplet mode electrospray

emission [58, 59, 60, 61, 62].

While ion emission may influence the lifetime of electrospray devices, the majority of emission

from the Taylor cone in cone-jet emission mode is in the form of droplets. Thus, any simulation

technique must capture the behavior of the large, heavy droplets that dominate the plume. Simulat-

ing the emission process through MD would require modeling the cone-jet structure and hundreds

of droplets. Through evaluation of the characteristic radius of the jet emerging from the Taylor

cone, each droplet is estimated to contain on the order of 1000 EMI-Im molecules for the thruster

in the presented effort [63]. Modeling droplet emission from a cone-jet structure requires including

several orders of magnitude more molecules in a simulation than in a single droplet; the state of

the art is currently modeling up to tens of thousands of molecules [58, 59, 60, 61, 62]. Predicting

electrospray behavior on the scale of the jet and droplets requires orders of magnitude increase in

the capabilities for simulating large numbers of molecules. It is for this reason that the presented

effort has focused on well-established empirical relations for the emission in cone-jet mode and

experimental results for the distribution of droplets in the plume.

While plume expansion exists and its role in reducing thruster lifetime has been identified, in

this study the effects are considered negligible. Plume expansion is neglected due to the electro-

spray emission occurring in vacuum rather than in atmosphere. Emission in atmosphere has the

effect of decelerating emitted droplets, increasing the space charge density and thus the repulsion

between droplets [64]. Without drag in vacuum, any initial spread in the plume causes the re-

pulsion experienced by nearby droplets to decrease rapidly. This likely results in plumes largely

without expansion after only a few jet diameters [57], or on the order of 20 nm for the thruster of

interest of this study. Furthermore, variations in the velocity and specific charge of emitted droplets

may cause intermittent expansion events in the plume [54]. These events are only considered as
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part of this study insofar as they contribute to a Gaussian-like distribution of charge in the plume.

Numerical simulation of the plume as a collection of charged particles is sought as a means of

understanding how local droplet interactions may lead to plume expansion [65, 66].

Gamero-Castaño showed that current density profiles of capillary electrospray emission can be

described using Gaussian-like distributions for EMI-Im [67]. Current density profile measurements

of the CMNT reported in [68] also exhibit Gaussian-like distributions and indicate that any current

beyond ∼ 25◦ half-angle is minimal. However, current density profiles and mass flux profiles

can deviate from each other as there is no expectation or requirement that charge-mass ratio be

uniform throughout the beam [7]. For example, lower charge-mass ratio droplets at high angles can

result in significant mass flux while representing negligible current to the grids. So while current

collected by the grids can be an indicator of high impingement, mass flux is the specific mechanism

that leads to grid saturation, which can result in backspray and/or insulator wetting. Therefore,

minimizing mass flux, rather than current, to the grids is the principal factor in increasing the

lifetime of electrospray thrusters. Further, even with an extremely small mass flux, grid saturation

can occur over long operation time.

In lieu of direct mass flux measurements, mass flux can be estimated from the current den-

sity through empirically determined scaling laws and experimentally determined constants. De

La Mora [69, 70] has previously shown that in cone-jet operating mode, emitted current can be

empirically related to emitted flow rate as described in Equation 2.1:

IB =C1Q
1
2 , (2.1)

where IB is the emitted beam current, C1 is the flow rate coefficient, and Q is the volumetric flow

rate.

The relationship between current and flow rate can be used to estimate thrust based on momen-

tum conservation. The beam current is determined from the commanded thrust, Tcom, and emitter

voltage, V , as shown in Equation 2.2:
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Tcom =C2IB
3
2 (V −VTC)

1
2 , (2.2)

VTC is the potential drop across the Taylor cone. The thrust coefficient C2 ∝
√

ερ/γκ , takes the

nominal value 0.0319 µN ·µA− 3
2 ·V− 1

2 [71], where ε is relative permittivity, ρ is mass density, γ

is surface tension, and κ is conductivity. The analysis for determining the thrust and flow rate

relations can be repeated for ion emission mode, yielding a relation similar to Equation 2.2 [72].

Mass flux, Ṁ , and current density, J , functions are now defined in spherical polar coordi-

nates with the origin at the emitter tip, then taken to be azimuthally symmetric, and spherically

expanding. The mass flux and current density are only dependant on the polar angle, θ , given by

Equations 2.3 and 2.4,

Ṁ = ṁ(θ)r̂, (2.3)

J = j(θ)r̂, (2.4)

where ṁ(θ) and j(θ) define the mass flux and current density angular distribution profiles per

steradian respectively.

In the general case, ṁ(θ) and j(θ) are defined by arbitrary functions f (θ) and g(θ), which are

scaled via Ffull and Gfull in Equations 2.5 and 2.6 to match the input flow rate and current.

ṁ(θ) =
Qρ

Ff ull
f (θ), where Ff ull =

∫
π

0
2π sinθ f (θ)dθ . (2.5)

j(θ) =
IB

G f ull
g(θ), where G f ull =

∫
π

0
2π sinθg(θ)dθ . (2.6)

The exit velocity distribution, vexit(θ), is determined from the charge and mass distributions

together,
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vexit(θ) =

√
2

j(θ)
ṁ(θ)

VB =

√
2VB

IBFfull

QρGfull

√
g(θ)
f (θ)

, (2.7)

(where VB =V −VTC), which is then combined with the mass flux to create a thrust element dT that

can be integrated over the half-space to calculate the total thrust, Tcalc, described in Equation 2.9:

dT (θ) = ṁ(θ)v(θ)cosθ ; (2.8)

Tcalc =
∫ π

2

0
ṁ(θ)vexit(θ)cosθ2π sinθdθ

= π

√
2VBIBQρ

GfullFfull

∫ π

2

0

√
f (θ)g(θ)sin(2θ)dθ . (2.9)

For a given f (θ) or g(θ), g(θ) or f (θ) respectively are parameterized and iterated until Tcom

of Equation 2.2 and Tcalc of Equation 2.9 are within a specified range, providing fully-defined

estimates of the mass flux and current density distributions commensurate with empirical relations.

It is assumed that the flux to the extractor grid is many orders of magnitude smaller than the flux

to the accelerator grid for geometries where the accelerator grid line of sight (θacc) is smaller than

the extractor grid line of sight (θext). The failure of the accelerator grid is therefore the primary

lifetime concern; the onset of backspray is now defined as the time at which the accelerator grid

saturates, tsat , and is treated as the end-of-life criterion. tsat is calculated via Equation 2.10,

tsat =
ρV– crit

ṁloss
, (2.10)

where V– crit is the critical accumulated propellant volume at which the accelerator grid is saturated,

and ṁloss, is the rate of mass impingement on the accelerator grid, calculated as in Equation 2.11,
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ṁloss = 2π

∫ π

2

θacc

ṁ(θ)sinθdθ (2.11)

V– crit is a tunable parameter which is a fraction of the open volume of the porous grid. In the

present study V– crit is nominally taken to be the open volume of the porous grid, but future anal-

ysis can be further-informed by experiments that demonstrate the fill-fraction at which backspray

occurs.

The algorithm for determining the time to grid saturation, tsat , is outlined in Figure 2.3. Note

that no restriction has been placed on the functional form of f (θ) and g(θ) beyond it being finite

within the half-space.

2.2.2 Electron Back-streaming

Due to large grid apertures and the large positive potential at the emitter, electron back-streaming

(EBS) from downstream of the thruster towards the emitter is likely. Similar to ion thrusters, a

negative voltage applied on the accelerator grid creates a potential barrier to minimize the back-

streaming electron current [73]. An analytical process similar to that performed by Wirz et al. for

the NSTAR thruster [73] is carried out for various geometries. The electron density is assumed to

be equal to the charge density downstream of the accelerator grid as specified by charge neutral-

ization requirements.

An estimate of the space charge density, qsc, is analytically determined by dividing j(θ) (Equa-

tion 2.6) by vexit(θ) (Equation 2.7), at a spherical radius from the plume origin, rsph, resulting in

Equation 2.12,

qsc(rsph,θ) =
1

r2
sph

√
IBQρ f (θ)g(θ)

2VBFfullGfull
. (2.12)

qsc is calculated to be ∼1×10−10 C · sr−1 on-axis for nominal operating conditions if a Gaussian

plume profile is assumed.
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The minimum potential along the axial path defines the potential barrier that retards electron

back-streaming, as shown in Figure 2.4. The potential is a superposition of the applied field and

space charge contribution. As shown in Equation 2.13,

Vsc =
1

2ε0

√
IBQρ

2VB

√
1

GfullFfull

∫
θacc

0

∫ rneut

0

√
f (θ)g(θ)sinθ√

h2
sp + r2

sph −2rsphhsp cosθ

drsphdθ , (2.13)

where hsp is the emitter-accelerator spacing, the space charge potential on axis at the accelera-

tor (Vsc) is calculated by summing the contribution of the charges in the plume, integrating out

to a neutralization distance (rneut) of 1000 times the spacing between the emitter and accelerator

electrode (considered to be beyond the distance at which the plume would be neutralized by exter-

nal sources.). The resulting space charge potential is on the order of 2 V, which is more than an

order-of-magnitude smaller than the minimum potential in the barrier and is thus ignored in further

analysis.

For the purposes of lifetime estimation philosophy and obtaining a tractable analytical form, a

Maxwellian distribution of electrons is assumed downstream of the thruster. This has been shown

to be the case for ion thrusters [73] and provides a reasonable estimation for worst-case scenarios

for electrospray thrusters, especially when experimental data to guide this process are not currently

available. Alternative electron distributions, e.g. Druyvesteyn, are possible and are the subject

of future research efforts. For the present effort, the effects of bulk electron energy on electron

backstreaming were estimated by varying the temperature of a Maxwellian electron distribution

function as done by Wirz et al. [73] The portion of the Maxwellian electron distribution function

with enough energy to overcome the potential barrier and stream into the thruster can be described

by Boltzmann’s relation relating density to the exponential of local potential and distribution tem-

perature. This one-sided electron flux to the emitter as a function of the radius from the centerline,

Γe (r), is dependent on the temperature of the electrons, Te, the magnitude of the potential barrier

along the axial path as a function of the radius from the centerline in cylindrical coordinates, φm (r),
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the local electron number density, ne, and mean thermal speed, c̄, as shown in Equation 2.14:

Γe (r) =
nec̄
4

exp
(

φm (r)
Te

)
. (2.14)

Integrating the flux from the centerline to the grid radius, rmax, and assuming azimuthal sym-

metry leads to the electron back-streaming current (JEBS) shown in Equation 2.15:

JEBS = 2πe
∫ rmax

0
rΓe (r)dr. (2.15)
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lines indicated. From [2].
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This approach is utilized to determine the EBS current for a specific geometry. The implications

of varying geometric parameters and bias voltages are discussed in the following section.

2.3 Plume and Geometry Implications

2.3.1 Life Estimation

Experimental data from CMNT ground testing [68] is used as the base current profile to inform

the model. As the measured data are restricted to a half angle of 20◦, the values at larger half

angles, crucial to determining grid impingement flux, are extrapolated by fitting Gaussian distri-

butions to the data, shown in Figure 2.5a). The current density profile, g(θ), is therefore set to a

Gaussian distribution, parameterized by a width σq, and the mass flux function, f (θ), is assumed

to be Gaussian parameterized by width σm. Iterating σm to satisfy equations 2.1, 2.2, and 2.9

yields two solutions for the mass flux distribution, where one width (σm) is larger than σq and one

smaller. Further analysis assumes the σm > σq case, as it provides a worse-case lifetime calcula-

tion (see Figure 2.5b), and has been preliminarily observed in simultaneously-measured mass flux

and current density distributions of an electrospray plume [7].

To estimate the uncertainty in grid saturation time of this device, a full-scale error of 7.5%

for the experimental dataset is assumed, which additionally encompasses a range of similarly-

measured plume profiles [74, 75, 76, 77, 67, 7, 78]. Gaussian distribution fits based on the least

squares method are determined for the best, nominal, and worst-case scenarios of the estimated

spread of the current profile data. The resulting beam current profiles, described by the standard

deviation of the Gaussian profile, σq, are indicated in Figure 2.5a). At large angles, the assumed

error results in uncertainty in current flux that exceeds the nominal values by over an order of

magnitude, highlighting how data in the large half-angle regions, especially mass flux, can greatly

improve understanding of beam profiles associated with this emission mode and lifetime of elec-

trospray devices.
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predictions for thruster lifetime as a function of current profile standard deviation with
data fits from a) indicated. Inset shows the lifetime calculation for both values of σm
that satisfy Equation 2.9. From [2].

The impact of beam current profile on accelerator grid saturation time is shown in Figure 2.5b)

to provide a comparison to experimental data. As the beam current profile grows in width (in-

creased σq), the mass flux width σm also grows, leading to increased impingement. The model

indicates an expected lifetime of approximately 18,000 hours for the nominal fit to the CMNT data

(assuming a constant thrust command of 10 µN), with a range of 11,000 - 28,000 hours for worst to

best case scenarios. The broader beam current profile, described by a standard deviation of 8.00◦,

demonstrates the reduction in lifetime poor emission behavior can cause.

While it is tempting to work only with Gaussian distributions for f (θ) and g(θ), there is no

requirement that the plume take such a form. Indeed, examples of non-Gaussian mass flux and

current density have been reported [6, 7, 67, 76]. The origins and implications of non-Gaussian

plumes will be considered in a further publication, and further analysis in this paper will assume

Gaussian plume profiles as described in Equation 2.16:
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f (θ) = exp
(
− θ 2

2σ2
m

)
. (2.16)

The time to saturate the accelerator grid is dependent on a variety of factors such as the ac-

celerator grid aperture, the applied electric field, the spacing between emitter and accelerator grid,

and the open volume of the porous material, generally characterized by θacc and V– crit . The ac-

celerator grid aperture and spacing between emitter and the accelerator grid can be collectively

represented using θacc. Assuming the effects of plume expansion to be negligible, the impact of

varying accelerator grid aperture and emitter-accelerator grid spacing is illustrated in Figure 2.6

using curves of constant geometric factors. Changes to geometry that do not affect beam profile,

such as minor changes to θacc or varying the porosity or open volume of the porous grid, result in

vertical translation between curves. Changes to beam profile, such as varying operational setpoints

or applied electric field, cause shifts along the curve for a specified geometry.

It is evident that the best method for improving lifetime is better beam confinement, but ge-

ometry alterations to increase θacc can provide the desired lifetimes as well. While methods of

improving beam confinement were not part of this effort, an analysis of accelerator grid geometry

was performed to determine the implication of different approaches to θacc changes. As shown in

Figure 2.7, a nominal geometry with θacc = 32◦ is assumed. Alternate geometries with larger θacc

were then generated by increasing the accelerator grid radius, decreasing the spacing between the

accelerator grid and emitter, and a combination of both changes. The geometry of the extractor

in relation to the emitter is held constant in all cases. The applied potential on the extractor and

emitter are significantly larger than the potential on the accelerator grid as detailed in [13]. There-

fore, small changes to the accelerator grid geometry do not substantially influence the field near

the emitter and consequently the emission behavior. As a result, small changes to θacc are assumed

not to affect emission behavior. As shown in Figure 2.8, relatively small changes to θacc yield a

significant gain in grid saturation time. Decreasing the grid spacing and increasing grid aperture

both increase grid saturation time similarly due to a nearly equivalent effect on θacc. Although

neither change alone produces the desired lifetime, the combination of changes creates a geometry
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Figure 2.6: The effects of geometry changes, porous grid capacity, and beam shape (indicated by
standard deviation) on accelerator grid saturation time, from [2].

with a much larger θacc and resulting lifetime.

Large changes to grid spacing or aperture can impact parameters that contribute to lifetime

considerations. For example, increasing the accelerator grid aperture radius decreases the volume

of porous grid between emitters (septum). Decreasing the volume of porous material decreases

the volume of propellant that can be accumulated before saturation and backspray occur (V– crit).

In order to maintain the open volume in the septum, the emitters need to be shifted further apart,

introducing potential design challenges. Decreasing grid spacing is not a simple solution either as

it will increase the electric field magnitude downstream of the extractor grid. The rise in electric
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Figure 2.7: Varying accelerator grid geometries demonstrating methods to increase θacc. Extractor
grid geometry is held constant in all configurations to ensure emission behavior is not
affected. From [2].

field may expedite the onset of backspray emission. Additionally, changes to the electric field

downstream of the emission region can lead to increased plume divergence [79] and increased

fragmentation of droplets, both of which may result in increased mass flow to the grids.

2.3.1.1 Misalignment and Tolerances

The significance of minuscule mass flux to the porous grids causes even small misalignments

to have a substantial impact on lifetime. To estimate this effect, the overspray estimation ap-

proach was adapted to calculate intercepted flux in 3D, while maintaining the assumption that

minor changes to accelerator geometry have negligible impact on the plume characteristics. These

assumptions approximate the case where the emitter is concentric with the extractor aperture but

not necessarily concentric with the accelerator aperture. In this case, the θext is constant while

θacc is a function of the azimuthal angle around the emitter. Thus, a lateral offset in alignment

of the emitter to the accelerator aperture decreases the line of sight angle in the direction of the

offset while increasing the line of sight angle in the direction opposite to the offset. These two

cases represent the extremes of θacc with all other azimuthal angles having an intermediate value
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Figure 2.8: The effect of changing accelerator grid aperture radius and spacing between accelerator
and extractor grids on time to saturate the accelerator grid, from [2].

of θacc. The overspray to the accelerator grid is estimated by calculating the overspray flow rate

per azimuthal angle and integrating about the emitter axis. The decrease in lifetime with any lateral

offset is a consequence of the non-linear decrease in flux with polar angle: a small decrease in θacc

causes a large increase in the overspray flow rate. To transition from a single emitter to a multi

emitter lifetime estimation, the overspray flow rate into the accelerator grid from each emitter is

summed. The time required to fill the grid is the total volume in the grid divided by the total flow

rate into the grid from all emitters together. As shown in Figure 2.9, accelerator misalignment can

significantly reduce lifetime. For example, in a thruster containing 9 emitters, introducing a 4%
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offset in the accelerator grid aperture from the emitter axis for just two emitters can reduce thruster

lifetime by 5%, while introducing this offset for all nine accelerator apertures can result in a 25%

reduction of lifetime.

After investigating the reduction in accelerator grid saturation time due to accelerator misalign-

ment, the expected degree of misalignment in an electrospray thruster was estimated using toler-

ance stackups. Multiple tolerances and misalignments were evaluated to determine the potential

impacts on lifetime of thrusters with designs similar to the CMNT. For this analysis, dimensional

variations are assumed to be independent of design tolerances [80]. The central accelerator aper-

ture was assumed to be manually aligned to the central emitter, resulting in a degree of misalign-

ment. The individual emitters all possess an inherent misalignment with respect to the mounting

structure from the mounting process. The accelerator grid manufacturing process determines posi-

tioning tolerance with respect to the mounting holes on the thruster and can result in an offset with

respect to all emitters. Additionally, the mounting hole clearance can introduce a rotational off-

set. Each of these tolerances are considered together in order to determine the maximum resulting

misalignment for each emitter in the thruster head.

The accelerator aperture alignment, mounting hole positioning, and mounting hole clearance

were all assumed to have a 3.1% non-dimensional tolerance. The emitter position tolerance was

approximated as 7.7%. For the purpose of establishing a distribution of misalignments, it was as-

sumed that the features contributing to misalignment were produced by a process by which 95% of

resulting features would be within the design tolerance. A single Gaussian distribution was used to

approximate the stack-up of all the tolerances. This resulted in a maximum misalignment of 3.1%

for the center aperture and 7.5% for the side and corner apertures due to stack-up of offsets. As-

suming a realistic distribution of misalignment leads to an approximate 20.8% lifetime reduction.

Assuming worst case, where each aperture is at maximum misalignment, a 46.9% lifetime reduc-

tion is possible. The manufacturing, alignment, and handling process of these devices is crucial to

ensuring long lifetimes.
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2.4 Electron Back-streaming Effects

Emission properties and beam profile are dependent on propellant properties, specifically near the

emitter tip. Chemical reactions due to electron back-streaming can impact propellant properties.

The negative potential bias of the accelerator grid serves as a barrier against EBS. Figure 2.10

shows the current density and minimum potential as a function of distance from the centerline

for geometries described in Figure 2.7, as computed using Equations 2.15 and 2.14 respectively.

Similar to the EBS behavior in ion thrusters, the majority of electron flux is along the centerline
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of emission axis. A strong radial gradient in minimum potential is effective in reducing back-

streaming current. Increasing the grid aperture size increases the minimum potential in comparison

to a smaller aperture size.
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Figure 2.10: Radial profiles of back-streaming current density and minimum potential for varying
geometries. The majority of flux occurs through a small region near the centerline.
From [2].

A more detailed explanation of the effects of increasing aperture radius is seen in Figure 2.11a).

Increasing the aperture size produces a smaller minimum potential, which serves as the barrier

against electron flux. As expected from Equation 2.14, the back-streaming current density in-

creases non-linearly with increasing accelerator grid aperture. Figure 2.11b) illustrates the impact

of changing grid spacing on EBS flux. Decreasing grid spacing causes the emitter and extractor

potential to dominate and effectively penetrate further downstream, increasing the minimum po-
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tential. As a result, the back-streaming current increases with decreasing grid spacing. As seen in

Figure 2.10, and by comparing Figure 2.11a) and 2.11b), increasing aperture radius is the larger

concern for EBS effects because the current fraction increases at a larger rate than in comparison

to the result of changing grid spacing.
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Figure 2.11: EBS current fraction and minimum centerline potential for varying a) grid spacing,
and b) aperture radius, normalized by nominal geometry conditions. From [2].

Figure 2.12 shows the back-streaming current for varying bias voltages. Lower grid bias volt-

ages leave the thruster susceptible to EBS in high electron temperature conditions. A strong ac-

celerator grid bias ensures EBS current is negligible over the range of electron temperatures and

reduces the impact of hotter electrons.
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2.5 Lifetime Model Takeaways

The impact of lifetime liming mechanisms in electrospray thrusters were quantified and evaluated.

Overspray leading to grid impingement was treated as the primary failure mode, resulting in satura-

tion of the porous accelerator grid. Grid geometry changes that increase line of sight angle without

significantly affecting emission behavior are shown to considerably increase lifetime. In the con-

text of potentially affecting electric field and beam profiles, accelerator grid aperture enlargement

is shown to be more attractive than decreasing grid spacing. The significance of misalignment

and tolerances on lifetime is presented. Emitter misalignment is shown to reduce lifetime signifi-
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cantly. Additionally, tolerance stack-ups from conservative estimates of manufacturing tolerances

and misalignments are shown to reduce lifetime by approximately 20%, with worst-case scenario

of nearly 50%.

Electron backstreaming analysis shows that increasing aperture radius produces a significant

increase in backstreaming current compared to changing grid spacing. However, reasonably high

accelerator grid bias voltages can minimize backstreaming current to negligible amounts for a

wide range of geometries and electron temperatures. To optimize an emitter geometry for long

operational lifetime, the effect of accelerator grid geometry on EBS and overspray accumulation

must be considered together. The results show that in general, grid geometry changes that decrease

accelerator grid impingement also increase EBS current, and vice versa. Balancing these effects

represents a unique optimization problem to meet thruster requirements.

Fitting Gaussian distributions to existing current profiles yields high uncertainty in the wide

half-angle regions, resulting in a broad range of lifetime predictions. Therefore, mass flux profiles

of the beam are needed to better estimate accumulation at the grids, and are presented in Chapter

3.
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CHAPTER 3

Electrospray Plume Profiles

This chapter focuses on experimental measurements of electrospray plumes to investigate assump-

tions and mechanisms crucial to lifetime and performance. The content has been adapted from a

journal paper [6] and a conference proceeding [7].

As detailed in chapter 2, the primary concern for electrospray lifetime is overspray. Addressing

overspray as a failure mechanism requires a rigorous understanding of the plume profiles, specif-

ically the mass flux and current density impinging the grids at wide angles. While electrospray

plume current density profiles for devices operated in droplet-mode using EMI-Im propellant have

been previously measured [68], the existing data are not resolved to high angles that are of sig-

nificance for lifetime investigation efforts. Using data-fitting techniques on these measurements

to extrapolate the properties at high angles has proved challenging as uncertainty overwhelms the

data fit values beyond the range of the experimental data [2]. The objective of this chapter is ob-

taining and analyzing charge- and mass- flux measurements of an ionic liquid electrospray plume

to investigate implications on thruster performance and lifetime.

3.1 Electrospray Facility and Experiment

The Highly Optimizable Apparatus for Groundbreaking Investigations of Electrosprays (HOAGIE)

facility at UCLA PSPL was developed to investigate various aspects of electrospray emission.

The primary objectives of the facility are to provide critical data for electrospray performance

and lifetime estimation, and validate computational models [1]. This study utilizes HOAGIE for
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experimental electrospray plume characterization to measure mass flux and current density profiles

resolved to high angles. A schematic of the HOAGIE system configuration with the diagnostics

suite employed in this study is shown in Fig. 3.1.

1

QCM

Current

Probe

Extractor

Emitter

CMOS

Diagnostics

Arm

LDM

A

POF

Chamber EMI-Im

A

A

Plume

Figure 3.1: HOAGIE electrospray system with relevant diagnostic systems indicated. Arrows in-
dicate actuated motion capabilities for diagnostics and alignment, from [6].
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Figure 3.2: Diagnostics mount with QCM and current probe indicated, from [6].

The system consists of a platinum capillary emitter and a stainless steel extractor plate, with

part dimensions matching that of the Space Technology 7 - Disturbance Reduction System (ST7-

DRS) [13]. High voltage is applied to the emitter while the extractor plate is held at ground,

resulting in an electric potential difference on the order of kV that produces electrospray emission.

A pressure-over-fluid (POF) feed system is used to flow degassed EMI-Im propellant to an emitter

in vacuum. The POF chamber is equipped with a high-precision pressure transducer (7.5 PSIA full

scale, 0.01% full scale accuracy) and two mass flow controllers (MFCs) connected to vacuum and

nitrogen pressurization lines, respectively, that enable precision flow rate control. The hydraulic

resistance of the emitter line is measured before the experiment, and the flow rate is calculated in
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real time from the pressure in the POF chamber. The MFC control algorithm results in a roughly

100 Pa variation in driving pressure, with a frequency of roughly 3 Hz, although these oscillations

were not observed to have an effect on emission current. Measuring the height of the emitter above

the POF reservoir to within 1 cm corresponds to an uncertainty in hydrostatic pressure of ±75 Pa.

Voltage has been shown to promote flow through a capillary emitter[81] by reducing the pressure

at the emission site[82]; whether or not this effect should be taken into account when estimating

flow rate introduces an uncertainty in pressure of ±120 Pa based on estimating the electric pressure

at the emission surface [83]. Taking the quadratic mean of the two dominant sources of uncertainty

in driving pressure, electric pressure and hydrostatic pressure, and dividing by emitter hydraulic

resistance yields a ±25 pLs−1 uncertainty in flow rate. An emission current monitor is used for

high-voltage emission current measurements with nA-resolution at a 10 kHz sampling rate. The

emission current can be related to the flow rate by Eq. 3.1 for droplet-mode electrospray emis-

sion, where I is the emission current, C1 is the device-specific flow rate coefficient, and Q is the

volumetric flow rate [84].

I =C1Q
1
2 (3.1)

A spherical current probe is mounted on the diagnostics mount, as shown in Fig. 3.2, and is

connected to a current monitor. The monitor can measure the extractor or probe current with nA-

resolution at a 10 kHz sampling rate. All current measurements presented in this paper have a

record length of 1 s, with uncertainty on the measurements determined from the 10,000 datapoints

collected over that record length. Longer record lengths were conducted to ensure that no larger

timescale effects were unaccounted for. A water-cooled quartz crystal microbalance (QCM) with

a shutter is also mounted on the diagnostics mount, as shown in Fig. 3.2, to measure mass flux.

The frequency response of the gold-coated quartz crystal is measured over a sampling period of

60 s to 300 s based on the spatial location of the QCM to ensure enough sampling to measure the

anticipated mass flux while minimizing the exposure of the crystal to prevent saturation beyond

which the measurements become unreliable. The slope of the measured response is used with
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Eq. 3.2, also known as the Sauerbrey Equation, to determine the mass flux to a resolution on the

order of 1 pgcm−2 s−1. Here, dm
dt is the mass flux, ρq is the density of the quartz crystal, µq is

the shear modulus of the quartz crystal, f0 is the initial resonant frequency, and d f
dt is the rate

of change of the measured frequency. Uncertainty on the mass flux measurements is determined

from propagating the root mean square (rms) on the fit to the raw frequency data in determining

the slope. More details on the QCM and measurement details are presented in Appendix A.

dm
dt

=−
√

ρqµq

2 f 2
0

d f
dt

(3.2)

The diagnostics mount is height-adjustable and actuated with two perpendicular translation

stages that allow the probes to move in a user-selectable horizontal plane across the electrospray

plume for current density and mass flux mapping. Additionally, the diagnostics are mounted on a

rotation stage for angular plume sweeps about a horizontal rotation axis aligned with the tip of the

emitter. A long-distance microscope (LDM), with stereoscopic optics enabling multiple lines of

sight simultaneously, observes the electrospray emission region in-situ to ensure nominal emission

conditions and to identify operating setpoints that produce off-axis emission. Additional details

about the HOAGIE facility, diagnostics, and complementary efforts can be found in Wirz et al. [1].

3.2 Plume Measurements

In order to characterize the electrospray emission response of this system, voltage sweeps were

conducted to determine the start-up voltage and operational stability range. The resulting I-V

curve is shown in Fig. 3.3 with arrows labeled 1, 2, and 3 to indicate the chronology of the sweep.

The voltage sweep was conducted at a flow rate of 480 pl s−1. The emitter voltage was set initially

to 1200 V and then ramped up in 50 V increments with a 10 s duration at each voltage setpoint.

Extractor current was recorded at each setpoint in the sweep. No emission was observed until 1550

V, which agrees with the estimation of start-up voltage required for emission for this geometry. As

the emitter voltage is further increased incrementally up until 2000 V, the emitter current increases
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as expected for low flow rate electrospray systems [81]. As the voltage is swept back down from

2000 V to 1200 V in identical increments, the emitter current decreases as expected. The hysteresis

effect of emission continuing below 1550 V is due to the existence of a stable cone-jet which allows

for emission to continue below the start-up voltage threshold.
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Figure 3.3: Emitter current versus emitter bias shown along with impinging extractor current for
each voltage setpoint. Arrows labeled 1, 2, and 3 indicate the order at which the emitter
voltage was swept to highlight the hysteresis. From [7]

Extractor current measurements show that the extractor current increases with increasing emit-

ter voltage as expected since the emitted current is increasing. The elevated extractor current at the

high and low voltage region is likely due to the onset of off-axis and/or unstable emission events.

Visual evidence of off-axis emission that occurred at higher extraction voltages is shown in Fig. 3.4,

and additionally reported by Uchizono et al. [85] where the repeatability of the phenomena was

demonstrated.

In addition to voltage sweeps, flow rate sweeps were performed to characterize the system and

determine the device-specific flow rate coefficient. The sweep was conducted at a fixed extraction
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Figure 3.4: Microscopy of emission site (a) without flow, (b) during nominal extraction voltage
(1.6 kV) and flow rate showing paraxial cone shape, (c) high voltage (2 kV) at nominal
flow rate showing off-axis cone shape. From [6].

voltage of 1.6 kV. The flow rate was initially set to 220 pLs−1 and increased in 50 pLs−1 incre-

ments. An I-Q sweep result is shown in Fig. 3.5, and is repeatable across multiple experiments.

A fit of Eq. 3.1 to the data indicates that the system exhibits the expected emission current

response. The flow rate coefficient (C1) was determined to be 509 nAs
1
2/nL

1
2 for this system, which

allows for conversion between emission current and flow rate for analysis and modeling efforts.

Note that the value of C1 represents updated analysis from that presented by Thuppul et al. [7],

whereby a ∼6 kPa gravity-driven pressure head in the system is now corrected for. Converting

our value for C1 to SI units yields 0.509 As1/2m−3/2. Comparing this value to those published in

literature shows reasonable agreement. Ziemer[21] presented an analogous colloid performance
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Figure 3.5: Emitter current flow rate relationship exhibits expected behavior for capillary emission.
From [7].

parameter α , which can be converted to a C1 coefficient of 0.354 As1/2m−3/2 for their experiment.

Regression of experimental results presented by Gamero-Castaño[64] indicate a C1 coefficient of

0.485 As1/2m−3/2. The validity of the C1 coefficient determined in this effort is supported by 5 %

agreement with experimental results from Gamero-Castaño[67].

A 2D map of the plume current was measured by conducting a planar sweep of the diagnostics

probe across the electrospray plume. The diagnostics arm was positioned 5.125" above the emitter

tip for the sweep where emitter current and probe current measurements were obtained. A contour

map of the resulting plume profile is shown in fig. 3.6. Uncertainty on the measurements were less

than 1% and is not shown in the figure. The contour indicates that the plume is axisymmetric and

provides the location of the centerline along which angular sweeps were conducted.

Angular sweeps of the diagnostics mount were conducted at the centerline determined from the
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Figure 3.6: 2D profile of current 5.125" downstream from emitter, from [7].

2D plume contour to measure the plume current density and mass flux profiles. The angular sweeps

were conducted for varying extraction voltages and flow rates with the QCM and current probe

sweeping through the expected center of the plume. The current profiles are shown in Fig. 3.7(a)

and 3.7(b) for varying extraction voltages and flow rates respectively. All current density profiles

have a Gaussian-like shape, but are not truly Gaussian. As the emitter bias voltage is increased,

the peak of the current profiles increases sightly and the plume profiles becomes narrower. A sharp

change in the profile width occurs at 1.8 kV due to off-axis emission as mentioned previously and

further demonstrated with the mass profiles. The uncertainty of the measurements is computed

by averaging a sample of 10,000 datapoints acquired over a 1 second interval. Variation in the

emitter current during the acquisition are neglected from the uncertainty estimation as they were

determined to be negligible. In general, the measurements reported in this study show good agree-

ment with other published measurements of current density profiles of ionic liquid electrospray

devices [86, 67].
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Figure 3.7: Current density as a function of half angle for varying a) extraction voltage (fixed
flow rate of 420 pLs−1) and b) flow rate (constant voltage of 1.6 kV). Mass flux as a
function of half angle for varying c) extraction voltage (fixed flow rate of 420 pLs−1)
and d) flow rate (constant voltage of 1.6 kV). All profiles shown with Super-Gaussian
fits, and are originally from [6]. The trends of these fits with voltage and flow rate are
shown in Fig. 3.9.
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The mass flux profiles are shown in Fig. 3.7(c) & 3.7(d) for varying extraction voltages and

flow rates respectively. It is evident from the measurements that the mass flux profiles are not

Gaussian. Instead, the profiles are extremely broad near the center with sharper-than-Gaussian

decay. More critically, the shape of the mass flux profiles differs notably from that of the current

density profiles, highlighting the significance of these measurements for thruster performance and

lifetime efforts. As the flow rate is increased, the peak magnitude of the mass flux profiles increases

and the profiles grow wider. The broadening of the profiles decreases with increasing flow rate.

Uncertainty in the position of the QCM represented in Fig. 3.7 is a result of the sensor size having

a cross-section of 4°. The decay in the mass flux profile is larger than 4°, indicating that this decay

is adequately resolved by the QCM. Fig. 3.7(c) shows that varying the extraction voltage voltage

from 1.5 kV to 1.7 kV has no significant impact on the profiles. At 1.8 kV, the emission begins to

move off-axis, as shown previously in the voltage sweep and current density profiles. The off-axis

emission becomes more apparent at 1.9 kV where the plume shifted by ∼9°.

3.3 Plume Profile Discussion

The total volume flux captured by the measurements was calculated by performing surface inte-

grations of the measured profiles in spherical coordinates. The integrated volume flux is shown in

Fig. 3.8 as a function of the flow rate. A linear fit applied to the calculated values shows that there

is a 93 % agreement of the integrated volume flux with the measured flow rate. The 7 % offset is

well within the uncertainty arising from the value of propellant density used in calculating the vol-

ume flux, the flow rate measurement, and neglected propellant sprayed at higher half angles. These

calculations indicate the QCM measurements are accurately capturing and resolving the mass flux

in the electrospray plume.

A convolution analysis was performed to ensure that the flat top plume shape was not an artifact

of the finite-sized QCM sensor response. The measured plume profile, Γ(θ), is a convolution of

the “true", unperturbed plume profile, g(θ), the QCM sensor response, f (θ), and an experimental
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Figure 3.8: Volume flux determined from mass flux profiles vs. flow rate. 93 % agreement is
found, which is well within experimental uncertainty, showing that the QCM mass flux
measurements are accurately capturing the total emitted propellant. From [7].
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windowing function W (θ). The “true" plume profile can in principle be determined via a Fourier

transform and the convolution theorem as shown in eq. 3.3.

g(θ) = F−1

F(Γ(θ))
W (θ) )

F( f (θ))

 (3.3)

Using the measured mass flux profile, a rectangular windowing function, and assuming the

QCM sensor response to be an elliptic function, the “true" plume profile cannot be a Gaussian

plume. The unperturbed plume profile must be some type of distribution with a flat top, indicating

that the measured profile shape is not due to sensor response and does in fact represent the shape

of the mass flux profile.

Given the non-Gaussian nature of the observed plume profiles, the mass flux and current density

data can be parameterized with a Super-Gaussian form, per equation 3.4:

p(θ) = A · exp
{
−
(
(θ −θt)

2

2σ2

)n}
(3.4)

The Super-Gaussian form allows convenient description of the plume width (σ ), magnitude (A),

and sharpness (n) of the decay at high angles, with θt capturing any tilt of the plume away from the

central axis; note that equation 3.4 reduces to a Gaussian description for n = 1. Super-Gaussian fits

to the mass flux and current density profiles are shown in figure 3.7. The parameterization allows

clearer description of the key features of the plume, plotted in figure 3.9. With confidence in the

mass flux measurements, the observed mass flux and current density trends are considered in the

context of established high conductivity electrospray understanding.

It has been shown [87] that plume species from a high-conductivity electrospray can originate

from both the cone-jet break up and the expulsion of charged species by "over-charged" particles

downstream of the jet. Therefore, the resulting population of plume species can originate from

multiple sources, with different break up mechanisms leading to different relationships between

particle charge and mass. Distributions in the charge and mass of such particles, coupled with neg-
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Figure 3.9: Super-Gaussian fit parameters for trends, per equation 3.4, from [6]. Mass flux and
current density show similar response to changing extraction voltage, but different re-
sponse to changing flow rates.
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ative velocity gradients, cause Coulombic interactions between particles and perturbations in their

motions near the jet break-up region (also described as the interaction region) [88, 89, 90]. The ap-

plied electric field accelerates radial motion toward the extractor as species propagate downstream.

Accordingly, a substantially polydisperse plume is anticipated for the plumes reported herein.

The plume measurements are the sum of different distributions of plume species with a wide

range of specific charge, including neutral species. If ion evaporation and Coulomb explosion

downstream of jet break up are considered substantial contributors to plume species, one may

anticipate that the higher specific charge species generated in such events would have a wider

distribution than the larger droplets directly created from cone-jet break up [87].

As such, the reported plume measurements are the result of species extraction, interaction

(Coulombic and fissive), and acceleration [1]. It is expected that changing the flow rate at a fixed

voltage (figure 3.9b, d, f) changes the population of emitted species (i.e. relative population of

species of different specific charges), whereas changing the voltage at fixed flow rate (figure 3.9a,

c, e) will not substantially change the population of emitted species but change their trajectories

downstream of the interaction region. [91, 92, 87] Also, as discussed later, increased voltage can

lead to substantial tilt.

It is evident from figure 3.9 that the behavior of charge and mass in the plume differ, so it is

inaccurate to solely use measurements of current density to estimate mass flux, thrust, and device

lifetime. Indeed, with its increased sharpness (n) the mass flux presents a more sustained value

across the center of the plume than the current density does. A more uniform thrust profile results,

as well as a substantial reduction in mass flux at high angles than would be assumed had the

current density been used as the profile [2, 93]. A one-to-one correspondence between mass flux

and current density would necessitate a uniform specific charge across the plume: the discrepancy

between the plume profiles indicates polydispersity, as expected for EMI-Im electrospray devices

operating under these conditions.

As shown in figure 3.9, increasing voltage increases the mass flux and current density scale

(A) and tightens both the both mass flux and current density width (σ ); however, current density
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tightens more substantially. For the same set of generated plume species, the trajectories of higher

specific charge droplets will more closely follow the electric field lines than heavier, lower specific

charge species. These results suggest that as the voltage is increased and the field lines concentrate

toward the center of the plume, proportionately more high specific charge species are maintained

near the center or the plume, manifesting as a tighter distribution of charge than mass.

As flow rate is increased, the mass flux profile grows similarly in scale and width, thus re-

taining its sharpness (n). A growing plume of this kind would indicate that extra mass is being

volumetrically added to all species in the plume. However, the current density behavior with flow

rate is quite different: with increasing flow rate (and hence the extraction current) the extra current

is distributed more toward the high-angle regions of the plume. This can be seen by the scale re-

ducing, the width slightly increasing, and the kurtosis increasing (i.e. the tails of the distribution

are increasing). At higher flow rates, it is anticipated that emitted droplets are generally larger

with smaller specific charge [87], and are therefore less susceptible to ion evaporation and fission.

The presence of larger, more-stable droplets reduces the probability, and hence frequency, of high

specific-charge generating events. With fewer high-specific-charge species generated that are more

responsive to the accelerating field, proportionately more charge and mass results at higher angles.

This suggests that the mass flux widens because heavier primary species are less responsive to the

accelerating field, so traject further from the center; the charge density has higher kurtosis because

there are fewer high-specific-charge species responding to the accelerating field, leaving much of

the charge on heavier droplets that can maintain wider trajectories.

The measurements and discussion of plume structure presented in this manuscript are gener-

ally consistent with those reported in literature [89, 90, 94, 87], while providing insight into the

phenomena responsible for these behavior via direct measurement of both charge and mass plume

properties.

In addition to the Super-Gaussian parameterization of the plume shape, tilt (θt) is also observed

as a function of voltage, with minimal tilt emerging as a result of flow rate changes (in agreement

with that observed by Uchizono et al. [85]). As shown in figure 3.10, the plume deviates from
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Figure 3.10: Mass flux and current density plume tilt with voltage, from [6].

the emitter-axis and potentially out of the measurement plane once the voltage increases above

∼1.8 kV. Almost 10° of plume tilt was observed in the measurement plane at 1.9 kV, and there

was little deviation in the tilt between the mass flux and current density; deviation of the current

density tilt from the mass flux tilt might manifest in the presence of an accelerator grid. While tilt

has been observed in the cone-jet itself (figure 3.4 and Uchizono et al. [85]), it would seem the tilt

also propagates into the plume.

Cone tilt shown in figure 3.4 represents the projection of the polar tilt angle into the object

plane of the LDM. Uchizono et al. [85] use the orthogonality of the plume measurement plane and

the LDM object plane to reconstruct the polar and azimuthal tilt angles, finding that the cone both

tilts and rotates with increasing emitter bias voltage. The observed tilting phenomenon is highly

repeatable and has been observed when using different emitters of identical geometry, even after

several realignments of the emitter and extractor.
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The cause of “tilted emission” is important in the context of electrospray thruster design, yet

not fully understood. The formation of a conical meniscus represents an equilibrium between

capillary fluid force and electric traction force of the applied bias. Electrical Bond number is a

dimensionless number that relates the electric force to capillary force, and is given by

Boe =
ε0φ 2

γDo
, (3.5)

where ε0 is vacuum permittivity, φ is emitter bias potential, γ is surface tension, and Do is the

capillary’s outer diameter. Steady cone-jet emission occurs at a Boe of order unity, and increases

with φ 2. The variation in observed tilting response indicates that effects of manufacturing defects,

surface contamination, and imperceptible misalignment between the emitter and extractor may

become non-negligible as Boe increases. Small perturbations in the electric field may draw the

conical meniscus in a direction that satisfies a more stable equilibrium. At voltages below the start-

up voltage, the meniscus takes on an elongated, ogival shape, and only occurs in the downward

progression of the voltage sweep. The cause of tilt in the low-voltage regime may possibly be

explained by interplay between the electric and gravity forces, since the electric force is relatively

weak.

The results of this study have implications on the performance and lifetime of electrospray

thrusters. The thrust profile of an electrospray device is dependent on the specific charge and mass

flux profile. The measurements in this study indicate Super-Gaussian mass flux profiles, which

result in more uniform thrust profiles for electrospray thrusters than previously anticipated. The

differences between the current density and mass flux profiles, especially in response to varying

flow rate, further signify the importance of mass flux measurements for accurate lifetime estima-

tion of electrospray thrusters [2]. The measurements in this study show low steady-state mass

flux in the high angle regions at nominal thruster operating setpoints. Lifetime modeling efforts

based on these measurements indicate that oversprayed mass flux at these operating conditions do

not pose significant challenges to the lifetime of electrospray thrusters [93]. This suggests that
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transient events and off-nominal operating conditions are likely the lead contributors to lifetime

reduction [93, 85, 95]. Plume and cone jet tilt away from nominal operating conditions have not

been previously reported for electrospray thruster geometries. A tilted plume deviates the thrust

vector from the expected axis, reducing effective thrust. Tilt may also be problematic for lifetime:

while mass flux at high angles is impinging on the grids, by moving the plume over, the peak of the

distribution is no longer going through the aperture as designed, and the flux to the grid increases

substantially, likely reducing lifetime.

3.4 Plume Profile Takeaways

Mass flux and current density profiles for an EMI-Im capillary electrospray show that mass flux

and current density profiles are considerably different in shape and width. These profiles also

exhibit different shape changes across different operating conditions. Therefore, current profiles

alone should not be used for predicting thruster lifetime and performance, but rather accurate

knowledge of the mass flux must be employed. The current density profiles consistently exhibit

order n ∼ 1.5−2.5 Super-Gaussian profiles from high to low flow rates, respectively. In contrast,

mass flux profiles consistently exhibit order n ∼ 3 Super-Gaussian form. Increasing flow rate

causes both current density and mass flux profiles to increase in width, but critically, the mass

flux grows while maintaining its shape whereas the current density profiles exhibit considerable

increase in kurtosis, i.e. profiles with proportionally more current at higher angles. Increasing the

extraction voltage does not considerably change the mass flux and current density profiles, but leads

to off-axis emission, as previously observed. A consistent tilt onset occurs when operating above

or below a critical emitter bias voltage of 1.6 kV to 1.7 kV for the presented emitter geometry;

for untilted emission, it is recommended to operate with the critical voltage range for a given

electrospray system. For a polydisperse electrospray, the shape and response of the mass flux and

current density profiles can be substantially different across operating conditions, which must be

considered for accurate electrospray thruster lifetime and performance assessments.
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CHAPTER 4

Plasma Interactions with Volumetrically-Complex Materials

This chapter covers plasma-material interactions (PMI) with volumetrically-complex surfaces. The

concept of volumetrically-complex surfaces is introduced along with the phenomena of plasma-

infusion. Details of plasma infusion and theory are then presented to inform the subsequent anal-

ysis of experimental data. The Pi facility where PMI experiments are conducted is then described

along with relevant details on diagnostics and techniques used. Experimental measurements and

analysis of different PPI foams under plasma exposure are then presented and analyzed to draw

conclusions on the sputtering behavior and plasma-favorability of VCMs.

4.1 Plasma Infusion Background and Theory

Volumetrically-complex materials (VCMs) offer a unique capability in allowing the plasma or inci-

dent particle beam to penetrate into a 3-dimensional structure rather than interact in 2-dimensions.

As discussed in Section 1.3, this capability is of interest to plasma-facing components or electrodes

that must endure extreme conditions while maintaining plasma-favorability. An example of VCMs

of specific interest to this work are foams.

An example of a VCM eroding under plasma exposure is shown below in Figure 4.1. The im-

ages are obtained in-situ using a long-distance microscope coupled with focus variation to produce

a composite image from all elements of the 3-dimensional material and a corresponding height

map [8]. Investigation of the evolution of the surface seems to indicate that the ligaments erode in

multiple directions (evidenced best by the thin ligament in the bottom left).
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Figure 4.1: LDM imaging of a foam under argon plasma exposure with (Left) composite image se-
quence and (Right) height maps using focus variation profilometry to measure erosion
in-situ. Adapted from [8].

This penetration of the foam by the plasma leading to unexpected erosion behavior was investi-

gated by Li and Wirz [9, 96]. The regime is referred to as plasma infusion. As shown in Figure 4.2,

when in the plasma-infused regime, the sheath forms normal to the local surface of the ligament

rather than the surface plane of the whole foam itself. This results in normal surface incidence of
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incident species hitting the ligament surface. The contrasting regime is plasma-facing, where the

sheath is formed normal to the surface plane of the material, and therefore incident with varying

angles on the ligament surfaces.

Figure 4.2: Key geometric parameters and plasma regimes for VCMs from Li and Wirz [9]. (Left)
SEM image of a foam indicating key geometric features pore size (D) and ligament
size (d). (Right) Angle of incidence of plasma ions sputtering ligament surface for
plasma-facing and plasma-infused ligament scenarios.

The size of the pores of the foam is critical to the infusion of the plasma. As shown in Figure

4.2, two primary length scales in the definition of the foam geometry are pore diameter, D, and

ligament diameter, d. These two scales are often linked together by the defining parameters for

foams, PPI (pores-per-inch), as shown in equation 4.1. The ratio of pore size to ligament size is

known as the aspect ratio, equation 4.2.

PPI =
0.0254
D+d

(4.1)

AR =
D
d

(4.2)

When a plasma makes contact with a surface, it forms a sheath to balance out charge conser-

vation. An example of an ion sheath is shown in Figure 4.3. In the bulk plasma, quasi-neutrality is

maintained. However, due to the strong negative bias of the material surface, ions stream toward

to the surface and shield it out over a distance, Ls. Within the sheath itself, ion dominate over
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electrons and accelerate toward the surface due to the potential drop. Typically, the energy gained

is assumed to be the potential drop across the sheath, but collisions can limit that as discussed later

in this section.

Figure 4.3: Ion sheath between the bulk plasma and a negatively biased surface. The sheath length,
Ls, is scaled based on the Child-Langmuir Law, with bulk plasma ions accelerated into
the material surface.

In order for the plasma to infuse into the foam, the sheath that forms along the surface must

be smaller than the radius of the pore. Plasma sheaths can be complex based on different theories

and corrections. In this analysis, two types of sheaths are considered. The first is a Debye Sheath

(or Debye Shielding), which occurs in the case of a floating sample and are typically a few Debye

Lengths. The Debye length is defined in equation 4.3 where λD is Debye length, ε0 is free-space

permittivity, kB is the Boltzmann constant, Te is electron temperature, ne is electron density (plasma

density if quasi-neutral), and e is electron charge.

λD =

√
ε0kBTe

nee2 (4.3)

The second type of sheath is a Child-Langmuir sheath, which forms on a biased surface. The

Child-Langmuir sheath length, Ls, is described by equation 4.4 where ∆φs is the potential drop of
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the sheath.

Ls =

√
2

3
λD

(
2e∆φs

kBTe

)3/4

(4.4)

The plasma infusion can then be described by the infusion parameter [9], ξ , which is the ratio

of the pore diameter to the sheath length as shown in equation 4.5. If ξ >> 1 the VCM is plasma-

infused, and if ξ << 1 the VCM is plasma facing.

ξ =
D
Ls

= D
(

18en2
ekBTe

ε2
0 ∆φ 3

)1/4

(4.5)

It is important to note that both sheath lengths depend purely on plasma properties and nothing

on material geometry. The infusion parameter, as a result, becomes a scaling between plasma

and material with each term independent of each other. Figure 4.4 shows scaling of the infusion

parameter with respect to PPIs, sample bias, and densities of relevance to the experiments discussed

in this work and potential applications. Generally, as density increases, the sheath size decreases

and therefore the plasma will infuse further for a given PPI or sample bias. As PPI increases, the

pore diameter decreases and therefore the infusion parameter decreases. Similarly, as sample bias

increases, the sheath length increases and so the infusion decreases. For the experiments presented

in this work, the infusion parameter tends to be in the 0.1 - 10 range. This will be referred to as

partially-infused as the density drops beyond the first or second foam layer and becomes plasma

facing.

The sputtering behavior of a surface is strongly dependent on the energy of the incident particle

and angle of incidence. As alluded to earlier in the section, typically the energy of the incident ion

is assumed to be the energy gained from the potential drop of the sheath (approximately the bias

voltage). However, a collisional sheath will cause the ions to lose some energy and reduce the

impact energy. The collisionality, defined by number of collisions (αd) in equation 4.6, is the ratio

of the sheath length to the mean free path of the ions.
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Figure 4.4: Infusion parameter as a function of (Left) sample bias and (Right) foam PPI for varying
plasma densities assuming 6 eV electron temperature. The parameter space indicates
the versatility of VCM design to tailor to specific application needs and the different
regimes encountered in this work.

αd =
Ls

λm f p
(4.6)

Based on this, collisional sheath models [97] have been developed to describe the energy frac-

tion of incident particles, equation 4.7.

ε =
ζw

ζmax
=

1+αd

1+ 13
7 αd + 6

5 (αd)2 (4.7)

The effect of accounting for collisionality is shown in Figure 4.5. The mean free path of the

ions is assumed to be the bulk plasma value from [46], which is likely an over-estimate since the

sheaths are ion dominated. Figure 4.5 shows that impact energy is reduced at lower densities and

therefore can affect measurement assumptions in these experiments. This is due to effect of sheath

size increasing with decreasing density. One caveat however, is that the mean free path would also

vary with density but is not accounted for in this analysis. That would likely counteract the sheath

size increasing to an extent and produce a less significant energy fraction effect that descibed in
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Figure 4.5.

Figure 4.5: (Left) impact energy reduction of a plasma ion on material surface due to collisional
losses. (Right) Infusion parameter as a function of impacting energy when accounting
for the collisional loss on sample bias for varying densities.

The sheath sizes and types are significant to understanding the infusion process. Figure 4.6

shows a 10 PPI aluminum foam under xenon plasma exposure in the Pi facility. The facility

is described in detail in Section 4.2, but the only significant detail to note here is that an axial

magnetic field exists confining electrons.

Figure 4.6: 10 PPI aluminum foam exposed to xenon plasma imaged for plasma infusion with axial
positions of spectrometer optics indicated. (Left) Foam floating (no current collection)
at -50 V with plasma species streaming through foam and (Right) foam biased to -100
V with no plasma species behind foam.
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The purpose of the experiment was to demonstrate plasma infusion and provide some insight

on the process. Table 4.1 describes the different setpoint conditions for the optical emission spec-

troscopy measurements shown in Figure 4.7. A 484.4 nm line is used for ionized xenon (XeII) and

672.8 nm line for neutral xenon (XeI) based on a collisonal-radiative model(CRM) by Konopliv et

al. [98, 99]. Figure 4.6 shows setpoint 2 on the left and setpoint 3 on the right.

Setpoint Discharge Chamber Magnet Sample Bias

1 65 A O A Floating
2 65 A 4 A Floating
3 65 A 4 A -100 V
4 65 A 4 A -150 V

Table 4.1: Setpoints for plasma infusion study of a 10 PPI aluminum foam.

When the foam is floating ( -45 V), some of the plasma species can pass through it. A Debye

sheath forms at the foam ligament surfaces balancing ion and electron currents. The glow behind

the foam is likely due to a combination of plasma infusion and magnetized electrons streaming

through the foam. Spectroscopy measurements in Figure 4.7 show neutral xenon only at setpoint

2.

Figure 4.7: Optical emission spectra of (Left) ionized xenon and (Right) neutral xenon at different
axial position in relation to foam sample at different experiment setpoints demonstrat-
ing plasma infusion of a VCM.
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When the foam is biased weakly to -50 V, the Child-Langmuir sheath length is roughly 4λD.

This is essentially a transition point as the bias is increased further, the sample begins collecting

ion current and sheath repelling elections, with nothing visible behind the foam. This demonstrates

the ability of a foam, a type of VCM, to plasma-infuse.

4.2 Plasma Interactions Facility and Experiments

4.2.1 Pi Facility

The Plasma interactions (Pi) facility at UCLA was developed for investigating and testing advanced

material candidates for electric propulsion, pulsed power, and fusion applications [46, 26]. The

facility is a roughly 2 m diameter by 3 m long vacuum chamber with dual cryopumps with a

combined pumping speed of 5000 L/s. An image of the Pi facility with a xenon plasma discharge

is shown in Figure 4.8, followed by a drawing of the facility and key components in Figure 4.9.

Neutral gas (xenon or argon) is flowed in thru a 250 A LaB6 hollow cathode on one end of the

chamber that is coupled to a 6 cm diameter by 30 cm long cylindrical copper anode. Gas is also

injected downstream of the cathode keeper face before the anode to damp out instabilities. The

cathode is placed coaxially inside a copper tube wound with magnet coil (cathode magnet) to

confine electrons for ionization and guide the plasma. More information on the hollow cathode,

including design upgrades and contamination issues, can be found in Appendix B. The anode is

also wound with magnet coil (anode magnet) to confine the plasma and guide it axially. Both the

cathode and anode float relative to the chamber.

The plasma from this source region is then guided downstream to the target by two 10 cm di-

ameter by 30 cm long copper solenoids at chamber ground potential. Magnet coils are also wound

around the chamber guides (chamber magnets) to confine the plasma and guide it downstream.

The chamber magnets serve to decouple the source region from the target region, essentially pre-

venting sputterants from making their way back to the cathode. The plasma column is then cusp

down using a solenoid located behind the target (sample magnet) to focus the column onto the
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Figure 4.8: Image of the Pi facility plasma discharge configuration with a xenon Plasma.

Figure 4.9: Diagram of the Pi facility configuration for the experiments discussed in this work with
relevant diagnostics indicated.

target for plasma-material interaction experiments. The choice of target material and bias condi-

tions will affect the plasma behavior, specifically the low-frequency oscillation [42]. This creates

a parameter space too large to explore for this effort. To reduce the variable space, all experiments

related to this work are conducted with a flat 5 cm diameter Molybdenum disc that is allowed to

float (typically -30 to -50 V).

The solenoid magnets in general generate an axial magnetic field pointing towards the sample.
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The potential structure of the plasma column, as shown in Figure 4.10 and Section 6.2, generates

an inward electric field in the radial direction. Thus, the system is an E×B configuration. The

electric field is discussed more in 6.2 with the plasma potential measurements. The remainder of

the current section focuses on the magnetic field.

Figure 4.10: Illustration of the column center plasma potential axially in the Pi facility. The poten-
tial increases going away from the cathode until the sample where the strong negative
bias attracts ion bombardment of Eion.

4.2.2 Magnetic Field

The magnetic fields for the Pi facility were simulated in [45] using the Maxwell Software during

the design and initial characterization of the facility. The field inside the solenoids were uniform

as expected, with a decrease in intensity at the edges due to the gap between magnets. A outward-

bowing of the field lines in the gap was apparent and is also observed experimentally and visually.

This bowing is generally considered negligible, but worth further consideration for precise mea-

surements in those regions.

A Lakeview gaussmeter was used to experimentally validate the magnetic field model using
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measurements made in the gaps between the magnets. The purpose was to have experimental mea-

surements of the magnetic field in the measurement plan for analysis purposes and also validate

the model by comparing the predicted and measured values, thus enabling knowledge of the mag-

netic field in regions that cannot be measured. The probe was calibrated and zero’d before being

mounted on a linear motion stage that moved the probe down vertically thru the gap downstream

of the anode magnet and between the chamber magnets. The measurements were conducted at

a few different operating setpoints representative of typical system operation and conditions that

Langmuir probing was performed, and is tabulated in Table 4.2.

Setpoint Cathode Magnet ICM Anode Magnet IAM Chamber Magnet IChM

1 0 A 25 A 4 A
2 14 A 19 A 4 A
3 7 A 22 A 4 A
4 7 A 22 A 7 A

Table 4.2: Setpoints for experimental mapping of Pi magnetic field structure.

The measured magnetic field profiles are shown in Figure 4.11. As anticipated, the profiles

are parabolic with peaks in the center and a radial drop-off. The peak magnitude varies from 70 -

100 G in the anode magnet gap and 25-45 G in the chamber magnet gap. These anode magnet gap

measurements show good agreement with the model values from [45], allowing us to use the model

for magnetic field strength for regions in the anode and other operating setpoints. The measured

profiles are still essential for informing the magnetic field encountered during measurements and

interpreting the collected data and any probe theory considerations. Additionally, analysis of the

individual vector components of the measured values indicates a radial component towards the

edges as expected due to the field lines bowing outward.

4.2.3 Diagnostics

The facility has a wide variety of intrusive and non-intrusive diagnostic capabilities described

elsewhere [46, 26]. The diagnostics can be mounted on a 3-axis motorized stage system designed
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Figure 4.11: Experimentally measured profiles of magnetic field downstream of anode (left) and
in-between chamber magnets (right) in Pi at varying magnet current setpoints. Verti-
cal lines indicate boundary of chamber magnet solenoid wall

to access the gaps between the solenoids to characterize the plasma. In this effort, the stage is

equipped with a Langmuir probe further discussed in Section 6.2. The configurations of any other

diagnostics used in this work are described in the context of their own sections.

The steady-state plasma properties, namely density, plasma potential, and electron temperature,

are commonly obtained using Langmuir probing. The technique inserts a cylindrical or spherical

electrode into the plasma and measures the current response as the electrode bias voltage is varied.

The generated current-voltage response curve (IV curve) can be used along with plasma sheath

and probe theory to determine the plasma properties. Details of these theories is a larger topic of

discussion and thus, is just summarized here. The simplest is a thin-sheath approximation, where

the plasma is treated as steady-state, cold, unmagnetized, drift-free, collisionless, and thermalized.

As these assumptions are almost always violated, advanced theories exist to account for the vari-

ances [100]. Applied in this effort are orbit motion limited theory, which accounts for large sheaths

where the finite ion temperature and orbit motion, and Laframboise (BRL), which accounts for a

sheath varying due to the bias voltage. The details of these theories and their algorithmic imple-

mentation can be found in [101, 100]. More details are presented in Appendix C on the Langmuir

probing analysis process for these data.
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A cylindrical Langmuir probe made of 0.016 in diameter tungsten wire protruding 4.5 mm

from a single-bore alumina tube is used to measure the steady-state properties. The alumina tube is

wrapped with copper tape connected to chamber ground for shielding and is inserted inside another

alumina tube for improved rigidity. The probe is biased using a Kepco BOP-200 power supply and

swept from -90 to 25 V using a ramp waveform with 10% symmetry and 50 Hz frequency. A

7.5 kΩ sense resistor is placed in-line between the power supply and probe with the voltage drop

across the resister measured using a 10 MHz differential probe. A Tektronix oscilliscope sampling

at 250 kS/s for 300 kS is used to measure the voltage of the power supply and differential probe

response (from which the probe current is determined). The Langmuir probe is mounted to the

transnational stage, as shown in Figure 4.9, and swept in an 11 x 11 datapoint grid in the yz-plane

gap between the chamber magnet solenoids. A LabVIEW VI is used to trigger the oscilliscope

measurement at each datapoint.

The design of the emissive probe is mostly similar to that of Langmuir probes, with a tungsten

filament extending out of a alumina tube. The filament is heated up by a current passed from a

floating power supply. As the tip of the probe is heated, it emits electrons and floats to a potential.

As the emitted electron current increases, the plasma sheath surrounding the probe saturates until

no higher an electron current can be emitted [102]. At this saturation point, the probe floats to

within an electron temperature of the plasma potential. The local plasma potential can thus be

estimated by monitoring the probe floating voltage and measuring the electron temperature, as

seen in equation 4.8.

φ̃pl = Ṽf +
Te

e
ñe

ne
(4.8)

Both probes are mounted on the three-axis stage and swept hourly in a 2-dimensional plane

from 1-10 cm from the sample surface. The emissive probe potential is used to guide and feed the

Langmuir probe fits to better converge on density values using the appropriate probe theory.

Sputtering yield is measured using a QCM swept angularly 30 cm from the surface of the sam-
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ple from 90 degrees to 30 degrees in 5 degree increments on an hourly basis. The QCM is placed

far enough away to provide a point-source estimation of the sample [46, 26] while also reducing

any interference on the measurement from the plasma. The fundamental frequency method is used

with a dwell time of 60 s to determine the sputtering yields with considerations on background

and noise as described in Section 3.2 and Appendix A. Details on how the sputtering yield is

determined is presented in Section 4.3.

Additionally, emission spectra was acquired hourly at different axial positions from the sample

face using a Horiba FHR100 spectrometer. The results, however, are not presented in this work

due to issues with the spectrometer mis-aligning mulitple times during the experiment. Similarly,

the sample surface was imaged every 5 minutes using in-situ cameras but results are not presented

other than in the context of providing visual reference.

4.2.4 Plasma Material Interaction Experiments

The facility configuration for the PMI experiments of aluminum foams under xenon exposure is

shown in Figure 4.12. The probes and QCM are both identified to provide physical reference

on their positions. Aluminum is used as a surrogate for tungsten in the experiments due to its

increased sputtering behavior which makes data acquisition and experiment time an order of mag-

nitude fast (hours instead of tens of hours). However, tungsten is the material of ideal interest for

PFC applications and is scaled to and compared in Chapter 5.

The four aluminum samples measured in the experiments are shown under xenon plasma in

Figure 4.13. The flat aluminum sample was purchased and machined into a 2 inch diameter disc

0.125 inches thick. The 10, 20, and 40 PPI foams were all acquired from Duocel and are roughly

cylindrical ligaments. The foams have a 4-6 % volume density and an aspect ratio of 5 [103]. The

10 and 40 PPI foams were tested using a ceramic custom-design sample mount as shown in Figure

4.13. The 10 and 40 PPI foams were 1.25 inches in diameter and 0.5 inches thick. The 20 PPI

foam experiment was conducted prior to design of the mount and instead measured the 1 inch tall,

72



Figure 4.12: Image of Pi facility setup for PMI experiments descibed in this section with all rele-
vant diagnostics indicated.

2 inches wide, and 0.5 inches thick. The size difference is considered to not be an issue as the

spot size of the plasma was smaller than the sample in all cases and typically similar in size across

experiments. All foam samples had a nickel backplate behind the sample. The nickel was chosen

as it provided a different unique material composition that would be identifiable in ex-situ energy

dispersive x-ray spectroscopy (EDS) to study particle transport within the foam.

The sample currents were monitored using a 5 Ohm shunt resistor on the sample bias circuit

and monitored using a 300 V isolated DAQ channel. The currents are shown below in Figure 4.14

and are also used in the qcm analysis to determine sputtering yield. As seen in Figure 4.14, the

sample currents for the different foams were similar and mostly constant over time. The flat sample
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Figure 4.13: Aluminum flat and foam samples under xenon plasma exposure. (Top Left) Flat alu-
minum, (Top Right) 10 PPI aluminum foam, (Bottom Left) 20 PPI aluminum foam,
and (Bottom Right) 40 PPI aluminum foam.

on the other hand was significantly higher and decreased with time. This difference is likely due

to the flat sample being conducted first before significant contamination of the cathode resulting in

an order of magnitude lower plasma density and reduced ion fluence.
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Figure 4.14: Sample currents for flat and foam aluminum samples under xenon plasma exposure
during experiments discussed in analysis.

4.3 Material Sputtering and Erosion

Calculating the sputtering yield of a sample is a slightly intensive process that requires multiple

assumptions. The process is illustrated in Figure 4.15 for the flat aluminum sample. The first step is

determining the angular mass deposition rate, R(α), from the slope of the frequency at each angular

location of a sweep during the appropriate measurement window (30 seconds into acquisition).

The angular sputtering yield of the samples is determined using equation 4.9 from [26], where

dy(α)/dΩ is the angular differential yield, As is sample area, NA is Avogadro’s Number, m is the

sputterant atom mass, Ji is the sample current, and rqcm is radius of the QCM from the sample.

The sample current is used to determine incident ion rate rather than a fluence measurement as it

is more accurate and easier to accomplish.
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dy(α)

dΩ
=

(
R(α)As

NA

m

)(
Ji

e

)(
As

r2
qcm

)
(4.9)

The center plot in Figure 4.15 shows the calculated angular sputtering profiles along with a

background measurement to establish noise floor. The angular profiles are then integrated in hemi-

spherical polar method to determine the total sputtering yield using equation 4.10.

Y =
∫ 2π

0

∫
π/2

0

dy(α)

dΩ
sin(α)dαdφ (4.10)

It is significant to note that the measurements only extend to 30 degrees. This is due to the

magnet coils and plasma column restricting access further towards to normal. To determine the

yield, an approximation has to be made for that region, and the is the value from 0 to 30 is the

value at 30 degrees. This is a reasonable approximation for flat surfaces [26], but as will be shown

in Chapter 5 modeling indicates the shape will be slightly different.

Figure 4.15: Sputtering yield acquisition of a flat aluminum sample. (Left) fundamental frequency
behavior of QCM at different angular positions from which the mass flux is deter-
mined. (Center) Angular sputtering yield profiles determined along with baseline
indicated. (Right) Total sputtering yield determined from integrating angular sputter-
ing yield profiles.

The plot on the right in Figure 4.15 shows the sputtering yield over time for the flat surface. A

linear fit is applied to determine a value ( 0.5 atoms/ion) as it can be approximated as constant over

time. The value is slightly higher than the theoretical value of 0.45 atoms/ion, but within the error

and possible mechanisms for the elevation discussed in Section 6.4.
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Sputtering yield was measured at different sample bias energies for the 20 PPI foam and is

shown in Figure 4.16. The results show the evolution of the profile shape with increasing energy,

with the bump growing in significance. The foam reduces sputtering yield compared to a flat

surface at all energies sampled, with the reduction decreasing with increasing energy. These trends

are consistent with modeling results presented in Chapter 5 and discussed further there.

Figure 4.16: Sputtering yields of a 20 PPI aluminum foam at different bias. (Left) Angular sputter-
ing yield profiles evolving with energy. (Center) Total sputtering yield demonstrating
reduction at a range of energies. (Right) Tabulated sputtering yield reduction as a
function of bias.

The same processes to calculate sputtering yield were carried out for the 10 and 40 PPI foams

and shown in Figure 4.17. The yields are compared to the theoretical value for flat aluminum, and

all show persistent reduction. More importantly, all the foams are of same aspect ratio, exposed to

similar plasma conditions and sample currents, and demonstrate similar yields. This is interesting

to note as it it supports the factor that the aspect ratio is the primary geometric factor that affects

yield (especially in plasma facing). This point is further exemplified and validated in Chapter 5.

The same yields are shown in Figure 4.18 relative to the sputtering yield of flat aluminum. This

form makes it easier to demonstrate the persistent reduction in comparison to a flat surface, here

on the order of 40%. The reduction is the same for all the foam PPI as discussed in the paragraph

above.

The foams are analyzed after exposure ex-situ using imaging, scanning electron microscopes

(SEM), and EDS. Figure 4.19 shows images of the 10 PPI foam and nickel backplate before and
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Figure 4.17: Measurements of sputtering yields of 10, 20, and 40 PPI aluminum foams under
xenon plasma at -290 V bias.

after exposure. The pre-image shows a small amount of transparency that is harder to resolve in the

post-image due to discoloration of the foam from the exposure. The transparency of these foams

has been reported by Ottaviano and Wirz [103] and can be used for any quantative comparisons.

Pre- and post- mass and dimension measurements were taken to compare mass loss to expected

erosion. Unfortunately, due to the unexpected drop in facility density and fluence, the resolution

of the measurements to 0.02 was not enough to provide substantial insight or comparison.

The 40 PPI foam was similarly analyzed and shown in Figure 4.20. The transparency is es-

sentially 0% in this case as there are a substantial number of layers in a 0.5 inch thick sample.

Interesting to note is the clear erosion dip of the beam profile visible in the sample due to the

higher PPI nature. This confirms that the core interaction is in a spot near the center of the sample

and mostly consistent with previously reported facility behavior in terms of spot size [46, 26].
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Figure 4.18: Sputtering yield reduction of 10, 20, and 40 PPI aluminum foams relative to a flat
surface under xenon plasma at -290 V bias.
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Figure 4.19: Images of 10 PPI aluminum foam and nickel backplate. (a) image from above of
foam before exposure with black backing to demonstrate transparency, (b) image of
foam after exposure, (c) 10 PPI foam after exposure, and (d) nickel backplate after
exposure with marks where foam ligaments had press contact.
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Figure 4.20: Images of 40 PPI aluminum foam and nickel backplate. (a) image from above of
foam before exposure with black backing to demonstrate transparency, (b) image of
foam after exposure, (c) 40 PPI foam after exposure, and (d) nickel backplate after
exposure with marks where foam ligaments had press contact.
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4.4 Plasma Behavior and Response

Probe measurements were acquired hourly during the 10 and 40 PPI foam experiments as described

in Section 4.2. The sample region space was probed in a 10 x 10 cm 2-dimensional plane with each

probe in 1 cm increments along the radial and axial directions. The resulting plasma density and

potential contours for up to 5 hours are shown in Figure 4.21.

For simplicity, the case of the 40 PPI foam is first considered. The contours indicate relatively

steady plasma behavior over the 5 hours. There is some modification of the potential far upstream

of the sample that seems to be relatively insignificant. For easier comparison, radial plasma density

and potential slices 2 cm from the sample surface are plotted in Figure 4.22. The plots more clearly

illustrate the stability of the plasma behavior in the case of the 40 PPI foam, with the density and

potential relatively steady. These results indicate that the foam is in the ξ < 1 range indicating

a plasma-facing regime per Figure 4.4. Though the sheath is not measured here, the pre-sheath

region is being probed and represented.

The 10 PPI foam on the other hand seems to present a dynamic plasma response. The potential

structure beings quite conical and sharp as if following the magnetic cusp into the sample with a

small sheath. The density structure is also more clearly visible. With time, the potential structure

transforms to a shape similar to that of the 40 PPI and the density decreases. Similar radial slices

are shown in Figure 4.23 for the 10 PPI foam. The plots show the drop in density and increase

in potential more clearly. In the case of the 10 PPI foam, ξ 1 initially indicating that the plasma

is partially-infusing the foam. This is consistent with the observed potential structure where it

follows the cusp and the sheath seems much smaller in size based on inferring from the different

behavior of the pre-sheath potential. However, as the density decreases with time (likely due to

cathode contamination), ξ < 1 and the foam transitions into the plasma-facing regime with the

plasma properties behaving similar to the 40 PPI foam behavior.

The is more complexity to the interaction to account for when considering longer timescales.

If the foams were exposed for significantly longer duration or at higher fluence, ligament erosion
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Figure 4.21: 2D contours of plasma potential (1st and 3rd columns) and density (2nd and 4th
columns) near the 10 and 40 PPI samples over a 5 hour duration. The 10 PPI foam
shows evolution of the potential structure towards the same form as the 40 PPI foam’s
structure.

would play a role in infusion. As the ligaments erode, the pore diameter increases thus affecting

infusion of the plasma (makes ξ higher) and in turn causing more rapid erosion of the top layer. The

benefit of VCMs is the repeating cycle of layers that allows this process to sustain and persistently
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Figure 4.22: Radial slices of plasma (Left) density and (Right) potential 2 cm from surface of 40
PPI foam over 5 hours over plasma exposure.

Figure 4.23: Radial slices of plasma (Left) density and (Right) potential 2 cm from surface of 10
PPI foam over 5 hours over plasma exposure.

trap sputterants to reduce total yield going back into bulk plasma.
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4.5 PMI Experiment Takeaways

The fundamentals of plasma-infusion of VCMs were presented and expanded upon using con-

siderations of collisionality for impact energy and demonstration of plasma infusion of a foam.

An experimental setup and campaign involving multiple PPI aluminum foams and flat surface for

comparison were conducted. The experiments consisted of precise and accurate measurements

and analysis of sputtering behavior and plasma properties of foams. Sputtering measurements

demonstrated persistent reduction in comparison to a flat surface and for a range of energies. More

significantly, results show that the sputtering yield of foams in the plasma-facing regime are de-

pending primarily on aspect ratio of the foam and not the PPI. Plasma measurements during the

experiment demonstrate the successful measurements of a partially plasma-infused foam that tran-

sitions to a plasma-facing regime. Analysis reveals that the infusion is dependent on the plasma

properties and PPI. This allows for an important takeaway in designing VCMs for plasma appli-

cations. The foam PPI is a design parameter for what plasma environment the foam is in, and the

aspect ratio a toggle for the sputtering behavior as further demonstrated in Chapter 5.
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CHAPTER 5

Sputtering of Volumetrically-Complex Materials

This chapter details an analytical model capturing sputtering behavior of foams. A random ge-

ometric approximation is created to develop a view-factor model. Based on calculated angles of

shadowing of a ligament in a given layers to ligaments in layers above, sputtering distributions

of individual ligaments are super-positioned to determine the angular sputtering distribution and

total sputtering yield. The model is validated using measurements presented in Chapter 4 for

plasma-facing regime. The parameter space of aspect ratio, energy, and material is then explore to

determine the potential benefits VCMs can offer in PFC applications.

5.1 Ion Sputtering Background

Characterizing sputtering of foams is challenging due to the complex nature of the surface. The

surface elements are not flat surfaces but rather ligaments with some cross-sectional shape (such

as a circle or triangle) with incoming species coming at different angles of incidence based on

the regime (plasma-facing vs plasma-infused). Furthermore, the 3-dimensional nature of VCMs

and foams adds additional complexity as different layers are shadowed by layers above at certain

angles resulting in trapping of species. Furthermore, there is a wide range of sputtering theories and

models for describing sputtering off a material surface at a given incident species, energy, and angle

of incidence. Commonly used is Yamamura [104, 105], including in the previous investigations and

modeling of foams by Li and Wirz [96, 9]. However, recent modeling using different approaches

including TRIM and TRI3DYN by Sabiston and Wirz [106] have shown shortcomings with the

Yamamura empirical fits. As such, this effort expands on the previous modeling effort by Li and
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Wirz by incorporating sputtering yield distributions from TRI3DYN and creating a view factor

model of foam based on random geometry to obtain angular sputtering profiles and total sputtering

yield. The objective was to create a semi-analytical model that accurately describes the sputtering

behavior of foams and validate with experimental data.

Figure 5.1: Pictorial representation of the sputtering probability distribution function for a single
circular ligament in (left) plasma-facing and (right) plasma-infused scenarios.

This is accomplished by beginning on a ligament basis. Figure 5.1 shows expected probability

distribution function (PDF) shapes for a plasma-facing ligament and a plasma-infused ligament.

The plasma-infused ligament scenario is simple as the angle of incidence is always normal to the

surface and of uniform energy, resulting in a uniform PDF all around the ligament. The plasma-

facing scenario is more complex as it the ions are all incident at the same angle with respect to

the centerline of the ligament, but varying angles with respect to the surface of the ligament. Ions

incident toward the edges of the ligament impact with a steeper angle of incidence, resulting in a

local PDF that is heavily skewed toward forward scattering (that is scattering into the foam in the

same direction the ions are coming in for plasma-facing scenario). Summing each of the individual

PDFs for angular locations along the ligament surface allows for the generation of a ligament PDF

that describes the cumulative sputtering behavior of the ligament, and is visualized in Figure 5.1.
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This distribution is plotted more accurately by Sabiston and Wirz in [106] including accounting

for the reduced normal area of the edges of the ligament. This distribution is referred to as the

Basset Distribution (due to the Basset Hound ear shape it forms around the ligament). These

PDFs are generated for different materials and incident ion energies and serve as an input for the

foam sputtering model described in this chapter. The distributions are scaled up input such that

pi ∗
∫

dy/dΩ is equal to the total sputtering yield. Distributions for sputtering from a flat surface

at the same energy are also input into the model to provide a comparison for reduction.

5.2 Sputtering Model Approach for Volumetrically-Complex Materials

Using a ligament PDF instead of individual angle PDFs allows for a view-factor approach where

the ligaments in a foam geometry can be treated as points sputtering with view factors to subse-

quent layers calculated for geometric arguments. The challenge then is to create a mathematical

construct for the layer geometry of a foam that successfully captures the somewhat random ge-

ometry while make the view factors derivable. This was accomplished using the same approach

initially as Li and Wirz [9], shown in Figure 5.2. In this approach, the first layer is defined by a

rectangular cell of inner size pore diameter D. Ligaments have a diameter and bisect the open space

in each subsequent layer. This approach maintains the geometric definitions of PPI and aspect ratio

for a foam while producing a very averaged geometric structure that a random geometries would

ensemble average to. The only two geometric inputs to the model are PPI and aspect ratio (D/d).

It will be evident soon that the PPI does not affect the geometry and sputtering as it scales both D

and d equally, essentially maintaining the same are ratios of ligaments and view-factor angles. This

is consistent with intuitive picture and findings in Chapter 4 that the PPI is the knob for controlling

plasma parameters and infusion while maintaining independence from sputtering geometry.

Based on the geometric definition from Figure 5.2, the theoretical transparency as a function

of layers can be calculated using equation 5.1. The transparency as a function of layers is shown

in Figure 5.3 for different aspect ratios. For all aspect ratios shown, the transparency approaches
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Figure 5.2: Top view of a geometric construction of a random foam from [9] where each sequential
layer’s ligament bisects the open pore area in half.

10% or lower by the fourth layer, indicating that capturing view factors thru the first four layers is

sufficient for describing the bulk of sputtering behavior for plasma-facing foams as almost all of

the unit cell area is captured.

Tn =

(
D− (n−1)d

D+d

)2

(5.1)

A significant difference between this model and previous models is the construction of layers

as shown in a cross-section view in Figure 5.4. The previous model by Li and Wirz nested every

alternating layer directly below itself for the re-deposition calculations, which is not consistent

with the construct shown in Figure 5.2. That was sufficient for the purpose of that model, but as

this model’s objective is to accurately capture the sputtering profile and yield, it must follow the

proper construction. The top four layers are shown in Figure 5.4, with view factors a ligament in

the 4th layer to all different layers indicated by different colors.

Each view factor can be defined as shown in Figure 5.5 using a combination of the angle with

respect to the ligament normal, Ω, half-angle of the view-factor cone, ∆, and separation between

the layers, h.

The view factor definitions for each layer combination thru the first four layers are listed below
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Figure 5.3: Transparency of foam geometry as a function of layers indicating the areas considered
by depth.

in equations 5.2 to 5.14. The superscripts indicate the ligament combination being described (i.e.

32 is third layer ligament to second layer) and the subscript describes which sequential ligament in

the layer above being described. In the model, each layers interaction is extended out to a total of 8

ligaments in each layer above (four on each side of the ligament) to capture interactions out to the

far ranges. Additionally, view-factors to the neighboring ligament in the same layer is accounted

for at -90 and 90 degrees.

h21
y = h43

y =

√
1+

(2y−1)2

4
(D+d) (5.2)
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Figure 5.4: Cross-sectional view of foam geometry model based on Figure 5.2 with view-factors
of a ligament in the 4th layer to all layers above indicated.

Figure 5.5: Geometric definitions of height separation, center angle, and half-angle between liga-
ment layers used to define view factors.

tanΩ
21
y = tanΩ

43
y =

2y−1
2

(5.3)
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tan∆
21
y = tan∆

43
y =

d
2h21

y
(5.4)

h32
y =

√
(D+d)2 +

(
yD+dFR(y)

2

)2

(5.5)

FR(y) = 2round
(y

2

)
−3 (5.6)

tanΩ
32
y = (−1)y yD+dFR(y)

2(D+d)
(5.7)

tan∆
32
y =

d
2h32

y
(5.8)

h31
y = h42

y = (D+d)

√
4+

(2y−1)2

16
(5.9)

tanΩ
31
y = tanΩ

42
y = (−1)y+1 2y−1

8
(5.10)

tan∆
31
y = tan∆

42
y =

d
2h31

y
(5.11)

h41
y = (D+d)

√
9+

(2y−1)2

4
(5.12)

tanΩ
41
y = (−1)y 2y−1

12
(5.13)
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tan∆
41
y =

d
2h41

y
(5.14)

These view factors of shading are essentially treated as a transfer function applied to the liga-

ment PDF that reduces the PDF value to zero at those given angular locations. This then results

in a ligament angular distribution function (ADF) for each layer. The primary different between

plasma-facing and plasma-infused is the choice of the PDF to use for the ligament and an expo-

nential drop applied to the fluence of each layer in plasma-infused to model the exponential drop

in density with plasma-infusion [96]. The remainder of this chapter focuses on the plasma-facing

case as that was shown to be the primary regime measured in Chapter 4. The transfer function

corrected ADFs for each layer are then summed to create the total foam ADF. The horizontal off-

sets of different ligament units is accounted for in the area-normalized calculation process and the

principle that as one gets further away from the source (foam), distributions superimpose to an

averaged for which in this case is the unit ADF [78].

5.3 Geometry and Energy Dependence

The developed model is then tested using a comparison to measured data of foam angular sputtering

yield. Figure 5.6 shows the measured profile for a 10 PPI aluminum foam plotted against the

model profiles for foam, flat, and hemisphere (ligament) sputtering yields. The yields are all

in atoms/ion with the measured yields values normalized to account for per steradian from the

measurements. Comparing the shape of the the measured profiles versus the model profile shows

very strong agreement in shape and behavior. This is promising in validating the model. An

important aspect to note is the increase towards small angles in the model profile. This is consistent

with intuition as those regions sputter at reasonably high probability with no view-factor prevent

their escape. As discussed in Section 4.4, the experimental measurements cannot measure at those

angles and therefore assume a horizontal profile shape from 0 to 30 degrees. The model results

indicate that the assumption may underestimate the sputtering yield, but only by a small amount
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as in determining the total yield, the polar angle must be corrected for by multiplying the who

distribution by sin(α) per equation 4.10. The total yields from the model and experiments are

compared later in this section and show good agreement. Additionally, the model profile shows

reduction in comparison to the hemisphere, indicating the role geometric trapping plays in reducing

the sputtering. Furthermore, a large difference is noticeable between flat and foams, exemplifying

how the ligament shape and 3-dimension structure both play strong roles in reducing the sputtering

yield.
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Figure 5.6: Model results of angular sputtering profiles of a foam compared to experiment mea-
surements showing good agreement and reduction compared to flat.

Having validated the model, the parameter space is extend to cover a range of energies and

aspect ratios for two different materials of interest, aluminum and tungsten. The energies are
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chosen based on the data available from Sabiston’s TRI3DYn simulations [106]. The angular

sputtering profiles for aluminum as a function of energy and aspect ratio are shown in Figure 5.7.

Note that the noisy behavior of the flat distributions at certain energies is due to computational

noise from TRI3DYN simulations [106]. This occurs because of a fixed fluence being used for

consistency cross the different energies in initially generating the PDFs. However, at low energy

little sputterants are produced and so the results contain sampling noise. Sabiston notes that the

noise can be reduced by re-running the simulations at lower energies with higher fluence, and

that those results are similar to smoothing the noisy data curves. For the analysis in this foam

sputtering model, the noisy PDFs for flat are used as the ligament PDFs themselves reduce the

noise and the foam further smooths it out. As energy is increased, the trapping in the high angle

region is increased due to a significant shift in the shape of the ligament PDF itself (demonstrated

by the hemisphere).

The sputtering yields and relative yield in comparison to a flat surface for each distribution are

calculated and shown in Figures 5.8 and 5.9 respectively. The results indicate that the foams per-

form better at higher energies, with small aspect ratio showing greater reduction due to increased

trapping of underlying layers due to the large relative size of the ligaments in relation to their

spacing. The yield values themselves agree well with measured values for the AR = 5 foams at

higher energies but deviate at low energies. The foams show reduction steady to increased sput-

tering yield reduction in comparison to a flat surface with increasing, albeit over a narrow energy

range. The AR = 5 foams indicate a 38% reduction at 300 eV regardless of PPI, which agrees with

the measurements presented in Figure 4.18. This indicates the successful ability to model foam

sputtering behavior that matches with experiments.

The model is then extended to tungsten, the material of interest for application for PFCs. The

energies cover a wider range and higher magnitude as tungsten does not significantly sputter at

lower energies. The angular profiles are shown in Figure 5.10. The flat and ligament sputtering

behavior of tungsten across all energies different significantly from aluminum, with no peak to-

wards the higher angle region. This is significant as the resulting foam profile shows significantly
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Figure 5.7: Angular sputtering distribution of aluminum foams and flat surfaces modeled at differ-
ent energies (horizontally) and aspect ratios (vertically).

reduced sputtering as the there is effective trapping at the angles where most of the sputtering does

occur. This is extremely promising as it shows that the material sputtering behavior of tungsten

makes it ideal for coupling to the added benefits of reduction caused by VCMs.

The sputtering yields for each case and the relative sputtering are presented in Figures 5.11 and
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Figure 5.8: Sputtering yield and of aluminum foams as a function of energy for varying aspect
ratios.

5.12 respectively. In general, tungsten shows better sputtering yield reduction by 15% on average

than aluminum across all energies. This is due to the difference in material sputtering behavior

described in the paragraph above. The reduction is relatively constant as a function of energy, with

a very slight increase with increasing energy. These results indicate a very promising capability of

VCMs to significantly reduce sputtering yield at high energies with geometric methods to produces

materials that can reduce sputtering even further.
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Figure 5.10: Angular sputtering distribution of tungsten foams and flat surfaces modeled at differ-
ent energies (horizontally) and aspect ratios (vertically).
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5.4 Sputtering Trapping Behavior

In addition to determining the sputtering yield distributions and total yield, the model is used to

investigate the behavior within the foam to determine the transport mechanisms. The sputtering

behavior of a ligament can be classified into three categories. The first is forward sputtering,

where the sputterant is ejected at 0°-90° or 270°-360° with respect to the normal direction of

the foam/ligament, and deposits further back into the foam or backing surface. The second is

re-deposition, where the sputterant is ejected in the backward direction (90°-270°), but has a view-

factor to a ligament in a layer above and therefore redeposits on that surface. The third is escape,

where the sputterant is also ejected in the backward direction (90°-270°), but does not have a view-

factor to a ligament and therefore escapes the foam as a sputterant. The sputterants that compose

the sputtering yield distributions and sputtering yield of a foam as discussed in Section 5.3 are all

from this portion of sputterants.

The different types of sputterants are normalized by the total sputterants to generate normalized

fractions. The total sputterants produced by a ligament, Ntotal , is defined as the integral of the

ligament PDF from 0°-360°. In the case plasma-facing foams of the aspect ratios presented in this

chapter, the ligaments of different layers are all of equal size and see equal fluence, and therefore

produce similar total sputterants that is dependent on just that specific PDF. The forward sputtering

fraction , Ff wd , is determined by summing the integral of the ligament PDF from 0°-90° and 270°-

360°, and then dividing by Ntotal . The escape fraction, Fesc, is determined by integrating the

ligament PDF after convolving with the view-factor from 90°-270° and dividing by Ntotal . The

re-deposition fraction, Fredep, is determined by subtracting the Fback and Fesc from 1.

The sputtering fractions are first analysed for different material and and energy behavior. The

sputtering fraction behavior by layer for aspect ratio 5 aluminum foams is shown in Figure 5.13 for

different ion energies. The forward sputtering fraction is dependent on the ligament PDF, which

is not going to change with layer as discussed in the previous paragraph. As energy increases,

the PDF begins to grow and less fractional portion sputters forward. This behavior is again inde-
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pendent of layer, and therefore the total fraction sum of Fesc and Fredep will be a constant value

of 1−Ff wd . In general, the re-deposition increases with layer as more trapping is present from

increased view-factors. Therefore, the re-deposition fraction increases, and the escape fraction de-

creases equivalently. With increasing energy, the re-deposition fraction grows faster by layer due

to the change in the shape of the ligament PDF with energy becoming more favorable for trapping

based on the view-factors.

Figure 5.13: Sputtering fractions as a function of energy for aluminum foams of aspect ratio 5.

Similarly, Figure 5.14 shows sputtering fraction behavior by layer for tungsten foams of aspect

ratio 5 for different ion energies. The general trends and behaviors described above for aluminum

are again applicable here. At these higher energies the back-sputtering behavior of ligaments is

general stronger, as indicated by Fesc being larger than Ff wd for the first few layers. However,
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the ligaments begin trapping significantly and Fesc decreases rapidly by layer, with higher energy

decreasing slightly faster proportionally.

Figure 5.14: Sputtering fractions as a function of energy for tungsten foams of aspect ratio 5.

Next, the role of aspect ratio and how that affects the trapping and sputtering behavior was

examined. Figure 5.15 shows the sputtering fractions for different aspect ratios and energies for

aluminum and tungsten foams respectively. As the aspect ratio is decreased, the ligaments become

larger in comparison to the pores and the view-factor sizes increase at each layer. Therefore, the

trapping behavior is amplified and Fredep increases significantly at every layer with decreasing

aspect ratio. Essentially, the first layer always produces the most sputtering relatively as there is

no trapping mechanism to recapture. With each subsequent layer, the trapping increases somewhat

asymptotically across all energies and aspect ratios.
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Thought not presented in this chapter, the model is capable of analyzing the partially-infused

regime and could provide significant insight on the capability of plasma-infused foams to dramat-

ically reduce sputtering yield. For example, in a foam where the first layer is plasma infused, the

second layer would be plasma-facing and sputter in a behavior similar to the first layer in Figure

5.15 with each subsequent layer following a similar pattern. The key difference is the first layer

would have a ligament PDF uniform in all directions which would be different and smaller than a

plasma-facing ligament PDF at higher energies. This would further reduce the sputtering yield of

a foam as the first layer has the largest relative contribution of any layer of a plasma-facing foam.

An additional benefit of plasma-infusion is the plasma density reduction by layer, which would

decrease the fluence of ion underneath.
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Figure 5.15: Sputtering fractions as a function of aspect ratio for (left) aluminum foams and (right)
tungsten foams at different energies.
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5.5 Foam Sputtering Model Takeaways

A semi-analytical model was successfully developed to accurately describe the angular profile and

sputtering yield of foams. The model shows strong agreement with measurements presented in

Chapter 4. Extension of the model to different energies and geometries demonstrates the remark-

able capability of VCMs to significantly reduce sputtering yield by up to 55%-70% at high energies

of 1 keV. Internal sputtering behavior analysis using the model provides significant insight on the

forward sputtering and re-deposition behavior of foams as a function of aspect ratios and densities.

Another important takeaway is the continued ability to separate design parameters of VCMs to ad-

just independently for plasma behavior and material sputtering properties. As discussed in Chapter

4, the PPI serves as the design parameter to control plasma infusion. This model demonstrates that

the sputtering behavior in is strongly dependent on aspect ratio and weekly-dependent/independent

of PPI. This allows for design of VCMs for plasma-facing applications where the geometry can be

tailored as desired to reducing sputtering and erosion while the PPI can be independently tailored

for the desired plasma conditions.

In this analysis, only the plasma-facing regime was explored. Exploring the plasma-infused

regime and a partial-infusion scenario should demonstrate further significant reduction of sput-

tering achievable using a foam geometry. Furthermore, the sputtering fractions can supplement

analysis efforts to understand transport within a foam using experimental measurement techniques.

Additionally, using different ligament geometries instead of cylinders can be investigated using op-

timization techniques to determine what ligament PDF is most-favorable for decreasing sputtering

and increasing re-deposition.
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CHAPTER 6

E x B Plasma Instability

The following chapter discusses a low-frequency mode in the Pi facility and experimental efforts

to characterize it. Mechanics of the low-frequency azimuthal mode in partially ionized plasmas

with crossed field configurations are presented. Analytical derivations and computational mod-

eling findings from key literature are presented along with a two-fluid plasma treatment to guide

experimental measurements. Steady-state plasma properties are presented, along with a perspec-

tive on the implications on the mode. Additionally, correlation and fluctuation measurements of

the mode at varying operating setpoints are presented and discussed. Finally, the impact of the

mode on PMI experiment measurements and implications on the analysis are discussed.

6.1 Background and Analytical Framework

Previous efforts at UCLA conducted by Matlock, Dodson, Goebel, and Wirz have identified a

modified Simon Hoh like instability in the Plasma interactions (Pi) facility [45, 46]. The mode has

been characterized as a low frequency potential and density oscillations that have been experimen-

tally resolved and shown to contribute to significant anomalous electron transport to the walls and

boundaries [47, 12]. As discussed in detail in this chapter, the mode is believed to be driven by ion

and neutral species and therefore can potentially impact plasma-material interaction investigations.

Characterization of the plasma-material interaction process with volumetrically-complex materials

in Chapters 4 and 5 requires and motivates further understanding of this mode in the PMI facility

and it’s implications.
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6.1.1 Simon-Hoh Instability

The low-frequency instability in partially-ionized plasmas with crossed electric and magnetic fields

was first investigated analytically by Simon and Hoh. Simon considered a slab geometry with

crossed fields for a quasi-neutral plasma with no ionization and recombination [10]. Using a lin-

earized small perturbation analysis of density and potential on the diffusion equations govern-

ing motion, Simon derived analytical expressions for stability conditions. Though the analysis

isn’t completely applicable to the conditions investigated in this work, the instability condition of

EAdn0/dx > 0 is still relevant and must be satisfied in any geometry. Essentially, the instability

is driven by the first-order drift and the density gradient occurring in the same direction, with the

wavenumber in the fields cross-product direction proportional to the charge accumulation due to

the separation.

Similar to Simon, Hoh analytically investigated the low-frequency instability in partially-ionized

plasma column with axial magnetic field and radial electric field in a cylindrical geometry with an

m=1 density perturbation about the central axis [33]. A linearized perturbation analysis of den-

sity and potential is introduced to analytically ascertain instability criterion. The ions drift slower

azimuthally than the electrons due to neutral drag, resulting in a charge separation. The charge

separation is shown to be the destabilizing term (and is ∝ m) while the diffusional and conduc-

tional dissipation act as stabilizing terms (and are ∝ m2). As a result, the m = 1 mode is the most

unstable, with a radial scale on the order of the plasma scale. As summarized in Figure 6.1, the

charge separation amplifies that density perturbation and drives plasma out radially.

This instability is generally referred to as the Simon-Hoh Instability. The relevant plasma

conditions for the instability is a partially-ionized, collisional, magnetized plasma with crossed

magnetic and electric fields. The magnetized and collisional elements are critical as they introduce

the charge separation in the cross-direction that sustains the instability. The case of a plasma

with magnetized electrons and unmagnetized ions was addressed by Sakawa et. al [34] for an

argon plasma. In this scenario, an modified form of the instability, called the Modified Simon-Hoh
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Figure 6.1: (Left) Steady-state density and potential distributions for Simon-Hoh Instability and
(Right), resulting instability that drives plasma out radially. Adapted from [10].

Instability (MSHI), was still generated by similar mechanisms with a dispersion relation shown in

equation 6.1, where ω∗ is the electron diamagnetic frequency, ωE is the electron E×B frequency,

and vθ i is the mean azimuthal ion drift speed.

ω∗

ω −ωE
=

k2
θ

c2
s

(ω − kθ vθ i)2 , (6.1)

In a later study, the larmor radius effect was found to cause the space charge separation be-

tween the electron and ion density perturbations [35], with the real and imaginary parts of the

dispersion relation solution shown below in equations 6.2 and 6.3 respectively. The large ion

dynamics thought to be significant to understanding the transition of the mode from coherent to

turbulent.

ωR = kθ vθ i (6.2)

ωI =

√
kθ cs(ωE − kθ vθ i)

ω∗ (6.3)
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The SHI and MSHI can be described in the context of this work as shown in Figures 6.2 and 6.3.

The magnetized electrons exhibit a much faster E ×B drift, veθ = Er
Bz

, than the unmagnetized ions

moving azimuthally, viθ , as seen in Figure 6.2a. The resulting density fluctuations cause a charge

separation in the azimuthal direction, causing a fluctuating potential and resultant Eθ as seen in

Figures 6.2b, 6.3a-c. This in turns causes an Eθ ×Bz drift that points radially inward leading the

potential oscillation and radially outward lagging the oscillation, shown in Figure 6.2c. This drift

further amplifies the radial density gradient and azimuthal diamagnetic drift contribution to radial

motion for electrons, vdm = Te
eLnBz

where Ln = ne/
dne
dr , providing free energy to drive the instability

and causing outward motion of the species across confining field lines as described in Figure 6.3d.

Figure 6.2: MSHI instability in a plasma column. a) Charge separation due to varying drift veloci-
ties of electrons and ions result in an azimuthally fluctuating potential. b) The resulting
fluctuating potential causes an internal azimuthal electric field that follow the oscilla-
tion. c) The electric field results in an Eθ ×Bz force in the radial direction, conducting
electrons across field lines and amplifying the radial density gradient.

Figure 6.3: Fluctuating plasma property contour diagrams of a) ion density b) plasma potential
and c) azimuthal electric field that occur as a result of the MSHI mechanism. d) The
expected electron current at a location at the column boundary with peaks resulting
from the oscillating mode conducting anomalous electron transport.
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6.1.2 Models from Literature

Multiple fluid and kinetic models have been developed in the past few years investing modes

and instabilities in similar plasma regimes to investigate anomalous heating and electron transport

[42, 27, 43]. Particle-in-cell models using fluid treatment of ions and electrons to investigate

anomalous electron mobility and turbulent oscillations have successfully shown instability similar

to the Simon-Hoh Instability in a collisionless plasma with similar dispersion to equation 6.1 [43].

Beyond fluid models, hybrid kinetic models have been implemented due to the need for self-

consistently capturing transport effects and spoke formation. These models often use a hybrid

treatment where the electrons are treated as a fluid while the ions are treated kinetically [11, 107].

The effort by Powis et al. [11] specifically used one such model to investigate whether a spoke

in Penning type discharge of comparable conditions to the effort at hand was driven by ionization

wave or a MSHI. Results from their investigation, show the formation of a coherent potential

structure that rotates around the domain and drives the radial transport of electrons. The model

indicates that the structure rotates as turbulent fluctuations rather than as a rotor.

Figure 6.4: Electron density contours of rotating structure from a hybrid kinetic model, taken from
[11].

The ion azimuthal rotation frequency, ωiθ , is determined in [47] using fluid plasma theory and

shown below in equation 6.4. The ions cyclotron frequency can be neglected due to the unmagne-

tized nature of the ions and φ0 is the center potential of a parabolic potential well [108].
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ωiθ =±

√
2eφ0

mir2
L

√
1− Te

2Te + eφ0
− ωci

2
≈

√
2eφ0

mir2
L

(6.4)

The estimate for ion azimuthal motion, along with the instability criterion and physical picture

of the mechanism serve to guide experimental efforts.

6.2 Steady-State Properties

Langmuir probe measurements were conducted in the chamber magnet coil gaps using the same

probe and setup described in Section 4.4. The measurements were conducted at varying operating

setpoints of different cathode flow rates, QC, discharge currents, ID, cathode magnet currents,

ICM, anode magnet currents, IAM, and chamber magnet currents, IChM, as shown in Figure 6.1.

The sample magnet was always operated at 10 A and the downstream gas injection flow rate was

always 7 sccm.

Setpoint QC ID ICM IAM IChM

1 5 sccm 65 A 0 A 25 A 4 A
2 5 sccm 65 A 14 A 19 A 4 A
3 5 sccm 65 A 7 A 22 A 4 A
4 5 sccm 65 A 7 A 22 A 7 A
5 7 sccm 65 A 7 A 22 A 4 A
6 5 sccm 45 A 7 A 22 A 7 A

Table 6.1: Table of Pi facility operating setpoints Langmuir probed for plasma properties.

The analysis of Langmuir probe data is dependent on the quality of fits to the different re-

gions in the IV curve, making it a time consuming process. As such, only the centerline profiles

are presented in this work as the axisymmetric nature of the profiles has been confirmed for the

steady state measurements. The slight offset of the center of the profiles from the zero position

is due to misalignment of the probe measurement position coupled with uncertainty of the finite

length probe’s position during a measurement. The offset is consistent with all the plasma property

measurements, which indicates that it is indeed likely the probe’s relative positioning and not an
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off-axis plasma feature.

Measurements of the plasma density are shown below in Figure 6.5. The profiles peak on-

axis in the inner beam as expected since energetic electrons from the cathode stream along the

center. The radial drop off is Gaussian in nature and symmetric, establishing the clear presence of

a radial density gradient in the plasma column across the range of operating setpoints. The radial

density is a key criteria for the SHI and MSHI as detailed in Appendix F. The magnitude of the

density is strongly dependent on the discharge current, as seen by the sharp drop off in magnitude

at setpoint 6. Flow rate variation has similar magnitude of impact, as seen by comparing setpoints

3 and 6 where increasing the total flow rate increases the peak density. As expected, the highest

densities occur when the strongest magnetic field is applied (setpoints 1 and 4) and decreases

correspondingly. An interesting feature to note is that though the magnitudes change, the width of

the profiles also varies to smooth out the change (ie. as magnitude decreases width increases).

Figure 6.5: Plasma density Langmuir probe measurements at varying operating setpoints. (Left)
Measured datapoints with uncertainty and (Right) parabolic fits to the measured data.

Measurements of the plasma potential are shown in Figure 6.6 with a Gaussian fit. The profiles

indicate a triangular or Gaussian radial potential well, with a minimum at the centerline, that

confines the plasma. The potential well is between 13 to 20 V deep, and exhibits similar general

trends to the density profiles. This isn’t surprising as the potential plays a strong role in shaping
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the plasma structure and the resulting density gradient. A notable different from the behavior of

the density, however, is the relative impact of discharge, flow rate, and magnetic field strength. The

potential is not as significantly affected by discharge and flow rate variations, with smaller changes

in peak magnitude. The magnetic field plays a more significant role, with clear separation evident

between setpoints of comparable and varying magnetic field strengths.

Figure 6.6: Plasma potential Langmuir probe measurements at varying operating setpoints. (Left)
Measured datapoints with uncertainty and (Right) parabolic fits to the measured data.

The electron temperature profiles are shown in Figure 6.7 with Gaussian fits as well. The elec-

tron temperature is largely independent of the setpoint variations other than discharge current, with

the range between peaks for the fits falling within the measurement uncertainties. The discharge

current variation setpoint (setpoint 6) has measurement errors near the centerline as evidenced in

the figure, however the measurements are still shown for full disclosure. The profile should still

result in a relatively broad Gaussian or linear shape with drop off at the edges. The reduction in

peak magnitude is due to the decreased energy of the energetic electrons produced by the cathode.

The radial drop off in temperature in the profiles can be explained accordingly as well. The inner

beam is composed of energetic electrons from the cathode streaming along the magnetic field lines.

The electrons are radially pushed out due to collisions and other transport mechanisms that reduce

their energy, hence the radial drop off in temperature.
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Figure 6.7: Electron temperature Langmuir probe measurements at varying operating setpoints.
(Left) Measured datapoints with uncertainty and (Right) parabolic fits to the measured
data.

The plasma properties presented in this section provide important insight on the structure of

the plasma necessary to evaluate the nature of the low-frequency oscillation. Measurements of the

plasma properties downstream of the anode were previously measured by Matlock et al. in [45, 46]

for slightly different operating setpoints and cathode source performance, but can be used to sup-

plement these measurements and generally show good agreement in geometric shapes and trends.

Additionally, the quantitative values are necessary to estimate significant plasma parameters, as

shown below in Figure 6.2, and develop simple models to assess experimental measurements.
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Property Range

Debye Length, λd 49 - 88 µm
Ion Sound Speed, Cs 2250 - 3300 km/s

Ion Cyclotron Frequency, Ωi 290 - 580 Hz
Ion Neutral Collision Frequency 10 kHz [46]

MSHI Spoke, ωr 8 - 24 kHz
Ion Rattle 30 kHz [47]
Ionization 400 kHz [46]

Lower Hybrid, ωLH 357 - 713 kHz
Alfven Ion Azimuthal Frequency, ωA 0.5 - 1 MHz
Electron ExB Frequency, omegaE×B 0.7 - 2 MHz

Electron Diamagnetic Frequency, ωdia 1 - 36 MHz
Ion Plasma Frequency, ωpi 26 - 68 MHz

Electron Cyclotron Frequency, Ωe 439 - 878 MHz
Electron Plasma Frequency, ωpe 13 - 33 GHz

Table 6.2: Table of significant plasma phenomena frequency relevant to azimuthal instability cal-
culated from probe measurements and supporting references.

6.3 Low Frequency Azimuthal Mode Measurements

6.3.1 Oscillation Measurements

With the steady-state properties known, the next step is to measure the nature of the oscillation

itself and its response to system control parameters. The previous measurements of the fluctuation

[12] serve as a guide to direct what frequency band to focus on and where to spatially perform the

measurements. The objective of the correlation probes experiment discussed in this section is to

experimentally measure and map the low-frequency mode behavior as a function of current system

operation parameters and behaviors. The effort will provide a general picture of the mechanisms

significant to the behavior of the mode.

The experiment consisted of two probes biased to ion saturation potential to measure density

fluctuations and is shown in Figure 6.8. A fixed (reference) probe is inserted in vertically into the

plasma column and placed 2.5 cm away radially from the center of the plasma. The probe design

is similar to the Langmuir probe, however with a electrode diameter of 1.55 mm and a length of
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4.9 mm. The Langmuir probe from Section 6.2 is used as the swept probe and is moved to three

azimuthal positions corresponding to 90°, 135°, and 180° separation between the two probes (all

2.5 cm radially from the center of the plasma column).

Figure 6.8: (Left) Positions of fixed and swept probes for correlation measurements. (Center) Im-
age of probes in setup. (Right) Image of facility for experimental setup.

The probes are biased to -50 V using a constant voltage power supply and each have a 10 kΩ

sense resistor in-line across which the differential voltage. The Tektronix oscilloscope is used to

measure the differential voltages of both probes to determine the current, and samples at 12.5 MS/s

for 5 s. The measurements are performed at a wide range of operating conditions for both argon

and xenon plasmas, with the various operating parameters detailed in Figures 6.3 and 6.4. The

flow rates, discharge current, and magnetic fields were all varied parameters. The sample magnet

and boundary condition are not varied at any point in this investigation to narrow down the range

of possible conditions. The purpose of the wide range and numerous setpoints is to characterize

the mode in a wide parameter space and also capture different dynamics of the mode (coherent vs

turbulent). Figure 6.9 shows visual images of the argon plasma at a few of the various setpoints

to provide a sense of the range of the plasma conditions captured in the experiment. Additionally,

background measurements without any discharge or magnetic fields are collected and used in the

analysis to filter out the background.
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Setpoint QC QA ID ICM IAM IChM

1 5 sccm 7 sccm 65 A 7 A 22 A 4 A
2 5 sccm 7 sccm 65 A 7 A 22 A 7 A
3 5 sccm 7 sccm 65 A 7 A 22 A 10 A
4 5 sccm 7 sccm 65 A 7 A 22 A 0 A
5 5 sccm 7 sccm 65 A 0 A 25 A 4 A
6 5 sccm 7 sccm 65 A 0 A 25 A 0 A
7 5 sccm 7 sccm 65 A 0 A 22 A 4 A
8 5 sccm 7 sccm 65 A 0 A 19 A 4 A
9 5 sccm 7 sccm 65 A 7 A 19 A 4 A

10 5 sccm 7 sccm 65 A 14 A 19 A 4 A
11 5 sccm 7 sccm 65 A 14 A 19 A 7 A
12 5 sccm 7 sccm 65 A 0 A 25 A 7 A
13 5 sccm 7 sccm 65 A 0 A 25 A 10 A
14 7 sccm 7 sccm 65 A 0 A 25 A 7 A
15 7 sccm 7 sccm 65 A 0 A 25 A 4 A
16 7 sccm 7 sccm 65 A 7 A 22 A 4 A
17 7 sccm 7 sccm 65 A 7 A 22 A 7 A
18 7 sccm 7 sccm 65 A 14 A 19 A 7 A
19 7 sccm 7 sccm 65 A 14 A 19 A 4 A
20 7 sccm 5 sccm 65 A 14 A 19 A 7 A
21 7 sccm 5 sccm 65 A 14 A 19 A 4 A
22 7 sccm 5 sccm 65 A 7 A 22 A 4 A
23 7 sccm 5 sccm 65 A 7 A 22 A 7 A
24 7 sccm 5 sccm 65 A 0 A 25 A 7 A
25 7 sccm 5 sccm 65 A 0 A 25 A 4 A
26 5 sccm 7 sccm 55 A 0 A 25 A 4 A
27 5 sccm 7 sccm 55 A 7 A 22 A 4 A
28 5 sccm 7 sccm 55 A 14 A 19 A 4 A
29 5 sccm 7 sccm 45 A 7 A 22 A 4 A

Table 6.3: Table of Pi facility operating setpoints investigated for low-frequency azimuthal oscil-
lations with a xenon discharge.

The FFTs of the probe current are obtained to investigate the frequency content. A disadvantage

of this approach is the loss of time-local information as the FFT algorithm does not capture them.

However, the process is still useful as the frequency content and PSD can be constructed and

use to evaluate the presence of various modes. The process is carried out in MATLAB using the

FFT algorithm and correcting necessary corrections. A resulting PSD of the fixed probe current
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Setpoint QC QA ID ICM IAM IChM

1 20 sccm 15 sccm 65 A 0 A 25 A 4 A
2 20 sccm 15 sccm 45 A 0 A 25 A 4 A
3 20 sccm 15 sccm 25 A 0 A 25 A 4 A
4 20 sccm 15 sccm 65 A 0 A 19 A 4 A
5 20 sccm 15 sccm 65 A 0 A 10 A 4 A
6 20 sccm 15 sccm 65 A 7 A 19 A 4 A
7 20 sccm 15 sccm 65 A 14 A 19 A 4 A
8 20 sccm 15 sccm 65 A 14 A 19 A 7 A
9 20 sccm 15 sccm 65 A 14 A 19 A 10 A

10 20 sccm 15 sccm 65 A 14 A 19 A 0 A
11 20 sccm 15 sccm 65 A 0 A 25 A 0 A
12 20 sccm 15 sccm 65 A 0 A 25 A 7 A
13 20 sccm 15 sccm 65 A 0 A 25 A 10 A
14 20 sccm 15 sccm 45 A 0 A 25 A 10 A
15 20 sccm 15 sccm 45 A 0 A 25 A 7 A
16 20 sccm 15 sccm 45 A 0 A 25 A 4 A
17 20 sccm 12 sccm 45 A 0 A 25 A 4 A
18 20 sccm 12 sccm 45 A 0 A 25 A 10 A
19 20 sccm 12 sccm 45 A 0 A 19 A 4 A
20 20 sccm 12 sccm 45 A 14 A 19 A 4 A
21 20 sccm 12 sccm 65 A 14 A 19 A 4 A
22 20 sccm 12 sccm 65 A 0 A 19 A 4 A
23 20 sccm 12 sccm 65 A 0 A 25 A 4 A
24 20 sccm 12 sccm 65 A 0 A 25 A 10 A
25 15 sccm 12 sccm 45 A 0 A 25 A 10 A
26 15 sccm 12 sccm 45 A 0 A 25 A 4 A
27 15 sccm 12 sccm 45 A 0 A 19 A 4 A
28 15 sccm 12 sccm 45 A 14 A 19 A 4 A
29 15 sccm 12 sccm 65 A 14 A 19 A 4 A
30 15 sccm 12 sccm 65 A 0 A 19 A 4 A

Table 6.4: Table of Pi facility operating setpoints investigated for low-frequency azimuthal oscil-
lations with an argon discharge.

is shown in Figure 6.10. The FFT shows notable distinct peaks in the 20 and 60 kHz regions,

with the 60 kHz having a broad spectral shape. Previous measurements indicate that the 20 kHz

mode is the m = 1 azimuthal density fluctuation. The use of a spectrogram, also shown in Figure

6.10, demonstrates the time-evolution (or lack there-of) for the mode. The spectrogram applies a
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Figure 6.9: Images of the PI facility at a few of the setpoints to aid in visualizing the various plasma
conditions investigated.

sliding FFT over a binned signal to obtain time-resolution at the trade off of frequency resolution.

However, a better approach to evaluate time-evolution is Wavelet Transforms, which use a different

basis of orthogonal functions to preserve time localization and decompose a signal into small

oscillations localized in time. A Continuous Wavelet Transform (CWT), also shown in Figure

6.10, can be used to determine the evolution of a signal. In this analysis, CWTs generated using

MATLAB are used to generally investigate the time-localized nature of the mode under study, but

can be leveraged for much more rigorous analysis in the proposed work.

The last technique used in the analysis of these results are cross correlations, which measure

how similar signals are by determining the effect of displacing one signal with respect to the other.

The cross power spectral density (CPSD), obtained by taking the fourier transform of the cross

correlation, describes the power associated with a given frequency of the correlation. The CPSD

between the fixed and swept probe is used in the analysis to investigate the mode behavior as a

function of operating parameters. The CPSD is chosen over the PSDs as the correlation should help

reduce errors introduced by non-plasma phenomena. Other techniques such are transfer function

signal reconstruction, wavelet coherence, and shadow manifold interpolation, were all utilized for

exploratory research but are not presented in this discussion of the results.

The role of the discharge current on the low-frequency mode is shown in Figure 6.11. The low-

frequency mode of interest in the xenon case is seen between 10-13 kHz. The nearby peaks seen at

20 kHz are shown to be a mode associated with the cathode magnetization in the discussion below.

Though the power does not significantly change with discharge current over the range tested for
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Figure 6.10: (Top-left) FFT of the fixed probe current from Setpoint 1 in the low-frequency band
with modes of interest visible. (Top-right) Spectrogram of fixed probe current over
sampling period from Setpoint 1, indicating steady presence of modes seen in FFT.
(Bottom) Continuous wavelet transform of fixed probe current from Setpoint 1 using
a Complex Morelet basis, demonstrating the periodic recurring coherent behavior of
the low-frequency mode.

Xe, the peak frequency does increase with decreasing discharge current. In the case of argon, the

mode of interest is seen around 20 kHz (the cathode magnetization mode is around 30 kHz in this

case) with a clear power dependence on discharge current and an opposite trend for peak frequency

in comparison to the xenon case. The contradicting nature of these measurements makes it difficult

to draw any conclusions about the role onthe discharge current on the fundamental nature of this

low-frequency oscillation.

Next, the role of flow rates is investigated as shown in Figure 6.12. For xenon, the frequency

is dependent on the total flow rate rather than ratio of the two gas injection sites. The power does

not significantly change but the peak frequency decreases with increased flow rate. A similar trend
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Figure 6.11: Probe correlation PSDs for varying discharge currents for (left) xenon at 12 sccm total
flow rate and (right) argon at 35 sccm total flow rate.

is seen in the case of argon as well. This could possibly be explained by the increased quantity of

neutrals and resulting collisions and drag on ions that would slow down the oscillation.

Figure 6.12: Probe correlation PSDs for varying flow rates for xenon (left) and argon (right) dis-
charges.

One of the more interesting findings of this experiment is the role of the cathode magnet shown

in Figure 6.13. The cathode magnet has almost no effect on the azimuthal mode of interest, but

does have strong implications on the nearby observed mode at 20 kHz for xenon and 30-40 kHz for

argon. The mode has very little power when the cathode magnet is not on. As the magnet current
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is increased, the intensity of the mode significantly increases. The nature of the mode is not clear,

though it is possibly an axial phenomena as previous azimuthal measurements of low-frequency

density and potential did not indicate the presence of such behaviors [45, 47, 12].

Figure 6.13: Probe correlation PSDs for varying cathode magnet currents for xenon (left) and argon
(right) discharges.

Next, the role of the anode magnet is analyzed as shown in Figure 6.14. The xenon measure-

ments did not encompass a large enough range of anode magnet currents and there for do not

present any significant trends. The argon measurements were performed over a wider range and

of anode magnet currents and provide valuable insight. It seems that the power associated with

the mode increases with increasing magnet current. The case of the 10 A condition is difficult to

evaluate due to the lack of a clear mode peak.

Analysis of the chamber magnet effects is shown in Figure 6.15. As expected, in the case of

no magnetic field in the region, the plasma becomes unconfined in the region of the measurement

and no mode is present. As the magnetic field is increased, the peak frequency of the mode is not

impacted but the tail end of the peak is smeared. This is consistent for both the argon and xenon

measurements. In the case of argon, significant power is shifted to into a slightly higher frequency

band, demonstrated by the general broad lump in the 30-50 kHz region.

The xenon spectra in Figures 6.12, 6.11, and 6.13 provides notable insight on the dynamics of
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Figure 6.14: Probe correlation PSDs for varying anode magnet currents for xenon (left) and argon
(right) discharges.

Figure 6.15: Probe correlation PSDs for varying chamber magnet currents for xenon (left) and
argon (right) discharges.

the system. The spectra all show a clear exponential dependence between power and frequency.

Maggs and Morales have shown that the clear exponential dependence is a signature of choatic

dynamics [109, 110, 111]. The drift wave effects on the probe time series signals can be described

as Lorentzian in shape, and uniquely result in the exponential behavior of the PSD. The exponential

decrease is therefore an indicator of chaotic dynamics in this system, specifically deterministic

chaos where large amplitude coherent modes induce trajectory effects in phase space [109] with

turbulence-like implications.
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6.3.2 Fluctuating Property Measurements

A crucial aspect of MSHI and SHI mechanisms are the fluctuating potentials and density. As

described in Section 6.1, each plays a crucial role in the development of the coherent or turbulent

mode. As such, measurements of each are critical to understanding the nature of the instability.

These measurements were carried out in the past by Matlock et al. for the UCLA Pi facility [12].

A langmuir probe, floating emissive probe, and mach probe were each used to measure fluctuating

ion density, plasma potential, and ion Mach number at various spatial locations. As shown in

Figure 6.16, the measurements can all be referenced in time to each other using linear transfer

functions. First, transfer functions, Hi, are determine for each spatial measurement using the probe

signal and a reference probe signal measure at the same moment. A uniform reference signal for

all the measurements is then chosen, and applied to each transfer function to recreated the probe

signal in reference to the uniform reference signal. The remapped signals can then be used to

create instantaneous contours, as performed previously by [12] and shown below in Figure 6.17.

The measurements, however, need to be repeated as the previous measurements were conducted

at a different operating setpoint (and different cathode performance) than of interest to the current

effort. The measurements will be conducted using floating emissive and ion-saturation probes. The

use of a these probes for obtaining plasma properties has been discussed in Section 4.2. The sim-

plified explanation of emissive probe utilization is explained in Section 4.2. More comprehensive

details and considerations for emissive probe theory can be found in [102, 112, 113, 47].

The use of emissive probes in this scenario pose some challenges. As seen in equation 4.8, the

temperature fluctuations are not accounted for. In this specific instance, it is not an issue, however

it is worth noting. More problematic is the density fluctuation terms. Physically, this means that

for the probe to float, the potential of the filament must respond to the density fluctuations in the

plasma. Additionally, the large-amplitude nature of the potential fluctuations studied here pose a

challenge as the probe response must be fast enough for the saturation condition to be met and

the theory valid. These considerations serve to cast reasonable doubt on the accuracy of emissive
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Figure 6.16: Reconstruction of time-matched data signals using a transfer function to synchronize
the original time-series data to a uniform reference signal. The transfer function is
applied in the frequency domain with resulting signals then transformed back to the
time domain.

probe measurements for large-amplitude potential fluctuations.

An alternative approach to determine fluctuating potential is the possible use of a Langmuir

probe instead. In this scenario, the cold probe bias is swept slowly (on the order of 0.1 Hz) with

the current response measured at a much higher sampling frequency (250 kS/s). The fluctuating

potential can be cleanly resolved for such large-amplitude fluctuations. The methods could pro-

vide measurements of the density and potential fluctuations that are crucial to understanding the

fundamental mechanism of the instability and its coherent versus turbulent nature.

For the fluctating measurements, both probes were sampled at 100 kS/s to provide adequate
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Figure 6.17: Instantaneous contours for plasma potential, azimuthal electric field, ion density, and
angular ion rotation rate reconstructed from Langmuir, emissive, and Mach probe
measurements using linear transfer functions, taken from [12].

resolution of the mode at 10-20 kHz. The probes were sampled in a 2-dimensional cross-section

of the plasma column in-between the chamber magnets. The plane covered the entire plasma col-

umn with individual datapoints 5 mm apart. Measurements were conducted at 5 different system

setpoints, but just two are presented here to illustrate the effect of increasing magnetic field in the

region. It is again worth noting that these measurements were conducted with an underperform-

ing cathode that seemed to result in an order of magnitude decrease in the density of the plasma,

therefore significantly affecting the mode behavior in comparison to previous studies. The mode,

however, was still noticeable and provided useful information on how magnetic field affects be-

havior.

2D power spectral density plots are shown in Figure 6.18 and 6.19 for setpoints 3 and 4 in

Table 4.2 respectively. The plots make identification of the azimuthal clear as the power drops

along the center and increases off-axis as expected of the m = 1 mode. The ion saturation probe

plots indicate a strong global oscillation in the very low frequency range (<3 kHz). The fluctuation
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has to be ion density in nature as it is not visible in the potential fluctuations. Comparison of the

two setpoints indicate the presence of a second off-axis oscillation at higher magnetic field. The

cause of the second oscillation is unclear, it does not occur at a harmonic or beat frequency.

Figure 6.18: 2D PSDs of (left) ion density and (right) potential fluctuations along the centerline
for setpoint 3 in Table 4.2.

Figure 6.19: 2D PSDs of (left) ion density and (right) potential fluctuations along the centerline
for setpoint 4 in Table 4.2.

The centerline probe data are used along with the transfer function approach described in Fig-

ure 6.16 to reconstruct the fluctuation. The oscillations are visualized below in spatial-temporal

contour plots of density and potential in Figures 6.20 and 6.21 respectively. At Setpoint 3, a 2
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kHz density fluctuation is visible along the centerline and disappears with increasing magnetic

field. Additionally, the fluctuation behavior off-axis becomes more visible but not quite yet coher-

ent. This is likely due to the lower density resulting in a weaker density gradient. The potential

oscillation on the other hand appears a lot more clearly with increasing magnetic field.

Figure 6.20: Spatial-temporal profiles of (left) ion density and (right) potential fluctuations along
the centerline for setpoint 3 in Table 4.2.

Figure 6.21: Spatial-temporal profiles of (left) ion density and (right) potential fluctuations along
the centerline for setpoint 4 in Table 4.2.

These measurements confirm that the mode does exist at these setpoints and facility conditions

relevant to PMI experiments and may impact ion behavior.
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6.4 Azimuthal Mode Effects on Plasma Material Interaction

The behavior of the mode with increasing magnetic field is of significance as the same phenomena

occurs near the sample. The sample magnet is run with a high current to cusp the plasma focus it

onto the sample. This complicates the problem further as it creates a magnetic field gradient in the

radial direction. Figure 6.22 shows 2D PSDs of emissive probe data at the face of a 10 PPI foam

at two different times during the experiment. Both plots show clear presence of the mode at the

sample face along with increased power in the high frequency with time.

Figure 6.22: 2D PSDs of potential fluctuation 1 cm from the face of a 10 PPI foam (left) 1 hour
and (right) 5 hours after starting biased exposure.

The primary implication from this measurement is that the mode exists at the sample face and

therefore can affect ion motion due to the density oscillation. The concept is illustrated in Figure

6.23, where the foam surface plane is normal to the z-axis.

A plasma-facing sheath or sheath on a flat surface would form in that axis. Ions would be

accelerated thru the sheath with the assumption that the impact energy is the gain from the sheath

potential as described by equation6.5.

vz = v0 +

√
2εe∆φ

Mi
(6.5)

However, since the azimuthal oscillation creates a velocity component in the theta direction,
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Figure 6.23: The azimuthal rotation causes xenon ions to drift in the azimuthal direction, introduc-
ing an additional velocity component and angle of incidence for the plasma-material
interaction process.

the component would not be affected by the sheath and slightly increase the impact energy. More

significant is the fact that the mode would create an angle of incidence for the incoming ions hitting

the surface. Sputtering behavior is sensitive to impact energy and angle of incidence, both of which

could case a slight increase in the actual sputtering yield.

The effect can be quantified using measurements made of the mode. In the case of a 300 eV

ions, without accounting for the mode’s effect on ions the assumption would be that the impact

energy is 300 eV with 0 degree angle of incidence. Using the mode frequency, ωθ , and radial

position, rθ , the azimuthal velocity component , vθ , can be estimated using equation 6.6.

vθ = 2πrθ ωθ (6.6)

This component is vector summed to produce an impact energy of 303 eV, but an angle of

incidence of 5 degrees. This angle of incidence is significant as according to sputtering simulations

[106], it results in a 4.4% increase in sputtering yield. This is a notable increase and enough to

explain the slightly elevated sputtering yield measured for flat aluminum in the experiments as
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shown in Figure 4.15.

VCMs have the capability to be more robust against such phenomena. In the plasma-facing

regime, the 3-dimentional structure and non-flat structure of ligaments allows for reduction of

impact angle of incidence when particles come in with different velocity components. This is

significant as sputtering yield can increase drastically with a few degrees of angle of incidence.

Furthermore, in the plasma-infused scenario, the plasma infuses into the structure with sheaths

formed normal to ligament surfaces. Therefore, the different velocity components can be neutral-

ized as the angle of incidence is always normal to the surface if properly designed.
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CHAPTER 7

Conclusions

7.1 Conclusion

Understanding and quantifying lifetime of electric propulsion and plasma-facing components re-

quires physics-based approaches that capture key mechanisms, specifically plasma-material inter-

action. The first limiting factor for electrospray thrusters is propellant flux to and interaction with

the grids, resulting in saturation and electrical failures. The first electrospray life model explicitly

considering mass plume profile was developed in this work to inform the design of a high-thrust

precision device. The model was used to study sensitivity of geometry, plume conditions, and

electron backstreaming on device lifetime. The work identified the significance of the shape of

the profiles and the fundamental requirement that mass and current distributions must deviate from

each other. Super-Gaussian profiles for electrospray plumes were then discovered using novel

mass-flux measurements. The measurements provided critical insight on open questions in the

structure and understanding of electrospray plumes, and demonstrated the need for mass flux to be

accurately accounted for in order to infer thruster performance and lifetime.

Similarly, plasma material interactions are a challenge for lifetime and performance of plasma

devices for electric propulsion and fusion. Ion bombardment and sputtering degrades boundary ma-

terials and contaminants contaminates the plasma, reducing performance, limiting device lifetime,

and increases component replacement costs. Plasma-infused volumetrically complex foams were

characterized for persistent sputtering-yield reduction and plasma-favorability. Results demon-

strated that foams that persistently reduce sputtering yield are capable of plasma infusion and
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can be tailored for specific plasma applications. Experimental measurements of a foam under

plasma exposure demonstrated the ability of the foam to partially-infused with plasma and sub-

sequently transition to plasma-facing regime based on plasma properties. This provided insight

on the plasma-infusion process dependence on plasma properties. PPI was shown to be the key

design parameter to create VCMs for PFC or electrode applications tailored for specific plasma

performance and infusion behavior. A novel sputtering model was developed for foams to accu-

rately describe the sputtering distributions and trapping mechanisms. The model demonstrated the

capability of tungsten foams to reduce sputtering yield up to 70%, a key milestone in the develop-

ment of VCMs for PMI applications. Analysis showed that the aspect ratio is the primary driver

for sputtering behavior in the plasma-infused region and can be used tailor a VCM for a specific

application independent of PPI, which can be tailored for specific plasma properties.

Additionally, the role of azimuthal instabilities in ExB systems on the PMI process was charac-

terized and shown to be non-negligible in certain scenarios. Investigation and characterization of

the mode provide insight on the mode and potential underlying chaotic dynamics, with implications

for Hall thrusters, low-temperature plasma devices, and plasma-material interaction characteriza-

tion of volumetrically-complex materials. Azimuthal instabilities must be accounted for as they

can significantly impact system dynamics via azimuthal velocity components, mode coupling, and

cross-field transport.

7.2 Path Forward

7.2.1 Electrospray

Minor differences in the mass profile shape and emitted flow rate can have strong implications

on lifetime [7, 2, 6, 78]. Therefore, the effects of temperature variation must be accounted for in

modeling lifetime. Additionally, electrospray operating mode is not always steady, and can result

in periods of pulsating emission [54, 55], especially during startup, shutdown, or changing opera-

tional setpoints. Understanding the frequency of unsteady emission events and avoiding unsteady
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emission modes is a crucial factor in achieving long lifetimes. Furthermore, secondary electron

emission, variations in charge-mass ratio, and possibility of backspray from the grids can affect

lifetime. Future research should examine the extraction and plume evolution mechanisms that lead

to the observed Super-Gaussian profiles and response.

A open question in electrospray is the plume formation and physics. The mass flux measure-

ments indicate a gap in understand and modeling of these mechanisms. Better understanding of

the mechanisms at play and the jet breakup and plume formation can provide significant infor-

mation on the process and enable better modeling of lifetime and performance. This involves the

investigation of neutral particles that are often neglected but can compose a non-trivial portion of

the plume. Similarly, an analog of the life model and mass flux plume profiles can be explored for

ion-mode electrosprays to gain better insight on the mechanics of those devices.

7.2.2 Plasma Material Interactions

Volumetrically-complex materials can greatly reduce plasma contamination while maintaining

plasma-favorability. The sputtering model indicated potential performance of tungsten foam that

would greatly benefit from experimental validation. Furthermore, experimental validation of small

aspect ratio (higher volume density) foams would provide significant insight on the VCM design

space. In addition, the experiments in this dissertation were performed at lower-than-ideal plasma

densities. Similar experiments measuring VCM exposed to much higher density and temperature

plasma would provide significant insight on the plasma response and material behavior in those

regimes, as well as better validation of VCM performance in the plasma-infused regime. These

experiments would also benefit from having better functioning spectroscopy and ex-situ mass loss

characterization to validate erosion measurements.

The sputtering model was successful in capturing the angular sputtering behavior of the mea-

sured foams. The analysis can be expanded to consider plasma-infused scenario using the same

framework. Additionally, the exponential density drop in plasma-infusion can possibly be better
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approximated by treating the ligaments using probe theory and enforcing current saturation. This

could provide a more accurate description of plasma-infused VCMs and insights on the plasma

physics of plasma-infusion of VCMs. Furthermore, the sputtering analysis can be complemented

with a similar analysis of secondary electron emission (SEE).

7.2.3 E x B

Perhaps the most significant measurement necessary is resolving the motion of the ions as it is

crucial to the instability mechanism. Specifically, measuring the ion motion will provide insight

on the cause of azimuthal drift of the ions, as discussed in Section 6.1. The measurements could

validate the MSHI instability mechanism in this discharge configuration, provide drift velocity

distributions for transport estimates, and shed light on the coherent nature of the mode. More

details and some preliminary thoughts and analysis can be found in Appendix E. Additionally, a

core motivation for this effort is the role the mode plays in enhancing cross-field electron transport.

The electron transport to the walls and the mode behavior can be measured using ring probes

located at varying axial locations in the plasma column. The ring probes were previously used

by Matlock et al. [12] and the results can be used to infer the total anomalous electron transport

conducted by the azimuthal instability and compared to theoretical predictions of current based on

classical transport. The results from the proposed measurement will provide clarity on the quantity

of electron current transported across field lines in relation to the phase of the rotating oscillation, as

measured in [12, 30]. Additionally, measurements at varying setpoints can quantitatively examine

the role of a coherent vs turbulent mode on electron transport and provide further clarity on the

debate over what the cause(s) of anomalous electron transport are and how to mitigate it. Azimuthal

measurements from all three ring probes can be used to evaluate the axial nature of the fluctuations.

Similar analysis will provide the relative phase difference axially to inform on whether the mode

is a rigid rotor that’s uniform axially or flute-like mode.

Additionally, the ring probe measurements can be instrumental for dynamical system analy-

sis techniques [114, 115] that can provide significant insight on the nature of the low-frequency
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oscillation. Shadow Manifold Interpolation can be used to quantify the effect of a measured quan-

tity, such as the low-frequency azimuthal mode, on another measured quantity, such as cross-field

electron transport. The analysis can be extended to the correlation probes data and for evaluat-

ing the ring probes measurements with the probe inserted into the plasma and other key system

components, including the cathode and boundaries, to provide valuable insight on the dominant

mechanisms causing the observed phenomena. An attempt at using such analysis techniques for

mode classification and prediction can be found in Appendix D. Another element of this effort that

can benefit from advances in dynamical systems analysis is the coherent vs turbulent classification

of the mode. DMD provides modal decomposition where each mode consists of oscillations at a

given frequency with growth or decay, in essence providing both dimensional reduction in terms of

modes and their time evolution [116, 117, 114]. DMD can be used along with high speed imaging

of the azimuthal mode to provide insight on the coherent nature of the mode. High speed imaging

can be used to look axially down the plasma column from the target region during the ring probes

experiment. Additionally, SMI can be used to evaluate specific coherent content in the videos

(such as the visual density fluctuation) along with time-series data from the ring and Langmuir

probes or cathode signal. The combination of spatial and temporal data provided by the probes

and Fastcam along with the dynamical system analysis techniques can provide valuable insight on

the fundamental dynamics of the mode.
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Appendix A

Quartz Crystal Microbalance

This appendix provides details on the use of a quartz crystal microbalance (QCM) in the context

of this dissertation for mass flux measurements. The emphasis is on the considerations for electro-

spray applications, specifically the measurements presented Chapter 3. However, the measurement

principles and considerations are also relevant for material sputtering presented in Chapter 4.

A quartz crystal microbalance measures the measured mass deposited on a crystal using the

Sauerbrey equation, shown in Equation A.1 and also in Chapter 3. The change in the fundamental

frequency of a crystal is proportional to it’s change in mass, where dm
dt is the mass flux, ρq is the

density of the quartz crystal, µq is the shear modulus of the quartz crystal, f0 is the initial resonant

frequency, and d f
dt is the rate of change of the measured frequency.

dm
dt

=−
√

ρqµq

2 f 2
0

d f
dt

(A.1)

The QCM systems in this dissertation are acquired using an Inficon IC6 Mass Deposition Con-

troller that is capable of internal rate calculations. However, due to the unique applications in this

work the system is used to directly output the natural frequency from which the mass flux is com-

puted by the author using Equation A.1 where a linear fit of the frequency is used for d f
dt . This

is done to properly account for additional background and calibration corrections. The first cor-

rection considered is the natural behavior of the crystal in the vacuum environment. To determine

this, the crystal is exposed with shutter open at different angular positions and the fundamental fre-

quency is measured over a time persiod significantly larger ( 10×) than the measurement duration.

The frequency traces are shown in Figure A.1. The fundamental frequency decreases over time
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naturally, indicating some small mass flux rate as a result. This natural drift varies slightly at dif-

ferent angles, and is subtracted as background from the measurements presented in Chapter 3. It is

worth noting that the resulting mass flux magnitude due to the drift is orders of magnitude smaller

than the measured flux rates while spraying, indicating the correction can be negligible. However,

at lower flow rate setpoints or higher half-angles, where the magnitude of the actual spray can be

low, these corrections can become significant and must be considered.

Figure A.1: QCM fundamental frequency traces and linear fits at different angular positions with
shutter open but no active mass deposition process to determine natural drift and back-
ground effects for measurement calibration.

Since the measurement at it’s core is based on frequency, vibration effects must be considered.

One of the significant factors that was discovered in the development and use of this diagnostic

for this application is the role the shutter plays on the measurement. The crystal has a shutter

in front to prevent mass from depositing on it during operation to prevent the crystal from being

overloaded with propellant and reaching end of its life. The shutter is pneumatically actuated as

necessary when ready to perform measurements. However, as shown in Figure A.2, when the

shutter is opened the fundamental frequency initially increases and asymptotically levels off over

the course of a minute. Therefore, only the data after 45 seconds of opening the shutter onward at
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each physical datapoint are used for the frequency fit and analysis. Additionally, another 30 second

delay at each physical datapoint is added initially to allow for the vibrational effects of the motion

stages to wear off.

Figure A.2: QCM fundamental frequency traces at different half-angles showing the dynamic re-
sponse when opening and closing the shutter. The asymptotic increase in the frequency
when the shutter opens indicates the need to wait after opening to perform measure-
ments.

The total dwell time at a physical location therefore must me long enough for the vibrational

effects from the motion and shutter to wear off, and for enough sampling to occur to collect enough

reliable frequency data to form a fit. In the case of electrospray plume measurements presented in

Chapter 3, this dwell time ranged from 300 s at high half angles (where signal is low and 180 s of

data is needed to fit frequency) to 120 s in the center (where 30 s is sufficient for a reliable fit). The

shutter is closed at each angular point to prevent the crystal from saturating prematurely before

the experiment ends. For the sputtering measurements in Chapter 4, the mass flux to the crystal is

significantly lower in comparison to the center regions of an electrospray plume and as a result, the

crystal shutter can be left open through the angular sweep and closed at the end to reduce dwell time
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at each angular point in the sweep. Typically, the QCM is parked at each angular location for 60 s

which the last 30 s of frequency data used for the linear fit. The uncertainty of the measurement

can be determined by propagating the root-mean-square (rms) error of the frequency linear fit

appropriately in through the calculation and adding in other factors pertaining to the measurement.

For example, in the case of sputtering yield the fit rms is carried through the Sauerbrey Equation,

and then the sample current measurement uncertainty, error, and QCM dimension measurement

uncertainty are all combined together using square-sums appropriately to determine total error on

the measurements.

Another factor considered in these measurements is the potential effects of crystal surface

damage from bombardment and propellant wetting/beading. SEM imaging of the crystal surfaces

pre- and post- measurements indicated little evidence of significant surface damage; therefore

those concerns were considered negligible. Additionally, the imaging indicated relatively even

distribution of deposition from the propellant and sputterants. Accounting for all these effects and

considerations provides higher confidence in the quality of the measurements in capturing true

behavior and the significance of the results presented in Chapters 3 and 4.
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Appendix B

Cathode Design

This appendix provides a brief summary of the hollow cathode used for plasma generation in the

Pi facility for experiments in Chapter 4 and 6. The cathode suffered from contamination issues

briefly shown below that affected facility performance. As a result, the design was modified based

on literature and advice from experts in the field to hopefully mitigate the contamination issues.

The hollow cathode in the Pi facility was built by Wirz, Matlock, and Goebel [46] based on the

hollow cathode design by Goebel et al. [118]. The general design considerations and principles of

hollow cathodes are extensively described in literature and not the focus of this appendix. Rather,

the focus is specifically on the issues with this specific cathode that may provide potential insight

for readers experiencing similar problems. The cathode assembly and a CAD drawing recreation

of the geometry are shown below in Figures B.1 and B.2 respectively. The key component is

the insert, composed of Lanthanum hexaboride (LaB6). The insert has a low work function on

the order of 2.7 eV that allows for thermionic electron emission to ignite and sustain the plasma

discharge. The purpose of the components in the cathode are to achieve this and are discussed in

better detail in [119].

The work function and performance of the insert is paramount as it sustains the plasma dis-

charge and affects the plasma properties. However, the extreme thermal environment of the hollow

cathode due to the thermionic nature results in components undergoing chemical and materials

effects that can contaminate the insert [120]. Examples of this contamination in the hollow cath-

ode in the Pi facility is shown in Figure B.3. The insert is coated in carbon from the pusher tube

and and other graphite components that are not ideally outgassed and treated for high tempera-
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Figure B.1: Photo of the 250 A LaB6 Hollow Cathode and supporting assembly used in the Pi
Facility.

ture operation. As a result, the insert’s effective work function is elevated and higher operating

temperatures are required for achieving a set discharge current. This higher temperature leads to

an unfavorable feedback cycle as at higher temperatures, the components contaminate the insert

more and lead to significant decreases in plasma density [121, 120]. It additionally leads to higher

degrees of thermal expansion and thermal effects such as the bonding of the LaB6 insert and the

cathode tube that makes it difficult to disassemble the cathode for cleaning and maintenance.

The contamination of the inserts in the Pi facility hollow cathode resulted in significant de-

creases in facility plasma density by 1-2 orders of magnitude. As a result, experiments described

in Chapters 4 and 6 were performed at these lower densities rather than the planned intention of

higher density regimes. The density drop affected the plasma-infusion process, the ion fluence for

sputtering, and the behavior of the low frequency azimuthal mode. In an attempt to prevent this

issue and perform the studies in the desired regimes, a new cathode was designed with input from
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Figure B.2: CAD drawing of the cathode design with significant components indicated.

Guerrero, Goebel, and Becatti [122, 123, 124] to mitigate these contamination issues. The design

changes should hopefully prevent graphite contamination of the insert and allow for nominal per-

formance of the hollow cathode and Pi facility for higher density and ion fluence PMI experiments

as well as hollow cathode investigations.
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Figure B.3: Photos of cathode components after hundreds of hours of operation showing contami-
nation of the insert and bonding to the cathode tube.
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Appendix C

Langmuir Probing

This appendix presents example data from the Langmuir probing experiment to provide some

more details on how the plasma properties were determined from the measurements. The analysis

detailed here was performed using a general laboratory-use Langmuir probing setup and MATLAB

analysis script developed by the author. The data acquisition and general setup is discussed in

Section 6.2. The measured and voltage from a datapoint are shown below in Figure C.1. The

voltage was swept at 50 Hz for the experiment and sampled for over 1 s such that a reliable 50

traces are measured. The measurements are then snipped to contain an even set of cycles and

average over the cycles to produce a current-voltage (IV) curve as shown in Figure C.2.

Figure C.1: The raw voltage (blue) and current (orange) measurements by the Langmuir probe for
a datapoint. Only thee periods of the voltage sweep are shown for visual clarity.
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Figure C.2: The voltage current (IV) curve obtained from averaging the voltage sweeps shown in
Figure C.1.

IV curves have three general regions corresponding to physical behaviors: the ion-saturan

region, the transition region, and the electron transition region. The general principle of Langmuir

probing is to use each region along with plasma theory to discern plasma parameters. As briefly

discussed in Section 6.2, a variety of probe theories exist. This analysis uses orbit motion limited

(OML) and Laframboise (BRL) theories, further described with more details in [101]. Langmuir

analysis is strong dependent on fits made to the regions of the IV curve, with an example shown

in Figure C.3. In the ion saturation region, the probe sheath is ion saturated and thus any changes

to probe bias should not change the current in theory. As a result, region is described with a linear

fit, with the slope dependent on the density and temperature. Using BRL, the density serves as

an iteration condition with iterations on temperature until the density converges. In the transition

region, electrons can reach the probe based on the energy they possess in relation to the probe

bias. This region, in summary, is described by an exponential behavior with the exponent linearly

dependent on the electron temperature. The electron saturation region is the region in which the

probe sheath is saturated and cannot collect any more correct, though the current rarely rolls over

experimentally as evidenced by Figure C.2. Typically, the curve rolls over and is treated as the
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plasma potential, found by taking the derivative of the current and finding the maximum. The

electron-saturation region is fit with an exponential shape as well, with the plasma potential also

estimated by the intersection with the transition region fit. In this analysis, both values for potential

are calculated and usually found to be with 5 V of each other. The measurements presented in

Section 6.2 are the intersection method values.

Figure C.3: The IV curve along with fits to the different regions used to estimate the plasma prop-
erties.
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Appendix D

Machine Learning for Mode Classification

The effort described in this appendix was conducted as part of a course Project for Atmospheric &

Oceanic Sciences 204: Machine Learning for the Physical Sciences course at UCLA and available

on Medium.com.

The goal of this effort is to use classification and regression algorithms to understand how

simplified control parameters which affect key plasma properties of density, electron temperature,

magnetic fields, and electric fields affect the nature of the instability that is fundamentally de-

pendent on those properties in a non-linear relationship. The data consists of 58 setpoints (i.e.

datapoints) that the facility was tested at by varying different control parameters (i.e. features)

such gas flow rates, magnetic field settings, and discharge currents. At each system setpoint, mul-

tiple ion-saturation probes sampled at high resolution (30–300 MHz) for 1–5 seconds were used to

measure ion current from which Fourier and correlation analysis was used to determine azimuthal

mode frequencies, amplitude, and number of low-frequency modes in the plasma. The data was

then processed and summarized into a csv file by the author for easy access and utilization with

Jupyter Notebooks for analysis, as summarized below in Figure D.1.

Parameters that are dependent on other features were removed in the preprocessing, such as

magnet voltages and facility pressure(dependent on flow rates). The resulting final dataset is com-

posed of 7 features that differentiate 59 setpoints for 3 target parameters. Finally, all data was

normalized by feature or parameter using the normalize function found in the sklearn preprocess-

ing package.

A K-means classification was initially used to classify the data to see how well it could be
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Figure D.1: Simplified Data Table Description for Regressor Inputs.

Figure D.2: Classification centroids from K-means and K-means and PCA for mode amplitude and
number of modes.

grouped. Two target parameters were evaluated, the mode amplitude and the number of low-

frequency modes, as shown in Figure D.2 with data indicated as blue scatter. The kmeans function

from the sklearn.cluster package was used, with 5 target clusters ultimately chosen after testing

a range between 3–6 clusters. The centroids are indicated by red stars in Figure D.2, and in the

case of the amplitude tend to find the mid-range frequency clusters well but do not capture the low

end at all and over-classify in the high end. When evaluating the number of modes, the k-means

centroids and clustering again fail to classify the low-frequency range but otherwise do well in the

binary classification.

Next, principle component analysis (PCA) was used to enhance to classification by reducing

the parameter space and creating an initial weighting for the k-means analysis. The PCA function
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from the sklearn.decomposition package was used decompose the data into 5 principle components

(based on the ideal number of clusters from k-means). This was then used with the k-means

algorithm in the reduced-dimensionality model to determine classification of the mode amplitudes

and number of modes. As seen in Figure D.5, the PCA reduced model performs better in the case

of mode amplitude by successfully locating a centroid at 0 for the cluster there and locating 2

centroids each in the medium and higher frequency ranges. However, in the case of classifying

number of modes the PCA reduced model struggles and classifies the gap between the split. The

binary nature of this data and the possibility of using this model with a wider spread is discussed

in the conclusion.

Regression models were used to attempt to predict the mode behavior to better understand it’s

behavior and characteristics. Different regressors were used to predict the mode frequency and

number of modes based on the system features. A support vector regression (SVR) model was

built for each using the SVR function from the sklearn.svm packing. The models after trial and

error were chosen to be polynomial kernel of 5th order, with RMSE of 0.07 and 0.09 respectively.

The SVR appears to not be very effective at predicting the mode frequency. Different kernels and

variations within the kernel were attempted, but the percent of correct prediction still remained

poor, as seen in Figure 3. This might be due to the relatively small set of datapoints that cover a

wide spread.

A neural network regression model was then built to for each target parameter. A multi-layer

preceptron (MLP) regressor was built using the sklearn.neural-network package, using an lbfgs

solver over a maximum of 500 iterations. The models were slightly more successful than SVR as

seen in Figure D.3, with RMSE of 0.07 and 0.08.

Lastly, random forest regression models of depth 8 were used to see how well it performs and

if better, use feature-ranking to determine what parameters matter most. A visualization of the

prediction against the data is shown in Figure D.3 for the mode frequency, along with the REC

curve comparisons showing the best performance. The model provides further information in the

form of feature ranking, indicating that the cathode flow rate and chamber magnet strength play a
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Figure D.3: (Left) Data and Random Forest Regressor prediction of mode frequency. (Right) REC
curve for support vector regressor, random forest regressor, and Neural network re-
gressor.

Figure D.4: (Left) Decision Tree example from random forest regressor for mode frequency. Fea-
ture ranking values listed (Center) and in histogram form (Right).
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Figure D.5: (Left) Decision Tree example from random forest regressor for number of modes.
Feature ranking values listed (Center) and in histogram form (Right).

strong role on the mode frequency behavior. The other features contribute less accordingly.

The feature ranking for random forest regression model for the number of modes is seen in

Figure D.5. It’s worth noting the behavior is strongly dependent on the cathode magnet strength

and substantially less on other features. This is significant insight as the trend is the opposite of

the mode frequency that depends least on the cathode magnet.

In summary, classification analysis was applied to low-frequency mode data scatter to classify

the mode amplitude and number of modes occurring. Principle component analysis was then used

to decompose the feature space and provide a better initial basis and performed slightly better than

the initial model. Regression models were then used to attempt to predict the mode frequency and

number of modes. SVR, NN MLP, and RF regressors were each built with varying success. The

RF regressor is shown to be the most accurate and provided insight on what features have the most

impact using feature ranking.

This analysis was all conducted with a relatively small dataset and feature space, but did

demonstrate the applicability of these analysis to the problem. This provides a basis and incentive

for further data collection across a wider range of feature space so that the models can be of better

use. For example, modes outside the narrow band considered here can be included in the analysis,

especially for number of modes, to better inform the problem. With more data, the models can po-

tentially provide insight on how specifically physical parameters given the behavior of this mode

and interaction with other modes.
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Appendix E

Using LIF for E x B Mode Ion Behavior

Previous measurements of ion rotation rate were performed by Matlock et al. [12], and shown

in Figure 6.17c. The measurements were taken using a Mach probe [125], which will again be

used in this effort to validate laser-induced fluorescence (LIF) measurements. The challenge with

using Mach probes for this effort is the lack of a consensus theory for cylindrical Mach probes in a

partially-ionized plasma with unmagnetized ions [12]. The probes are composed electrodes (tung-

sten) exposed from an isolating holder (alumina) with semi-circular surfaces pointing in opposite

directions. The electrodes are biased to ion saturation potential. The ratio of ion currents to each

electrode, Is, face allows for an estimate of the ion Mach number as shown in equation E.1, where

K is a calibration constant based on ion and electron temperatures [126]. However, the use of a

calibration factor with a range of fits introduces large uncertainty to the measurements (up to 25%

in [12]). An additional challenge with Mach probes is the time-dependence, with large variations

based on whether a instantaneous current or averaged current is used. These factors collectively

pose doubts on the validity of Mach probe results for measurements of faster time-scale.

M =
vi

cs
= Kln

(
I1

I2

)
(E.1)

LIF is a more-precise non-intrusive technique that measures the Doppler shift of an absorption

line to determine the velocity distribution function (VDF) of a species. The technique offers mul-

tiple advantages in comparison to probes, specifically the non-perturbative nature of the technique

and the increase spatial resolution. The relationship can be described by equation E.2, where vs is

the species velocity, f0 is the absorption frequency in the rest frame, ∆ f is the difference between
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the laser frequency and f0, and c is the speed of light.

vi = c
∆ f
f0

(E.2)

For xenon ions, a XeII 5d2F7/2 → 6d5/2
2 transition will be used due to it’s high transition proba-

bility and previous applications in similar efforts [127, 128, 129, 130, 28]. The transition is excited

by 834.953 nm (vacuum) and results in a fluorescence at 542.066 nm (vacuum). A tunable single-

frequency titanium sapphire laser pumped by a Nd:YAG solid state laser will be used to excite the

transition. The laser wavelength is swept with the range and frequency increments defined by the

user. The wavelength is measured using a High Finesse WS7 wavelength meter with 60 MHz res-

olution. The input power is monitored using a ThorLabs PM100D power meter measuring power

from a split-off beam path that has been calibrated against downstream beam power at injection.

As the background intensity of the plasma is much higher than the fluoresced signal, a modulated

signal that can be measured using phase-sensitive detection is necessary. A ThorLabs MC2000

optical chopper is used to modulate the injection beam at 2 kHz. A Stanford Research Systems

SR830 lock-in amplifier uses the optical chopper as an input to filter the fluoresced signal at the

chopper frequency with a specified bandwidth to de-noise the signal and recover the true fluoresced

response. The injection beam is carried to the vacuum chamber using 200 µn fibers, adapters, and

feedthroughs (with a power budget developed to account for all losses in the system).

Inside the chamber, 25 mm injection optics focus the beam down to a 2.5 mm spot size at a

30 cm working distance. 50 mm collection optics focuses on a 1.5 mm spot size at a working

distance of 30 cm. The collection optics are placed on motorized stages to enable alignment

corrections conducted in vacuum before the experiment. The collections optics are connected to a

ThorLabs photo-multiplier tube (PMT) located outside the vacuum chamber using 600 µn fibers,

feedthroughs, and a 543 nm bandpass filter with a 10 nm FWHM. A current amplifier passes the

current response of the PMT as a voltage signal to the lock-in amplifier. The lock-in amplifier time

constant, τlia is on the order of 100s of ms to 1 s based on previous LIF experiments on plasmas of
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similar density and temperature [128]. The integration time is ≈ 5τlia.

The proposed experimental plan is to measure IVDFs in radial chord profiles. The injection and

collection optics will be positioned radially outside the plasma column focusing on the measure-

ment plane in-between the chamber magnets. Both optics are swept radially completely through

the plasma column in the y and z directions in 5 mm increments. The z-direction (vertical) sweep

will contain Doppler shifts along the purely azimuthal direction as it’s parallel to the injection

optics, which means the measured distributions should be time-averaged IVDFs of the azimuthal

velocity. The y-direction (horizontal) sweep will contain Doppler shifts along the purely radial

direction as it’s parallel to the injection optics, which means the measured distributions should be

the time-averaged IVDFs of the radial velocity.

Interpretation of the resulting line-shapes requires knowledge of the plasma dynamics. The

scope of this knowledge varies from simple analytical models all the way to a full-kinetic simu-

lation with IVDFs to compare the experiments with. As the task of developing a comprehensive

kinetic model is beyond the timeline of this proposed work, priority will be placed instead on

leveraging models and findings from literature [11, 107], and developing simpler models to predict

expected IVDFs for a few different conditions. In lieu of these quantitative results to date, a brief

qualitative discussion of expected results is presented below.

First, the case of just the steady-state plasma properties (see Section 6.2) in a collisionless

scenario is considered for time-averaged measurements. The plasma has a potential well that

confines the ions. Therefore, the plasma slowly rattles around the well and processes azimuthally.

In this scenario, the azimuthal IVDFs would be thermalized in nature (thus Maxwellian in shape)

with a small drift due to the azimuthal procession. The FWHMs of the azimuthal IVDFs should be

independent of radial location of the measurement, while the drift velocities should change signs

about the centerline. The radial IVDFs should be double-peaked with each peak Maxwellian in

shape due to the trapped motion of the ions in the potential well (going up and down the well

resulting in forward and backward streaming). The FWHMs of the radial Maxwellians should be

similar in an IVDF and not change significantly with radial position. The absolute value of the
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magnitude of the drift velocities of the populations should be nearly identical and decrease with

increasing radial position as the potential well slows and reflects the trapped ions.

Next, the scenario previously considered is modified with the additional of an m = 1 potential

fluctuation as shown in Figure 6.17. The time-averaged nature of the IVDF measurements means

that the fluctuations would be smeared out. Therefore, the fluctuations can be imagined as an

annular potential rings. The addition should not have any measurable changes to the azimuthal

IVDFs. The radial IVDFs however, will be influenced and the drift velocity will have a maximum

located off-center at the radial position corresponding to the bottom of the oscillating potential

well. In these scenarios, the role of collisions have been neglected. It is suspected that the ion

collisons with neutrals will effectively drag the ions and broaden their distributions. The qualitative

analysis provides a pathway to develop simpler models to obtain quantitative distribution functions

that can guide the analysis of experimental measurements.

In addition to physical mechanisms, broadening mechanisms that affect the line shape must be

carefully considered and accounted for to ensure accuracy of the results obtained. A few effects

will be considered and are briefly summarized below. Saturation broadening is the response of the

fluorescence to the incident laser power and causes a broadening of the measured line-shape. The

saturation intensity for a transition can be estimated using equation E.3, with degeneracy, g, and

rate, γ , found in NIST databases. This estimate can help guide limits for intensity used during the

experiment and how significant saturation broadening could be. For a thermalized species popu-

lation, the line-shape of the velocity profile is a Gaussian distribution. The broadening lineshape

can be described by a lorentzian distribution, with the convolution of the two resulting in a Voight

distribution for the measured line-shape [127]. As fitting a Voight profile to the measured result

and deconvolving can be rather difficult for noisy and complex profiles, the estimated saturation

broadening can instead be treated as the temperature uncertainty [127, 131].

Isat =

(
g1

g1 +g2

)(
2πγhν3

0
c2

)
(E.3)
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Zeeman splitting is the interaction of a magnetic field and atomic energy levels, leading to

line broadening. The broadening can be described using a semi-empirical model [132], ∆ν = αB,

where α = 2.7 MHz/G and B is the magnetic field (discussed in Section 4.2). Hyperfine splitting

is the interaction of the nuclear electric and magnetic moments interacting with the electronic

angular momentum, causing multiple absorption lines of varying strength. The effects of Hyperfine

splitting were to be less than 10% on a 1 eV population and thus negligible [132, 127].
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Appendix F

Fluid Derivation for Modified Simon-Hoh Instability

This appendix provides details on the framework for a fluid model of the modified Simon-Hoh

instability. The continuity and momentum equations are expanded out and the incorporation of the

energy equation is described to determine azimuthal frequency estimates derived in literature.

A fluid model for the modified Simon-Hoh stability has used in numerous past works [34, 43,

47] and is re-derived to some detail below to provide readers for potential future work applications.

It can be developed by assuming a cold quasi-neutral plasma treatment with ionization collision,

νion, and neutral collisions, νsn. The electrons and ions are treated separately with each governed

by their continuity and momentum equations shown in equations F.1 and F.2 respectively.

dns

dt
+∇ · (nsus) = nsνion (F.1)

dus
dt

+us · (∇us) =− 1
msns

∇ ·Ps +
qs

ms
(E+us ×B)−νsus (F.2)

A perturbation to the density and potential of the form shown in equations F.3 and F.4 is used

linearize the governing equations.

φ̃ = φ(r)ei(mθ+kzz−ωt) (F.3)

ñ = n(r)ei(mθ+kzz−ωt) (F.4)
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Equation F.1 for each species is linearized as described previously and separated into steady-

state and fluctuating equations. The steady-state continuity equations for the electron fluid and

ion fluid are shown below in equations F.5 and F.6, with simplifications made assuming quasi-

neutrality.

dn
dt

+uir +n
duir

dr
+

nuir

r
= nνi (F.5)

dn
dt

+uer +n
duer

dr
+

nuer

r
= nνe (F.6)

Similarly, the fluctuating continuity equations for each fluid are shown below in equations F.7

and F.8.

dñ
dt

+n
(

dũir

dr
+ ũirr+

1
r

dũiθ dθ +dũizdz
)
+uir

dñ
dr

+uiz
dñ
dz

+ ũir
dn
dr

+ ñ
(

uir

r
+

duir

dr

)
= nν̃i + ñνi

(F.7)

dñ
dt

+n
(

dũer

dr
+ ũerr+

1
r

dũeθ dθ +dũezdz
)
+ue ·∇ñ+ ũer

dn
dr

+ ñ
(

uer

r
+

duer

dr

)
= nν̃e + ñνe

(F.8)

Assuming that the pressure tensor is diagonal, the momentum equations for each fluid along

component directions are also separated into steady-state and fluctuating components. The steady-

state ion momentum equations are shown below in equations F.9, F.10, and F.11.

uir
duir

dr
−

u2
iθ
r

=− e
mi

dφ

dr
− 1

min

[
dPrr

dr
+

1
r
(Prr −Pθθ )

]
−uirνi (F.9)

uir
duiθ

dr
+

uiθ uir

r
=− 1

minr
dPθθ

dθ
−uiθ νi (F.10)
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1
min

dPzz

dz
=−uizνi (F.11)

The steady-state electron momentum equations are shown below in equations F.12, F.13, and

F.14.

u2
eθ

r
=

e
me

(
−dφ

dr
+ueθ Bz

)
+

1
men

[
dPrr

dr
+

1
r
(Prr −Pθθ )

]
−uerνe (F.12)

uer
dueθ

dr
+

ueθ uer

r
=

euerBz

me
− 1

menr
dPθθ

dθ
−ueθ νe (F.13)

1
men

dPzz

dz
=−uezνe (F.14)

Similarly, the fluctuating momentum equations are expressed below in equations F.15 thru F.20.

The pressure term is left in so that the fluctuating can be re-introduced in a substitution later on.

dũir

dt
+uir

dũir

dr
+ ũir

duir

dr
+

uiθ

r
dũir

dθ
− 2uiθ ũiθ

r
=− e

mi

dφ̃

dr
− 1

min
dPrr

dr
− ũirνi (F.15)

dũiθ

dt
+uir

dũiθ

dr
+ ũiθ

duiθ

dr
+

uiθ

r
dũiθ

dθ
+

uiθ ũir

r
+

uirũiθ

r
=− e

mir
dφ̃

dθ
− 1

minr
dPθθ

dθ
− ũiθ νi (F.16)

dũiz

dt
+uir

dũiz

dr
+

uiθ

r
dũiz

dθ
+uiz

dũiz

dz
=− e

mi

dφ̃

dz
− 1

min
dPzz

dz
− ũizνi (F.17)
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dũer

dt
+uer

dũer

dr
+ ũer

duer

dr
+

ueθ

r
dũer

dθ
− 2ueθ ũeθ

r
=

e
me

(
dφ̃

dr
− ũeθ Bz

)
− 1

men
dPrr

dr
− ũerνe (F.18)

dũeθ

dt
+uer

dũeθ

dr
+ ũeθ

dueθ

dr
+

ueθ

r
dũeθ

dθ
+

ueθ ũer

r
+

uerũeθ

r
=

e
me

(
1
r

dφ̃

dθ
+ ũerBz

)
− 1

menr
dPθθ

dθ
− ũeθ νe

(F.19)

dũez

dt
+uer

dũez

dr
+

ueθ

r
dũez

dθ
+uez

dũez

dz
=

e
me

dφ̃

dz
− 1

men
dPzz

dz
− ũezνe (F.20)

The diagonal pressure can be expressed in terms of pressure and temperature using P = nkT .

Additionally, with knowledge of the geometry and general plasma structure discussed in Sec-

tions 4.2 and 6.2, expressions for the steady-state velocities can be determined. The geometry

and plasma structure inform what drifts occur, namely an E×B drift and diamagnetic drift in the

azimuthal direction and Hall transport in the radial direction. The component terms for the steady-

state velocities for both ions and electrons are shown below in equations F.21 thru F.23, with the

ions assumed to be confined by the potential structure. The remaining velocity components can be

determined by substituting into the momentum equations and solving.

uir = 0 (F.21)

uer =
νe

ωce
veθ (F.22)

ueθ =−Er

Bz
− Te

enB
dn
dr

(F.23)

As shown by Matlock et al. [47], the energy equation can be used in a simplified form to relate
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the temperature, density, and potential. By solving for the fluctuating velocities and substituting

into the continuity equation for both species, the ion azimuthal rotation frequency, ωiθ , is deter-

mined in [47] and shown below in equation F.24. The ions cyclotron frequency can be neglected

due to the unmagnetized nature of the ions and φ0 is the center potential of a parabolic potential

well [108].

ωiθ =±

√
2eφ0

mir2
L

√
1− Te

2Te + eφ0
− ωci

2
≈

√
2eφ0

mir2
L

(F.24)
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