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In Study #1, we develop a novel, data-driven method to estimate the kinematic param-

eters of multi-joint linkages such as the human hand. The method can identify up to two

consecutive revolute joint axis orientations between connected rigid bodies. We introduce

kinematic constraints into a Generative Topographic Mapping formulation in order to esti-

mate the joint axis parameters. The method was evaluated using simulated motion and via

motion capture and a physical 2-DOF mechanism modeled after the metacarpophalangeal

joint of the human finger. Our method compares well against state-of-the-art kinematic

parameter estimation techniques with regards to reliability and computational efficiency.

In Study #2, we introduce a sensor-embedded soft skin capable of multimodal sens-

ing (contact force and two axes of shear force) in pressurized underwater environments up

to 1000kPa. We embed liquid-metal strain gauges within a durable elastomeric skin that

is molded around a solid finger core. We demonstrate that the sensor skin is capable of

measuring forces up to 220N underwater and while subjected to a range of hydrostatic pres-
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sures. We determine that the performance of the sensor skin is unaffected by the submerged,

pressurized environment.

In Study #3, we propose a set of design considerations for tactile sensor skins using

embedded, microfluidic single-axis strain gauges for the purpose of estimating 3D forces and

1D torque about the skin’s surface normal. By displacing shear force taxels such that their

principal axes are offset from the point of contact, we are able to more accurately measure

torque. We use an experimental testbed to apply force-torque loads to the sensor skin. We

develop CNN-based models to evaluate the combined force-torque estimation performance of

numerous taxel configurations and provide a detailed discussion of how performance relates

to design choices.

In summary, we developed methods that improve sensing in harsh environments such as

granular media and underwater. Kinematic and kinetic considerations during hand-object

interaction were carefully integrated into the development of novel sensing hardware, data-

driven estimation methods, and task-specific sensor design criteria. We advanced the state-

of-the-art in tactile sensing using tactile sensor skins and improved the accuracy of hand

pose estimation using low-cost motion tracking tools.
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CHAPTER 1

Introduction

1.1 Motivation

A persistent theme in robotics research is the emulation of human capability. While we

might take for granted the ability to grasp a sweaty cup on a hot day, this seamless integration

of cognition, sensing, and action has remained elusive to generations of roboticists. Perhaps

the most elusive is the complexity and elegance of the human hand; 35 actuators, 22 degrees

of freedom, and over 17,000 mechanoreceptors act in harmony to carry out countless tasks,

often with minimal cognitive burden to the human.

Much as modern technology has its roots in the international space race of the 1960's, the

broad pursuit of human-like robotic systems has opened up deep research e�orts in a wide

variety of disciplines. For instance, the task of recognizing one's place in the environment

spurred decades of specialized work in computer science, applied mathematics, electronics,

and optics to give us facial recognition and self-driving cars. It is a convenient metaphor

to consider the goal of robotics research as bestowing our own senses and behaviors on

robotic systems. Now that the robots can see (the sense a�orded by computer vision), many

researchers are now turning to robot hands and exploring the signi�cantly subtler sense of

touch.
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1.1.1 Human Hand Motion Tracking

Human motion capture is a robust and mature research �eld, enabling applications in

diverse areas such as sports science, virtual reality, gaming, remote surgery, and rehabil-

itation [3, 4, 5, 6, 7, 8]. Many of the fundamental aspects of human motion capture are

considered a solved problem; optical-based marker methods such as the VICON system, as

well as computer vision methods often provide enough accuracy [9]. These systems often

come at a high price and are subject to application-speci�c errors. Chief among the error

modes in optical systems is marker occlusion, which can occur often in scenarios where it is

desirable to let the subject move freely [10]. If the motion capture system cannot reliably

detect marker locations, it will fail to reliably capture motion data.

The occlusion problem is especially di�cult when considering the high degree-of-freedom

motion of the human hand digging through granular media; resolving the 3D orientation

of a rigid body requires placement of marker triads, and these �nger-mounted markers are

bound to overlap during complex motion. Furthermore, an optical system will fail outright

if the subject's hands are buried beneath the surface of granular media.

1.1.2 Arti�cial Tactile Sensing

The �eld of tactile sensing in robotics has been exposed by many as the logical \next

step" in robotic research, following the successes of robotic perception via vision. In many

situations, vision can provide an accurate model of the environment in which a robot works.

However, robotic manipulation of objects which is based on vision alone often does not

account for the kinetics of a robot-object interaction. A�ording a robot with tactile sensing

gives it critical information at the point of contact, allowing the measurement of grasp

2



quality, perception of invisible properties of the object, and more intuitive and human-like

interaction with the object.

One focus of this dissertation is to answer the question, \what considerations do we

need when performing tactile perception and manipulation underwater?" In the human case,

much has been reported about the sensitivity of manipulation tasks to the moisture content

of the �nger pads, predominantly investigated via friction models. Clearly the kinetics of a

submerged grasp will change due to buoyancy, but to uncover the full e�ects of submerged

grasp, an experimental plan must be put in place to compare the properties of single and

multi-digit grasps in water and out of water. My �rst research question sets out a series

of experiments to address underwater tactile perception by �rst demonstrating a perception

algorithm in a dry environment before performing the same task underwater. Submerged

tactile sensing is an unexplored research area, so I intend to develop the experiments in a

way that provides transparency to the systemic e�ects of underwater tactile perception.

In addition to investigating the unique requirements of underwater tactile sensing, I

intend to improve the state of tactile sensing for robot-object interaction by developing

the capability to detect and quantify in-plane torsion induced between a sensorized gripper

and a rotating object or environment. With the ability to detect and quantify rotational

forces, robot manipulators will be able to perform more advanced manipulation tasks. As

an instructive example, consider the task of pouring liquid out of a cup. Instead of gripping

the cup �rmly and rotating the entire hand, I believe a more e�cient and dexterous method

would be to rotate the cup relative to the �ngers | this will produce a rotation in-plane,

or torsion, on the surface of the sensorized �ngertips. I believe that the ability to quantify

torsion will enable an arti�cial manipulator to pour in a way that a human observer would

consider more intuitive and human-like.

3



1.2 Prior Applications

1.2.1 Human Hand Motion Tracking

Capturing and analyzing human motion has been an active research area for many

decades, with diverse applications including rehabilitation, sports, gaming, and entertain-

ment. Major success has been found in applications where human movement tracking has

contributed to improved results in ambulatory care [11, 12]. The technologies used in cap-

turing human movement are varied and have heavily favored computer vision in the past

decade [13]. Reliance upon computer vision limits the use scenarios to those with a well-

de�ned visual setting and low environmental occlusion. Non-visual tracking systems do not

su�er this \line-of-sight" problem and are therefore considered more robust in many motion

capture scenarios [10].

The number of non-visual human motion capture systems based on Inertial Measurement

Units (IMUs) has increased rapidly since feasibility was demonstrated. An IMU utilizes

multiple sensors to estimate the inertial state of the body to which it is attached, such

as its angular and linear motion, and 3D orientation. Sensor fusion algorithms have been

developed to reduce inherent error which would be present in inertial measurements based

on the individual sensors' raw data. An algorithm developed by Sebastian Madgewick uses

a magnetometer to correct for gyroscopic drift [14]. This results in a 9-DOF IMU which can

accurately resolve absolute three-dimensional orientation.

With advancements in production of cheap and accurate IMUs, development of hand-

worn sensor gloves emerged as a viable human motion capture method. Liu et al. developed

a glove-based system to perform simultaneous hand pose and force sensing in real time [15].

Using 15 IMUs and a network of Velostat piezoresistive fabric, they performed an experiment

4



which quantitatively characterized the accuracy of the kinematics and kinetics of hand-

object interaction. Another active research �eld related to hand-worn IMU sensor gloves is

rehabilitation, where dynamic measurements of hand kinematics provides clinicians with a

measurement of movement de�ciencies in patients with rheumatoid arthritis [16].

My previous work on the design and fabrication of an IMU sensor glove was aimed at

alleviating a common and often necessary drawback of IMU gloves, which is the requirement

of bulky hardware to ensure proper fastening of sensors. The existing research commonly

employs a tight-�tting and robust glove superstructure, which ensures that the motion of

the sensors is directly coupled to the hand kinematics. This bulk, however, often impedes

the natural motion of the hand and corrupts the analysis of glove-worn hand motion. The

team of Kortier et al. approached this issue by using a dorsally-mounted array of sensors and

exible PCBs to leave the palm and �nger pads exposed during motion [17]. My palmless

IMU glove was designed in a similar manner, using a minimum of attachment hardware as

shown in Figure 1. This design requirement allows the wearer to freely explore a tactile

environment or to perform complex gestures with as little added constraint as possible.

1.2.2 Arti�cial Tactile Sensing

Humans can make excellent use of tactile sensing to recognize grasped objects, as well

as naturally and adeptly manipulate objects and interact with the environment even in the

absence of vision. In order to a�ord robots and prostheses with these same abilities, research

has predominantly focused on building tactile sensor networks that mimic human capability.

Among the most mature of these hardware systems are the BioTac [18] and the GelSight [19]

sensors.

The BioTac's biomimetic approach is based on a rigid core surrounded by a weakly
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conductive uid contained within an elastomeric skin. The deformable nature of the sensor

allows for multimodal measurements of the deforming liquid. Electrodes mounted within the

conductive uid perceive changes in voltage as a function of liquid deformation, and pressure

and temperature transducers detect changes in the bulk properties of the encapsulated liquid.

The GelSight sensor takes a di�erent approach, borrowing its fundamental sensing capac-

ity from computer vision. Using an elastomeric slab covered with a reective membrane, the

GelSight can achieve high accuracy in estimating contact surface geometry. Bulk movement

of the sensor surface can be measured by tracking the optical ow of an array of dots on the

inside of the sensor's contact surface.

Current literature surrounding tactile sensing for robotics is dense with examples of

utilizing available sensor hardware to demonstrate simple tasks, such as preventing a grasped

object from slipping relative to the hand. Su et. al developed an algorithm for reactive

control of grip forces when grasping an object [20]. Using a pair of BioTac sensors, �nger

forces were estimated and fed into their algorithm, shown in Figure 8, to detect and classify

slip events. Fig. 9 shows the di�erence between a grip controller based on position data only

(left) compared to their proposed force-based controller (right). This research exposes a key

advantage of incorporating tactile information into the control of grip; in addition to the

robot's internal kinematic model of �nger position, sensory data from the touched surface

provides valuable information to ensure an optimal grasp.

The simple model of \if slipping, grip harder" has been employed successfully in many

cases where the only goal was to ensure a simplistic form of grasp stability. Wettels et. al

presented a method for controlling the grasp of an anthropomorphic prosthetic hand by using

the BioTac sensor, Bayesian inference, and simple algorithms for estimation and control [21].

A pair of sensorized �ngertips were �rst employed to estimate the coe�cient of friction of
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the �nger/object pair. Using tactile feedback-based force control and the estimated friction

model, the prosthetic hand was able to maintain the object within the friction cone to prevent

object slip. Song et. al used a similar approach with a more advanced LuGre friction model,

which accounts for nonlinearity of the friction coe�cient during the \incipient slip" state that

occurs shortly before full object slip [22]. Whereas the friction estimation method proposed

in [21] was dependent on an initial routine of letting the object slip, the method of Song et

al. could perform slip detection without requiring the initial routine.

The above-mentioned methods highlight the importance of an accurate estimation of

friction during object manipulation. During underwater manipulation, the friction model

is likely to be a�ected by the moisture content of the �nger-object interface. Additionally,

there is no guarantee that the modi�cation of an in-air grip control algorithm for underwater

use is trivial. It is a major focus of my proposed work to investigate the e�ect of submersion

on tactile perception.

There is a wealth of underwater robots, some employing a form of tactile sensing for

submerged manipulation. For instance, a sensorized manipulator with inherent resistance

to hydraulic pressure was developed by O'Brian and Lane, whose arti�cial �ngertip with

embedded strain gauges and PVDF �lms could detect grip force and slip via vibration,

respectively [23]. The feasibility of underwater use of rigid �ngertips with strain gauge-based

tactile sensing was evaluated by Sans et. al, whose multi-�ngered gripper demonstrated the

underwater manipulation of a wooden trunk [24]. Kampmann and Kirchner took this same

concept into deep-sea applications, where a complete manipulation system was developed

for use at extreme depths up to 6km [25]. This system incorporated a novel optical tactile

sensor array using an open-cell foam matrix for exterioceptive tactile input.

Critically, although the available underwater tactile-based manipulators are informed by
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the submerged application requirements, none of the related work examined the inuence

of water submersion on the model of automated grasping. Research into the relationship

between contact surface wetness and grasp quality is found in the biomechanics community,

where �ngertip hydration was found to have a dramatic e�ect on the dynamics of the contact

region during the transition between sticking and slipping [26]. The resultant e�ect of skin

hydration was to reduce the transition of stick to slip, regardless of the coe�cient of friction.

A similar e�ect was shown by Nacht et. al, who observed a temporary increase of skin friction

coe�cient after water application [27]. This e�ect was observed to dissipate after roughly 10

minutes. Presumably, this e�ect disappeared due to the absorption and evaporation of water

from the skin's surface. An interesting extension of the above-mentioned research would be

to study the friction properties of a fully submerged hand.

The existing literature surrounding the tactile perception of in-plane torsion is limited.

The group of Dr. Danica Kragic has approached this problem through a series of experiments

with increasing complexity. First, a simple rubberized two-�ngered gripper was used along

with a force-torque sensor mounted in the wrist of the gripper [28]. Using the aid of gravity,

a grasped object was allowed to rotate relative to the gripper using a controlled-slip method.

Critical to this research was an adaptive friction model, which used cues from the force-torque

sensor to update the friction coe�cient of the rubberized �ngertips in real time. See Figure

10 for a visualization of this experiment, where a desired angular trajectory was followed

by the real-time controller. Although this work quanti�ed torsion, the method relied on a

frictional model of the grasp and did not quantify torsion directly via tactile sensing.

The GelSight sensor, with high-resolution spatiotemporal sensing of a touched object via

computer vision techniques, should be readily able to quantify torsion [19]. This can be done

by tracking the visual ow of a matrix of dots etched into the elastomeric �ngertip (Figure
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11). Although a visualization of torsion has been shown, a quanti�cation of rotational motion

due to in-plane torsion was not demonstrated. In a similar implementation, Padmanabha

et. al created a multi-camera optically-based tactile sensor called OmniTact for multi-axis

force-torque estimation. Relying on the high-resolution camera input and a high-curvature

�nger surface, the sensor was shown to be capable of full 6-axis force-torque estimation.

Building upon the optics-based tactile sensing method, Li et. al developed a �nger capable

of not only pressure distribution but also 6-axis force-torque measurement. Their �nger,

called the F-TOUCH, incorporates spring-like mechanisms within the body of the �nger to

measure applied forces and torques, while the �ngertip measures contact distribution via an

embedded camera system. Using an experimental apparatus to create repeatable applied

loads, the force-torque estimation performance of the sensor was validated. They showed

that the additional spring-like elements of their sensor marked a signi�cant improvement in

a comparison study against the GelSight sensor.

1.3 Contributions

This dissertation presents contributions to sensing in robotics and biomechanics, inspired

by the kinematics and kinetics of the human hand.

Chapter 2 presents a novel data-driven method for the estimation of human hand kine-

matic parameters based on observations of hand motion. Using the exponential coordinates

of rotation, the observations form a manifold that is uniquely determined by the kinematic

parameters of the hand. We determine the parameters of this manifold using a novel variant

of the Generative Topographic Mapping (GTM) algorithm, which is a nonlinear latent vari-

able model. By modifying the GTM to operate on the Product-of-Exponentials formulation
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of robot kinematics, we can extract the hand parameters directly from the mapping between

observations and the underlying kinematic structure.

Chapter 3 presents a novel skin-like tactile sensor for use in underwater, pressurized

environments. Fabricated using microuidic strain gauges embedded in elastomer, this sensor

can exhibit multimodal force sensing (contact normal and two axes of in-plane shear) while

standing up to the harsh environment equivalent to 100 meters of ocean depth. We outline the

fabrication process, which builds on previous work in tactile sensing via liquid metal strain

gauges. We then characterize the environmental sensitivity and force estimation behavior of

the sensor skin as a function of the underwater, pressurized environment.

Chapter 4 outlines the process by which skin-like tactile sensor arrays are designed in

order to measure in-plane torque. We provide criteria for the geometric placement of indi-

vidual sensing elements (taxels) within an elastomeric contact medium in order to optimize

the sensitivity of the sensor skin during contact. Using the experimental sensor skin of 3,

we test the hypothesis that a certain placement of taxels within the medium will enable

the sensor skin to accurately measure in-plane torque. We use an experimental testbed to

create contact forces and torques at the surface of the sensor skin, and a data acquisition

system to capture both taxel readings and ground-truth force-torque readings. To investi-

gate torque estimation capabilities of the sensor, we train a simple CNN model on the data

collected with the testbed. By comparing the performance metrics of the CNN model using

subsets of the taxel array, we are able to validate our suggested design criteria for torque

sensing. In addition to in-plane torque sensing, we show the skin-like sensor is capable of

4-axis force-torque estimation (three axes of linear force and 1 axis of torque).

Chapter 5 provides a summary of the work presented, along with several detailed sug-

gestions for future work on these topics.
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CHAPTER 2

Kinematic Parameter Estimation Using Workspace

Manifold Mapping

This chapter was based on work co-authored with Dr. Eunsuk Chong and Dr. Xiaoyu Wang.

2.1 Abstract

Objective: Inference of the kinematic parameters of one and two degree of freedom (DOF)

joints, such as the metacarpophalangeal and interphalangeal joints of the hand, is achieved

by applying a novel data-driven method on observations of the motion of two rigid bodies

connected to the joint. Methods: Our proposed estimation algorithm relies on a unique

geometry that arises within the motion observations. Using the exponential representation

of rotations, we describe in detail how we formulate the algorithm to successfully extract

kinematic information from the geometry. We verify our method using simulated data from

an ideal 2-DOF linkage and real data collected from a motion capture experiment using a

2-DOF biologically inspired mechanical linkage. With the simulated data, we perform model

sensitivity analysis with respect to parameters and measurement noise. A quantitative and

qualitative comparison study between the proposed algorithm and several benchmark kine-

matic estimation algorithms is provided with an experiment using a 3D-printed �nger and
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motion capture data. Results: The mean estimates of the 2-DOF joint axis orientations

deviate from ground truth estimates by 2.46°, with a standard deviation of 3.42°. Con-

clusion: Our method can identify the orientations of a 2-DOF revolute joint axes between

two connected rigid bodies, outperforming existing methods in terms of precision, reliability,

and computational time. Signi�cance: Our proposed method provides improved reliability

for the kinematic parameter estimation task compared to existing state-of-the-art methods.

This method, demonstrated here in the context of human hand motion, can be extended to

any 1- or 2-DOF joint without loss of generality.

2.2 Introduction

The study of multi-joint systems is ubiquitous in �elds such as robotics [4], rehabilita-

tion [3, 6], ergonomics [7], animation [8], and sports [5]. In such systems, the underlying

kinematic model that represents physical dimensions and joint structure is a major consid-

eration. In practice, errors between a real-world system and its model are inevitable. In

mechanical systems, these errors can arise from manufacturing variability and mechanical

wear [29]. In biological systems, errors from the non-rigidity and complexity of biological

structures, as well as inherent anatomical variability between individuals, render a priori

kinematic models inaccurate [30]. Accordingly, there is a need to estimate the kinematic

parameters of multi-joint systems, particularly those systems exhibiting many sources of

variability, such as the human hand. In this work, we present a novel data-driven

method that uses workspace manifold mapping and exponential representations

of 3D rotations to estimate the kinematic parameters of multi-joint systems

where direct measurement is infeasible .
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2.2.1 Kinematic Parameter Estimation for Rigid Robots

For systems comprised of rigid links, such as traditional robotic arms, specifying the

position and orientation of the end-e�ector requires identi�cation of kinematic parameters,

such as link dimensions and joint axis orientations. The �eld of robot calibration emerged

due to a need for implicit parameter measurement [29]. In a typical implementation, a

robotic end-e�ector is calibrated across a series of prede�ned poses [31]. For each pose,

an external reference system, such as a motion capture system, provides a ground truth

measurement that is used to re�ne a kinematic model of the robot. Similar techniques are

described in [29, 32, 31].

There are signi�cant challenges to applying the aforementioned robot calibration tech-

niques to biological systems for estimating kinematic parameters. A robot's design speci�-

cations provide estimates for link lengths and revolute joint location and orientation. These

kinematic parameter estimates can be re�ned using precise calibration poses and direct

measurement of joint angles by encoders. In contrast, design speci�cations do not exist for

biological systems and it is not possible to command precise, repeatable calibration poses.

2.2.2 Kinematic Parameter Estimation for Human Hands

The kinematic parameters of biological systems, such as the human hand, are generally

unknown. Benoit et. al performed kinematic parameter estimation for knee kinematics

by precisely positioning inertial measurement units (IMUs) according to intra-cortical bone

pins inserted into the proximal tibia and distal femur bones [33]. Due to the intricate and

comparatively small nature of the human hand, however, it is di�cult to precisely position

sensors relative to anatomical landmarks non-invasively. In addition, estimation of kinematic
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parameters can be challenging due to factors such as skin motion artifacts, unexpected sensor

movement relative to the skin [33], and soft tissue deformation [34].

A number of methods have been proposed to identify kinematic parameters non-invasively

and without precise placement of sensors relative to anatomical landmarks [35]. For example,

Taylor et al. identi�ed parameters for a one degree-of-freedom (DOF) revolute joint using a

method that exploits the circular motion of two reference frames attached to opposite sides

of the joint [30]. This algorithm, called the Symmetrical Axis of Rotation Approach (SARA),

is commonly implemented by commercially available motion capture system software, such

as Nexus (Vicon, Colorado, USA) [9].

Seel, et al. proposed an alternative algorithm for estimating the kinematics of a 1-DOF

revolute exion/extension axis of the knee joint [36]. Two IMU sensors were attached to

opposite sides of the joint. The algorithm relied explicitly on kinematic constraints inherent

to the knee structure in order to determine the common rotation axis that linked the motion

of the two rotating sensor frames.

Whereas kinematic parameters for 1-DOF joints can be quickly computed via optimization-

based methods, the estimation of kinematic parameters for 2-DOF joints can be more chal-

lenging. Some estimation methods designed for 1-DOF joints can be applied to 2-DOF joints

if motion is constrained such that the range of joint angles about the dominant axis is at

least twice as large as the range about the non-dominant axis [37]. These methods, which

track optical markers in 3D, rely on the fact that markers will trace out a circle around the

dominant axis. When the non-dominant motion becomes too large, the performance of these

methods deteriorates.

Muller et al. [2] developed a similar measurement system to the 1-DOF method developed

by Seel, et al. [36] to determine the optimal joint axes for a 2-DOF elbow model. Seel, et al.'s
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Figure 2.1: Schematic of a 2-DOF kinematic chain. Two reference frames (Distal:
MD 2 SO(3), Proximal: MP 2 SO(3)) are attached to rigid bodies on either side of two
intersecting revolute joints. The joint axis unit vectors ^! 1; !̂ 2 are expressed in the world
frame.

1-DOF method was combined with numerical optimization methods and gradient descent in

order to identify the joint axes in real time using arbitrary motions of the kinematic system.

The 2-DOF method was validated in an experiment where IMUs were placed on proximal

and distal sides of the elbow joint.

Todorov presented a probabilistic framework for estimating the orientations of 2-DOF

joint axes that outputs the most likely kinematic parameters as well as con�dence measures

for the estimated parameters [1]. Treating the unknown quantities (joint angles and joint axis

orientations) as state variables of a dynamical system allows the use of an extended Kalman

�lter for parameter estimation. One limitation of the approach in [1] is that a su�ciently

close a priori estimate of joint axis orientations is required in order to properly initialize

the optimization routine and converge to accurate kinematic parameter values. Convergence
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does not always occur.

As in Seel, et al. [36], Muller, et al. [2], and Todorov [1], we apply a data-driven method

to discrete-time observations of 1-DOF and 2-DOF motion in order to estimate joint axis

orientations. In contrast to existing algorithms that focus on temporal properties of the

motion dataset, we exploit the geometric structure of the motion dataset. Whereas previous

methods incrementally update the parameter estimates as new data arrives, our method

leverages a batch of discrete-time measurements. We adopt the exponential representation

of 3D rotation [38] and characterize a workspace manifold structure that is inherent to the

discrete-time kinematic dataset.

We refer to our novel method as \workspace manifold mapping." Critical to our method

is a novel implementation of the Generative Topographic Mapping (GTM) approach [39],

which is a data-driven method developed for parameterizing the structure of manifolds. In

this paper, we show how GTM can be modi�ed to model the exponential representation of

the 3D kinematics of a 2-DOF, revolute joint system. We demonstrate that our proposed

geometric method o�ers several advantages over prior approaches for kinematic parameter

estimation in terms of accuracy, reliability, and computational time.

The structure of this paper is as follows. In Section 4.4, we introduce the mathemat-

ical formulation for solving the kinematic parameter estimation problem using workspace

manifold mapping. In Section 2.4, we describe the experimental procedure and performance

evaluation using computer simulated data and experimental data from a motion capture

system. In Section 2.5, we discuss a number of advantages and limitations of our novel kine-

matic parameter estimation approach. Section 2.6 concludes with a summary of �ndings

along with directions for future work.
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2.3 Framework for Kinematic Parameter Estimation via Workspace

Manifold Mapping

The following section describes the process by which the kinematic parameter estimation

problem is solved usingworkspace manifold mapping. It begins with an introduction to the

requisite techniques in rigid body kinematics and robot modeling. These techniques lead to

a key geometric insight in Subsection 2.3.3 that enables the proposed method of parameter

estimation.

The objective of the proposed workspace manifold mapping method is to identify the

orientations of the axes of rotation that comprise a 2-DOF system. The example shown in this

work is based on a 2-DOF joint with intersecting axes, as for the metacarpophalangeal (MCP)

joint of the human hand [40]. However, the mathematical formulation applies to a 2-DOF

kinematic relationship between any two bodies, regardless of the physical construction of the

joint. The revolute joint axes need not be orthogonal, intersecting, or part of the physical

system (e.g. \virtual" joints, as in models of the human thumb [41]). For convenience,

we will refer to the 2-DOF kinematic relationship as a 2-DOF joint. It should be noted

that, while link lengths are required for a complete set of kinematic parameters, link length

estimation is beyond the scope of this work.

2.3.1 Problem Statement for a 2-DOF Joint

Kinematic parameter estimation of 1-DOF joints has been demonstrated widely using

approaches such as those reviewed in Section 2.2. When the number of revolute joint axes

between adjacent links is two or greater, the task of estimating joint axes is non-trivial.

Consider a kinematic system that is comprised of two rigid bodies connected by a series
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of one or more revolute joints. More speci�cally, consider a kinematic chain with two inter-

secting revolute joint axes [! 1; ! 2] in 3D space (Fig. 2.1). Given our interest in the study of

human hand motion, we demonstrate our method for the metacarpophalangeal joint, which

is typically modeled as having two intersecting and orthogonal axes of rotation [40]. How-

ever, our method does not strictly require the joint axes! 1 and ! 2 to be orthogonal. We

a�x a distal reference frame MD and a proximal reference frameMP to rigid bodies on ad-

jacent sides of the 2-DOF joint (Fig. 2.1). Using observations of relative rotations between

reference framesMD and MP , we will estimate the revolute joint axes! 1 and ! 2.

We can express the relative 3D rotationF of the distal reference frameMD relative to

the proximal reference frameMP as the output of a forward kinematics functionFK that

takes as input the revolute joint axes in unit vector form ^! 1 and !̂ 2 and joint angles� 1 and

� 2, about each axis of rotation, respectively.

F = FK ([� 1; � 2]; !̂ 1; !̂ 2) (2.1)

Using an inverse kinematics functionFK � 1, joint angles can be calculated using kinematic

parameters and a relative 3D rotationF .

[� 1; � 2] = FK � 1(F ; !̂ 1; !̂ 2) (2.2)

For both forward and inverse kinematics, the kinematic parameters are assumed to be

known, which allows for the calculation of relative rotation via (2.1) or joint angles via (2.2)

(Fig. 2.2).

We assume that the orientations of reference framesMD and MP are observable, while
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Figure 2.2: Flowchart of quantities and processes related to kinematic chains. White boxes
denote the quantities used to represent system parameters. Shaded boxes denote processes
that produce an output quantity. Dotted and solid lines represent process inputs and outputs,
respectively. Notably, unlike forward and inverse kinematics which can produce a single
output for a single input, kinematic parameter estimation requires a collection of end-e�ector
orientation observations.

the constant joint axes and time-varying joint angles are unknown. Under these assumptions,

the estimation of the two 3D revolute joint axes in unit vector form ^! 1 and !̂ 2 poses a six-

parameter problem. The estimation of the joint angle trajectoriesf � 1;k ; � 2;kgN
k=1 becomes a

2N-parameter problem, whereN is the total number of discrete-time observations indexed

by k.
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Given a set of N observations of relative rotations,f FkgN
k=1 , our goal is to estimate

the kinematic parameters [^! 1; !̂ 2] and joint anglesf � 1;k ; � 2;kgN
k=1 that minimize the error E

between the observed rotationFk and the estimated rotation ~Fk . We de�ne the following

objective function L for the 2-DOF kinematic parameter estimation problem.

min
!̂ 1 ;!̂ 2 ;f � 1;k ;� 2;k g

L =
NX

k=1

E(Fk ; ~Fk) (2.3)

The kinematic parameter optimization problem stated in (2.3) is nonlinear, and the

solution is not straightforward. In general, closed-form gradients for parameters of kinematic

chains can be derived [42], which allow for the use of gradient-based optimization methods.

However, the computational cost is high due to operations such as integration and matrix

inversion during the gradient evaluation in a high-dimensional space (in our case, a (6 + 2N)-

dimensional space). Additionally, solutions to nonlinear optimization problems are sensitive

to initial conditions and convergence is not always guaranteed.

Our proposed method for solving the kinematic parameter estimation problem expressed

by (2.3) does not rely on computing closed-form gradients. Rather, the workspace mani-

fold mapping approach relies on characterizing a unique geometry that is inherent in the

observationsf FkgN
k=1 when represented using exponential coordinates.

2.3.2 Robotics-based Geometric Representation of 3D Kinematics

Here we provide a brief overview of the exponential representation of 3D rotations and

how a product-of-exponentials formulation designed for robotics can be applied generally

to kinematic chains. The exponential representation is essential to our geometry-based

approach to the kinematic parameter estimation problem. This work builds upon a product-
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of-exponentials framework for the analysis of robotic systems, which was introduced by Lynch

and Park [38].

2.3.2.1 Exponential Representation of 3D Rotation

Underlying the algorithm presented in this paper is the rotation matrix group SO(3), the

Lie group of all 3D rotations [38]. A set of observations of relative 3D rotationsf FkgN
k=1 for

a kinematic chain, as in Fig. 2.1, can be represented as elements of SO(3), which are 3Ö 3

real matrices,R 2 SO(3). These matrices have the propertiesRT R = I and det(R) = 1.

The matrix Lie group SO(3) has an associated Lie algebra,so(3), which is the set of

3 x 3 real skew-symmetric matrices. We can represent an arbitrary 3D rotation vector

! = [ ! x ; ! y; ! z]T 2 R3 in skew-symmetric form [! ] 2 so(3).

[! ] =

2

6
6
6
6
4

0 � ! z ! y

! z 0 � ! x

� ! y ! x 0

3

7
7
7
7
5

(2.4)

The relationship betweenSO(3) and so(3) is the matrix exponential mapR = e[! ]. The

exponential map, along with its inverse, allows us to transform betweenSO(3) and so(3).

For any rotation R 2 SO(3), the vector ! 2 R3 represents the 3D orientation of a revolute

axis and the magnitude of a rotation about that axis. It is convenient to represent the axis

orientation and magnitude separately as! = !̂� , where the unit vector ^! represents the

unit 3D axis of rotation, and � represents the magnitude (angle) of rotation about the axis.

The quantities !̂ and � are known as theexponential coordinatesused for the exponential

representation of 3D rotation, and they form the foundation of our proposed kinematic
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parameter estimation method.

A rotation about !̂ by + � produces the sameSO(3) element as a rotation about the

same axis by� � . As such, the set of all 3D rotations in terms of! can be represented as

a solid sphere with radius of� , with antipodal points representing identical rotations. A

single instance of! is shown in Fig. 2.3 as an example.

Figure 2.3: Exponential representation! = !̂� of an arbitrary rotation R 2 SO(3). The unit
vector in the direction of ! represents the unit axis of rotation between the identity matrix
and R, and � represents the rotation magnitude. The sphere has a radius of� radians.

Any 3D rotation R 2 SO(3) can be expressed using exponential coordinates and the

initial orientation of the rotated frame R0 2 SO(3).

R = e!̂� R0 (2.5)

That is, a coordinate frame initially given byR0 is rotated about a unit axis ^! by an angle

� to becomeR. The quantities R0, R, and !̂ are represented in the world frame.
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2.3.2.2 Product-of-exponentials (PoE) Formulation for Kinematic Chains

The product-of-exponentials (PoE) formulation is derived directly from the exponential

representation of 3D rotation. When applied to kinematic chains, the PoE formulation en-

ables the representation of the kinematics of a serial linkage without the need for explicit, a

priori expressions of intermediate reference frames, as with the Denavit-Hartenberg parame-

ter approach to kinematic representation [38]. The ability to represent kinematics using only

base (proximal) and end-e�ector (distal) reference frames is particularly bene�cial when one's

goal is to estimate the location and orientation of multiple joint axes between the frames.

Applying the PoE formulation to the kinematics of the 2-DOF system in Fig. 2.1, we

assert the following expression for the rotation of a distal body with respect to the world

frame.

MD;k = e[! P ]e[!̂ 1 ]� 1;k e[!̂ 2 ]� 2;k MD; 0 (2.6)

where [^! 1], [!̂ 2] 2 so(3) represent the intersecting joint axes, [� 1;k ; � 2;k ] represent the angles

of rotation about the joint axes for the kth discrete observation, andMD; 0 represents the

initial orientation of the distal reference frame. Additionally,e[! P ] represents the rotation of

the proximal reference frameMP with respect to the world frame.

e[! P ] = MP;kM � 1
P;0 (2.7)

The relative 3D rotation F 2 SO(3) (or f 2 so(3)) represents the rotation of the distal

reference frame from the perspective of the proximal reference frame. We de�ne the relative

rotation F 2 SO(3) and its associated Lie algebraf 2 so(3) expression as follows.
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F , e[!̂ 1 ]� 1 e[!̂ 2 ]� 2 (2.8)

f = log(F ) = log(e[!̂ 1 ]� 1 e[!̂ 2 ]� 2 ) (2.9)

We can also express the relative 3D rotationF in (2.8) using rotations expressed in the

world frame.

F = MP;0M � 1
P MD M � 1

D; 0 (2.10)

Importantly, (2.10) can be evaluated using observations, denoted byFk and f k = log(Fk),

that can be collected using a motion capture system or IMUs, for example. The kinematic

parameters and joint angles in (2.8) and (2.9) are unknown and will be estimated by lever-

aging experimental data and (2.10).

2.3.3 The Workspace Manifold

In this subsection we describe how the workspace of a kinematic chain can be visualized

in 3D using exponential coordinates. We show how 1-DOF and 2-DOF systems of revolute

joints result in canonical forms that can be characterized and used to estimate kinematic

parameters and joint angles simultaneously.

Recall from Section 2.3.2.1 that any 3D rotationR 2 SO(3) can be represented in

exponential coordinates by ^!� , where ^! is the unit joint axis vector of the rigid body rotation,

and � is the joint angle about that axis.

Consider a kinematic chain with a 1-DOF revolute joint whose joint angle can vary from

� = [ � �; � ). If the system is moved throughout the entirety of its reachable space, the

workspace manifold would be represented as a line inso(3) that passes through the center
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of a 3D sphere (Fig. 2.4a). The linear form of the workspace manifold reects the fact that

there is a single revolute joint axis and the axis has a constant 3D orientation ^! 1. While

the radius of the 3D sphere is� , the length of the line depends on the allowable joint angle

range.

Now, consider the extension of this visualization to a kinematic chain with two intersect-

ing revolute joints. As is common for simple kinematic models of MCP joints of the human

hand, we have chosen an orthogonal, intersecting pair of axes ^! 1, !̂ 2 [40]. When the 2-DOF

system moves within its workspace, the observations of the end-e�ector orientation within

so(3) take on a unique form. A surface emerges that is a smooth 2D manifold inso(3) and

is uniquely determined by the two joint axes (Fig. 2.4b).

The collection ofso(3) observations lie on theworkspace manifoldof the kinematic chain

that represents the set of all possible relative rotations between the proximal and distal

reference frames of the kinematic chain. All points that lie on this workspace manifold

surface are explicitly determined by (2.9). The surface is curved, but there exist two straight

lines that lie completely within the surface. Those two lines are equivalent to the two unit

joint axes !̂ 1 and !̂ 2.

That there exist two straight lines in so(3) that lie completely within a given 2-DOF

workspace manifold arises from the fact that the observations represent a combination of

two revolute joint motions. If the second joint angle trajectory were �xed at zero, then the

system would appear to be 1-DOF, and the workspace manifold would collapse into a single

line representing ^! 1� 1, where � 1 = [ � �; � ). The best �t line to that 1D manifold is the !̂ 1

joint axis. Likewise, if the �rst joint angle trajectory were �xed at zero, then the workspace

manifold would collapse into a single line representing ^! 2� 2. Combining motion for both

axes, the manifold is curved due to the non-commutativity of 3D rotations. It is important
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Figure 2.4: (a) 1-DOF workspace manifold comprised of a straight line (red). The red points
indicate elements ofso(3) corresponding to arbitrary relative rotations of a 1-DOF kinematic
system with angles� 2 (� 180; 180] about a common axis ^! 1. (b) 2-DOF workspace manifold
comprised of a curved surface (red). The red points indicate elements ofso(3) corresponding
to arbitrary relative rotations of the 2-DOF kinematic system represented in (2.9) with two
example axes ^! 1 (black) and !̂ 2 (blue).

to note that the intersection of ^! 1 and !̂ 2 in so(3) is a result of theso(3) visualization and

is entirely independent of whether the two joint axes intersect physically in the kinematic

chain. The geometry of the workspace manifold is discussed further in Section 2.5.2.
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The task of estimating the joint axes from observed motion of 1-DOF and 2-DOF kine-

matic chains is, therefore, reduced to the task of �nding the lines that exist completely within

the observed workspace manifold. The following subsections detail our estimation method

that leverages this geometric interpretation of the workspace manifold.

2.3.4 Parameter Estimation of the Workspace Manifold

The workspace manifold is a collection of relative rotations between proximal and distal

reference frames in a kinematic chain, which is a 2-DOF system in our example (Fig. 2.1).

The PoE formulation provides an analytical approach for expressing a relative 3D rotation

in terms of joint axis orientations and joint angles. The problem of estimating joint axis

orientations given a single observation of a relative rotation is underdetermined since the

joint angles are also unknown.

2.3.4.1 Latent Variable Models

In order to estimate joint axes when joint angle trajectories are unobserved, we consider

a latent variable model. Latent variable models such as the hidden Markov model [43] are

useful when observations of a system can be explained by a function of unobserved variables

of the system.

The expectation-maximization (EM) algorithm is a commonly used iterative method for

estimating the observed and unobserved (latent) variables [44]. The kinematic parameter

estimation problem is well-suited for this approach, as we can treat the joint axis orientations

as the model parameters and the joint angles as the model's latent variables. Given an initial

estimate for the latent variables, the EM algorithm determines an estimate for the model
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parameters that maximizes the log-likelihood function of the model given the observed data.

The updated model parameter estimates produce updated estimates for the latent vari-

ables, which are then fed back into the likelihood maximization. This process is repeated

until the model parameters converge. The following subsubsection explains the process by

which we manipulate (2.9) such that maximum likelihood estimates of the joint axes can be

found.

2.3.4.2 Generative Topographic Mapping (GTM) Algorithm

The GTM algorithm is a geometrically-inspired, latent variable model that can be used

to estimate the parameters of a nonlinear mapping function between a high-dimensional

data representation (observations) and a low-dimensional latent representation (latent vari-

ables) [39]. Points in a high-dimensional data spaceRD are assumed to have intrinsic di-

mensionality that is of a lower dimension, called the latent spaceRL . A simple example is a

curved 2D manifold inR3 similar to that shown in Fig. 2.4b.

The GTM is often used as a method of nonlinear dimensionality reduction (i.e.RD ! RL )

for visualization of high-dimensional data [39, 45, 46]. One of the GTM's utilities is the

estimation of the mapping functionf (� jW); RL ! RD , which maps points from the low-

dimensional latent space representation to their corresponding points in the high-dimensional

data spaceRD . The latent variables are denoted by � and the mapping parameters are

denoted byW.

The algorithmic structure of the GTM algorithm is based on that of the expectation-

maximization algorithm. However, the GTM approach modi�es two central components:

the de�nitions of the prior distribution and the likelihood function. The prior distribution �
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is comprised of a grid of points in latent spaceRL . The GTM makes an initial hypothesis

for the mapping function parametersW, which results in a hypothetical distribution ~f in

RD . In general, the distribution f appears to be that same grid of points, transformed to lie

on a smoothL-dimensional manifold. The GTM uses a likelihood function that compares

the set of observationsf f g with the hypothetical manifold formed by ~f . Maximizing this

likelihood function with respect to the mapping parameters produces the optimal estimates

of the latent space representation, which are the joint angle trajectories� 1; � 2 in our example.

Bishop et al. proposed a generalized linear regression model for the nonlinear mapping

that uses a vector of basis functions �(�) = [ � 1(�) ; � 2(�) ; :::] where � are the latent vari-

ables, andW [39] is the matrix of weight coe�cients.

f (�; W) = W� (�) (2.11)

This generalized linear regression model can approximate any mapping fromRL ! RD as

a sum of Gaussians. However, the number of basis functions and scaling of the Gaussian

distributions must be selected a priori. Improper scaling of the Gaussian distributions can

signi�cantly a�ect the smoothness of the estimated manifold and is commonly avoided by

hand-tuning the relative magnitudes of the weights inW [39].

A key contribution of our work is the introduction of a principled alternative to Bishop

et al.'s generalized model for the nonlinear mapping [39] that does not require hand-tuning

the relative weight magnitudesW in (2.11). Speci�cally, we modify the generalized linear

regression model to reect the kinematic constraints expressed by (2.9). In the following

subsection, we describe our alternative model, which is explicitly de�ned in terms of the

2-DOF kinematic equations.
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2.3.5 GTM Algorithm with Kinematic Constraints (GTM-KC)

Here we present our method of modifying the GTM algorithm for estimating the joint

axes in kinematic chains. As our method introduces kinematic constraints into

the GTM formulation, we refer to our algorithm as the GTM algorithm with

kinematic constraints (GTM-KC) .

We seek a nonlinear mapping function with the following matrix form:

F = � (� )W (! ) 2 RN � 3 (2.12)

where the discrete-time observation matrixF = [ vec([f 1]); :::; vec([f k ]); :::; vec([f N ])]T for

[f k ] 2 so(3) comes from the nonlinear mapping (2.9) and contains a collection of observations

of the end-e�ector orientation. The mapping parameters! represent the joint axes of the

kinematic chain, and the joint angles are represented by� .

The kinematic equation laid out in (2.9) is not immediately compatible for use with

the GTM algorithm, which requires the product of two functions as in (2.12): a set of

basis functions of the form� (� ) and a parameter matrix W (! ). At the same time, we

recognize there is no closed-form simpli�cation of the right-hand side,log(e[!̂ 1 ]� 1;n e[!̂ 2 ]� 2;n )

since rotations inSO(3) do not generally commute.

To ensure compatibility between the GTM algorithmic structure and the kinematics

representation in (2.9), we employ a numerical approximation to the product of matrix

exponentials, called the Baker-Campbell-Hausdor� (BCH) formula [47]:
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BCH (A; B ) = log(eA eB )

= A + B +
1
2

hA; B i

+
1
12

(hA; hA; B i � h B; hB; A i ) + :::

(2.13)

where angle brackets denote the commutator,hA; B i = AB � BA . In the case where A and

B commute, then hA; B i = 0 and we are left with the trivial solution, log(eA eB ) = A + B

(note: this does not apply to SO(3), in general). The BCH formula is an e�ective and

appropriate numerical approximation of the log of the product of two matrix exponentials,

as it represents the solution as a series of nested commutator operations, which are easily

accessible in the case of the groupSO(3).

For clarity, (2.14) shows the BCH formula explicitly applied to the nonlinear mapping

(2.9):

f k = log(Fk) = log(e[!̂ 1 ]� 1;n e[!̂ 2 ]� 2;k )

= !̂ 1� 1 + !̂ 2� 2 +
1
2



!̂ 1� 1; !̂ 2� 2

�

+
1
12

� D
!̂ 1� 1;



!̂ 1� 1; !̂ 2� 2

� E

�
D

!̂ 2� 2;


!̂ 2� 2; !̂ 1� 1

� E�
+ :::

(2.14)

where we have modi�ed the commutator operator for vectors,


! 1� 1; ! 2� 2

�
, vec

� 

[! 1� 1]; [! 2� 2]

� �
.

We can express the BCH series in (2.14) as a matrix formula by executing the com-

mutators and recognizing that joint angles� 1;n ; � 2;n are scalars that can be pulled out of

the commutator terms. This allows us to separate (2.14) into the product of two matrix

functions as desired in (2.12):
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� (� 1;n ; � 2;n ) =
h
� 1;n � 2;n

1
2

� 1;n � 2;n
1
12

� 2
1;n � 2;n

� 1
12

� 1;n � 2
2;n

i (2.15)

W (! 1; ! 2) =

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

! 1

! 2

[! 1; ! 2]

�
! 1; [! 1; ! 2]

�

�
! 2; [! 2; ! 1]

�

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

(2.16)

Separating (2.14) into a product of basis functions that operate on the latent variables

(2.15), and the kinematic parameter matrix (2.16) allows the nonlinear mapping of the GTM

to be replaced by the 2-DOF kinematics representation of (2.9).

2.3.5.1 PCA Initialization

Iterative optimization methods, of which the GTM-KC method can be considered a

member, require an initial estimate where the search within the solution space begins. For

the optimization method to be robust against convergence to a suboptimal minimum, it is

critical that the initial condition be carefully chosen.

The GTM-KC method determines its own initial condition by solving a low-order ap-

proximation of the kinematics equation (2.14). Instead of �tting a workspace manifold to

the observations inso(3), the initial iteration of the GTM-KC algorithm �ts a plane. This

plane is found by performing PCA on the observations. The �rst two principal components

of the data are used as the initial conditions for! 1 and ! 2.
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2.3.5.2 Inverse Kinematics via the GTM-KC Method

Reconstructing the motion of a kinematic chain requires the constant joint axes and time-

varying joint angles. With the constant parameters identi�ed via the GTM-KC method, the

task becomes estimating the joint angle trajectories via inverse kinematics. The matrix form

of our kinematics equations (2.12) can provide insight into the joint angle trajectories that

created the end-e�ector orientation trajectoriesF . Solving for �( � ) in a least-squared sense

leads to:

~� (� ) = FW (! )+ (2.17)

where we take the Moore-Penrose pseudoinverse of the parameter matrixW. This provides

joint angle trajectory estimates, as the �rst two columns of� are � 1 and � 2, respectively. The

system of equations being solved in (2.17) is highly nonlinear, so solutions are not unique.

In Section 2.4.2, we show that while (2.17) is not su�cient for inverse kinematics alone, the

joint angle trajectory estimate is accurate enough to act as the initial condition for typical

numerical methods of inverse kinematics, such as the Newton-Raphson method [48].

2.4 Experimental Procedure and Evaluation

With the method now developed, we present a series of case studies that test the perfor-

mance of the GTM-KC kinematic parameter estimation algorithm and compare its perfor-

mance against four benchmark methods. Performance metrics for the GTM-KC algorithm

were obtained from simulations of an idealized 2-DOF system (Fig. 2.1). With the simulated

data we justify a key algorithm design choice and evaluate the robustness of the algorithm
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against sensor noise.

Additionally, we present the results of an experiment in which a motion capture system

was used to measure the movement of a 3D-printed kinematic chain similar to an MCP joint.

Using the motion capture data, we provide performance metrics for the GTM-KC algorithm

alongside four alternative methods [30],[36],[2],[1].

2.4.1 Performance Metrics

Here, we present the metrics used to assess the performance of our GTM-KC method

and benchmark kinematic parameter estimation techniques. We assess the performance of

the methods on simulated kinematic data and data from motion capture experiments.

The application of a parameter estimation algorithm on collections of observations of

2-DOF motion will produce estimates for the joint axis orientations [! 1; ! 2]. A batch of

observations, when fed into the parameter estimation method, produces joint axis estimates.

The error of an estimated joint axis from a single batch is de�ned as the angle between the

estimated axis unit vector and the \ground-truth" axis unit vector ! GT . In order to further

assess estimation performance, we collect multiple batches for a given kinematic chain. These

batches have a common pair of ground-truth axis vectors such that the mean estimated axis

�! and standard deviation of the estimation algorithm from batch to batch can be evaluated.

For a given number of batchesB, the metrics of bias and standard deviation will be used:

bias = \
�
�!; ! GT

�
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std dev=

vu
u
t 1

B � 1

BX

b=1

\
�
! b; ! GT

� 2

where! b represents the estimated joint axis for batch indexb, and \
�
! i ; ! j

�
denotes an

operator that calculates the angular di�erence between two axes! i and ! j .

2.4.2 Performance Assessment: Simulated Model

The �rst case study of the GTM-KC algorithm was to evaluate estimation performance

using simulated data from an idealized 2-DOF kinematic model. Additionally, estimation of

1-DOF motion was evaluated by constraining one joint from the idealized model.

We chose biomechanically relevant joint parameters [! 1; ! 2; � 1; � 2] using an idealized

metacarpophalangeal (MCP) joint of a human index �nger as a model. The joint axes

were chosen to be orthogonal and intersecting.

First, we generated a pair of orthogonal joint axes, which we created by using the �rst

two columns of a randomly generatedSO(3) matrix:

2

6
6
6
6
4

j j j

! 1 ! 2 �

j j j

3

7
7
7
7
5

= Rx (� x )Ry(� y)Rz(� z)

:
�
� x ; � y; � z

�
� unif (0; 2� )

(2.18)

whereRx (� x ) represents a rotation about thex axis by the amount given by� x , and similarly

for y and z. The distribution unif (a; b) notes that � x ; � y; � z were drawn from a uniform

distribution between a and b.
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This method of selecting joint axes enforced orthogonality, since any two columns of an

SO(3) matrix are necessarily orthogonal. While we assume orthogonality of! 1 and ! 2 to

represent the MCP joint as in [40], there is no assumption of orthogonality when solving

for ! 1 and ! 2 using the GTM-KC method. Assigning� 1 as an adduction/abduction joint

angle and� 2 as a exion/extension joint angle, we imposed bioinspired constraintsl1; l2 on

a random sampling of the joint angle space:

�
� 1;k � 2;k

�
�

�
unif (� l1; l1) unif (0; l2)

�
; (2.19)

wherel1 = 30� ; l2 = 135� based on [49],k = 1 : N , and the number of simulated data points

N was set to 2000.

One could choose a more biomimetic approach by generating joint angle trajectory func-

tions that more realistically represent the motion of a human �nger (e.g. sinusoids or other

continuous functions). Given that the performance of the algorithm is independent of the

shape and smoothness of the joint angle trajectories, we simply sampled joint angles from

uniform distributions as in (2.19). In order to create the timeseries ofso(3) observationss,

we expressed the forward kinematics in terms of our generated joint parameters as per the

process outlined in (2.5) through (2.8):

M k = e[! 1 ]� 1;k e[! 2 ]� 2;k M 0 (2.20)

A matrix logarithm was then used to create a timeseries inso(3) according to (2.9).

To simulate 1-DOF input data, we simply set� 2;k = 0; k = 1 : N and use the same

generative method as in the 2-DOF case.
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