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ABSTRACT OF THE DISSERTATION

Multi-carrier Coupling and Hot Carrier Dynamics at Interfaces and Surfaces

by

Yijun Ge

Doctor of Philosophy in Mechanical Engineering

University of California, Los Angeles, 2022

Professor Timothy S. Fisher, Chair

Electrons are the major heat carriers in metals, as are phonons in semiconductors. The role of spin

waves (magnons) in thermal transport problems has attracted attention in recent years with the

discovery of spin Seebeck effects (SSE) in spintronics. Interactions among these particles or exci-

tations are the origin of many fascinating phenomena and the focus of this work. Despite the com-

putational cost, first-principles calculations use fewer approximations and no fitting parameters in

comparison to semi-classical methods; therefore they produce more reliable results. Chapter 1 con-

siders the theory of electron-electron, electron-phonon and phonon-magnon couplings from first

principles. Chapter 2 reports first-principles calculations of electron-phonon coupling in bilayer

graphene and the corresponding contribution to carrier scattering. At the phonon Γ point, electrons

with energies less than 200 meV are scattered predominantly by LA′ and TA′ modes while higher-

energy electron scattering is dominated by optical phonon modes. Based on a two-temperature

model, heat transfer from electrons with an initial temperature of 2000 K to the lattice (phonons)

with an initial temperature of 300 K is computed, and in the overall relaxation process, most of

this energy scatters into K-point phonon optical modes due to their strong coupling with electrons

and their high energies. A Drude model is used to calculate photoconductivity for bilayer graphene

with different doping levels. Good agreement with prior experimental trends for both the real and

imaginary components of photoconductivity confirms the model’s applicability. The effects of

doping levels and electron-phonon scattering on photoconductiviy are analyzed. We also extract
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acoustic and optical deformation potentials from average scattering rates obtained from density

functional theory (DFT) calculations and compare associated photoconductivity calculations with

DFT results. The comparison indicates that momentum-dependent electron-phonon scattering po-

tentials are required to provide accurate predictions. Chapter 3 combines first-principles calcula-

tions, spin-lattice dynamics and the non-equilibrium Green’s function (NEGF) method to compute

thermal boundary conductance at a three-dimensional Co-Cu interface, considering spin-lattice in-

teractions. Spin-lattice interactions are quantified through exchange interactions between spins,

and the exchange constants are obtained from first principles. Equilibrium molecular dynamics

(EMD) is used to calculate heat flux across the interface after the spin and lattice subsystems are in

equilibrium. Because of the weak interaction between Co and Cu layers adjacent to the interface,

spin-wave transmission is low. Spins are scattered by phonons inside the Co contact, and interfa-

cial thermal conductance is reduced. We also compare the results to the NEGF method. Phonon

and magnon scattering rates are incorporated into Büttiker probes attached to the device. NEGF

results exhibit a similar trend in thermal boudary conductance with spins included. The Green’s

function is solved recursively; therefore it can be applied to large devices. Chapter 4 investigates

electronic and optical properties of single layer and bilayer armchair graphene nanoribbons using

the first-principles method. An increase of nanoribbon width reduces the band gap and causes a

redshift in photon absorption energy. We find that the 3n+ 2 family nanoribbons have the small-

est band gaps and lowest onset photon absorption energy among all three families considered due

to the most π-conjugation indicated by the exciton wavefunctions. We also compare the bilayer

α and β alignments of armchair graphene nanoribbons with their single-layer counterparts. The

extra layer of these nanoribbons reduces the band gap and the onset photon absorption energy,

and the difference between the α alignment and the single-layer configuration is more significant

than that of the β alignment and the single layer. Our calculations indicate that the optical prop-

erties of graphene nanoribbons depend on the details of atomic structures, including nanoribbon

width, edge alignment, and number of layers. Chapter 5 investigates the photo-thermal effect in

the methane decomposition process. By calculating electronic transitions in polycyclic aromatic

hydrocarbons from TDDFT, we extract the absorption coefficients. Further, the absorption coeffi-

cients are mapped to the experimental light intensity profile to predict the total absorption spectra.
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Temperature rise can be further induced by calculating heat capacities of the polycyclic aromatic

hydrocarbons using frequencies of the vibrational modes.
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CHAPTER 1

Introduction

1.1 Introduction

Three major carriers exist in solid state systems: electrons, phonons and magnons. We address

them as ‘carriers’ as they carry charge, energy or spin; and their continuous motions produce

electric, thermal or spin currents. The coupling among carriers is the origin of many intriguing

phenomena.

Intrinsic photocurrent has been detected at the edge of charge-neutral graphene sheets, as op-

posed to doped graphene. Due to graphene’s unique linear dispersion, only collinear electron-

electron scattering is allowed at the charge-neutral point in order to satisfy momentum and energy

conservation; therefore the reduction of electron-electron scattering preserves photocurrent [1]. In

fact, the electron-electron interaction is a key factor in designing optoelectronics. For example,

plasmonics have received great interest for their ability to concentrate light in a region smaller

than the wavelength of the electromagnetic waves. This strong light-matter interaction enables

applications of plasmonics in photodetectors, lasers, and optical microscopy. One major limita-

tion to the performance of such devices is the decay of plasmons. Other than impurity scattering,

electron-electron and electron-phonon interactions are also possible decay channels.

Electron-phonon coupling is well known to be responsible for superconductivity in conven-

tional superconductors. While Bardeen, Cooper and Schrieffer (BCS) theory works in the weak

electron-phonon coupling regime [2], Eliasherg theory [3][4] is applicable for materials with strong

electron-phonon coupling. The fundamental quantity in describing the electron-phononn interac-

tion is the Eliashberg function α2(ω), the integral of which over the frequency range can be ex-
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perimentally extracted from angle-resolved photoemission spectroscopy (ARPES). The effects of

electron-phonon interactions on devices’ electric and thermal properties have always been impor-

tant in their design. In bulk metals, electron-phonon scattering is the primary source of reduced

electron mobility and thermal conductivity. As temperature increases, electron-phonon scattering

rates increase accordingly and further deteriorate transport properties. However, theoretical work

on Si-CoSi2 interfaces has indicated that electron-phonon interactions across the interface actually

increase the thermal boundary conductance, and a large amount of the contribution comes from

the delocalized phonon modes [5].

The spin Seebeck effect refers to the generation of spin voltage driven by a temperature gradient

in a ferromagnetic material. Spin current was detected by attaching a Pt wire to a Ni81Fe19 layer [6]

with a temperature gradient applied to the ends using the inverse-spin-Hall effect [7, 8]. The spin

voltage was observed in different positions of the Ni81Fe19 layer, which spans a few millimeters,

much longer than the spin-diffusion length of Ni81Fe19. The long range characteristic of the spin

current generated by spin Seebeck effect suggests its great potential for making spin-based devices

[9, 10, 11]. Later, the longitudinal spin Seebeck effect was observed along the temperature gradient

in an experiment using Y3Fe5O12(YIG)/Pt [12], suggesting that the spin wave is the carrier of spin

current instead of conduction electrons because YIG is an insulator.

More and more interest has emerged in studying the mechanism of the spin Seebeck effect, and

different theories have been proposed in recent years. Xiao et al. [13] presented a theory based

on spin pumping at a ferromagnet and normal metal interface driven by the temperature difference

between magnons and electrons/phonons. Their theory predicts the correct spatial scale of the spin

Seebeck effect in YIG while it fails for the ferromagnetic metal permalloy. The authors assumed

the cause for the failure in permalloy to be inaccurate magnon-magnon scattering and magnon-

phonon scattering times used in the calculations, and the existence of conduction electrons in

permalloy. Adachi et al. [14] explained the spin Seebeck effect in YIG using linear response

theory considering local spin injection into the normal metal from YIG driven by the temperature

difference between YIG and a normal metal and the non-local magnon-mediated spin injection

due to the temperature difference between magnons and phonons inside YIG. The linear response
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theory framework can be generalized to include phonons and electrons; therefore the method can

be extended to metals and semiconductors. Uchida et al. [15] reported spin Seebeck effect in a

Ni81Fe19/Pt wire on an electrically and magnetically insulating sapphire substrate with a uniform

temperature gradient applied along the sapphire substrate and that the measured voltage is linearly

proportional to temperature gradient. It was indicated that the spin Seebeck effect is phonon-

mediated in this experiment because there are no electrons or magnons transmitted through the

insulating substrate. Magnon distributions in the Ni81Fe19 wire are modulated by non-equilibrium

phonons through magnon-phonon interactions, causing spin pumping from the Ni81Fe19 wire to the

Pt wire. A comparison experiment with Ni81Fe19/Pt wires on a silica-glass substrate observed little

spin voltage with the same temperature gradient, confirming that the spin Seebeck effect is phonon-

mediated. The silica-glass substrate has a large acoustic impedance mismatch with the Ni81Fe19

wire, and phonon waves are less likely to propagate. Further, the authors directly injected acoustic

waves to a YIG slab on a piezoelectric actuator and observed a dip in the measured voltage curve

around the piezoelectric resonance frequency, proving the effect of phonon-magnon coupling on

the spin voltage generated by the spin Seebeck effect.

One circumstance involving multiple coupling mechanisms is the metal-insulator phase tran-

sition observed in transition metal oxides. A debate exists over its origin between Peierls-type

(electron-phonon) and Mott-type (electron-electron) mechanisms [16][17]. Peierls transitions in-

volve symmetry-breaking of the structure and open a gap at the zone boundary. Mott transitions

are a competition between Coulomb repulsion and electron hopping energy. If the distance be-

tween nuclei is reduced, then electrons have more hopping energy to overcome the repulsion, and

the system becomes conducting. On the other hand, adding electrons/holes screens the Coulomb

repulsion and promotes the non-conducting to conducting transition. Because distorting of the lat-

tice alters the structure and at the same time the interactions between nuclei, determining whether

the Peierls or Mott transition is the driving force to the phase transition is difficult; therefore both

mechanisms must be considered in the study of such problems.

Density functional theory (DFT) is a mean-field method in which electron-electron Coulomb

interactions are treated as repulsion between one electron and the average charge density in its
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surroundings, neglecting the self-interaction. Exchange and correlation effects are all lumped into

an approximate term called the exchange-correlation potential. This causes problems especially in

strongly correlated systems. Taking VO2 for example, conventional DFT predicts the monoclinic

phase VO2 to be a metal instead of an insulator. By adding the U correction which explicitly

adds an on-site Coulomb repulsion, a band gap opens. Magnons interact via the exchange energy,

which is the J term in the Heisenberg model. However, the exchange is not exact in DFT; therefore

the usually method of extracting J by calculating the difference between spin-parallel and spin-

antiparallel systems is also an estimate. Hartree-Fock theory provides the exact exchange through

a Slater determinant approach but leaves the correlation problem unaddressed.

This chapter introduces the theory of electron-electron, electron-phonon and phonon-magnon

interactions, and related challenges associated with first-principles calculations.

1.2 Electron-electron interactions

While the static Density Functional Theory (DFT) reliably predicts ground-state properties includ-

ing ground-state energies, atomic structures, phase stability and electron densities, it underesti-

mates electronic band gaps and is unable to accurately capture optical properties [18, 19]. Besides

the fact the exchange-correlation potentials are not exact in the static DFT, the independent particle

Kohn-Sham band gap does not represent the fundamental band gap which is essentially an excited-

state property in a many-body system. Electrons are removed from the system in photoemission

processes and added to the system in reverse photoemission processes. The interactions between

the electrons and the charged system can not be accounted for in static DFT theory. In optical

obsorption processes, electrons are excited from occupied states to unoccupied states leaving holes

behind. The system remains charge neutral; however the carriers around the excited electrons ad-

just their positions due to repulsion or attraction. This screening effect reduces the effective range

and magnitude of the Coulomb potential. To consider interactions between excited electrons and

the remaining system, methods like Time-dependent Density Functional Theory (TDDFT) and

Many-body Perturbation Theory (MBPT) are more suitable to describe excited state properties.
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We start from the static DFT, and then introduce TDDFT within the framework of linear response

theory and MBPT with the GW approximation.

1.2.1 Static density functional theory

Within the Born-Oppenheimer approximation, the solution to the time-independent Schrödinger

equation reduces to the electron band structure problem.

ĤeΨn(r;R) = εn(R)Ψn(r;R) (1.1)

where the electron Hamiltonian Ĥe consists of three parts: kinetic energy (T̂r), interaction with the

nuclei (Ĥr;R), and interaction within electrons (V̂r):

Ĥe =−∑
i

1
2

∇
2

︸ ︷︷ ︸
T̂r

−∑
i,I

ZI

|ri −RI|︸ ︷︷ ︸
V̂r;R

+
1
2 ∑

i̸= j

1
|ri − r j|︸ ︷︷ ︸
V̂r

(1.2)

Here, i and j run over all electron degrees of freedom, and I runs over nuclei degrees of freedom.

The Hohenberg-Kohn theorem states that total energy is a unique function of electron density,

and ground-state density can be determined by minimizing the total energy. In principle, this is

a many-body problem since the wave function relies on knowledge of all particles’ distribution

information; therefore the complexity of the problem grows tremendously with increases in the

number of particles, making this kind of solution impractical. The Kohn-Sham ansatz provides

a way to decompose the many-body wave function into a set of non-interacting particle wave

functions, and constitutes the foundation of many modern DFT codes.

Ψ(r1,r2, · · · ,rn)⇒ ψ1(r1)ψ2(r2) · · ·ψn(rn) (1.3)
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The one-particle Kohn-Sham Hamiltonian is written as:

ĤKS[ρ] = T0[ρ](r)︸ ︷︷ ︸
one−particle
kinetic energy

+
∫

drρ(r)vext(r)+EH [ρ](r)+Exc[ρ](r) (1.4)

vext(r) =−∑
I

ZI

r−RI
(1.5)

EH [ρ] =
1
2

∫ ∫
drdr′

ρ(r)ρ(r′)
|r− r′|

(1.6)

Here vext is the external potential associated with the nuclei, EH is the classical Coulomb potential

(also known as the Hartree potential), and Exc is the exchange-correlation term. The exchage part

takes care of the anti-symmetric nature of electron wave functions by interchanging two electrons,

and the correlation part is associated with electron correlations. The difference between the many-

body kinetic energy and one-particle kinetic energy is lumped into the exchange-correlation term.

1.2.2 Time-dependent density functional theory and linear response theory

Variations in charge density caused by external perturbations induce Hartree and exchange-correlation

variations that screen the effects of external perturbations. The electron screening effects are con-

sidered through the calculation of the dielectric function ε . The dielectric function relates the

external potential vext to the total Kohn-Sham potential vKS via:

vKS = ε
−1vext (1.7)

ε can be obtained from the density-density response function χ by applying TDDFT and linear

response theory. The basis of TDDFT is the Runge-Gross theorem [20] which states that a one-to-

one mapping exists between the time-dependent external potential vext(r, t) and the time-dependent

charge density ρ(r, t) of the system.
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We first introduce the time-dependent Kohn-Sham equation:

i
∂ψ(r, t)

∂ t
=

{
− h̄2

2m
∇

2 + vKS[ρ](r, t)
}

ψ(r, t) (1.8)

where vKS is the Kohn-Sham potential and consists of three parts: the external potential vext(r, t),

the Hartree potential vH [ρ](r, t), and the exchange-correlation potential vxc[ρ](r, t).

vKS[ρ](r, t) = vext(r, t)+ vH [ρ](r, t)+ vxc[ρ](r, t)

vH [ρ](r, t) = e2
∫

d3r′
ρ(r′, t)
|r− r′|

(1.9)

In the framework of linear response theory, we assume the perturbation to the system is small,

and the density response to the external perturbation is calculated with the density-density response

function χ:

χ(rt,r′t ′) =
δρ(r, t)

δvext(r′, t ′)
(1.10)

From Eq. (1.10), we can see that the density response at position r and time t depends on the

perturbation at position r′ and time t ′(t ′ < t); therefore the density response function is non-local

and retarded. The density variation can also be computed in a non-interacting Kohn-Sham system:

χ
0(rt,r′t ′) =

δρ(r, t)
δvKS(r′, t ′)

(1.11)

Here χ0 is the non-interacting density-density response function (also known as irreducible polar-

izability) and can be expressed through the Adler-Wiser equation [21]:

χ
0(r,r′,ω) =

2
Ω

∑
i ̸= j

( fi − f j)
ψ

†
i (r)ψ j(r)ψ†

j (r
′)ψi(r′)

εi +ω − ε j + iη
(1.12)

In reciprocal space, the Fourier transform of Eq. (1.12) is expressed as:

χ
0
G,G′(q,ω) =

2
Ω

∑
k,v,v′

( fvk − fv′k+q)
⟨ψv,k|e−i(q+G)r |ψv′,k+q⟩⟨ψv′,k+q|ei(q+G′)r |ψv,k⟩

εv,k − εv′,k+q + h̄ω + iη
(1.13)

Here, Ω is the volume, f is the Fermi-Dirac distribution, and η is the broadening parameter.
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Defining an exchange-correlation kernel fxc[ρ](r,r′, t − t ′) =
δvxc(r, t)
δρ(r′, t ′)

and inserting Eq. (1.9)

into Eq. (1.11), we obtain a Dyson equation with the use of Eq. (1.10):

χ(r,r′,ω) = χ
0(r,r′,ω)+

∫
d3r1d3r2χ

0(r,r1,ω){ e2

|r1 − r2|
+ fxc(r1,r2,ω)}χ(r2,r′,ω) (1.14)

A Fourier transform of Eq. (1.14) produces:

χG,G′(q,ω) = χ
0
G,G′(q,ω)+ ∑

G1,G2

χ
0
G,G1

(q,ω){ 4πe2

|q+G||q+G′|
+ fxc,G1,G2(q,ω)}χG2,G′(q,ω)

(1.15)

Inserting Eq. (1.9), (1.10) and (1.11) into Eq. (1.7), we obtain:

ε
−1
G,G′(q,ω) = δG,G′ +{ 4πe2

|q+G||q+G′|
+ fxc,G,G′(q,ω)}χG,G′(q,ω) (1.16)

and

εG,G′(q,ω) = δG,G′ −{ 4πe2

|q+G||q+G′|
+ fxc,G,G′(q,ω)}χ

0
G,G′(q,ω) (1.17)

The central functionals in TDDFT are the exchange-correlation potential vxc and the exchange-

correlation kernel fxc. The exact form of the exchange-correlation kernel is unknown, and approx-

imations are required for TDDFT calculations. In the Random Phase Approximation (RPA) [22,

23], electrons are treated as independent particles, and exchange-correlation effects are neglected

with fxc = 0. This is similar to Hartree-Fock theory in the static system; therefore TDDFT within

RPA is also called Time-dependent Hartree-Fock Theory (TD-HF).

Another widely used approximation of the exchange-correlation kernel in TDDFT is the adia-

batic local density approximation (ALDA) where

f ALDA
xc (r,r′) = δ (r− r′)

δvLDA
xc (ρ(r),r)

δρ(r)
(1.18)

In electron energy loss spectroscopy (EELS) calculations, both ALDA and RPA quantitatively

match experimental results. In finite systems, ALDA performs well in predicting optical absorp-
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tion spectra and improves the result of RPA. However, in extended systems the optical absorption

spectra predicted by ALDA shows a large discrepancy from experiments due to incorrect asymp-

totic behavior of the ALDA potential. The Kohn-Sham gap is smaller than the fundamental band

gap, and ALDA does not account for the excitonic effects [24, 25, 26].

1.2.3 GW and Bethe-Salpeter equation (BSE)

Despite the simplicity of TDDFT, the optical properties predicted by TDDFT greatly depend on

the choice of the exchange-correlation potential and exchange-correlation kernel. The many-body

Green’s function, on the other hand, explicitly calculates the energies of adding and removing

electrons and is more straightforward in terms of analysing the physics. The exchange-correlation

potential is contained within the non-local and frequency dependent electron self-energy term Σ in

the many-body Green’s function framework. Adding or removing charges in a system induces the

relaxation of wave functions. To account for such a relaxation or response to charge perturbation,

the dielectric matrix is used to compute the screened potential induced by the external potential.

In this work, we study the optical properties of graphene nanoribbons in Chapter 4 using GW

+ BSE methodology within the many-body Green’s function framework. Within the GW approxi-

mation, electron self-energy is evaluated as the convolution of a single-particle Green’s function G

and screened Coulomb interaction W :

Σ(r,r′;ω) = i
∫ dω ′

2π
e−iηω ′

G(r,r′;ω −ω
′)W (r,r′;ω −ω

′) (1.19)

where η = 0+. The single-particle Green’s function is:

G(r,r′;ω) = ∑
n,k

ψnk(r)ψ∗
nk(r

′)

ω − εnk − iη
(1.20)

and the screened Coulomb potential is expressed as:

W (r,r′;ω) =
∫

ε
−1(r,r′′;ω)v(|r′− r′′|)dr′′ (1.21)
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In the static limit when ω = 0, the electron self-energy term is decomposed into the an energy-

independent Coulomb-hole (COH) term and screened exchange (SEX) term [27]:

ΣCOH(r,r′) =
1
2

δ (r,r′)[W (r− r′)− v(r,r′)] (1.22)

ΣSEX(r,r′) =−
occ

∑
nk

φnk(r)φ∗
nk(r

′)W (r,r′) (1.23)

The COH part of self-energy represents the interaction between the quasi-particle and the potential

induced by electron screening around the quasi-particle, and the SEX part of self-energy is the

exchange energy with static electron screening. The SEX part requires a summation over occupied

states while the δ function in the COH part requires a summation over occupied and unoccupied

states [28, 29].

The quasi-particle eigenvalues and wave functions are calculated by solving the Dyson’s equa-

tion [30]:

[
−1
2

∇
2 + vext + vH +Σ(EQP

nk )

]
ψ

QP
nk = EQP

nk ψ
QP
nk (1.24)

where EQP
nk and ψ

QP
nk are the quasi-particle energies and quasi-particle wave functions, respectively.

The quasi-particle energy is evaluated by:

EQP
nk = ε

DFT
nk + ⟨ψDFT

nk |ΣGW (EQP
nk )− vDFT

xc |ψDFT
nk ⟩ (1.25)

In this work, we use a zeroth-order G0W0 approximation for the calculations of the Green’s

function and the screened Coulomb interaction. Neither the Green’s function nor the screened

Coulomb interaction is self-consistently calculated in the Dyson’s equation but instead is based

on the eigenvalues and wave functions obtained in the static DFT. The quasi-particle energy con-

tributed by exchange-correlation in static DFT is replaced by the electron self-energy in the G0W0

approximation. The algorithm of calculating the quasi-particle energy is summarized as follows:
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1. Construct the Green’s function G0 with Kohn-Sham eigenvalues and wave functions.

2. Calculate the irreducible polarizability χ0.

3. Calculate the dielectric function ε .

4. Calculate the screened Coulomb potential W0.

5. Calculate the self-energy Σ.

6. Solve the Dyson’s equation to obtain quasi-particle energies EQP.

While GW accurately predicts quasi-particle energies (including electron ionization energy,

electron affinity and band gaps) and matches photoexcitation and inverse photoexcitation measure-

ments well, it does not do a good job in predicting optical absorption, especially in semiconductors

and insulators. The GW methodology describes one-particle excitation while optical absorption

processes involve two-particle excitation: the excited electron and the Coulomb hole. To account

for the interaction between the electron-hole pair, the Bethe-Salpeter equation [31, 32, 33, 34, 35,

36] can be used along with GW quasi-particle energies to simulate optical absorption spectra in

charge neutral systems.

The Bethe-Salpeter equation reads:

(
EQP

ck −EQP
vk

)
AS

vck + ∑
v′c′k′

⟨vck|Keh |v′c′k′⟩= Ω
SAS

vck (1.26)

where EQP
ck and EQP

vk are quasi-particle energies of the conduction and valence band electron states

obtained from GW calculations , Keh is the electron-hole interaction kernel, ΩS is the excita-

tion energy, and AS
vck is the exciton amplitude. vck indicates the exciton state is formed by the

quasi-electron state kc and the quasi-hole state kv; therefore the exciton wave function is a linear

combination of quasi-electron and quasi-hole states:

ψ(re,rh) = ∑
k,v,c

AS
v,c,kψk,c(re)ψ

∗
k,v(rh) (1.27)

The electron-hole kernel Keh contains contributions from the direct interaction Kd and the bare
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exchange interaction Kx [37], where

⟨vck|Kd |v′c′k′⟩=−
∫

drdr′ψ∗
c (r)ψc′(r)W (r,r′)ψ∗

v′(r
′)ψv(r′) (1.28)

and

⟨vck|Kx |v′c′k′⟩=
∫

drdr′ψ∗
c (r)ψv(r)v(r,r′)ψ∗

v′(r
′)ψc′(r′) (1.29)

The absorption spectra is proportional to the imaginary part of the macroscopic dielectric func-

tion:

ε2(ω) ∝ ∑
S
|e · ⟨0|v |S⟩ |2δ (ω −ΩS) (1.30)

where ⟨0|v |S⟩= ∑vck AS
vck ⟨vk|v |ck⟩, v is the velocity operator and e is polarization of light.

1.3 Electron-phonon coupling

Electrons in condensed matter move in the potential field formed by ions. If a displacement of ions

from the “perfect” sites exists in the lattice, a perturbation to the potential field occurs. The electron

cloud moves with the ions, but at the same time experiences screening effects from other electrons.

Electrons can also be scattered into other states. There are several approaches for the calculation of

electron-phonon coupling. The rigid-ion approximation is one of the earliest methods, and assumes

the potential field moves rigidly with ions. The main drawback of this method is that it does not in-

clude the electron screening effects and can lead to unphysical electron-phonon coupling strengths

in the long-wavelength limit. To deal with this problem, ab-initio methods (DFT) have been used

to recalculate the electron density self-consistently after the perturbation, and the development of

density functional perturbation theory (DFPT) has greatly improved the efficiency of calculating

perturbations at any phonon wavevector. The dielectric approach is another way to obtain the per-

turbed potential. The basic idea is to replace the external perturbation with a screened perturbation

using the dielectric function. However, neither DFPT nor the dielectric method has fully solved the
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problem due to their inherent Born-Oppenheimer approximation. Beyond the Born-Oppenheimer

approximation, frequency-dependent screening and electron retardation effects should be taken

into consideration. A comprehensive review on historic developments of the methods for electron-

phonon coupling can be found in [38].

In this section, we first derive the electron-phonon coupling Hamiltonian, and then derive elec-

tron scattering rates from Fermi’s golden rule.

1.3.1 Derivation of the electron-phonon coupling Hamiltonian

Corresponding to Eq. (1.1), the Kohn-Sham Hamiltonian is a function of distance between the

electron at position r and the ion I at position R. Assuming that the equilibrium position of the ion

is R0
I , then the displacement from the equilibrium is uI = RI −R0

I .

ĤKS = ∑
I,n,k,n′,k′

∫
dr ψ

†
n′,k′(r)vKS(r−RI)ψn,k(r) (1.31)

Here, n is the band index, and k is the wavevector. By expanding the Hamiltonian to first order, we

find:

ĤKS = ∑
I,n,k,n′,k′

∫
dr ψ

†
n′,k′(r)vKS(r−R0

I )ψn,k(r)

+ ∑
I,n,k,n′,k′

∫
dr ψ

†
n′,k′(r) uI ·

∂vKS(r−RI)

∂RI
ψn,k(r)+ · · ·

(1.32)

where ψ is the Bloch wave ψn,k(r) = eik·rφn,k(r) and φn,k(r) has the periodicity of lattice transla-

tions φn,k(r) = φn,k(r+R), with R being a lattice vector:

ψn,k(r+R0
I ) = eik·R0

I ψn,k(r) (1.33)
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The first-term in Eq. (1.32) is the interaction with the “perfect” lattice, and the second term is the

electron-phonon coupling potential Ĥe−ph. Using Eq. (1.33) in Eq. (1.32), we find:

Ĥe−ph = ∑
I,n,k,n′,k′

ei(k−k′)·R0
I uI ·

∫
d(r−R0

I ) ψ
†
n′,k′(r−R0

I )
∂vKS(r−RI)

∂RI
ψn,k(r−R0

I )︸ ︷︷ ︸
Snk,n′k′

(1.34)

The electron-phonon coupling Hamiltonian is then expressed as:

Ĥe−ph = ∑
I,n,k,n′,k′

ei(k−k′)·R0
I uI ·Snk,n′k′ a†

n′,k′ an,k (1.35)

where a†
n′,k′ and an,k are electron creation and annihilation operators. Similarly, phonon displace-

ment can be expressed as:

uI =
1√
N ∑

q,v

√
h̄

2Mωq,v
eiq·R0

I (b†
−q,v +bq,v) eq,v (1.36)

where v denotes the index of phonon branches. Inserting Eq. (1.36) into Eq. (1.35) and considering

the crystal momentrum conservation k′ = k+q+G with G being a reciprocal lattice vector, we

obtain:

Ĥe−ph =
1√
N ∑

n,n′,v,k,q,G

√
h̄

2Mωq,v
eq,v ·Snk,n′k+q+G︸ ︷︷ ︸

gn,n′,v(k,q,G)

a†
n′,k+q+G an,k (b†

−q,v +bq,v) (1.37)

where gn,n′,v(k,q,G) is the electron-phonon coupling matrix element. Since Normal processes of-

ten dominate over the Umklapp processes, we neglect Umklapp processes in the following deriva-

tions and enforce G to be 0. This assumption leads to:

Ĥe−ph =
1√
N ∑

n,n′,v,k,q

√
h̄

2Mωq,v
eq,v ·Snk,n′k+q︸ ︷︷ ︸

gn,n′,v(k,q)

a†
n′,k+q an,k (b†

−q,v +bq,v) (1.38)
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1.3.2 Derivation of electron-phonon coupling scattering rates

We now derive electron scattering rates due to electron-phonon coupling using Fermi’s golden rule.

The transition probability from the initial state |n,k⟩ to the final state |n′,k+q⟩ is expressed as:

W qv
n′k+q,nk =

2π

h̄
|Mn′k+q,nk|2δ (εn′k+q − εnk) (1.39)

where

Mn′k+q,nk = ⟨n′,k+q| Ĥe−ph |n,k⟩

= ⟨nq,v +1;n′,k+q| Ĥe−ph |n,k;nq,v⟩ ⇐= phonon emission

or = ⟨nq,v −1;n′,k+q| Ĥe−ph |n,k;nq,v⟩ ⇐= phonon absorption

(1.40)

Here, nq,v is the Bose-Einstein distribution. Inserting Eq. (1.38) into Eq. (1.40), and applying the

relation b |n⟩=
√

n |n−1⟩ and b† |n⟩=
√

n+1 |n+1⟩, we find:

W qv
n′k+q,nk =

2π

h̄N
|gn,n′,v(k,q)|2

[
(nq,v +1)δ (εn,k − h̄ωq,v − εn′,k+q)︸ ︷︷ ︸

emission

+nq,v δ (εn,k + h̄ωq,v − εn′,k+q)︸ ︷︷ ︸
absorption

]
(1.41)

The electron scattering rate is the sum of the transition probabilities over all electron bands, phonon

branches and phonon wavevectors:

1
τn,k

= ∑
n′,q,v

W qv
n′k+q,nk

=
2π

h̄N ∑
n′,q,v

|gn,n′,v(k,q)|2
[
(nq,v +1)δ (εn,k − h̄ωq,v − εn′,k+q)︸ ︷︷ ︸

emission

+nq,v δ (εn,k + h̄ωq,v − εn′,k+q)︸ ︷︷ ︸
absorption

]

(1.42)

1.3.3 Photoconductivity

Upon photoexcitation, electron-hole pairs are generated and build up a large distribution of excited

states. Within 10 to 150 fs, the electron subsystem rapidly thermalizes via carrier-carrier scattering
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Figure 1.1: Hot carrier distribution

and can be described by an effective electron temperature Te, which is higher than the phonon

subsystem temperature Tph. The system further relaxes through electron-phonon, phonon-phonon

and defect scattering. This process takes tens of picoseconds, which is far longer compared with

the relaxation among electrons. The corresponding carrier distributions at different time periods

are shown in Fig. 1.1.

Photoconductivity describes the phenomenon in which electrical conductivity increases with

photoexcitation. This can be explained as the excitation generates electron-hole pairs that both

contribute to the conductivity ∆σ = ∆neµe +∆nhµh. Here, we briefly derive the Drude model of

conductivity.

The drift velocity equation is:

m
dvd

dt
+m

vd

τ
= eEe−iωt (1.43)

where ω is the frequency of the electric field. Assuming vd = v0e−iωt , we have:

m(−iω +
1
τ
)v0 = eE (1.44)
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The current density is calculated by:

J = nev0 (1.45)

and the conductivity is defined as:

J = σE (1.46)

Combing Eq. (1.44), (1.45) and (1.46), we find:

σ =
ne2

m(−iω + τ−1)
(1.47)

1.4 Magnon-phonon interactions

1.4.1 Heisenberg model

The electronic wavefunction can be written as the product of two parts, the first part is spin-

independent and contains only spatial information, and the second part contains information on

spin polarization.

Ψ(r1,σ1;r2,σ2; · · ·) = φ(r1,r2, · · ·)χ(σ1,σ2, · · ·) (1.48)

Because electrons are fermions, the wavefunction is antisymmetric. We consider a system of

only two spin-1/2 particles. If φ(r1,r2, · · ·) is symmetric, then χ(σ1,σ2) must be antisymmetric;

therefore the total spin S is 0. This is called a singlet state as there is only one alignment of two

spins. Assuming the particles are non-interacting, the singlet wavefunction is written as:

ΨS(r1,σ1;r2,σ2) =
{

φ1(r1)φ2(r2)+φ1(r2)φ2(r1)
}

χS (1.49)

Similarly, If φ(r1,r2, · · ·) is antisymmetric, then χ(σ1,σ2) must be symmetric; therefore the total

spin S is 1. This is called a triplet state as there are three combinations of alignments of two spins.

The triplet wavefunction is written as:

ΨT (r1,σ1;r2,σ2) =
{

φ1(r1)φ2(r2)−φ1(r2)φ2(r1)
}

χT (1.50)
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The energy is expressed as:

ES =
∫

dr1dr2Ψ
†
SĤΨS (1.51)

for the singlet state, and

ET =
∫

dr1dr2Ψ
†
T ĤΨT (1.52)

for the triplet state. Using Eqn. (1.49) and (1.50), the singlet-triplet energy splitting is:

ES −ET = 2
∫

dr1dr2φ
†
1 (r1)φ

†
2 (r2)Ĥφ1(r2)φ2(r1) (1.53)

The associated Hamiltonian can be parametrized as:

Ĥ =
1
4
(ES +3ET )− JS⃗1 · S⃗2 (1.54)

where S⃗1 · S⃗2 is −3
4

for the singlet and
1
4

for the triplet, and J = ES−ET describes the singlet-triplet

energy splitting. Because the two states in Eq. (1.53) differ by exchanging two electrons, J is called

exchange coupling constant. Because only the second term in Eq. (1.54) is spin-dependent, we

define a spin Hamiltonian for a two-electron system as:

Ĥspin =−JS⃗1 · S⃗2 (1.55)

if J > 0, the system favors the triplet state, and the spins are parallel with the total spin equal to 1;

If J < 0, the system favors the singlet state, and the spins are antiparallel with the total spin equal

to 0.

In many cases, the spin Hamiltonian for a many-electron system can be written as the sum over

pairs of ions:

Ĥspin =−∑
i, j

Ji jS⃗i · S⃗ j (1.56)

This is called the Heisenberg model, and the spin Hamiltonian in Eq. (1.56) is called the Heisen-

berg Hamiltonian. Note the model is only applicable for systems of well-separated ions because

interactions between two electrons on the same ion in Eq. (1.49) are neglected. A more detailed
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explanation can be found in [39].

1.4.2 Spin-spiral method

Extracting the Heisenberg exchange constants is an essential step to study magnons and the in-

teraction between magnons and other quantum particles. One of the most used methods is the

so-called spin-spiral (frozen magnon) approach in which the energy difference between the ground

state and the system with spin-spirals.

In real space, Eq. 1.56 becomes

Hspin =−1
2 ∑

n,m,α,β

J(Rmα ,Rnβ )Mmα ·Mnβ (1.57)

where Rmα(nβ ) =Rm(n)+τα(β ), m(n) are the indexes of unit cells, Rm(n) are the lattice vectors,

α(β ) are basis vectors, and 1
2 indicates that the spin energy is shared by the pair of atoms. By

writing the magnetic moment vector M in terms of the cone angle θ and the phase angle φ

Mnα = Mα

( sinθα cos(q ·Rnα +φα)

sinθα sin(q ·Rnα +φα)

cosθα

)
(1.58)

where q is the spin spiral wave vector and applying a Fourier transform to the exchange constant

J, Eq. 1.57 becomes

Hspin(q;Θ;Φ) =−1
2 ∑

αβ

MαMβ

{
sinθα sinθβ Re

[
Jαβ (q)e

i(φα−φβ )
]

+ cosθα cosθβ Jαβ (0)

} (1.59)

in the reciprocal space.
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By defining J̃µν(q) = Jµν(q)−δµνJµν(0), it can be derived from Eq. 1.59 that

J̃µµ(q) =−2
Hµ

spin(q)−Hµ

spin(0)

M2
µsin2θ

(1.60)

in the case where only one atom’s magnetic moment is tilted from the collinear ground state (θµ ̸=

0,θλ = 0,∀λ ̸= µ). If there are more than two atoms in the unit cell and the magnetic moments of

the two atoms of interest are tilted by θµ and θnu with the other atoms’ magnetic moments being

at the collinear states (θµ ,θν ̸= 0,θλ = 0,∀λ ̸= µ,ν), we find

Re[J̃µν(q)] =
Hµν

spin

(
0, π

2

)
−Hµν

spin

(
q,0
)

MµMν sin2θ
− 1

2
Mµ

Mν

J̃µµ − 1
2

Mν

Mµ

J̃νν (1.61)

and

Im[J̃µν(q)] =
Hµν

spin(q,
π

2 )−Hµν

spin(q,0)

MµMν sin2θ
−Re[J̃µν(q)] (1.62)

where the first parameter in Hµν

spin is the spin spiral’s wave vector q, and the second parameter in

Hµν

spin is the difference between the phase angles of the two tilted magnetic moments φµ − φν . A

back-Fourier transform gives the Heisenberg exchange constant in the real space

J(τµ ,τν −R) =
1

VBZ

∫
VBZ

J̃µν(q)e−iq·(τµν−R)d3q. (1.63)

A detailed derivation of the spin-spiral method can be found in [40].

The spin-spiral method is used on the basis of static mean-field DFT methods in which the

Kohn-Sham eigenvalue problem is solved. For each pair of magnetic atoms, the integral over the

spin spiral wave vectors in the Brillouin zone needs to be calculated as shown in Eq. 1.63. Even

though symmetry can be used to reduce the number of wave vectors q to be calculated, the amount

of work is still enormous in a large system with many magnetic atoms. The size of the q-grid

depends on the distance between atoms; therefore a convergence test over the q-grid is required.

Because the magnitude of spin energy is small compared with the total ground state energy in

the presence of a small magnetic perturbation, a dense k-grid is needed to obtain accurate energy
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differences between the ground state and the states with spin spirals. The computational cost for

a large system including interfaces makes the spin-spiral method not practical. The method we

adopt in this work for calculating the Heisenberg exchange constants is to use the formulation of

Lichtenstein et al. [41]

Ji j =
1

4π
Im
∫

dETr(t−1
i↑ − t−1

i↓ )τ
i j
↑ (t

−1
j↑ − t−1

j↓ )τ
ji
↓ . (1.64)

where t is the single-site t-matrix and τ is the scattering path operator in the Korringa, Kohn and

Rostoker (KKR) [42, 43] method incorporated into a Green’s function formalism [44, 45, 44, 46,

47].

The KKR Green’s function method calculates the Green’s function and does not require solving

the eigenvalue problem in the Kohn-Sham equation. Density of states, charge density, spin and

orbital magnetic moments could be calculated directly from the Green’s function. Electron density

of states is the imaginary part of the integral of the Green’s function over space:

n(E) =− 1
π

Im
∫

G(r,r′;E)d3r =− 1
π

ImTrG(E). (1.65)

Similarly, the charge density can be obtained by integrating the Green’s function up to the Fermi

level:

ρ(r) =− 1
π

Im
∫ EF

−∞

G(r,r′;E)dE (1.66)

The Dyson equation connects the Green’s function of the unperturbed system to the perturbed

system; therefore it can treat complex structures (e.g., surfaces, nano structures). The Green’s

function formalism also enables the study of spectroscopic properties and transport properties [48,

49, 50, 51, 52]. The KKR method incorporated with the coherent potential approximation (CPA)

[53, 54, 55] can be used for disordered alloys.

The KKR Green’s function method involves solving the single-site scattering problem and the

multiple-scattering problem. Single-site scattering involves calculating the single-site t-matrix as-

sociated with one electron being scattered by a single potential and the multiple-scattering requires
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that the incoming wave at one site is equal to the outgoing waves at all the other sites when the

electron is scattered by multiple scattering potentials. In the following we introduce single-site

scattering, multiple-scattering theory and the KKR Green’s function method based on multiple-

scattering theory.

1.4.3 Single-site scattering

The one-electron Schrödinger equation of a plane-wave in an external scattering potential V is

H0 |ψ⟩+V |ψ⟩= E |ψ⟩ (1.67)

where H0 is the kinetic energy operator. Eq. 1.67 can be rearranged as

(E −H0) |ψ⟩=V |ψ⟩ (1.68)

The homogeneous solution to Eq. 1.68 is

(E −H0) |φ⟩= 0 (1.69)

where φ represents the wave function of a free-electron without experiencing the external scattering

potential. The general solution to Eq. 1.68 is the sum of a homogeneous solution and a particular

solution

|ψ⟩= |φ⟩+(E −H0 + iη)−1V |ψ⟩= |φ⟩+G+
0 V |ψ⟩ (1.70)

where G+
0 is the Green’s function associated with an outgoing wave of a free-electron.

Eq. 1.70 is the Lippmann-Schwinger equation widely used in scattering theories. Rearranging

Eq. 1.70 gives

(1−G+
0 V ) |ψ⟩= |φ⟩ . (1.71)
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The term (1−G+
0 )

−1 can be expanded as

(1−G+
0 V )−1 = 1+G+

0 V +G+
0 V G+

0 V + · · ·= 1+G+
0 T (1.72)

where T is the scattering matrix and defined as T =V +V G+
0 V +V G+

0 V G+
0 V + · · · . Notice

T =V (1+G+
0 T ). (1.73)

Multiplying both sides of Eq. 1.71 by (1−G+
0 V )−1 gives

|ψ⟩= (1+G+
0 T ) |φ⟩ . (1.74)

Eq. 1.74 connects the wave function of an electron in an external scattering potential to the wave

function of a free electron.

The Green’s function of an electron influenced by the external scattering potential is connected

to the Green’s function of a free electron via the Dyson equation:

G(E) = G+
0 (E)+G(E)V G+

0 = G+
0 +G+

0 T (E)G+
0 (E) (1.75)

where G and G+
0 are Green’s functions with and without perturbation of the scattering potential V ,

respectively. Both G and G+
0 are energy-dependent.

1.4.4 Multiple-scattering theory

So far we have assumed there is only one scattering potential V . In the presence of multiple

scattering potentials that do not overlap in space, we can write

V = ∑
i

vi (1.76)
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where i is the index of the scattering site and vi is the scattering potential at the scattering site i. By

defining

T = ∑
i

Qi (1.77)

and expanding T in terms of Qi on the right side of Eq. 1.73, we have

T = ∑
i

vi(1+G+
0 ∑

j
Q j). (1.78)

Rearranging Eq. 1.78 gives

T = ∑
i

viG+
0 Qi +∑

i
vi(1+G+

0 ∑
j ̸=i

Q j). (1.79)

By comparing Eq. 1.79 to Eq. 1.77, we have

Qi = viG+
0 Qi + vi(1+G+

0 ∑
j ̸=i

Q j). (1.80)

Rearranging Eq. 1.80 gives

(1− viG+
0 )Qi = vi(1+G+

0 ∑
j ̸=i

Q j). (1.81)

Eq. 1.81 can be further reduced to

Qi = (1− viG+
0 )

−1vi(1+G+
0 ∑

j ̸=i
Q j) (1.82)

We define

t i = (1− viG+
0 )

−1vi (1.83)

where t i is the single-scattering t-matrix and describes the transition from an incoming wave to

an outgoing wave in the presence of the scattering potential vi at scattering site i, and Eq. 1.82
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becomes

Qi = t i(1+G+
0 ∑

j ̸=i
Q j) (1.84)

t i can be further expanded as

t i = (1+ viG+
0 + viG+

0 viG+
0 + · · ·)vi = vi(1+G+

0 t i). (1.85)

Combining Eq. 1.84 and Eq. 1.85 gives

T = ∑
i

t i +∑
i

t iG+
0 ∑

j ̸=i
t j +∑

i
G+

0 ∑
j ̸=i

t jG+
0 ∑

k ̸= j
tk + · · · (1.86)

The first term in Eq. 1.86 represents the scattering from the site i to outside the cluster; the second

term represents the scattering from site i to site j and then site j to outside the cluster; the third

term represents the scattering from site i to site j, site j to site k and then site k to outside the

cluster; and so on so forth.

Now we can rewrite Eq. 1.74 as

|ψ⟩= (1+G+
0 ∑

i
Qi) |φ⟩

= |φ⟩+G+
0 ∑

i
Qi |φ⟩

= |φ⟩+G+
0 ∑

i
ti |φ in

i ⟩

= |φ⟩+∑
i
|φ out

i ⟩

(1.87)

where |φ⟩ is the incident wave on the cluster with multiple scattering sites, t is the single-site t-

matrix at site i, |φ in
i ⟩ is the incoming wave at site i, and |φ out

i ⟩ is the outgoing wave at site i. Eq.

1.87 is the Lippmann-Schwinger equation for a system with multiple scattering sites.
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1.4.5 Korringa-Kohn-Rostoker Green’s function method

The KKR representation of the Green’s function method requires first solving the single-site scat-

tering by calculating the single-site t-matrix which is later used in solving the multiple-scattering

problem. The single-site scattering concerns the problem of the incident wave being scattered by

one scattering potential as indicated by the Lippmann-Schwinger equation (Eq. 1.70).

The Green’s function G+
0 of a free-electron system (scattering potential V = 0) is expressed as

G+
0 (r,r

′;E) =− 1
4π

eik|r−r′|

|r− r′|
(1.88)

in Cartesian coordinates and as

G+
0 (r,r

′;E) =−i
√

E ∑
L

YL jl(
√

Er<)hl(
√

Er>)YL(r′) (1.89)

in the angular momentum representation where YL represents spherical harmonics, jl are the Bessel

functions and hl are spherical Hankel functions.

The radial wave function (the solution to the radial Schrödinger equation) of an electron scat-

tered by a single potential V in the angular momentum representation is

Rl(r;E) = jl(
√

Er)+
∫ S

0
gl(r,r′;E)V (r′)Rl(r′;E)r′2dr′ (1.90)

and the single-site t-matrix in the angular momentum representation is

tl(E) =
∫ S

0
jl(
√

Er)V (r)Rl(r;E)r2dr. (1.91)

The single-site Green’s function under the single scattering potential perturbation is obtained

via the Dyson equation (Eq. 1.75)

Gs(r,r′;E) =−i
√

E ∑
L

Rl(r<;E)Hl(r>;E)YL(r)YL(r′) (1.92)
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where RL and HL are the regular and irregular solution to the radial Schrödinger equation, respec-

tively.

In a periodic lattice, we assume the scattering potential at each atomic site is spherically sym-

metric within a muffin-tin radius rMT and is a constant outside the muffin-tin radius; there is no

overlapping of potentials in the interstitial region:

V (r) =


V (r) r ≤ rMT

0 r ≥ rMT

(1.93)

The multiple-scattering Green’s function of a periodic lattice becomes

G(r+Rn,r′+Rn′;E) =−i
√

E ∑
L

Rn
L(r<;E)Hn

L(r>;E)δn,n′ + ∑
L,L′

Rn
L(r;E)Gnn′

LL′(E)Rn′
L′(r′;E)

(1.94)

where R represents lattice sites, n is the index of atomic cells and Gnn′
LL′ is the structural Green’s

functions is calculated using structure constants and the single-scattering t-matrix via the Dyson

equation

Gnn′
LL′(E) = gnn′

LL′(E)+ ∑
n′′,L′′

gnn′′
LL′′(E)tnn′′

l′′ (E)Gn′′n′
L′′L′. (1.95)

Eq. 1.95 can be expanded as

Gnn′
LL′ = gnn′

LL′ + ∑
n′′,L′′

gnn′′
LL′′tn′′

l′′ gn′′n′
L′′L′ + ∑

n′′,L′′
∑

n′′′,L′′′
gnn′′

LL′′tn′′
l′′ gn′′n′′′

L′′L′′′tn′′′
l′′′ gn′′′n′

L′′′L′ + · · · (1.96)

where the first term on the right side represents the case that the incoming wave from n′ goes

directly to the outgoing wave at n, the second term represents the case that the incoming wave

from n′ is scattered once before it propagates to n and the third term represents the case that the

incoming wave at n′ is scattered twice. We can decompose the scattering matrix T and define a

scattering path operator τnn′ that describes the possible transitions from the incoming wave at n′ to

the outgoing wave at n

T (E) = ∑
nn′

τ
nn′(E) (1.97)
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where

τ
nn′(E) = tn

δnn′ + tn(E) ∑
k ̸=n

gnk
τ

kn′(E). (1.98)

By matrix inversion, Eq. 1.98 can be reduced to

τ(E) = [t(E)−1 −g(E)]−1 (1.99)

where t(E)−1−g(E) is the real-space KKR matrix M(E). Eq. 1.99 indicates that the structure part

g and the scattering part t are separated in KKR Green’s function method. The algorithm of KKR

Green’s functions is summarized as follows:

1. Calculate the single-scattering free electron Green’s function G+
0 .

2. Calculate wave functions Rl for each atomic cell with the single-scattering free electron

Green’s function via the Lippmann-Schwinger equation Eq. 1.90.

3. Calculate the single-site Green’s function Gs via Eq. 1.92.

4. Calculate the single-scattering t-matrix via Eq. 1.91.

5. Calculate the structural Green’s function Gnn′
LL′ via Eq. 1.95.

6. Calculate the multiple-scattering Green’s function G via Eq. 1.94.

1.5 Experimental techniques

In this section, we introduce three experimental techniques widely used to study electron-electron,

electron-phonon interactions, and carrier dynamics: angle-resolved photoemission spectroscopy

(ARPES), electron energy loss spectroscopy (EELS) and the pump-probe experiment. We relate

the experimentally measured quantities to first-principles calculations, and compare some of the

simulation results with experiments later.
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1.5.1 Angle-resolved photoemission spectroscopy (ARPES)

Angle-resolved photoemission spectroscopy (ARPES) provides a way of directly probing electron

band structure and also helps to study electron-electron and electron-phonon interactions, which

is reflected in the spectral broadening in ARPES intensity measurements. The schematic of an

ARPES experiment is shown in Fig. 1.2. The sample is illuminated by monochromatic light.

An electron absorbs the photon energy hν and jumps from the initial state Ei to the final state

E f , leaving a hole behind. If the photon energy is large enough for electrons to overcome the

work function φ , electrons can escape from the sample. These escaped electrons are collected,

and their excessive kinetic energy Ekin and the polar(θ ) and azimuthal(ϕ) emission angles are then

analyzed. The band structure is obtained from the relationship between the parallel component of

the momentum k// and the binding energy EB. The binding energy is inferred by:

EB = hν −Ekin −φ (1.100)

During the photoemission process, the momentum parallel to the surface is conserved while the

momentum perpendicular to the surface is not. The momentum before photoemission is calculated

by:

k// =
1
h̄

√
2meEkinsinθ (1.101)

We now introduce the widely-used three-step model to describe the photoemission process.

The three steps are:

(i) Electrons absorb photon energies and electron-hole pairs are generated in the bulk material.

Using Fermi’s golden rule, the transition probability from the initial state to the final state is:

Wf i =
2π

h̄
| ⟨ΨN

f |−
e

mc
A ·p |ΨN

i ⟩ |2δ (EN
f −EN

i −hν) (1.102)

Here, p is the electron momentum operator, A is associated with light polarization. In order to

evaluate Eq. 1.102, we need to know ΨN
f and ΨN

i . Within the “sudden approximation”, the pho-

toexcitation and emission happen instantaneously so that the N-1 system is not relaxed, and the
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photoelectron does not interact with the N-1 system; therefore the final state wave function can be

written as:

Ψ
N
f = φ

k
f Ψ

N−1
f (1.103)

The initial state wave function is expressed as:

Ψ
N
i = φ

k
i Ψ

N−1
i (1.104)

Inserting Eq. (1.103) and (1.104) into (1.102), we obtain:

Wf i =
2π

h̄
| ⟨φ k

f |−
e

mc
A ·p |φ k

i ⟩ |2 ∑
m
| ⟨ΨN−1

m |ΨN−1
i ⟩ |2δ (Ekin +EN−1

m −EN
i −hν) (1.105)

where m denotes excited N-1 state.

(ii) Electrons travel to the surface and experience scattering.

(iii) Photoelectrons escape to the vacuum, and those unscattered electrons are detected.

The ARPES intensity is expressed as:

I(k,ω) = I0(k,ν ,A) f (ω)A(k,ω) (1.106)

where I0 depends on the electron momentum k, photon energy hν and light polarization A, f (ω)

is the Fermi-Dirac distribution function, and A(k,ω) is the single-particle spectral function which

can be expressed in normal state in terms of electron self-energies as:

A(k,ω) =− 2
π

Im∑(k,ω)

(ω − εk −Re∑(k,ω))2 +(Im∑(k,ω)2 (1.107)

Here εk is the bare band energy without electron-electron or electron-phonon interactions. The

interactions with the lattice and other electrons are incorporated into the self-energy term ∑(k,ω).

The real part of self-energy is the renormalization of the bare band energy, and the imaginary part

describes the electron quasi-particle lifetimes.
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Figure 1.2: Schematic of an ARPES experiment

1.5.2 Electron energy loss spectroscopy (EELS)

Electron energy loss spectroscopy (EELS) is a powerful technique to probe plasmons. Fig. 1.3

shows a typical setup of EELS, which incorporates an energy loss spectrometer into either a trans-

mission electron microscopy (TEM) or a scanning TEM (STEM). A beam of electrons accelerated

by a high potential (60 kV to 300 kV) has a small wavelength and thus high spatial resolution (0.1

nm). This is one of the advantages of using electron beams over light beams, since light suffers

from diffraction which results in a low spatial resolution. The intensity of the beam is controlled

by the condenser lenses. The electrons impinging on the sample transfer energy to the sample

electrons, and also induce collective oscillations (plasmons) in the sample. They then transmit

through the sample and are focused by the objective lens to form an image. This image is further

projected by the projection lens to the high angle annular dark field (HAADF) detector. The trans-

mitted electrons are then dispersed by the magnetic prism. The E0 peak represents the unscattered

electrons while the E0 −∆E peak represents the inelastically scattered electrons.

The experimentally measured quantity is the double-differential cross section
d2σ

dΩdω
, which is

proportional to the number of scattered electrons into the solid angle dΩ with energy change h̄dω .

In this section, we derive the relationship between
d2σ

dΩdω
and the macroscopic dielectric function,

which can be computed from first principles.

The differential cross section is expressed as the sum of the transition probability Wf i from the
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initial state |Ψi⟩ to the final state |Ψ f ⟩:

dσ =
me

h̄ki
d
(

∑
f

Wf i

)
=

me

h̄ki

1
(2π)3 d

(∫
Wf idk f

)
=

me

h̄ki

1
(2π)3Wf idk f (1.108)

where me is the static electron mass, and ki is the magnitude of the incident electron momentum.

Using dω =
1
h̄

dε =
1
h̄

d
h̄2(k2

f − k2
i )

2me
=

h̄k f

me
dk f , we find:

dk f = k2
f dk f dΩ =

k f me

h̄
dωdΩ (1.109)

From Fermi’s golden rule, Wf i is calculated via:

Wf i =
2π

h̄
| ⟨Ψ f |V̂ |Ψi⟩ |2δ (εi − ε f − h̄ω) (1.110)

where V̂ is the Coulomb interaction between the incident electron and the lattice,

V̂ =−∑
I

Ze2

|r−RI|
+∑

l

e2

|r− rl|
(1.111)

and Ψi (Ψ f ) is the many-body wave function of the system before (after) the electron impact. We

assume:

Ψi(r,{rl}) = eiki·rΨi({rl})

Ψ f (r,{rl}) = eik f ·rΨ f ({rl})
(1.112)

where {rl} is the set of lattice electron positions. Using Eq. (1.111) and (1.112), we have:

⟨Ψ f |V̂ |Ψi⟩= ⟨Ψ f ({rl})|ei(ki−k f )·r
[
−∑

I

Ze2

|r−RI|
+∑

l

e2

|r− rl|

]
|Ψi({rl})⟩

= ⟨Ψ f ({rl})|
4πe2

|ki −k f |2 ∑
l

ei(ki−k f )·rl |Ψi({rl})⟩
(1.113)
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Inserting Eq. (1.109), (1.110) and (1.113) into (1.108), we obtain:

dσ

dωdΩ
∝

(
4πe2

|q|2

)2 k f

ki
∑

f
| ⟨Ψ f |∑

l
eiq·rl |Ψi⟩ |2δ (εi − ε f − h̄ω) (1.114)

where q = ki −k f is the momentum change.

The density-density response function is expressed as:

χ(q,ω) = ∑
f
| ⟨Ψ f |∑

l
eiq·rl |Ψi⟩ |2

(
1

h̄ω − (ε f − εi)+ iη
− 1

h̄ω +(ε f − εi)+ iη

)
(1.115)

Using Eq. (1.16), we find:

Im ε
−1
00 ∝

1
|q|2 ∑

f
| ⟨Ψ f |∑

l
eiq·rl |Ψi⟩ |2δ (εi − ε f − h̄ω) (1.116)

Comparing Eq. (1.114) with (1.116), we derive the relation:

dσ

dωdΩ
∝ Im ε

−1
00 (1.117)

Eq. (1.117) provides a way of directly comparing the experimentally measured scattered electron

flux with the DFT calculations of the dielectric function.

1.5.3 Ultrafast pump-probe experiments

Pump-probe experiments with a femtosecond or terahertz laser are widely used to probe excited

state carrier dynamics. The setup is shown in Fig. 1.4. A light beam is split by the beam splitter

(BS) into two signals: pump pulse and probe pulse. The pump pulse is stronger than the probe

pulse as indicated by the height of the peaks. The sample is excited by the pump pulse through the

absorption of photons and generates electron-hole pairs. The delay path in the yellow box is used

to generate a variable delay time ∆t between two pulses. The two pulses combine at the sample

and separate again due to frequency or polarization differences. The probe pulse is collected by

the detector, and the transmission is measured. Photoexcitation builds up a carrier distribution at
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Figure 1.3: Schematic of an EELS experiment setup

excited states. This makes further absorption from the ground state difficult; therefore we expect

an increase in the transmission T . Given enough time, the system will relax to the ground state via

carrier-carrier scattering and electron-phonon scattering. By varying the delay time ∆t, the time-

dependent transmission and carrier dynamics are probed. The differential transmission is defined

as the change in the transmitted probe beam intensity:

∆T (∆t)
T0

=
Itr(∆t)− I0(t < 0)

I0(t < 0)
(1.118)

where I0 is the transmitted intensity before photoexcitation and can be expressed as:

I0(t < 0) = Iine−α0d (1.119)
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Figure 1.4: Pump-probe experiment setup

Here Iin is the incident probe beam intensity, α0 is the absorption coefficient per unit length before

the excitation, and d is the sample thickness. Assuming the absorption coefficient drops by ∆α im-

mediately after the excitation, and that the change of absorption decays in an exponential manner,

Itr can be expressed as:

Itr(∆t) = Iine−(α0 −∆αe−
∆t
τ )d (1.120)

where τ is the relaxation time to the ground state. Inserting Eqn.1.119 and 1.120 into 1.118, we

obtain:
T0

T
= ∆αe−

∆t
τ d (1.121)

1.6 Outline

Despite the extensive and intensive studies on electron-electron and electron-phonon interactions in

bulk materials, their effects on surfaces and interfaces remain mysterious. Semiclassical methods

such as molecular-dynamics and empirical relations have been used in the past, but first-principles

calculations are rare due to the tremendous computational cost even with the development of su-

percomputers. Unlike electrons and phonons, the role of magnons in thermal transport has received

attention only recently. Most of the related simulation work is on bulk materials such as iron, cobalt

and yttrium iron garnet. Magnon-magnon and magnon-phonon interactions across the interface are

35



uncharted in spite of the intriguing phenomena they lead to.

The aim of this work is to predict multicarrier interactions from first principles and compare

with experiments, and provide insights into their effects on electrical, optical and thermal proper-

ties in both bulk and interface structures.

This thesis is organized as follows. In Chapter 2, the coupling of electrons with different

phonon modes in bilayer graphene is studied. The relaxation of energy from electrons to the lattice

is calculated based on a two-temperature model. A Drude model is adopted to compute photocon-

ductivity in bilayer graphene, and the effects of doping on photoconductivity are also discussed. In

Chapter 3, we investigate the phonon-magnon interaction across the Co/Cu interface and its effect

on the thermal boundary conductance by running equilibrium molecular dynamics using Heisen-

berg exchange constants extracted from first-principles calculations. Further, we compare the re-

sults obtained from the non-equilibrium Green’s function method and the equilibrium molecular

dynamics method incorporated with the fluctuation-dissipation theorem. In Chapter 4, we con-

duct first-principles calculations of optical response in single layer and bilayer armchair graphene

nanoribbons. We use the GW method to predict the band structures of graphene nanoribbons and

predict the optical absorption spectra considering the exciton effects by solving the Bethe-Salpeter

equation. We compare the results for single layer armchair graphene nanoribbons from different

families with different lengths. We also discuss the effects of nanoribbon layers and alignments on

the optical absorption. In Chapter 5, we investigate the photo-thermal effect in methane decompo-

sition by calculating the temperature rise after irradiation. We compute electronic transitions and

absorption coefficient of several polycyclic aromatic hydrocarbons using TDDFT. Chapter 6 is a

summary of this work.

36



CHAPTER 2

Photoconductivity Calculations of Bilayer Graphene from First

Principles and Deformation-potential Approach

2.1 Introduction

Bernal stacked bilayer graphene exhibits a significantly different band structure compared to single-

layer graphene. The conduction and valence bands split into two subbands with a separation of 0.4

eV between the two conduction subbands edges, and the linearity near the Dirac point is broken,

accompanied by a reduction in the Fermi velocity. By breaking the inversion symmetry of the

two layers, a band gap is induced and can be tuned through chemical doping [56] or gating [57],

suggesting potential applications in transistors, optoelectronics and photonics [58, 59]. The per-

formance of some of these devices depends strongly on the efficiency of carrier photoexcitation

and subsequent hot carrier relaxation processes [60]. The purpose of this work is to develop a

model for the coupling of electrons and phonons that can predict electron relaxation processes due

to phonon interactions from first principles. A secondary objective is to compare these predictions

to the commonly used deformation potential scattering approach.

Photoexcited carriers thermalize rapidly over a timescale of 100 to 200 fs and thus can be

described by an effective electron temperature Te. The hot carriers thereafter then scatter with

phonons and transfer energy to the lattice. This process lasts for tens of picoseconds until the

system returns to thermal equilibrium. Optical pump terahertz probe spectroscopy [61, 62] and

angle-resolved photoelectron spectroscopy [63, 64] are the most often used methods for measur-

ing electron-phonon coupling and carrier transport properties. The pump-probe method directly

relates the measured optical transmission with and without photoexcitation to the photo-induced
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conductivity change in the material under study. The transition from negative to positive dif-

ferential transmission has been observed in graphene sheets by changing electrostatic gating and

the Fermi level [65, 66]. The transition is explained as an interplay between Drude weight and

scattering rates. Photoexcitation generates more electron-hole pairs in intrinsic graphene but only

modifies the Fermi distribution in doped graphene and therefore increases absorption in the former

case while inducing more scattering in the latter case. However, only phenomenological scattering

rates have been used in prior studies, leaving details of the scattering processes unresolved [65, 66,

67].

Prior theoretical work on bilayer graphene’s electrical conductivity has focused on short-range

scattering from impurities using tight-binding Hamiltonians [68, 69]. Viljas et al. [70] calculated

electron-phonon heat transport based on a two-temperature model, with scattering rates obtained

from an empirical deformation potential approach. Park et al. [71] calculated electron-phonon

coupling strengths from first principles; however, they focused on phonon lifetimes. Details of

electron-phonon scattering mechanisms and their contributions to the electro-thermal transport

properties of bilayer graphene are still not well understood.

In this work, we adopt a first-principles approach to obtain electron-phonon coupling constants

and scattering rates from which effective acoustic and optical deformation potentials are extracted.

A two-temperature heat transfer model is developed to predict the electron and lattice temperatures

at different times, based on which we calculate photoconductivity using a Drude model. We explain

the trends for real and imaginary parts of photoconductivity by analyzing the effects of doping

levels and electron-phonon scattering, and further compare photoconductivity from DFT and the

deformation-potential approach with previous experimental data.

2.2 Electron phonon interactions, deformation- potential and heat transfer

The development of density functional perturbation theory(DFPT) [72] has made first-principles

calculations of electron-phonon coupling feasible in recent years. The temperature-independent

electron-phonon coupling matrix g describes the coupling strength of the transition from an initial
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electron state |m,k⟩ to a final state |n,k+q⟩, and is calculated as [73]:

gmnυ(k,q) =

√
h̄

2Mωq,υ
⟨n,k+q|∆Vq,υ |m,k⟩ (2.1)

Here, |m,k⟩ and |n,k+q⟩ are wavefunctions for the initial and final Bloch states, ∆Vq,υ is the self-

consistent potential change experienced by electrons due to interaction with a phonon of wavevec-

tor q in branch υ , M is the mass of carbon atoms, and ωq,υ is the phonon frequency.

After obtaining the electron-phonon coupling matrix, electron scattering rates are calculated

based on Fermi’s golden rule and the relaxation time approximation [74]:

τ
−1
mk (Te,Tph) =

2π

h̄ ∑
n,q,υ

|gmnυ |2

{( fn,k+q +nq,υ)δ (εm,k + h̄ωq,υ − εn,k+q)

+(1+nq,υ − fn,k+q)δ (εm,k − h̄ωq,υ − εn,k+q)}

(2.2)

In Eq. 2.2, the first and second terms on the right side denote phonon absorption and emission. f is

the Fermi-Dirac distribution at the electron temperature Te, and n is the Bose-Einstein distribution

at the phonon temperature Tph. The summation extends over all electronic bands with a final state

momentum k+q, phonon wavevectors and phonon branches.

Similarly, the heat transfer rate per unit area from electrons to the lattice is computed as [75,

76]:

Qe−ph =
4π

h̄A ∑
k,q,m,n,υ

h̄ωq,υ |gm,n,υ(k,q)|2

{ fn,k+q(1− fm,k)(nq,υ +1)− (1− fn,k+q) fm,knq,υ}

δ (εm,k + h̄ωq,υ − εn,k+q)

(2.3)

Here, A is the unit cell surface area. The dynamic temperature evolution is governed by energy
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conservation as: 
Ce(Te)

dTe
dt =−Qe−ph

Cph(Tph)
dTph

dt = Qe−ph

(2.4)

where Ce and Cph are electron and phonon specific heats, respectively, and diffusive heat conduc-

tion has been neglected.

Even though first-principles calculations can be applied to any system in theory, the computa-

tions are extremely time-consuming. While Wannier function interpolation reduces computational

cost greatly, the disentanglement procedure for complex material systems is quite involved, espe-

cially for interfaces consisting of dissimilar materials and having strong interactions.

For electron-phonon coupling calculations, the deformation-potential approach provides an al-

ternative. Assuming that the perturbation of the potential felt by electrons is proportional to the

change in unit cell volume, the deformation-potential approach is semiclassical and often obtained

by fitting experimental mobility values. Here, we briefly discuss the derivation of the deformation

potential for acoustic phonons. The development highlights the connection between the deforma-

tion potential and scattering rates, thus providing an explanation of how to extract the widely used

deformation potential from our first-principles calculations.

The potential perturbation ∆V (r) is related to the relative volume change ∆(r) by [77]:

∆V (r) = E1∆(r) (2.5)

where E1 is the deformation potential, and r denotes lattice sites. ∆(r) is calculated in the long

wavelength limit as:

∆(r) =
∂u(r)

∂r
(2.6)

Here, u(r) is the phonon displacement:

u(r) = ∑
q

eq(Aqeiq·r +A∗
qe−iq·r) (2.7)
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where eq is the normalized phonon eigenvector, and 2|Aq| is the oscillation amplitude. Considering

equipartition in which all phonons are excited and h̄ωq ≪ kBTL, we can simplify the amplitude as

|A2
q| =

kBT
2ρAω2

q
(ρ is the mass density) by connecting the classical wave energy to the quantum

harmonic oscillators’ energy [78]. Combining Eqs. 2.5, 2.6 and 2.7, we find:

|∆V |2 = E1
2kBTL

2ρAv2
q

(2.8)

where vq is the acoustic phonon group velocity. The transition probability Wkk’ from state |k⟩ to

state |k′⟩ is calculated as:

Wk,k′ =
2π

h̄
|∆V |2δ (εk ± h̄ωq − εk′)δ (k±q−k′) (2.9)

The momentum relaxation rate then becomes:

τ
−1
ADP(εk) = ∑

k′
(1− cosθ(k,k′))Wk,k′

1− f (εk′)

1− f (εk)
(2.10)

where cosθ is the angle between k and k′. We assume that acoustic deformation potential scatter-

ing is elastic and therefore use the momentum relaxation rate to approximate the scattering rate.

The subscript in τ
−1
ADP(εk) indicates that the scattering rate is derived based on the acoustic defor-

mation potential.

Inserting Eqs. 2.8 and 2.9 into Eq. 2.10 and considering valley and spin degeneracy, we obtain

the scattering rate under the high-temperature and elastic-acoustic deformation approximations

[79]:

τ
−1
ADP(εk) =

1
4h̄3

εk

V 2
F

E1
2

ρv2
q

kBTL (2.11)

where VF is the Fermi velocity. We assume an isotropic Fermi velocity VF = 6× 105 m/s in our

calculations.

The average scattering rate is expressed as [79]:
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⟨τ−1
ADP⟩=

∫
dεD(ε) 1

τ(ε)(−
∂ f
∂ε
)∫

dεD(ε)(−∂ f
∂ε
)

(2.12)

where D(ε) is the density of states expressed as
2ε

π h̄2V 2
F

. Eq. 2.12 can be further reduced using Eq.

2.10 as:

⟨τ−1
ADP⟩=

E2
1

4ρv2
q

kBTL

h̄3V 2
F

∫
dεε2(−∂ f

∂ε
)∫

dεε(−∂ f
∂ε
)

(2.13)

By equating the average scattering rates from DFT and the deformation-potential framework, ef-

fective deformation potentials can be extracted.

The optical deformation potential can be derived similarly with its scattering rate expressed as:

τ
−1
ODP(εk) =

Do
2

4ρωoh̄2VF
2 [(εk − h̄ωo)(nq +1)+(εk + h̄ωo)nq] (2.14)

where h̄ωo is the optical phonon frequency and Do is the optical deformation potential. The first

term in the square bracket denotes the phonon emission, and only electrons with energies greater

than h̄ωo are involved.

2.3 Photoconductivity and Drude Model

In pump-probe experiments, the variation of light transmission at a given frequency ∆T (ω) is

directly related to the photoconductivity ∆σ(ω) via ∆σ(ω) =−ns +1
Z0

∆T (ω)/T (ω), where T (ω)

is the transmission without photoexcitation, ∆T is the difference in transmission with and without

photoexcitation, ns is the substrate’s index of refraction, and Z0 is the impedance of free space.

We use the Drude model for calculating photoconductivity. This model has proven to work

well for bulk materials. Here, we consider bilayer graphene without defects throughout this work;

therefore the Drude model is a reasonable choice. According to this model, conductivity is ex-

pressed as:

σ(ω) =
ne2

m∗
1

τ−1 − iω
= neµ

τ−1

τ−1 − iω
(2.15)

Here, n is the carrier density, e is the elementary charge, m∗ is the effective mass, and τ is the
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scattering rate. We compare our simulations to experiments in which bilayer graphene with low

defects was placed above the SiO2 substrate. Our current photoconductivity calculations do not

consider surface optical phonon scattering as its contribution to the overall scattering rate is signif-

icantly smaller than intrinsic phonon scattering due to strong screening effects [62]. These terms

are related to electron mobility via µ =
eτ

m∗ , and µ can be calculated from:

µ =
eV 2

F
2n

∫
∞

0
D(ε)(−∂ f

∂ε
)τ(ε)dε (2.16)

where D(ε) is the density of states. Inserting Eq. 2.16 into Eq. 2.15 gives:

σ(ω) =
e2V 2

F
2

∫
∞

0
D(ε)(−∂ f

∂ε
)

1
τ−1 − iω

dε (2.17)

Since photoexcitation is fast for electrons to establish a hot-carrier distribution, we assume an

effective electrononic temperature Te higher than the lattice temperature Tph for the pump-on case

and equal to the lattce temperature Tph for the pump-off case. Photoconductivity is therefore the

difference between the pump-on and pump-off conductivities ∆σ(ω) = σ(Te ̸= Tph,ω)−σ(Te =

Tph,ω). By converting the integral over energy space to a summation over the k space, we find:

∆σ(ω)

G0
=

hV 2
F

4NkA

{
∑
k

−∂ f (k,Te ̸=Tph)

∂ε(k)

τ−1(k,Te ̸= Tph,Tph)− iω

−∑
k

−∂ f (k,Te=Tph)

∂ε(k)

τ−1(k,Te = Tph,Tph)− iω

} (2.18)

where G0 =
2e2

h is the conductance quantum.
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Figure 2.1: Electron band structure and phonon dispersion of bilayer graphene. (a) Bilayer
graphene electron band structure. (b) Bilayer graphene phonon dispersion. The inset of (b) shows
a magnified view of the box at the bottom left corner. Two low energy branches which are absent
from single-layer graphene, LA′ and TA′, are lifted and separated from the LA and TA modes near
the Γ point.

2.4 Results and discussion

In Bernal stacked bilayer graphene, half the atoms in the upper layer sit directly above the atoms in

the lower layer while the other half lie at the centers of hexagons in the lower layer. The electronic

structure was computed with the Quantum-Espresso package [80] using a norm-conserving pseu-

dopotential in the local density approximation. A cutoff energy of 140 Ry and a Monkhorst-Pack

24×24×1 k-space grid were chosen in the self-consistent calculations. The predicted interlayer

distance is 3.3 Å. Phonon dispersion calculations were performed with DFPT and a 12× 12× 1

q-space grid. Due to the high computational cost of calculating energies and coupling matrix ele-

ments, we use an interpolation scheme based on maximally localized Wannier functions on a dense

1000×1000×1 k-mesh and q-mesh with the EPW package [81]. Our calculations for electronic

band structure and phonon dispersion of bilayer graphene are shown in Fig. 2.1. Fig. 2.1(a) demon-

strates that the Wannier-interpolated band structure completely overlaps the DFT calculated band

structure within 1 eV of the Fermi level.

In single-layer graphene, the electron-phonon coupling matrix elements for TO and LO modes

are significantly greater than those of acoustic modes in the low electron energy range, causing
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Figure 2.2: Intrinsic bilayer graphene electron scattering rates near the phonon Γ point at Te =
300 K and Tph = 300 K. (a) Phonon wavevectors 0−0.013 2π/a. LA′ and TA′ modes dominate
for electron energies less than 200 meV. (b) Phonon wavectors 0.013−0.026 2π/a. (c) Phonon
wavevectors 0.026−0.04 2π/a. (d) Phonon wavevectors 0.04−0.06 2π/a. Optical modes only
participate in phonon emission processes.

an order of magnitude larger scattering rates [76]. However, there are two major differences in

the case of bilayer graphene. The first is that the electron-phonon coupling matrix elements are

significantly smaller than single layer graphene, possibly due to the splitting of the two conduction

bands and valence bands (see Fig. 2.1 (a)). The second is the emergence of LA′ and TA′ modes, as

indicated by the inset of Fig. 2.1 (b).

Because of the constraints of energy and momentum conservation, electrons mainly interact

with Γ-point and K-point phonons. To differentiate between different phonon branches and to

understand how phonons of different wavevectors couple with electrons, we chose a small region

of radius 0.06×2π/a (a is the lattice constant) near the phonon Γ and K points in reciprocal space

and split it into four rings. The following calculations of scattering rates for a specific electronic

state in the phase space are obtained by summing over all the phonon wavevectors within the

corresponding rings on a dense 1000x1000x1 q-mesh. To highlight the effects of different phonon
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Figure 2.3: Intrinsic bilayer graphene electron scattering rates at the phonon K point at Te =
300 K and Tph = 300 K. (a) Phonon wavevectors 0−0.013 2π/a from the phonon K point.
(b) Phonon wavectors 0.013−0.026 2π/a from the phonon K point. (c) Phonon wavevectors
0.026−0.04 2π/a from the phonon K point. (d) Phonon wavevectors 0.04−0.06 2π/a from the
phonon K point. Acoustic phonons rarely participate in scattering events at the phonon K point.
Optical modes, especially the TO mode, dominate over all energy ranges.

modes, the choices of the ring radii are based on the intersections of phonon branches near the

phonon Γ point and K point as indicated by Fig. 2.1 (b), assuming isotropic dispersion. The

shaded blue regions in the insets of Figs. 2.2, 2.3, 2.4, and 2.5 indicate the corresponding range

of phonon wavevectors. The scattering rates were calculated for intrinsic bilayer graphene from

first principles according to Eq. 2.2. The subscript mk is omitted because the scattering rates are

plotted for electrons in the lower conduction band along the Dirac K - Γ path.

Fig. 2.2 shows that in the low electron energy range (< 200 meV) near the phonon Γ point,

LA′ and TA′ modes are dominant and confined to small phonon wavevectors (< 0.026× 2π/a).

Unlike single-layer graphene, bilayer graphene scattering rates are not linearly proportional to the

energies from the Dirac K point because LA′ and TA′ modes do not exhibit a linear dispersion near

the phonon Γ point(see Fig. 2.1 (b)).

In Fig. 2.2 (a), the absorption process is slightly stronger than the emission process at E−E f <
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Figure 2.4: Intrinsic bilayer graphene electron scattering rates near the phonon Γ point at
Te = 700 K and Tph = 300 K. (a) Phonon wavevectors 0−0.013 2π/a. (b) Phonon wavec-
tors 0.013−0.026 2π/a. (c) Phonon wavevectors 0.026−0.04 2π/a. (d) Phonon wavevectors
0.04−0.06 2π/a. The increase of electron temperature does not change acoustic mode scattering
rates, but does cause more optical mode scattering in the low energy range.

100 meV for the LA′ mode because final states have higher densities of states as shown in the inset

of Fig. 2.1 (a). However, for high energy electrons the emission process is more active because

the final states have higher occupations. This phenomenon is also observed in Fig. 2.4, where the

transition happens at higher electron energy. As shown in Fig. 2.2 (b), (c) and (d), optical modes

only participate in the emission process, because almost no phonons with energies higher than 200

meV are excited at 300 K.

Fig. 2.3 shows scattering rates due to interactions with K-point phonons at Te = 300 K and

Tph = 300 K. Similar to results at phonon Γ point, significant LO and TO mode absorption does

not occur. Electrons primarily interact with TO mode phonons at the K point due to large electron-

phonon coupling strength.

We also investigate temperature effects on scattering rates by increasing the electron temper-

ature Te from 300 K to 700 K with the phonon temperature Tph fixed at 300 K in Figs. 2.4 and
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Figure 2.5: Intrinsic bilayer graphene electron scattering rates at the phonon K point at Te = 700
K and Tph = 300 K. More TO mode scattering occurs due to the expansion of the Fermi win-
dow. (a) Phonon wavevectors 0−0.013 2π/a from the phonon K point. (b) Phonon wavectors
0.013−0.026 2π/a from the phonon K point. (c) Phonon wavevectors 0.026−0.04 2π/a from
the phonon K point. TO absorption emerges. (d) Phonon wavevectors 0.04−0.06 2π/a from the
phonon K point.

2.5. Fig. 2.4 demonstrates that increasing the electron temperature does not influence the acoustic

modes while causing more optical phonon emission at the phonon Γ point in the low energy range

as a consequence of more available final states, but the increase compared with Fig. 2.2 is not

very significant. The effects on K-point phonons are similar, as shown in Fig. 2.5. The scattering

starts to involve the TO absorption process due to the expansion of the Fermi window. The total

scattering rates from phonon Γ and K points are shown in Fig. 2.6. At low electron energies, the

scattering rates increase with electron temperature, and the major contribution is from increased

TO phonon scattering.

To explore the effects of doping levels on photoconductivity, we first calculate the temperature

change with time and the corresponding heat flow into Γ-point and K-point acoustic and optical

phonons based on Eqs. 2.3 and 2.4. We choose a starting electron temperature Te = 2000 K and

lattice temperature Tph = 300 K, and allow the system to relax for bilayer graphene with Fermi
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Figure 2.6: Bilayer graphene electron-phonon scattering rates from phonon Γ and K points at 300
K and 700 K. Solid lines denote scattering rates at Te = 300 K and dashed lines denote scattering
rates at Te = 700 K.

levels 10 meV, 20 meV, 40 meV, and 60 meV respectively. Fig. 2.7 (a) shows that the thermal-

ization process for bilayer graphene with E f ermi = 10 meV requires 60 ps to reach equilibrium,

and the phonon temperature remains almost constant around 303 K because of the large phonon

heat capacity. The electron temperature drops rapidly to 1200 K during the first 0.4 ps. Therefore

even if the initial electron temperature may not be a precise estimate, further calculations are not

severely affected. From Fig. 2.7 (b), at temperatures above room temperature, most energy loss

by electrons flows to optical phonons near the phonon K point because of strong interactions with

electrons indicated by Figs. 2.3 and 2.5 and because the population of these modes requires high

energies. As the electron temperature approaches 303 K after around 42 ps, the energy diverted to

Γ point optical modes is lower than acoustic modes because optical modes rarely interact with low

energy electrons near the Γ point.

Using the electron and phonon temperatures obtained from the two-temperature model, we

calculated photoconductivities at four specific times, t = 2.8 ps, t= 4.8 ps, t = 5.8 ps and t = 6.8 ps,

and compared with prior experimental results. We plot only t = 2.8 ps and t = 5.8 ps in this work

as shown in Fig. 2.8. The case E f ermi = 10 meV matches with experimental values best in terms of

both trend and intersection of the real and imaginary parts at all four times. The negative imaginary
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Figure 2.7: Two-temperature model for bilayer graphene with E f ermi = 10 meV. (a) Electron and
lattice temperature changes as functions of time. The thermalization process takes 60 ps to reach
equilibrium. The electron temperature drops drastically (by approx. 800 K) in the first 0.4 ps while
the lattice temperature remains almost constant around 303 K. (b) Heat flux to the phonon Γ point
and K point acoustic and optical modes. Most heat is diverted to K-point phonon optical modes.
After 42 ps, heat transfer to Γ point acoustic modes exceeds that to Γ point optical modes.
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Figure 2.8: Photoconductivity evolution. Squares and circles are experimental data [62] for real
and imaginary parts of photoconductivity, solid lines denote calculated real parts, and dashed lines
denote calculated imaginary parts. The electron and lattice temperatures at each time step are
obtained from our previous two-temperature calculations.

part can be qualitatively explained by an increase of temperature that amplifies overall scattering

rates. The imaginary part goes to 0 as the probe frequency increases to values considerably larger

than the overall scattering rates, because the effect of increased scattering become insubstantial

and eventually diminishes. At t = 2.8 ps, the real part of photoconductivity decreases significantly

with doping level at low probe frequencies due to enhanced electron-phonon scattering. Note that

at t = 5.8 ps, the conductivity for E f ermi = 40 meV is higher than that for E f ermi = 60 meV because

the heat loss to phonons is more severe for E f ermi = 60 meV. Thus the electron temperature is

lower than that for E f ermi = 40 meV at the same time even though the former has higher density of

states. As the relaxation proceeds, the real part of photoconductivity increases because the electron

temperature decreases and weakens electron-phonon scattering. Fig. 2.9 shows that from t = 2.8 ps

to t = 5.8 ps, electron-phonon scattering rates decrease and the major reason for this decrease is the

reduction of TO phonon scattering. Scattering from acoustic phonons is insensitive to temperature

but that from optical modes depends strongly on temperature. At temperatures higher than 1000
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Figure 2.9: Electron scattering rates at Fermi level in bilayer graphene with E f ermi = 10 meV due
to interactions with different phonon branches . Dashed lines denote scattering rates at t = 2.8 ps
(Te = 634 K) and t = 5.8 ps (Te = 486 K).

K, TO mode phonon scattering dominates over other branches. At temperatures lower than 600 K,

TA′ and LA′ mode scattering dominates over TO and LO mode phonons which does not contradict

the result shown in Fig. 2.7 . Heat flux to acoustic phonons is significantly smaller than that

to optical phonons from t = 2.8 ps to t = 6.8 ps because optical phonons require more energy

to be populated. The real part also increases with probe frequency because the scattering time

is comparably longer for carriers to react to electric field oscillations. Similarly, differences in

conductivity between different doping levels are smaller at high frequencies where the scattering

effects are less prominent.

Assuming Te = TL = 300 K and following the approach in [82], we combine contributions from

the deformation potential and gauge field, and then extract an effective deformation potential cou-

pled to a single phonon mode. The extracted E1,eff is 22 eV calculated with Eq. 2.13 for an effective

phonon group velocity of vph = 2.0×104 m/s. Fig. 2.2 indicates that both LO and TO modes con-

tribute to scattering, and we use a single phonon optical deformation potential to represent LO and

TO modes at the phonon Γ point. The corresponding phonon frequency ωo,LO/TO,Γ is 200 meV. At
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Figure 2.10: Comparison of photoconductivity calculations from DFT and the deformation-
potential method. Squares and circles are experimental data [62] for real and imaginary parts
of photoconductivity. Solid lines and dashed lines denote calculated real and imaginary compo-
nents of photoconductivity, respectively. The conductivity predicted by the deformation-potential
model deviates from the experimental data significantly in the low probe frequency regime.

the phonon K point, electrons mainly interact with the TO mode; therefore we use the K-point TO

phonon frequency ωo,TO,K = 166 meV in Eq. 2.14. The calculated Do,LO/TO,Γ is 1.8 eV/Å, and

Do,TO,K is 2.5 eV/Å.

We further calculated deformation-potential scattering rates according to Eq. 2.11 with the de-

rived deformation potentials and calculated photoconductivity for E f ermi = 10 meV at four differ-

ent times. As shown in Fig. 2.10, the real part of photoconductivity calculated using the acoustic-

deformation potential deviates significantly from the experimental data, as opposed to DFT predic-

tions. The inclusion of an optical-deformation potential slightly improves the predictions for both

real and imaginary parts; however the deviation from experiments and DFT results is still large.

This indicates that momentum-dependent electron-phonon scattering potential and scattering rates

are likely required to achieve accuracy in photoconductivity calculations.

Because defects indeed exist in the experimental bilayer graphene samples even though the
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concentration may be low, we expect a discrepancy between our calculations and measurements.

Apart from electron-phonon scattering, short-range scattering also occurs in reality. Another factor

is the indeterminism of the electron temperature, without which the calculated photoconductivity

is not accurate. The two-temperature model could also be a source of discrepancy, but its effects

are likely not significant. Phonon temperatures could depend on branches and their positions in

reciprocal space; however they should always be around 300 K because of their large heat capaci-

ties.

2.5 Conclusions

This work demonstrates first-principles methods for the calculation of eletron-phonon coupling,

based on which an effective acoustic deformation potential E1,eff = 22 eV is estimated for bilayer

graphene. The Drude model with DFT-calculated scattering rates predicts the correct trend for real

and imaginary parts of photoconductivity. By increasing the doping level, the electron-phonon

scattering is enhanced especially for low probe frequencies. The comparison between our DFT

and deformation-potential approach calculations indicates that first-principles methods result in

less deviations from experiments. The small deviations from experimental values could derive

from several causes such as defects in the sample, short-range scattering, and electron temperature

inaccuracies. The initial electron temperature is related to the incident light frequencies, intensities

and the sample area illuminated. A possible direction of the future work could be determining the

initial electron temperature accounting for fast electron-electron scattering that involves many-

body effects.
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CHAPTER 3

Thermal Boundary Conductance across Co/Cu Interfaces with

Spin-lattice Interactions

3.1 Introduction

The origin of spin caloritronics is the so-called spin Seebeck effect (SSE) related to the genera-

tion of spin voltage driven by a temperature gradient. Both conduction electrons and spin waves

(magnons) carry spin currents, but the range of the former is only hundreds of nanometers while

the latter can persist for millimeters. Experiments have observed SSE in magnetic insulators where

conduction electrons are absent, and this phenomena highlights the role of spin waves in producing

SSE [83, 84]. SSE has also been detected in a Ni81Fe19/Pt wire on an electrically and magnetically

isolated sapphire substrate [85] to demonstrate that SSE originates from a non-equilibrium distribu-

tion of magnons in the ferromagnet that interact with phonons in the substrate. The phonon-driven

redistribution of magnons has also been studied theoretically with a phenomenological phonon-

magnon drag model [86].

In the area of heat transport, magnon-phonon interactions offer potential applications in engi-

neering thermal devices with magnetic materials. In our previous work [87], the effect of magnon-

magnon and magnon-phonon interactions on the thermal conductivity of BCC iron was modeled by

combining molecular dynamics and spin dynamics. In this work, we present a method of calculat-

ing thermal boundary conductance between heterogeneous materials by integrating first-principles

exchange constants and spin-lattice dynamics into the non-equilibrium Green’s function (NEGF)

method, and we apply the method to bulk Co and Co/Cu interface.

Fundamental understanding of carrier scattering and thermal transport is crucial in the design of
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electronic devices and has long been of interest to researchers. However, theoretical work on inter-

facial heat transport involving spin-lattce interactions is rare. Zhang et al. [88] conducted thermal

conductance calculations of a hypothetical 1D atomic chain within the framework of the NEGF

method and self-consistent Born approximation (SCBA). The authors found that magnon-phonon

interactions cause thermal rectification and negative differential thermal conductance in the pres-

ence of an external magnetic field at a ferromagnetic-normal insulator interface; these effects could

be tuned by adjusting the external magnetic field. Despite the fact that SCBA is computationally

intensive and a 1D model was used, the system was not representation of a real material because ar-

bitrary force constants, exchange constants and magnon-phonon coupling strength constants were

chosen.

The purpose of this work is to develop a method to predict thermal boundary conductance at

3D heterogeneous interfaces with spin-lattice interactions. To ensure that the problem is compu-

tationally tractable, we calculate magnetic properties of bulk Co and a Co/Cu (001) interface with

small lattice mismatch from first-principles. The obtained Heisenberg exchange constants are then

incorporated into spin-lattice dynamics. We further compute interfacial conductances at different

temperatures by calculating autocorrelations of heat flux across the interface sampled at different

time steps after the spin and lattice subsystems have reached equilibrium. We also compare the re-

sults from the EMD and the NEGF methods. Inelastic scattering is considered by attaching Büttiker

probes to atoms in the device, and the probe scattering rates are obtained in each contact by fitting

their bulk thermal conductivities. The remainder of this work details the various computational

methods employed, their integration, and predictions for bulk and interfacial transport.
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3.2 Methods

3.2.1 Spin-lattice dynamics

Spin-lattice dynamics calculations were conducted with the modified SPIN package [89] incorpo-

rated into LAMMPS [90]. The Hamiltonian for a spin-lattice coupled system is:

Hsl = ∑
i

p2
i

2m
+∑

i, j
U(Ri j)−∑

i ̸= j
J(Ri j)Si ·S j +∑

i ̸= j
J(Ri j) (3.1)

Here, the second term is the inter-atomic potential; we use the Embedded-Atom Method (EAM)

potential for the system. The third term considers the classical Heisenberg exchange interactions

between atoms. The last term is the energy compensation for the spin system at 0 K.

The equation of motion for the spin degree of freedom is derived from a generalized Poisson

bracket [91] as
dSi

dt
= Si ×Hi

= Si × (−1
h̄

dHsl

dSi
)

(3.2)

Eq. 3.2 describes the spin precession about the direction of the the local effective field Hi. Si is

the spin angular momentum associated with atomic site i, and the magnitude of Si is proportional

to the magnetic moment µi calculated from first principles. Similarly, the governing equations for

updating the lattice degrees of freedom are:

dRi

dt
=

pi

mi
(3.3)

dpi

dt
= ∑

j

[
− dU

dRi
+

dJ
dRi

(Si ·S j −1)
]

(3.4)
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3.2.2 Heat flux and thermal conductivity from equilibrium molecular dynamics (EMD)

The heat flux generated by lattice vibrations is defined as:

Qx
l =

1
V

[
∑

i
eivx

i −∑
i
(τi ·vi)x

]
(3.5)

where ei, vx
i , and τi are sum of kinetic and potential energy, velocity in the x direction, and stress

on atom i, respectively. If only two-body interactions are considered, the second term in Eq. 3.5

becomes −1
2 ∑

i< j
(fi j · (vi +v j))rx

i j where fi j is the force exerted on atomic site i by atomic site j.

The generation of force is not only due to the variation of inter-atomic potentials but also to the

variation of exchange interactions that depend on inter-atomic distance, as indicated in Eq. 3.4.

Heat flux generated by spin fluctuations is calculated following the approach used in our pre-

vious work [87]. With an imaginary interface separating the left and right sides of the system,

interfacial heat flux is the rate of magnetic energy change on one side of the interface due to inter-

actions with spins on the other side of the interface.

The rate of change in the magnetic potential energy is related to the change in the local magnetic

field via:
dUmag,i

dt
= h̄Si ·

dHi

dt

= J(Ri j)Si ·
dS j

dt

(3.6)

The heat flux induced by spin fluctuations across the interface is then derived from Eq. 3.6 as:

Qmag =− 1
2A ∑

i∈L, j∈R
J(Ri j)

[
Si ·

dS j

dt
−S j ·

dSi

dt

]
(3.7)

where the 1
2 prefactor indicates that the magnetic energy is pairwise and shared by two individual

spins.

Thermal conductivity is proportional to the auto-correlation of heat flux at equilibrium and is
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calculated based on the fluctuation-dissipation theorem [92]:

κ =
V

kBT 2

∫
∞

0
⟨Q(t)Q(0)⟩dt

=
V

kBT 2

∫
∞

0

[
⟨Qx

l (t)Q
x
l (0)⟩+ ⟨Qmag(t)Qmag(0)⟩

+2⟨Qx
l (t)Qmag(0)⟩

]
dt

(3.8)

3.2.3 Thermal boundary conductance calculations with Non-equilibrium Green’s function

(NEGF) approach

The general Green’s function is written as:

G = (ω2I −Hd −Σ1 −Σ2 −ΣBP)
−1 (3.9)

where Hd is the dynamical matrix in the device region, Σ1 and Σ2 are self energies in the two

contacts, and ΣBP is the Büttiker probe self energy that incorporates inelastic scattering and takes

the form:

ΣBP(ω) =−i
2ω

τ(ω)
(3.10)

Energy conservation in each Büttiker probe must be satisfied:

Qi = ∑
q||

∫
∞

0

h̄ω

2π
Tr(Σin

i A−ΓiGn)dω = 0 (3.11)

where Σin
i represents the in-scattering from Büttiker probe i, A is the spectral function, Γi is the

imaginary part of the Büttiker probe self energy and Gn is the lesser Green’s function. Σin
i and

Γi are both block-diagonal; therefore only block-diagonal terms of A and Gn are needed, and

the recursive Green’s function (RGF) method can be used. The avoidance of direct inversions of

Green’s functions makes the computation feasible especially for large-scale devices. Because Σin
i

and Gn depend on Büttiker probe temperatures, Eq. 3.11 is solved iteratively using the Newton-

Raphson technique. Details of derivation and implementation related to the RGF formulation can
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be found in [5, 93]. Similarly, phonon temperatures are computed by solving:

∑
q||

∫
∞

0
ω

2Gn(ω;q||)dω = ∑
q||

∫
∞

0
ω

2A(ω;q||) fBE(ω,Tp)dω (3.12)

where fBE(ω,Tp) is the phonon distribution function at equilibrium phonon temperature Tp.

3.2.4 First-principles calculations

Electronic structure calculations were performed using the spin-polarized scalar relativistic Korringa-

Kohn-Rostoker Green’s function method (SPR-KKR)[94] and linear muffin-tin orbital method

(LMTO) [95]. In both methods, spherically symmetric potentials inside muffin-tin spheres are

matched by flat potentials in the interstitial regions at the boundary of muffin-tin spheres, corre-

sponding to a certain energy level. The search of the energy values is simplified by using multiple-

scattering theory in the former method and by linearizing basis functions in the latter.

The exchange-correlation was evaluated within the local density approximation (LDA) using

the Vosko-Wilk-Nusair functional [96]. The angular momentum expansion cutoff lmax = 2 and a

regular k-mesh of 20× 20× 2 were chosen in the self-consistent calculations. The energy con-

vergence threshold was set to be 10−5 Ry. The atomic sphere approximation (ASA) is used in

our current calculations considering that the system under study is closely packed and muffin-tin

potentials are close to full potentials.

Figure 3.1(a) shows the band structure of fcc cobalt with spin up and spin down contributions

highlighted in different colors. Figure 3.1(b) shows a comparison of fcc cobalt band structures

calculated from KKR-ASA and LMTO-ASA methods. The band structures produced by these two

methods overlap within 1 eV of the Fermi level, confirming the validity of calculations from both

methods.

The exchange constants are obtained with the Lichtenstein formula [97]:

Ji j =
1

4π
Im
∫ EF

dE Trace(t−1
i↑ − t−1

i↓ )τ
i j
↑ (t

−1
j↑ − t−1

j↓ )τ
i j
↓ (3.13)

60



Figure 3.1: (a) Electron band structure of fcc cobalt showing spin up and spin down contributions.
(b) Comparison of fcc cobalt electron band structures obtained from KKR-ASA and LMTO-ASA
methods.

where t is single site t-matrix and τ is the scattering path matrix. The computed exchange constants

are further fitted to a Bethe-Slater curve as:

J(Ri j) = 4α

(Ri j

δ

)2(
1− γ

(Ri j

δ

))2
e−(

Ri j
δ
)2

Θ(R−Ri j) (3.14)

3.2.5 Spin-lattice dynamics and thermal conductivity

Lattice dynamics was conducted in a NVT ensemble and the Langevin thermostat was applied to

reach the targeted lattice temperature. The spin-lattice dynamics simulation was then run for 400 ps

in order for the spin and lattice subsystems to equilibrate. The exchange interaction between spins

was included as an interatomic distance dependent function, obtained by fitting first-principles data

to Eq. 3.14. Heat flux was calculated within a period of 800 ps based on a NVE ensemble. A 0.2
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fs timestep was chosen in all the molecular dynamics calculations. Depending on the system of

interest and the temperature conditions, the autocorrelation time in Eq. 3.8 varies.

3.3 Results and discussion

3.3.1 Thermal conductivity

Figure 3.2 shows first-principles calculated exchange constant values for fcc cobalt at discrete

lattice points, as well as the fitted continuous curve to Eq. 3.14. Here, α = 18.603 meV, δ = 1.486

Å, γ = 1.7×10−5, and R = 6 Å. The exchange interaction between first nearest neighbours is the

strongest and the interaction decays exponentially with inter-atomic distances. The cutoff radius

was chosen to be 6 Å, beyond which the exchange interaction is negligible.

Figure 3.2: Exchange constants for fcc cobalt as a function of inter-atomic distance. The red
dashed curve is the fitting result to continuous exchange constants.

To obtain a converged thermal conductivity, 30 independent runs for each individual tempera-

ture were performed and the results were averaged. Figure 3.3 shows that the thermal conductivity

of bulk Co at 300 K reaches a plateau with a autocorrelation time longer than 10 ps. Magnon
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thermal conductivity is comparable to phonon thermal conductivity in bulk Co. Magnon ther-

mal conductivity decreases with temperature, as shown in Figure 3.4, due to the reduced effective

total magnetization. The difference between phonon thermal conductivities calculated with and

without spin-lattice interactions is insignificant, especially at high temperatures. The interatomic

potential is dominant in determining the motion of cobalt atoms. At high temperatures, the effect

of exchange interactions is less prominent because atoms are farther from each other than at low

temperatures.

Figure 3.3: Thermal conductivity of Co calculated with EMD at 300 K

3.3.2 Thermal boundary conductance from EMD

To calculate interfacial phonon heat flux, Eq. 3.5 is modified as:

Ql =− 1
2A ∑

i∈L
∑
j∈R

fi j · (vi +v j) (3.15)

where fi j = φi jdR j −
dJ

dRi j
(Si · S j − 1)ei j is the force acting on atom i by atom j and φi j is the

second-order force constant between i and j.
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Figure 3.4: Thermal conductivities of bulk Co and Cu. (a) Thermal conductivity of Co with and
without spin-phonon (sp) coupling. (b) Phonon thermal conductivity of Cu.

Interfacial thermal conductance is calculated using Puech’s [98] formula:

G(T ) =
1

AkBT 2

∫
∞

0
⟨Q(t)Q(0)⟩dt (3.16)

Thermal boundary conductance at the interface is then calculated by substracting the ballistic

contact resistances from Eq. 3.16:

Ginter f ace =
G(T )

1− 1
2

(
G(T )

GCo(T )
+ G(T )

GCu(T )

) (3.17)

Similar to bulk Co, we calculated magnetic properties of the Co-Cu interface from first-principles.

As shown in Figure 3.5(a), The interface structure is a supercell that consists of 8 layers of Co and

8 layers of Cu. Periodic boundary conditions are applied in all directions.

In contact with Cu, the magnetic properties of Co atoms next to the interface are modified.
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As shown in Figure 3.5(b), the magnetic moment in Co atoms adjacent to the interface is reduced

compared to that in bulk Co (indicated by the horizontal magenta line). Further, the Cu layer

adjacent to the interface is magnetized and has a small magnetic moment of 0.00115 µB.

Figure 3.6(a) shows the exchange interaction constants between Co and Co atoms next to the

interface. The nearest-neighbour exchange constants differ for inter-layer and intra-layer Co-Co

interactions. The inter-layer Co-Co exchange constant is higher than that in bulk Co while the

intra-layer Co-Co exchange constant remains unchanged. Figure 3.6(b) indicates that the exchange

interaction between Co and Cu atoms next to the interface exists because the Cu layer connected

to Co layer is magnetized, but the interaction is weak and two orders of magnitude smaller than

the interaction between Co and Co atoms.

Figure 3.5: Co-Cu interface structure and magnetic moments on each layer. (a) Relaxed Co-Cu
interface. Each box represents a unit cell in first-principles calculations. (b) Magnetic moments on
each layer calculated from first-principles.

To clarity the effects of spin-lattice interactions, we calculated interfacial conductances with

and without spins. Thermal boundary conductance decreases when magnon heat flux is consid-

ered, as indicated by Figure 3.7. Although the Cu layer at the interface is magnetized by Co, the

magnetization and exchange interaction with Co layers are small. Within the Cu contact away from

the interface, magnetic energy is not significantly transmitted. Magnon waves mainly interact with
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Figure 3.6: Exchange constants at the Co-Cu interface calculated from first principles. (a) Ex-
change constants between Co and Co atoms at the Co-Cu interface. (b) Exchange constants be-
tween Co and Cu atoms at the Co-Cu interface.

phonon waves on the Co side. The scattering between magnons and phonons on the Co side of the

interface is responsible for the reduction of thermal boundary conductance when magnon waves

are considered.

The weak effects of magnons on phonons are also observed in the small change of phonon

density of states after including magnon effects. In Figure 3.8(a), we compare phonon density of

states contributed by Co and Cu atoms at the interface with and without spin-lattice interactions.

The densities of states were obtained from renormalized force constants at 300 K. In the presence

of spin-lattice interactions, density of states slightly changes in the middle range of phonon fre-

quencies, but the change is not significant. Figure 3.8(b) illustrates the heat flux oscillations with

time for cases with and without spins, also showing that the effects of spin-lattice interactions on

the motion of atoms are minimal.
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Figure 3.7: Thermal boundary conductance computed by EMD

3.3.3 Thermal boundary conductance from NEGF

The most essential part of solving the NEGF equations involves constructing the Green’s function

(Eq. 3.9). The dynamical matrix Hd in the device region (harmonic force constants) were obtained

from spin-lattice dynamics with EAM potentials and were renormalized to finite temperatures.

Büttiker probe scattering rates τ(ω) in Eq. 3.10 on both sides of the interface were assumed to

take the form τ(ω) = Aω2, where the temperature-dependent parameter A was obtained by fitting

bulk thermal conductivities of Co and Cu obtained from molecular dynamics at corresponding

temperatures.

Figure 3.9 illustrates two fitting processes using the NEGF method. Figure 3.9(a) calculates

the length-dependent resistance while Figure 3.9(b) extrapolates the inverse of the thermal con-

ductivity to infinite length. Both methods successfully fit the target phonon thermal conductivity

of bulk Co at 300 K (15.1 W/mK) with the same Büttiker probe scattering rates.

By applying a small temperature gradient of 10 K across the device and iteratively solving

Eq. 3.11 and Eq. 3.12, lattice temperatures in different layers of the device are calculated. Figure

3.10(a) shows the lattice temperatures in different regions of the device with a temperature gradient
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Figure 3.8: Interfacial density of states and heat flux across the interface. (a) Density of states
at 300 K at the Co-Cu interface contributed by Co and Cu atoms, respectively. The solid lines
indicate the case with spins and the dashed lines indicate the case without spins. (b) Heat flux
across the interface at equilibrium. The magenta line represents the case with spins and the blue
line represents the case without spins.

of 10 K applied across the Co and Cu contacts and the Co contact being at 300 K. The region on

the left of the dashed line (0 Å from the center of the device) represents the Co contact, and the

region on the right of the dashed line represents the Cu contact. The difference in bulk thermal

conductivities of Co and Cu is larger when magnon effects are considered than when magnon

effects are neglected; therefore the slope on the Cu side is steeper in the presence of magnons.

Spectral heat flux in both contacts has also increased in the middle range of phonon frequencies,

as indicated in Figure 3.10(b). Even though the total heat flux has increased when magnon effects

are included, the accumulated heat flux normalized by the total heat flux changes little in the entire

frequency range as shown in Figure 3.10(c); therefore we observe a very small change in the
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Figure 3.9: Fitting Co phonon thermal conductivity with spin-lattice interactions from linear fits to
thermal resistance and from extrapolation of the inverse thermal conductivity. (a) Fitting process
of calculating the length-dependent resistance. (b) Fitting process of extrapolating the inverse of
the thermal conductivity to infinite length.

thermal boundary conductance with and without magnon effects as shown in Figure 3.11.

Figure 3.11 also displays similar trends of thermal boundary conductances predicted by the

NEGF method and by the EMD method. With spins taken into account, thermal boundary con-

ductance decreases because the interface acts as a barrier for the transmission of magnetic waves

incident on the Co side. The handling of inelastic scattering is a major factor that contributes

to discrepancies between thermal boundary conductances calculated by the EMD and the NEGF

methods. While the EMD method incorporates inelastic scattering through the anharmonicity of

the EAM potentials, the NEGF method uses empirical Büttiker probe scattering rates that were

obtained by fitting the thermal conductivities of the two contacts (Co and Cu contacts). The do-

main size effect is another factor that could result in the difference in the EMD and the NEGF

calculations. This effect is more significant in the EMD method because the size of the interface

in the EMD calculations can not extend to infinity due to the infeasible computational cost, but the
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Figure 3.10: (a) Device temperature profile. The blue line represents the case with pure phonon
scattering, and the magenta line represents the case with both phonon and magnon scattering. (b)
Spectral heat flux from Co and Cu contacts. The dashed lines represents the case with pure phonon
scattering and the solid lines represent the case with both phonon and magnon scatterings. The
green color denotes the Cu contact and the cyan color denotes the Co contact. (c) Accumulation
of heat flux normalized by the total heat flux.

NEGF method inherently treats the two contacts as infinite leads in the calculation of self energies.

3.4 Conclusion

In this work, we have developed a method that combines first-principles calculations, spin-lattice

dynamics and the NEGF method to predict thermal boundary conductance with spin-lattice inter-

actions across a heterogeneous Co-Cu interface. The magnetic moments and exchange constants

in the Co layers next to the interface differ from those in bulk Co. The Cu layer adjacent to the

interface is also slightly magnetized. However, the exchange interaction between Co and Cu layer

is weak such that the magnetic wave incident from the Co side does not efficiently transmit across

the interface. The magnons mainly interact with phonons inside the Co contact. The effects of

spins on the movement of atoms are small. Both EMD and NEGF predicted a reduction of thermal

boundary conductance in the presence of spins because the interface is a barrier to the transfer of

magnetic energy.

The effect of spins at the Co-Cu interface is not significant, but the effect could be different

for interfaces with stronger exchange interactions. Future work can be performed to find such

heterogeneous structures in which spin-lattice interaction plays a more significant role.
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Figure 3.11: Comparison of thermal boundary conductance obtained from EMD and NEGF
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CHAPTER 4

First-principles Calculations of the Optical Response of Single

Layer and Bilayer Armchair Graphene Nanoribbons

4.1 Introduction

Electronic and optical properties of graphene nanoribbons depend on the precise atomic structures,

and are tunable by varying widths and edges. Tunable bandgap and high mobility make graphene

nanoribbons great candidates for a wide variety of optoelectronic applications.

Photodetectors made from graphene nanoribbon-based materials have shown ultra-high band-

width and broadband light detection [99, 100, 101], and their photoresponsivity could be enhanced

by utilizing the photogating effect [102] and introducing electron trapping centers to reduce the

effect of carrier recombination [103]. Graphene nanoribbons have also been used in engineering

photovoltaic devices. Xie et al. [104] reported a photoconversion efficiency of 1.47% by increasing

the doping level in Schottky solar cells based on graphene nanoribbon/multiple silicon nanowires

junctions, suggesting that graphene-based devices are promising candidates in fabricating solar

cells due to their higher efficiency and easier production than devices based on silicon nanowires or

silicon nanoribbons. Yang et al. [105] used graphene as 2D bridges in nanocrystalline electrodes of

dye-sensitized solar cells and observed a 39% increase in photoconversion efficiency due to faster

electron transport and lower recombination caused by the introduction of graphene. In the field

of photocatalysis, graphene/semiconductor composites have received a lot of attention in recent

years as the energy conversion and clean energy production are becoming more and more appeal-

ing to researchers. Chemically bonded P25-graphene nanocomposite photocatalyst was reported

to increase the reaction rate significantly in the photodegradation process of methylene blue when
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compared with bare P25 and P25-CNTs photocatalysts [106]. Li et al. [107] reported observing

a highly efficient H2 production from water with the CdS-cluster-decorated graphene nanosheets

photocatalyst under visible light illumination. The high efficiency of H2 production was attributed

to graphene nanosheets that help collect and transport electrons generated by photoexcitation in

the Cds clusters and therefore suppress the recombination of electron-hole pairs.

To better design graphene nanoribbon-based optoelectronics, an in-depth understanding of the

electronic and optical properties of graphene nanoribbons is required. The recent development of

bottom-up synthesis of structurally well-defined graphene nanoribbons [108] has advanced experi-

mental investigations of optoelectronic properties of graphene nanoribbons. Experiments using dif-

ferent spectroscopy methods, including optical imaging and absorption spectroscopy, reflectance

difference spectroscopy and energy- and angle-resolved two-photon photoemission spectroscopy

[109, 110, 111], have shown that optical response of armchair graphene nanoribbons is domi-

nated by excitons, the strongly correlated electron-hole pairs. The importance of excitonic effects

in optical response of graphene nanoribbons is also confirmed by theoretic studies incorporating

many-body effects [112, 113].

Previous studies are focused on single layer graphene nanoribbons and the optical properties

of bilayer graphene nanoribbons are not well understood. It was reported that the interplay of

nanoribbon’s chirality and the inter-ribbon coupling could enhance terahertz and far infrared opti-

cal response in bilayer graphene nanoribbons with a 1D massless Dirac fermion energy dispersion

near the Γ point [114]. The effect of π-stacking was investigated and found to widen the optical

absorption range in bilayer graphene nanoflakes with homogeneous stacking and heterogeneous

stacking [115].

Semiempirical models including tight-binding models [114, 116, 117] were mostly used in

previous calculations of optical properties. In this work, we use first-principles methods to study

the electronic and optical properties of single layer graphene nanoribbons and bilayer graphene

nanoribbons with the α and β alignments. We also compare the optical properties of graphene

nanoribbons from three different families.
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4.2 Methods

Ground-state electronic properties are obtained by solving the mean-field Kohn-Sham equations

within the mean-field density functional theory (DFT):

[
−1

2
∇

2 +Vext +VH +Vxc

]
ψ

MF = EMF
nk ψ

MF
nk (4.1)

where Vion is the external potential associated with the nuclei, VH is the Hartree potential, Vxc is

the exchange-correlation potential that takes care of the anti-symmetric nature of electron wave

functions and electron correlations, and EMF
nk and ψMF

nk are the mean-field energies and mean-field

wave functions respectively.

The Dyson equation is solved to compute quasi-particle eigenvalues and wave functions within

the GW approximation:

[
−1

2
∇

2 +Vext +VH +Σ(EQP
nk )

]
ψ

QP = EQP
nk ψ

QP
nk (4.2)

where Σ(EQP
nk ) = iG0W0 is the electron self-energy operator and the convolution of one-particle

Green’s function G0 and screened Coulomb interaction W0, EQP
nk is the quasi-particle energies, and

ψ
QP
nk is the quasi-particle wave functions.

Optical properties and excited states are calculated by solving the Bethe-Salpeter equation

(BSE):

(
EQP

ck −EQP
vk

)
AS

vck + ∑
v′c′k′

⟨vck|Keh |v′c′k′⟩= Ω
SAS

vck (4.3)

where EQP
ck and EQP

vk are quasi-particle energies of the conduction and valence band states respec-

tively, Keh is the electron-hole interaction kernel, ΩS is the excitation energy and AS
vck is the exciton

amplitude.

The absorption spectra is proportional to the imaginary part of the macroscopic dielectric func-

tion. Within the independent-particle approximation which neglects the interaction between the
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quasi-electron and quasi-hole, the imaginary part of the dielectric function is:

ε2(ω) ∝ ∑
vck

|e · ⟨vk|v |ck⟩ |2δ

(
ω − (EQP

ck −EQP
vk )
)

(4.4)

while with electron-hole interaction, the imaginary part of the dielectric function becomes:

ε2(ω) ∝ ∑
S
|e · ⟨0|v |S⟩ |2δ (ω −ΩS) (4.5)

where ⟨0|v |S⟩= ∑vck AS
vck ⟨vk|v |ck⟩, v is the velocity operator and e is polarization of light.

The absorptivity is calculated as:

α =
4πk

hc/E
(4.6)

where k is the extinction index:

k(ω) =
1√
2

√
−ε1(ω)+

√
ε2

1 (ω)+ ε2
2 (ω) (4.7)

Figure 4.1: Schematic of 5-AGNR. Dashed lines represent the edges of graphene nanoribbons and
the blue rectangle represents the unit cell used in simulations.
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4.3 Results and discussion

4.3.1 Single layer graphene nanoribbons DFT and quasi-particle band structures

Figure 4.2: Comparison of band gaps of armchair graphene nanoribbons calculated from DFT-
LDA and GW approximations. Dashed lines represent LDA calculations and solid lines represent
GW calculations.

In this work, N-AGNR denotes the armchair graphene nanoribbon with N dimer lines along

the width direction. The edges of the armchair graphene nanoribbons are passivated with hydrogen

atoms. Figure 4.1 shows a schematic of the graphene nanoribbon with armchair edges and 5 dimer

lines along the width (5-AGNR). The blue box demonstrates a unit cell used in DFT simulations

and a 15 Å vacuum was placed in both the width direction and the out-of-plane direction to avoid

interactions between repeated images.

The mean-field ground-state electronic structures were calculated using the Quantum Espresso

[80] package. Full potentials were replaced by norm-conserving pseudopotentials with a 110 Ry

cutoff to reduce the oscillation of wave functions and therefore the number of plane waves near the

core. Exchange-correlation potentials were accounted for within the local density approximation

(LDA) [118]. The atomic structures were fully relaxed using a 1× 1× 30 k-grid until the energy
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error between two consecutive self-consistent calculations is smaller than 10−12 Ry.

Figure 4.3: Band structures of 7-AGNR (3n+1), 8-AGNR (3n+2) and 9-AGNR (3n). Green lines
represent band structures calculated within the LDA approximation and blue lines represents band
structures calculated within the GW approximation.

GW calculations were conducted using the BerkeleyGW [119] package. The dielectric matrix

and self-energy Σ(EQP
nk ) were calculated with a 10 Ry energy cutoff and a summation over 200

bands on a 1× 1× 30 k-grid. The 1D cell-wire truncation scheme was used to reduce the long-

range Coulomb interactions and to accelerate convergence with respect to the k-mesh.

Three families of armchair graphene nanoribbons were investigated in current work: 3n, 3n+1

and 3n+ 2 where n is an integer number. Fig. 4.2 shows the band gaps of armchair graphene

nanoribbons of widths within the range of 6 Å to 16 Å calculated within the DFT-LDA approxima-

tion and within the GW approximation, respectively. While the GW approximation increases the

band gaps for all 3 families considered, the inclusion of many-body interactions has a more signif-

icant effect on 3n and 3n+1 families graphene nanoribbons. As the width increases, the band gap

decreases and the difference between DFT-LDA and GW calculations also decreases. The band

gap will eventually go to zero when the width of the graphene nanoribbon becomes infinite. For
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a fixed n number, e.g., when n = 2, the band gap of the 3n+ 2 family (8-AGNR, middle points

on the red curves) is the smallest, and that of the 3n+1 family (7-AGNR, left-most points on the

magenta curves) is the largest.

Fig. 4.3 demonstrates a comparison of band structures along the high symmetry line Γ−X

calculated from DFT and GW approches for 7-AGNR, 8-AGNR and 9-AGNR. The shapes of the

band structures obtained within the DFT approximation and GW approximation are similar but

GW approximation enlarges the band gaps for all 3 families and the increase is the most significant

for 7-AGNR.

4.3.2 Single layer graphene nanoribbons optical response calculations

Optical response was obtained by solving the Bethe-Salpeter equation (BSE) on a dense k-grid but

the computation of the interaction kernel (the second term in Eq. 4.3) is very expensive; therefore

an interpolation technique was used to get converged results of the absorption spectra with feasible

computational cost. The interaction kernel and quasi-particle electron energy were first computed

on a coarse k-grid (1×1×30). By expanding the fine k-grid (1×1×60) wave functions in terms

of the coarse k-grid wave functions, both the quasi-particle energy and kernel matrix elements were

interpolated onto the fine k-grid. After constructing the effective Hamiltonian, Eq. 4.3 was then

diagonalized to obtain the excitation energy and the exciton amplitude.

Figure 4.4 plots the imaginary and the real part of the dielectric function of armchair single

layer graphene nanoribbons from three families: the 3n+1 family (Fig. 4.4(a)-(b)), the 3n family

(Fig. 4.4(c)-(d)) and the 3n+ 2 family (Fig. 4.4(e)-(f)). The increase of width makes the ε1 and

ε2 peaks shift to lower photon energies. For a fixed n number, the 3n+ 2 family has the smallest

incident energies for the peaks in the dielectric functions and the 3n+ 1 family has the largest

incident energies for the peaks, consistent with the band gaps observed in Fig. 4.2.

In the energy range of 0 to 4 eV, the most dominant peak in the optical absorption spectra

(the imaginary part of the dielectric function ε2) is E1,1 for the 3n and 3n+ 2 families. For the

3n + 1 family, two prominent absorption peaks exist within the energy range of interest: E1,1

and E2,2. E1,1 represents an excitation from the highest valence band to the lowest conduction
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Figure 4.4: Imaginary and real part of dielectric function of armchair graphene nanoribbons cal-
culated within the GW-BSE and GW-RPA approximations. Imaginary and real part of dielectric
function for (a)-(b) 3n+ 1 family, (c)-(d) 3n family and (e)-(f) 3n+ 2 family. Solid lines repre-
sent absorption spectra obtained from GW+BSE calculations and dashed lines represent absorption
spectra obtained from GW+RPA calculations.
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band and E2,2 represents an excitation from the second highest valence band to the second lowest

conduction band. The inclusion of the electron-hole interaction in the calculation of the dielectric

function significantly shifts the peaks to the low energy range. The 3n+ 1 family experiences

the largest effect of the electron-hole interaction while the 3n+2 family experiences the smallest

effect, displaying a similar trend as the band gaps and the incident energies.

Fig. 4.5 shows the relationship between absorption peaks in the absorption spectra and the

corresponding vertical interband transitions in the quasi-particle band structure for 7-AGNR, a

representative of the 3n+1 family. The energy of the electron-hole quasi-particle is smaller than

an unbound electron-hole pair due to the interaction between the electron and the hole which is

essentially the Coulomb force; therefore the incident energy required in the optical absorption

spectra is smaller than the electronic band gap. In Fig. 4.5, the E1,1 exciton forms at the incident

photon energy of 2.35 eV while the electronic band gap is 3.93 eV. The difference between the

electronic band gap and the optical band gap, also known as the exciton binding energy, is listed

in Table 4.1. Eb,1 is the binding energy corresponding to the E1,1 excitation and Eb,2 is the binding

energy corresponding to the E2,2 excitation.

Figure 4.5: Excitations in 7-AGNR. (a) Absorption spectra of 7-AGNR. (b) GW band structure of
7-AGNR. E1,1 is the excitation from highest valence band to lowest conduction band and E2,2 is
the excitation from second highest valence band to second lowest conduction band.
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The E1,1 exciton wavefunctions in the 3n+1 (7-AGNR), 3n+2 (8-AGNR) and 3n (9-AGNR)

families are shown in Fig. 4.6 with the blue dots denoting positions of holes. The excition wave-

functions are Wannier-like and extend fully in the width direction. The exciton wavefunction for

the 3n+2 family is the most delocalized. Because of the most π-conjugation, the band gap (Fig.

4.2), onset energy in the absorption spectra (Fig. 4.4) and the binding energy (Table 4.1) of the

3n+2 family armchair graphene nanoribbons are the smallest.

Figure 4.6: Exciton wavefunctions. (a) E1,1 exciton wavefunctions for 7-AGNR. (b) E1,1 exciton
wavefunctions for 8-AGNR. (c) E1,1 exciton wavefunctions for 9-AGNR.

5-AGNR 6-AGNR 7-AGNR
Eb,1 (eV) 1.06 1.29 1.58
Eb,2 (eV) 1.01 1.98 1.36

8-AGNR 9-AGNR 10-AGNR
Eb,1 (eV) 0.61 1.12 1.23
Eb,2 (eV) 0.88 1.41 1.18

11-AGNR 12-AGNR 13-AGNR
Eb,1 (eV) 0.73 0.95 1.06
Eb,2 (eV) 0.78 1.18 1.05

Table 4.1: Exciton binding energy

Figure 4.7 plots the absorptivity of single layer armchair graphene nanoribbons along the rib-

bon axis for the 3n, 3n+1 and 3n+2 families. Increasing the nanoribbon width causes a red shift

in incident photon energies and the shift due to the width increase is the most significant for the

81



3n family. The absorptivity spectrum has a similar shape as the imaginary part of the dielectric

function as indicated by Fig. 4.4.

Figure 4.7: Absorptivity of single layer armchair graphene nanoribbons. (a) Absorptivity of the
3n family nanoribbons. (b) Absorptivity of the 3n+1 family nanoribbons. (c) Absorptivity of the
3n+2 family nanoribbons.

4.3.3 Bilayer graphene nanoribbons bandstructure calculations

In this work, we consider two different alignments of Bernal stacked bilayer graphene: the α

alignment and the β alignment as shown in Fig. 4.8. In the α alignment, one layer of graphene

nanoribbon is shifted along the ribbon axis (periodic direction) with the edges aligned with the

other layer while in the β alignment one layer of graphene nanoribbon is shifted along both the

ribbon axis and the width direction.

We have calcuated the electronic structures of bilayer 5-AGNR, 6-AGNR and 7-AGNR for

both the α and β alignments, within the GW approximation. Figure 4.9 shows the comparison
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Figure 4.8: Bilayer armchair graphene nanoribbons α and β alignments

of band gaps of single layer and bilayer graphene nanoribbons. Single layer armchair graphene

nanoribbons have the largest band gaps compared with its bilayer conterparts and the bilayer α

alignment nanoribbons have the smallest band gaps for all three families. The difference in band

gaps for the bilayer α and β alignments decreases with width and the difference becomes negligible

as the width goes into infinity because the nanoribbons in both alignments become Bernal-stacked

bilayer graphene.

4.3.4 Bilayer graphene nanoribbons optical response calculations

The dielectric functions within the GW+BSE approximation for the single layer, the bilayer α

alignment and the bilayer β alignment configurations are shown in Fig. 4.10. For all three fami-

lies considered, the single layer armchair graphene nanoribbons have the highest onset absorption

energy. Adding an extra layer of graphene nanoribbon shifts the absorption peaks to lower photon

energies.

Not only the energy peaks shift to lower energies, the shapes of the absorption curves also dif-

fer from those of the single layer graphene nanoribbons. More oscillations and peaks occur in the

dielectric functions of bilayer graphene nanoribbons than single layer nanoribbons. The bilayer

α alignment nanoribbons have lower onset absorption energies than the β alignment nanoribbons.
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Figure 4.9: Comparison of band gaps of single layer, bilayer α and bilayer β armchair graphene
nanoribbons

The difference in the dielectric functions between the α alignment and the β alignment nanorib-

bons is larger for 5-AGNR (Fig. 4.10(a)-(b)) than for 6-AGNR (Fig. 4.10(c)-(d)) and 7-AGNR

(Fig. 4.10 (e)-(f)), agreeing with the trend of band gaps shown in Fig. 4.9. For 5-AGNR, the onset

energy of the bilayer β alignment is closer to the onset energy of the single layer configuration

instead of the α alignment, as shown in Fig. 4.10(a) and Fig. 4.10(b).

The calculated absorptivities of the single layer, the bilayer α and the bilayer β armchair

graphene nanoribbons (Fig. 4.11) display a similar trend as the band gaps and dielectric func-

tions predicted in Fig. 4.9 and Fig. 4.10. The bilayer α alignment has the lowest photon incident

energy and the single layer configuration has the highest photon incident energy. The trend ob-

served in the single layer armchair graphene nanoribbons that the 3n+2 family nanoribbons have

the lowest band gaps and onset absorption energies while the 3n+1 family nanoribbons have the

highest band gaps and onset absorption energies is preserved in bilayer graphene nanoribbons and

is not affected by the number of layers or the way of alignments between layers.

The E1,1 exciton wavefunctions for the single layer, the bilayer α alignment and the bilayer β

alignment 7-AGNR are shown in Fig. 4.12. The exciton wavefunction in the single layer configu-
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Figure 4.10: Comparison of the imaginary and the real parts of dielectric functions of single layer,
bilayer α alignment and bilayer β alignment armchair graphene nanoribbons. Imaginary and real
part of the dielectric function for (a)-(b) 5-AGNR, (c)-(d) 6-AGNR and (e)-(f) 7-AGNR. Blue lines
denote single layer nanoribbons, magenta lines denote bilayer β alignment nanoribbons, and red
lines denote bilayer α alignment nanoribbons.
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ration is the most localized and the electrons are distributed around the atoms near the hole region,

as is shown in Fig. 4.12(a). The exciton wavefuntion in the bilayer α alignment 7-AGNR extends

the most along the ribbon axis as shown in Fig. 4.12(b), resulting in the smallest band gaps and

onset photon energies compared with the single layer configuration and the bilayer β alignment.

4.4 Conclusions

In this work, we have conducted optical response calculations on single layer armchair graphene

nanoribbons of different widths from three families: the 3n, 3n+ 1 and 3n+ 2 families. Increas-

ing the width of nanoribbons from any family decreases band gaps and causes a redshift in the

dielectric functions and the absorptivity spectra. A comparison of exciton wavefunctions in the

representatives (7-AGNR, 8-AGNR and 9-AGNR) of graphene nanoribbons from three families

has shown that the 3n+2 family has the most delocalized electron distributions with fixed hole po-

sitions and the most π-conjugation has resulted in the smallest band gaps and lowest onset photon

absorption energies among the three families.

We have also compared the optical response of the single layer armchair graphene nanoribbons

to bilayer armchair graphene nanoribbons of α and β alignments. Band gaps and onset photon

absorption energies are reduced in the bilayer configuration and the reduction is more significant

for the α alignment nanoribbons. The difference between the α and β alignment gets smaller as

the nanoribbon width increases.

The optical response in graphene nanoribbons greatly depends on the details of the nanoribbons

structures. By varying the width, number of layers and the edge alignment, the absorption spectra

could be tuned.
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Figure 4.11: Comparison of absorptivities of single layer, bilayer α and bilayer β armchair
graphene nanoribbons. (a) Absorptivities of 5-AGNR. (b) Absorptivities of 6-AGNR. (c) Ab-
sorptivities of 7-AGNR.

Figure 4.12: Comparison of E1,1 exciton wavefunctions in single layer, bilayer α and bilayer β

7-AGNR. (a) E1,1 exciton wavefunction in single layer 7-AGNR. (b) E1,1 exciton wavefunction in
bilayer α 7-AGNR. (c) E1,1 exciton wavefunction in bilayer β 7-AGNR.
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CHAPTER 5

Photo-thermal Effect in Methane Decomposition

5.1 Introduction

Photocatalysts utilize light to drive chemical reactions. Among photocatalysts, plasmonic nanopar-

ticles are able to harvest visible and near-infrared energies due to the localized surface plasmon

resonance induced by incident light. Electron-hole pairs are generated from plasmon decay and

the hot electrons are injected into the anti-bonding electronic state of reactant molecules, creat-

ing transient negative ions which move on the potential energy surface of the excited states and

facilitate further chemical reactions. Plasmon-mediated enhancement of photocatalytic rate was

reported in a H2 dissociation reaction on gold nanoparticles supported on a TiO2 substrate [120].

The authors found that the photocatalytic rate strongly depends on the concentration and size of

gold nanoparticles, and attributed the negligible reactivity rate for gold nanoparticles of diameters

greater than 21 nm to less plasmon confinement and more electron-electron scattering. It was also

reported that the photocatalytic effect induces a 5-fold increase of reactivity rate at low tempera-

tures compared to thermal effect only. While plasmonic metals can harvest a wider range of solar

energy than semiconductors which require higher energy excitations to overcome the band gap

and generate electron-hole pairs, the lifetime of hot carriers are short compared to the time scale

of chemical reactions. The metal-semiconductor heterostructure has gained a lot of interest in the

field of photocatalysis due to its ability to separate and retain electrons. The Schottky barrier at

the metal and semiconductor interface prevents electrons in the semiconductor conduction band

to transfer back to the metal, thus reducing carrier recombination and increasing carrier lifetime.

Costi et al. [121] reported charge retention in hybrid gold-tipped CdSe nanorods under visible

light radiation. The solution of gold-tipped CdSe nanorods was pre-irradiated and then mixed with
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methylene blue. The authors observed a diminishment of the double peak absorbance feature as

methylene blue was transformed to leucomethylene blue, and the decrease in the peaks was more

significant for longer pre-irradiation times. A comparison experiment using a pre-irradiated mix-

ture solution of CdSe nanorods and gold nanoparticles showed 13% reduction of methylene blue

while the hybrid gold-tipped CdSe nanorods showed 64% reduction of methylene blue under same

conditions, proving that the hybrid gold-tipped CdSe nanorods are efficient in retaining electrons.

Hot carriers are generated by photoexcitation at the time scale of less than 100 fs and relaxed

through inelastic electron-electron scattering within 100 fs to 1 ps. Electrons in the metal further

interact with phonons and transfer energy to the lattice within 1 ps to 10 ps, causing a local thermal

effect called photo-thermal effect. It is of great importance to untangle the contribution from the

thermal effect and the hot-carrier effect in photocatalysis. Robatjazi et al. [122] investigated pho-

tocatalytic CO2 conversion on Al−CuO2 antenna-reactor nanoparticles and observed a significant

temperature increase of 110 K at steady state in the presence of Al−CuO2, confirming photo-

thermal heating. A comparison between the light-induced and thermally driven CO2 conversion

showed that the products in the light-driven reactions are more selective. Additionally, the steady-

state temperature in light-driven reactions is lower than the onset temperature in thermal-driven

reactions, suggesting a dominant hot-carrier effect over the thermal effect. By measuring the top

and bottom surface temperatures on the catalyst bed, Zhang et al. [123] extracted the effective

thermal and nonthermal reaction rates in the CO2 methanation reaction catalyzed by Rh nanopar-

ticles supported on TiO2. The non-thermal effect was found to contribute to the total reaction rate

superlinearly with the light intensity and became more pronounced at high temperatures.

In this work, we investigate the photo-thermal effects in the methane decomposition that pro-

duces high-value graphitic carbon and hydrogen gas under irradiation from a solar reactor and

simulator. The experimental setup is shown in Fig. 5.1

We model the electronic transitions and absorption of possible intermediate polycyclic aromatic

hydrocarbon (PAH) products. Further, we calculate the heat capacity of PAH and evaluate the

temperature rise.
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Figure 5.1: Experimental setup of methane decomposition (ref. [124] )

5.2 Methods

5.2.1 Electronic transitions and absorption coefficient

Electronic transitions in PAH are computed using TD-DFT implemented in the Q-Chem package.

Structure relaxation and excitation energies are calculated with the B3LYP functional.

The absorption coefficient is assumed to be a Gaussian shape function:

εi(ν) = ε
max
i exp

[
−
(

ν −νi

σ

)2]
(5.1)

where νi is the energy of excitation i, εmax
i is the energy when the incident photon energy ν is

equal to the electronic excitation energy νi, and σ is the half-width of the Gaussian function. εmax
i

is related to the dipole strength Di via

Di = 4
[3 ·1000 ln(10) h c

32 π3 NA

]
ε

max
i

√
π

σ

νi
(5.2)

where h is Planck’s constant, c is the speed of light and NA is Avogadro’s number. The dipole
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strength is related to the dimensionless oscillator strength via

fi =
8 π2 vi me c

3 h e2 Di (5.3)

where me is the electron mass and e is the electron charge.

Combining Eq. 5.2 and Eq. 5.3, Eq. 5.1 becomes

εi(ν) =

√
π e2 NA

1000 ln(10) c2 me

fi

σ
exp
[
−
(

ν −νi

σ

)2]
(5.4)

and the total molar absorption coefficient contributed by all the electronic excitations is the sum of

individual coefficients:

ε(ν) = ∑
i

εi(ν) (5.5)

5.2.2 Specific heat

The internal energy E is related to the partition function q via

E = NA kB T 2
(

∂ lnq
∂T

)
V

(5.6)

where kB is the Boltzmann constant. The constant volume specific heat is the amount of energy

required to raise the temperature by one unit:

Cv =
(

∂E
∂T

)
N,V

. (5.7)

The partition function of the translational component reads

qt =
(2 π m kB T

h2

)3/2
V, (5.8)

91



the partition function of the rotational component of nonlinear polyatomic molecules is

qr =
π1/2

σr

T 3/2

(Θr,x Θr,y Θr,z)1/2 (5.9)

where σr is the symmetry number and Θr,x(y,z) is the rotational temperature associated with moment

of inertia about the x(y,z) axis, and the partition function of the vibrational component is

qv = ∏
i

e−Θv,i/2T

1− e−Θv,i/T
(5.10)

where i is the index of the vibrational mode and Θv,i = hνi/kB is the vibrational temperature and

νi is the vibrational frequency of the vibrational mode i.

Inserting Eq. 5.8, 5.9 and 5.10 into Eq. 5.6 and 5.7, we obtain specific heats from translational,

rotational and vibrational components as follows:

CV,t =
3
2

R (5.11)

CV,r =
3
2

R (5.12)

CV,v = R∑
i

e−Θv,i/T
(

Θv,i/T
e−Θv,i/T −1

)2
(5.13)

5.3 Results and discussion

In this work, we consider four PAHs: Pyrene C16H10, Coronene C24H12, Ovalene C32H14 and Cir-

cumpyrene C42H16. Figure 5.2 shows the electronic transitions calculated by TD-DFT. The long

wavelength excitations increase with the number of carbon rings. The smallest energy excitation

shifts to long wavelengths with the size of the PAH molecule because the smallest energy excita-

tion is mostly contributed by the HOMO-LUMO transitions, and as the number of carbon rings

increases the HOMO-LUMO gap decreases due to more π-conjugation.
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Molar absorption coefficients in PAHs are calculated according to Eq. 5.4 and 5.5 as shown in

Fig. 5.3. The range of absorption becomes broader as the size of the PAH molecule increases.

By mapping the absorption coefficient to the light intensity profile in the experiment indicated

in Fig. 5.4, spectral absorption and accumulated absorption are obtained, as shown in Fig. 5.5.

The absorption in the visible light range grows with the number of carbon rings in PAH. The cutoff

frequency of Pyrene is about 450 nm while the cutoff frequency of Circumpyrene is almost 750

nm. By varying the size of PAH molecules, the absorption spectra could be tuned.

The intensity of vibrational modes increase with the PAH size. More vibrational modes be-

tween 500 cm−1 to 1500 cm−1 appear as the size of PAH grows, causing a rise in heat capacity

shown in Fig. 5.7. The calculated temperature dependent heat capacity is compared with reference

[125].

5.4 Summary

In order to better understand the experimentally observed conversion rate in methane decomposi-

tion under solar light irradiation and to investigate photo-thermal effect, we use TD-DFT to cal-

culate electronic transitions and molar absorption coefficients of four PAH molecules. Vibrational

transitions and specific heats are also computed to estimate the temperature rise of PAH molecules

under irradiation.

Future work could be direct modeling of chemical reactions of PAHs under irradiation and

separating photo-driven effect from thermal-driven effect.
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Figure 5.2: Electronic transitions in (a) Pyrene, (b) Coronene, (c) Ovalene and (d) Circumpyrene.

Figure 5.3: Molar absorption coefficient of (a) Pyrene, (b) Coronene, (c) Ovalene and (d) Circum-
pyrene.
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Figure 5.4: Light intensity profile

Figure 5.5: Spectral and accumulated absorption of (a) Pyrene, (b) Coronene, (c) Ovalene and (d)
Circumpyrene.
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Figure 5.6: Vibrational transitions in (a) Pyrene, (b) Coronene, (c) Ovalene and (d) Circumpyrene.

Figure 5.7: Specific heat of (a) Pyrene, (b) Coronene, (c) Ovalene and (d) Circumpyrene. The
calculated results are comapred with [125].
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CHAPTER 6

Summary

This dissertation concerns the study of interactions between quantum particles and their effects on

thermal transport at surfaces and interfaces. Three major interactions are considered in this work:

• Electron-phonon interaction in bilayer graphene is computed and its effect on photoconduc-

tivity is calculated for bilayer graphene with different doping levels.

• Magnon-phonon interaction in a Co/Cu interface is considered through the Heisenberg ex-

change interaction. We calculate the thermal boundary conductance across the interface using

equilibrium molecular dynamics and the non-equilibrium Green’s function method, respectively.

• Electron-electron screening in armchair graphene nanoribbons is calculated using the GW

method. We include the electron-hole interaction in predicting the optical absorption spectra by

solving the Bethe-Salpeter equation.

The contribution of this work is summarized below in three sections.

6.1 Modeling of electron-phonon interaction and photoconductivity

This work investigates electron-phonon coupling in bilayer graphene and its effect on photocon-

ductivity. The contribution from this work is summarized below.

• Electron-phonon coupling constants are computed with DFPT and interpolated to a denser

grid using Wannier interpolation. The electron scattering rates due to the phonon interaction is then

calculated based on Fermi’s golden rule using the previously obtained electron-phonon coupling

constants. We have found that in intrinsic bilayer graphene at 300 K near the phonon Γ point, LA′

and TA′ modes dominate the electron-phonon scattering for electronic states with energies lower
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than 200 meV. LO and TO modes only participate in phonon emission process at both phonon Γ

and K points because phonons of energies higher than 200 meV are not excited at 300 K.

• By fixing the phonon temperature at 300 K and increasing the electron temperature from

300 K to 700 K, the emission of optical phonons at phonon Γ point increases for electrons with

low energies. At phonon K point, TO branch phonon absorption process starts to appear due to

expansion of the Fermi window at higher electron temperatures. The rise of electron temperature

increases the electron-phonon scattering rates at low energies but the most contribution comes from

the TO mode phonons while the acoustic modes barely feel the increase of electron temperature.

• We assume the initial electron temperature to be 2000 K and initial phonon temperature to be

300 K. The evolution of temperature is calculated based on a two-temperature model and the heat

transfter from electrons to phonons is computed in a similar way as the scattering rates based on

Fermi’s golden rule. In a bilayer graphene with Fermi level 10 meV, the electron temperature drops

rapidly in the first 0.4 ps. Phonon temperature remains around 300 K during the whole relaxation

process due to large heat capacity. Most of the energy is transferred to optical phonons near the

phonon K point.

• Photoconductivities in bilayer graphene with different doping levels are calculated based on a

Drude model with the previously obtained scattering rates, electron temperatures and phonon tem-

peratures. The case E f ermi = 10 meV matches the experiment best in both the trend and intersection

of the real and imaginary parts at all four times considered.

• Deformation potentials for acoustic and optical phonon modes are derived from a semiclas-

sical deformation-potential approach. Photoconductivity calculated from the derived deformation

potentials shows a large deviation from experimental values which indicates that the momentum-

dependent electron-phonon scattering potential and scattering rates are important in photoconduc-

tivity calculations.

In the present work, we consider intrinsic electron-phonon coupling in bilayer graphene; how-

ever, the interaction between electrons and phonons in the substrate exists in reality. To better

compare the simulations with experiments, electron-phonon coupling between bilayer graphene

and substrates could be included in future work. The current work deals with pure bilayer graphene
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and the doping level is varied from 0 meV to 60 meV. In the future, defects and their effect on elec-

tronic structures and electron-phonon scattering rates should be considered. The initial electron

temperature is an estimate in this work, the accurate electron temperature should be obtained from

the ultra fast electron relaxation process.

6.2 Modeling of magnon-phonon interaction and thermal boundary con-

ductance

This work focuses on the magnon-phonon interaction within bulk materials and across interfaces.

Thermal boundary conductance is calculated considering magnon-phonon interaction and phonon-

phonon interaction. The major contribution is summarized below.

• Electronic band structure of fcc cobalt is computed using the spin-polarised scalar relativis-

tic KKR Green’s function method and the Heisenberg exchange constants are calculated using

the Lichtenstein formula with single site t-matrix and scattering path matrix obtained from KKR

Green’s function within the atomic sphere approximation. The computed Heisenberg exchange

constants are further fitted to a continuous Bethe-Slater curve.

• Thermal conductivity of bulk fcc cobalt is calculated by running spin-lattice dynamics with

the previously obtained exchange interaction between spins. Thermal conductivity of fcc cobalt

contributed by magnons is comparable to that contributed by phonons. The effect of spins is small

on phonon thermal conductivities. Increasing the temperature reduces both magnon and phonon

thermal conductivities but the reduction is more significant for magnons.

• Electronic and magnetic properties of a supercell consisting of 8 layers cobalt and 8 layers

copper atoms are computed using KKR Green’s function method, similar to bulk cobalt. The

copper layers next to the interface are magnetized and there is a weak exchange interaction between

copper and cobalt atoms near the interface.

• Thermal boundary conductance of the Co/Cu interface is calculated based on fluctuation-

dissipation theorem using the heat flux obtained from equilibrium spin-lattice dynamics. The

inclusion of magnons decreases the interfacial thermal conductance due to magnon-phonon in-
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teraction inside the cobalt contact. Spin waves are not effectively transmitted across the interface

even though the copper layers next to the interface weakly interact with cobalt layers on the other

side of the interface.

• NEGF calculations are conducted and the inelastic scattering is accounted for by attaching

Büttiker probes to atoms. The scattering rates are obtained by fitting bulk Co and Cu thermal con-

ductivities computed from equilibrium spin-lattice dynamics. The heat flux in Co and Cu contacts

increases with magnon effects but the normalized accumulated heat flux is not significantly modu-

lated in the entire frequency range in the presence of magnon effects. The NEGF method shows a

similar trend for thermal boundary conductance as the EMD method.

In this work, the magnon-phonon interaction is weak across the Co/Cu interface. The thermal

conductance contributed by magnons is small compared with phonons, due to the little acoustic

impedance mismatch between Co and Cu and the weak interaction between Co layers and Cu

layers at the interface. Future work could be extending the methodology developed in this work

to other material systems and searching for an interface where magnon-phonon interaction plays

an important role in thermal boundary conductance. The inelastic scattering rates in the NEGF

method are obtained by fitting bulk thermal conductivities; however, more accurate scattering rates

could be calculated from third-order force constants.

6.3 Modeling of electron-electron screening and optical response

This work focuses on optical response of graphene nanoribbons and studies the effect of widths

and edge alignments on the absorption spectra. The contribution from this work is summarized as

below.

• Electronic band structures of single layer armchair graphene nanoribbons are computed using

the GW method considering the electron-electron screening effect with ground-state energies and

wave functions obtained from static DFT. Band gaps of graphene nanoribbons decrease with width.

The 3n+1 family has the largest band gaps and the corrections due to many-body effects are the

most significant among three families studied.

100



• Dielectric functions are calculated considering the electron-hole interaction by solving the

Bethe-Salpeter equation. The peaks in the real and imaginary part of dielectric functions shift

to lower photon energies with increasing widths and the 3n+ 1 family has highest onset photon

energies, showing a similar trend as band gaps.

• The inclusion of the electron-hole interaction significantly shifts the absorption peaks to

lower incident photon energies. Large exciton binding energies are also observed. The exciton

wave functions in 3n+ 2 family graphene nanoribbons are most delocalized, indicating the most

π-conjugation. This is consistent with the smallest band gaps, lowest onset energy in the absorption

spectra and the smallest exciton binding energies.

• Electronic and optical properties of bilayer graphene nanoribbons are calculated and com-

pared to single layer graphene nanoribbons. Two alignments are considered: the α alignment and

the β alignment. Bilayer α alignment nanoribbons have smaller band gaps and lower onset ab-

sorption energies than the bilayer β alignment nanoribbons and single layer nanoribbons of same

widths. The optical properties of graphene nanoribbons could be tuned by vary widths, number of

layers and edge alignments.
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