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In mammalian systems, no cell acts in isolation, but rather coordinates to achieve higher-

order function. Such cell behaviors are complex and influenced by context. To comprehensively 

understand them, we must understand how molecular interactions affect cell phenotypes, and 

analogously, how cell interactions affect higher-order phenotypes.  

I begin by examining the role of resource allocation in cellular decision-making processes. 

I underscore the significance of resource constraints and context in shaping cellular phenotypes 
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and enabling population-level behaviors. My research then pivots to a detailed investigation into 

a rare systemic inflammatory disorder, Disabling Pansclerotic Morphea (DPM). I report on the 

discovery of novel variants in the STAT4 gene that are linked to DPM. Leveraging these insights, 

we propose a successful therapeutic approach using the JAK inhibitor, ruxolitinib, thereby 

demonstrating the importance of a context-informed genetic understanding in disease 

management.  

The JAK-STAT pathway is a key signaling pathway mediating immune cell 

communication. Thus, I shift the focus of my research to intercellular communication. My novel 

unsupervised method, Tensor-cell2cell, deciphers complex cell-cell communication patterns 

across multiple contexts (e.g.,  time points, disease severities, or spatial contexts). Given the 

generalizability of this approach to use other communication methods’ outputs as its input, I then 

introduce a protocol integrating two computational tools, LIANA and Tensor-cell2cell. LIANA is 

similarly generalizable in that it provides a centralized resource to run many methods, thus 

providing a natural preceding step to Tensor-cell2cell. The protocol enhances robustness and 

flexibility in identifying cell-cell communication programs across multiple samples. Finally, I 

present humanME, a computational tool for generating and analyzing human ME-Models from 

input metabolic models. This approach refines the prediction accuracy of growth rate and offers 

unique solutions, highlighting the importance of machinery resources in constraining intracellular 

activities. 

Collectively, this body of work leverages omics to provide mechanistic insights to how 

cellular context impacts interactions and functions in mammalian systems across molecular-, cell-

, and tissue-scales. The new methods and tools proposed herein pave the way for more nuanced, 

context-driven research, underpinning future advancements in human health and disease. 
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Chapter 1: Resource Allocation in Mammalian Systems 

Each function of a cell has resource costs and fitness benefits. Cell decisions manage 

resource allocation to optimize these functions. In fact, the management of resource constraints 

(e.g., nutrient availability, bioenergetic capacity, and macromolecular machinery production) 

shape activity and ultimately impact phenotype. In mammalian systems, the quantification of 

resource allocation provides important insights into higher-order multicellular functions; it shapes 

intercellular interactions and relays environmental cues for tissues to coordinate individual cells 

to overcome resource constraints and achieve population-level behavior. Furthermore, these 

constraints, objectives, and phenotypes are context-dependent, with cells adapting their behavior 

according to their microenvironment, resulting in distinct steady-states. This review will highlight 

the biological insights gained from probing resource allocation in mammalian cells and tissues. 
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1.1 Introduction  

Resource allocation governs economies and biology alike. Each biological function has 

an associated resource cost while also conferring a fitness benefit by contributing to a cellular 

objective, such as growth (Appendix A). Cells optimize for these objectives under the constraints 

of their resource budget. The accumulation of resource allocation decisions to fulfill cell 

objectives results in observed cell phenotypes.  As such, resource constraints limit cells’ activity 

and, consequently, their range of possible phenotypes1. In this sense, resource allocation can be 

viewed as a cost-benefit2 or supply-demand3 analysis (Fig. 1.1).  Despite the complexity of 

mammalian cells, resource allocation is a fundamental principle underlying decision-making. 

From an evolutionary perspective, organisms that best apply resource allocation strategies will 

have higher fitness. As such, the consideration of resource allocation illuminates how and why 

cells respond to their environment. Specifically, resource costs limit how a cell can achieve its 

objective by constraining the possible mechanisms the cell can use. Fitnessilluminates why the 

cell chooses one specific mechanism over other possibilities. Understanding these choices is 

highly informative considering the degeneracy encoded within biological networks4.   

Decision-making depends strongly on cellular context5. To make decisions, a cell 

perceives extracellular cues6 such as nutrient availability and communication signals7, and 

processes this information based on its intracellular state (e.g., cell type, genomic variants, 

epigenetic state). Consequently, the extracellular cues provide  the cell with its resource budget 

and shape its objectives. Intracellularly, resource availability and objectives in a given context 

determine pathway activity3. Finally, context can change with time8–10, space11,12, and disease13,14, 

introducing new objectives that cause trade-offs and transitional costs that further constrain the 

cell. 

The cellular context includes other cells. Mammalian cells do not act in isolation, but rather 

in multicellular systems to achieve higher-order functions15–17. Constraints, contexts, and 

https://paperpile.com/c/zTrvEj/7i3qb
https://paperpile.com/c/zTrvEj/UnTID
https://paperpile.com/c/zTrvEj/qnTFG
https://paperpile.com/c/zTrvEj/yo6a3
https://paperpile.com/c/zTrvEj/0Bc3z
https://paperpile.com/c/zTrvEj/6yfa6
https://paperpile.com/c/zTrvEj/i5b4L
https://paperpile.com/c/zTrvEj/qnTFG
https://paperpile.com/c/zTrvEj/gGBvP+IA0mA+QhfvQ
https://paperpile.com/c/zTrvEj/LvIDw+wYDmR
https://paperpile.com/c/zTrvEj/GuFRP+1v1nj
https://paperpile.com/c/zTrvEj/oTKAx+weZ2M+8COCd
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phenotypes are ubiquitous across biological scales. Thus, the insights into resource allocation 

may be generalized to tissues and even the whole-organism (Appendix C). With multicellularity, 

cells become specialized to limit the burden of trade-offs. Additionally, decision-making accounts 

for coordination and competition from other cells, leading to synergistic effects18. 

In this Review, we discuss how resource allocation impacts mammalian cell decisions and 

multicellularity. We begin with two questions at the cellular scale (Fig. 1.2a): 

(1) How do metabolic resources (nutrients, machinery, and bioenergetics) constrain the 

cell? 

(2) How do cells allocate resources to coordinate activity across molecular processes?  

 

Building on these concepts to understand multicellularity (Fig. 1.2b), we ask:  

(3) How do trade-offs imposed by resource constraints affect cellular decision-making, 

leading to cell specialization? 

(4) How do specialized cells with distinct tasks coordinate within multicellular systems 

to achieve higher-order functions? 

 

Here we highlight the role of resource allocation, which is one valuable concept among 

many to understand biological mechanisms. Our aim is to demonstrate the broad utility and 

unique insights provided by resource allocation across various areas of biology. Resource 

allocation provides a unique perspective to uncover fundamental principles that can be applicable 

across diverse systems. We structure our discussion by first introducing an overarching principle 

and subsequently illustrating them with wide-ranging examples from various systems in both 

health and disease. While bioenergetic and metabolic optimality are not always the driving forces 

or not yet fleshed out in mammalian systems, such a perspective has been invaluable to the study 

of prokaryotes and lower eukaryotes in support of mammalian systems, which we also highlight 

here.  

https://paperpile.com/c/zTrvEj/xVVx0
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Throughout these discussions, we explore the plasticity of resource allocation as it 

changes across contexts. We also briefly highlight powerful systems biology methods that now 

help  address such questions (Appendix B, Table 1.1).  Quantifying and modeling resource 

allocation provides insights into how cells regulate gene expression, intracellular pathway activity, 

cell-cell interactions, and ultimately phenotypes.  Associated technological and computational 

innovations are  providing high-throughput measurements and analysis tools to decipher how 

resource allocation, as a governing design principle, shapes the complex processes underlying 

mammalian phenotypes. 
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Figure 1.1: Generation and use of a balanced cellular resource budget. 
(a) The total cellular budget is determined by the supply of nutrients, machinery, and energy resources. 
There is extensive crosstalk between these three resource classes, each depending on the others to 
generate its supply. (b) Once the budget is generated, it is used to conduct diverse biological activities that 
contribute to the cell objectives and result in observed phenotypes. The amount of resources used to meet 
these functional demands represents the cost of executing biological function. (c) Intracellular processes 
(e.g., transcriptional activity, protein activity, and metabolism) interact to drive the activities which connect 
resources to objectives.  (d) In an efficiently allocated system, the cellular budget generated will equal the 
resource demanded (blue line). Generating an excess budget (purple shaded region) results in higher 
resource costs than necessary, whereas not generating enough budget (yellow shaded region) means that 
not all the demands can be met. Overall, the total cellular budget constrains biological activity, and in turn, 
observable phenotypes.  
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Figure 1.2: Key factors determining mammalian resource allocation strategies. 
(a) The individual cell must account for its resource constraints when trying to optimize various objectives. 
Mechanistically, constraints are tied to objectives by intracellular processes that determine the global 
activities of the cell. (b) Constraints lead to trade-offs between multiple objectives, resulting in the evolution 
of multicellular organisms for more efficient allocation strategies. Coordination between cells enables 
specialization, communication, and tissue-scale steady-states that function robustly across multiple 
contexts. These concepts extend to the whole-organism scale, demonstrating that resource allocation can 
provide broad insights into biological function. 

1.2 Cellular Resources Constrain Phenotype 

The availability of nutrients, machinery, and bioenergy define the cellular resource 

budget, and consumption of these resources defines the resource costs of biological activity (Fig. 

1.1). How does the cell manage its resource budget and how do these constraints affect 

phenotype? 

1.2.1 Nutrients: resources informing allocation 

Supplies and signals. Extracellular nutrients contribute to the total resource budget as 

substrates for machinery synthesis and bioenergetic pathways (Appendix A, Appendix D). For 
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example, amino acids can be incorporated as building blocks for proteins, whereas glucose and 

glutamine can be catabolized for energy or nucleotide synthesis (e.g., for oligonucleotides)19,20. 

However, in managing resource allocation, nutrients play a particularly important role as 

extracellular cues. Their presence informs the cells of which metabolic pathways may be utilized 

and ultimately which objectives may be achieved, guiding allocation across the metabolic network. 

In this sense, through regulatory programs21, nutrients will induce activation of specific metabolic 

pathways and express the associated machinery that catalyze those pathways.  

Signals of scarcity. Nutrient allocation has evolved to cope with nutrient scarcity21. 

Mammalian cells have many strategies to handle nutrient scarcity; the global metabolic network 

is robust to nutrient inputs, capable of utilizing distinct nutrient-pathway combinations to meet 

cellular demands4,22,23. For example, cells will shift glucose usage from energy metabolism to de 

novo serine synthesis when serine is scarce24 and use fatty acid oxidation to generate energy 

when glucose is scarce25. Additionally, cells may degrade intracellular components through 

autophagy and divert the resultant substrates to the most necessary pathways21. Finally, cells 

may scavenge for more complex extracellular resources, such as proteins and lysophospholipids, 

to catabolize through mechanisms such as macropinocytosis26. These resources are often 

produced by other cells in a multicellular system.  

Multicellularity decreases the likelihood of individual cells facing nutrient scarcity. This is 

because mammalian cells have multiple subcompartments and specialized cell types that improve 

nutrient storage and delivery systems to create nutrient-rich microenvironments 27,28. Storage is a 

multicellular example of the hedging strategies discussed later, diverting resources away from 

current objectives in anticipation of future context-dependent fluctuations in nutrient levels29.  

Allocation in abundance. Resource allocation in nutrient-rich environments becomes a 

decision-making problem. Cell activity still comes at a resource cost. Thus, the cell must choose 

which nutrients to shuttle to which metabolic pathways to most efficiently achieve its objective 

https://paperpile.com/c/zTrvEj/6ndgz+w0bKf
https://paperpile.com/c/zTrvEj/ueEw4
https://paperpile.com/c/zTrvEj/ueEw4
https://paperpile.com/c/zTrvEj/RYwr1+1pfzC+yo6a3
https://paperpile.com/c/zTrvEj/VXJ8u
https://paperpile.com/c/zTrvEj/Dnc9V
https://paperpile.com/c/zTrvEj/ueEw4
https://paperpile.com/c/zTrvEj/rMqkk
https://paperpile.com/c/zTrvEj/IPuQw+QtjNH
https://paperpile.com/c/zTrvEj/Hrzqp
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(Appendix D). Sometimes, it will even disregard available extracellular nutrients, such as non-

essential amino acids, choosing instead to produce them intracellularly28.  

Since cell activity evolved under nutrient scarcity, mammalian cells must tightly control 

nutrient uptake to prevent irregular phenotypes such as uncontrolled growth (see Appendix C for 

consequences of overabundance). Unlike prokaryotes, which typically uptake nutrients upon 

sensing them, mammalian cells tend to couple nutrient sensors with signaling proteins such as 

growth factors for an additional layer of regulation (Fig. 1.3c)28,30. This additional regulatory layer 

serves a dual purpose of allowing cells and tissues across the organism to coordinate via 

combined nutrient- and signaling protein- circuits, maintaining steady-state circulating nutrient 

levels and mobilizing nutrient stores when necessary31,32. Thus, nutrient scarcity tends to be a 

local and context-specific constraint in multicellular systems, such as in wound-healing and poorly 

vascularized regions26. The cell’s microenvironment (e.g., nutrient concentration, interactions with 

other cell types, and presence of other extracellular nutrients) affect metabolic activity. Thus, it is 

important to appropriately account for a cell’s microenvironment when studying resource 

allocation, which may not always be accurately represented in vitro. For example, in vivo early-

activated CD8+ T-cells utilize glucose differently than those under the super-physiological 

conditions of cell culture33, shifting flux from aerobic glycolysis to oxidative phosphorylation to 

create a larger bioenergy budget.  

Distribution drives function. Ultimately, nutrient availability and allocation affect cell 

phenotypes, such as growth26,34,35 and secretion36, as well as organismal phenotypes, such as 

development37 and immunity. In immunity, nutrient availability affects cell fate, function, and 

composition. For example, under both amino acid and glucose deprivation, mTORC1 activation 

and CD4+ T-regulatory cell proliferation decreases38. Additionally, effector T-cells rely on both 

glucose39,40 and glutamine41 for cytokine secretion whereas invariant Natural Killer T cell 

cytotoxicity is independent of these nutrients42. In early development, glucose is shuttled to 

anabolic pathways that trigger synthesis of key machinery controlling blastocyst formation, with 

https://paperpile.com/c/zTrvEj/QtjNH
https://paperpile.com/c/zTrvEj/QtjNH+eJU8L
https://paperpile.com/c/zTrvEj/oTtx6+AduWc
https://paperpile.com/c/zTrvEj/rMqkk
https://paperpile.com/c/zTrvEj/6cMwy
https://paperpile.com/c/zTrvEj/rMqkk+7T16M+pTLMi
https://paperpile.com/c/zTrvEj/4GqWo
https://paperpile.com/c/zTrvEj/qR1xd
https://paperpile.com/c/zTrvEj/wGTVN
https://paperpile.com/c/zTrvEj/XrxMj+ErJKk
https://paperpile.com/c/zTrvEj/bxRJd
https://paperpile.com/c/zTrvEj/7sfa2
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cells using  other carbon sources such as pyruvate and lactate to generate bioenergy. In the 

absence of glucose prior to compaction, zygotes do not invest biosynthetic resources into 

expressing the glucose transporter SLC2A3, resulting in reduced cell growth and degenerated 

morulae43. Mechanistically, SLC2A3 expression is attributable to glucose being metabolized via 

the hexosamine biosynthetic pathway (HBP). Coordinated utilization of glucose by the HBP and 

the pentose phosphate pathway is also required for synthesis of key machinery involved in 

trophectoderm fate-specification44.  

We note that there is an interplay between the three resource classes: nutrients, 

machinery, and bioenergetics. So far, this is largely presented as nutrients used to synthesize the 

cell’s machinery, and machinery and metabolic substrates together dictating the bioenergetic 

pathways that the cell utilizes. However, this crosstalk is not unidirectional, with each resource 

class depending on the others (Fig. 1.1a). Building machinery requires energy45, and without the 

right machinery, nutrients can't be used effectively.  Transporters, for example, are machinery 

that deliver extracellular nutrients to the cell. In CD8+ T-cells, knocking-out amino acid 

transporters limits nutrient intake, altering the ratio of terminal effector to memory precursor 

subpopulations46.  

1.2.2 Machinery: resources actuating allocation 

As actuators of biological function, the machinery budget contributes to pathway activity 

and cell phenotype. The machinery component of the resource budget depends on two factors: 

machinery activity and machinery abundance (Appendix F). Higher activity increases the amount 

of substrate a single unit of machinery is able to convert into a product. There are innumerable 

examples in which altered catalytic efficiency, e.g. via point mutations, has disrupted homeostasis 

and led to disease states (reviewed here47). On the other hand, higher abundance increases the 

proportion of machinery to its substrate. This is evident for individual machinery. For example, 

CARKL expression levels change depending on activation signals to alter energy metabolism and 

https://paperpile.com/c/zTrvEj/ld1dC
https://paperpile.com/c/zTrvEj/5F2Lb
https://paperpile.com/c/zTrvEj/KQ6W9
https://paperpile.com/c/zTrvEj/8XSoC
https://paperpile.com/c/zTrvEj/rU65h
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ultimately dictate macrophage fate.48 Similarly, pyruvate kinase isoforms interact based on 

expression levels to affect nucleotide metabolism and dictate proliferation49. Abundance is also 

coordinated across multiple components. CRISPR screens have tested thousands of genes and 

found that machinery group by shared effects across multiple phenotypes;50 meanwhile, the 

abundance of hundreds of secretory pathway machinery together coordinate a cell’s capacity for 

secreting specific proteins51. Unlike the cell’s nutrient budget, which is largely limited by 

extracellular availability, machinery abundance is constrained by the resource costs of synthesis. 

Beyond diverting nutrients to anabolism, cells must invest bioenergy and biosynthetic machinery 

for gene expression.  

 

Machinery Pose Non-negligible Auto-catalytic Costs. The machinery facilitating anabolism 

and gene expression are auto-catalytic, meaning they contribute to their own synthesis. As a 

result, machinery synthesis costs include the use of biosynthetic machinery52. For example, in 

eukaryotes, individual pre-mRNAs compete for the shared pool of splicing machinery to be  

properly processed53. Since ribosomal genes represent a substantial mass fraction of the 

proteome, global splicing efficiency is associated with ribosomal expression. Given that ribosome 

expression increases with growth rate to accommodate increasing biomass production demand, 

and that nutrient signaling via TOR influences ribosome gene expression, these observations 

couple cell growth with nutrient and machinery constraints of macromolecular synthesis 

(Appendix A). In fact, under nutrient scarcity, reducing splicing efficiency  through intron-mediated 

regulation improves cell survival by decreasing ribosomal expression54.  

Jones et al. generalize this concept of resource loading by modeling gene expression to 

study the limiting biosynthetic machinery55. Typically, costs of translational and ribosome 

biogenesis are seen as the main constraints on gene synthesis. For instance, rough estimates for 

HeLa cells show that all ribosomes must be constantly active to maintain global protein levels56. 

However, Jones et al. find that, in engineered circuits in human cell lines, transcriptional resources 

https://paperpile.com/c/zTrvEj/ezwMo
https://paperpile.com/c/zTrvEj/eOAjk
https://paperpile.com/c/zTrvEj/WTplJ
https://paperpile.com/c/zTrvEj/WzXZG
https://paperpile.com/c/zTrvEj/cZR36
https://paperpile.com/c/zTrvEj/teDSy
https://paperpile.com/c/zTrvEj/W8yDD
https://paperpile.com/c/zTrvEj/xdZIY
https://paperpile.com/c/zTrvEj/OA3Xw
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limit protein expression levels of target genes. Similarly, one study concluded that the relative 

impact of transcriptional and translational costs change across nutrient-limiting conditions, 

pointing to the crosstalk between machinery and nutrients57. 

Machinery Biosynthesis has Substantial Energetic Costs. The energetic costs of 

machinery synthesis can be quantified across genomic, transcriptional, and translational 

processes as a function of gene features. Protein synthesis costs are highly sensitive to the 

energy budget58 and are a large resource burden: ribosomal translation alone represents 30% 

(BioNumbers59 ID 110441) of a mammalian cell’s energy budget. Also, net protein synthesis costs 

represent more than 70% (BioNumbers59 ID 111918) of a generic cell’s energy budget (due to the 

higher contribution of amino acid synthesis relative to polymerization45). Lane and Martin argue 

that protein synthesis costs represent such a substantial portion of the total cellular energy budget 

that they prevent the evolution of eukaryotic genome complexity withoutmitochondria60. In 

contrast, Lynch and Marinov contend that, considering the cell’s total lifetime, the energy budget 

scales with cell volume to more than compensate for increased costs of genome complexity, 

regardless of the presence of mitochondria45. 

Strategies to Minimize Machinery Costs. Due to these costs, cells employ various 

strategies to efficiently generate the machinery budget. For example, protein degradation is costly 

(Appendix A, Appendix D) because proteasomal degradation consumes ATP61 and sequesters 

proteases. From a resource allocation perspective, this aligns with the fact that  short-lived 

proteins have low abundance62,63,64, representing just 5%63 of the human proteome. By only 

dedicating degradation resources to lowly expressed proteins, the cell reduces the cost of tuning 

protein abundance in modes beyond translational control. In contrast to proteasomal degradation, 

protein turnover via autophagy recovers more energy and nutrient resources than it consumes 

and represents a large fraction of total protein degradation in mammalian cells65,66.   

Short-lived proteins also constitute only a small portion of complexes63, supporting the 

notion that cells conserve protein degradation resources by minimizing their use in more abundant 

https://paperpile.com/c/zTrvEj/hhK4X
https://paperpile.com/c/zTrvEj/LYgEg
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proteins. An alternative strategy proposed to reduce costs in complexes is proportional synthesis. 

Observed in both prokaryotes67 and eukaryotes68, cells express complex subunits in proportion to 

their stoichiometries by tuning synthesis rates, avoiding excess resource expenditure on 

synthesis. Additionally, degradation would be required to achieve proper stoichiometries and clear 

misfolded proteins resulting from excess expression. Furthermore, there are spatio-temporal 

variations in complexes’ stoichiometries, many of which are regulated beyond transcription69. 

Together with proportional synthesis, this suggests context-specific tuning of translation rates to 

minimize synthesis costs. 

Cells also employ strategies beyond the direct tuning of machinery abundance to minimize 

machinery costs. For example, a metabolic modeling approach70 showed that coenzyme 

redundancy (e.g., distinct pools of NAD and NADP) is not necessary for growth but reduces the 

minimal abundance of protein required to catalyze coenzyme coupled reactions71. These various 

strategies demonstrate that cells work to optimize machinery expression levels by minimizing 

synthesis costs while maximizing the associated fitness benefits2. This cost-benefit trade-off in 

gene expression was characterized in a high-throughput manner in eukaryotes, testing the impact 

of 81 genes’ expression levels on growth rate. Crucially, 83% of genes demonstrated distinct 

fitness curves correlating with differential gene expression72. Thus, minimizing machinery costs 

has proven to be an accurate optimality principle to predict and understand metabolic activity73,74 

(Appendix B), such as in relationships between energy metabolism and growth (Appendix A). 

1.2.3 Bioenergy: resources fueling allocation 

Energy metabolism (e.g., glycolysis and oxidative phosphorylation) uses machinery to 

transfer the energy stored in extracellular nutrients to its main intermediate currency, ATP, and 

long-term nutrient stores. This energy budget is spent to fuel a multitude of tasks22,75,76 that 

prompts the cell to organize its activities accordingly. Several methods identify the energetic cost 

of executing function at varying resolutions, broadly by measuring or estimating the metabolic flux 
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associated with bioenergy generation or consumption (reviewed here10,77); these include 

estimates from measures such as the oxygen consumption rate and ATP equivalents, i.e. 

mechanistic delineation of the number of ATP molecules consumed, each of which yield ~50 

kJ/mol (BioNumbers59 ID 100775, 100776) of energy from hydrolysis. 

As discussed previously, a large fraction of the energy budget is spent on gene expression 

and protein translation45. The remainder of the energy budget is available for other tasks. For 

example, migrating cells consume energy to displace the extracellular matrix78,79. The energetic 

cost of motility changes with physical features of the matrix such as stiffness and spatial 

confinement. As such, cells minimize these migratory costs by choosing context-specific 

migratory mechanisms80 and migrating through paths that require lower energy expenditure81. 

Neurons also demonstrate energy allocation. They consume energy for functions distributed 

across maintenance and activity, including neurotransmitter uptake and release by synaptic 

vesicles and action potential generation82–84. Consequently, the brain has a high rate of energetic 

expenditure85, accounting for 20% of the total energy costs of the human body (BioNumbers59 ID: 

103264, 110878), and must use its energy budget efficiently. At the cell-scale, neurons employ 

combinatorial strategies to express sets of ion channels with specific kinetics that minimize 

energetic costs while meeting functional requirements (e.g., spiking rate)86,87. At the tissue-scale, 

energetic constraints limit the total number88 and active fraction89 of neurons in the brain. As such, 

the brain analogously employs combinatorial strategies to efficiently encode information into sets 

of neurons in such a manner that limits the number of active neurons, and thus energy 

demands90,82. 

While whole-cell modeling has demonstrated that the total energy budget is nearly 

equivalent to the total energy cost of a synthetic minimal cell91, it has also demonstrated excess 

production of energetic intermediates in Mycoplasma genitalium92. Whole-cell modeling 

approaches (Appendix B, Table 1.1) are yet to be translated to mammalian cells, but such insights 

could prove invaluable to understanding energy resource allocation. An excess budget indicates 
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either a deprioritization of evolutionary optimality for the energy budget over other objectives, cell 

hedging for future energy demands, or incomplete accounting of energy consumption.  

1.3 Molecular Processes Coordinate Resources  

Mechanistically, resource constraints are tied to the activity of molecular processes such 

as gene synthesis, metabolism, and molecular communication. These processes can be coupled 

to each other using systems approaches (Appendix B, Table 1.1), providing quantitative details 

regarding how resources are used. Resource constraints that affect the activity of one process 

propagate to others and eventually affect phenotype (Fig. 1.1c).  

1.3.1 Gene Expression: Coordinating mRNA with Protein 

To understand the global relationship between mRNA and protein expression levels, 

proteomics is often compared with transcriptomics using correlative metrics93,94. Comparing per 

cell absolute protein copy numbers to transcripts-per-million mRNA levels in multiple human 

tissue cell lines identified an average Pearson correlation of 0.695. Importantly, a gene-specific, 

tissue-independent protein-to-RNA (PTR)95,96 ratio increases the correlation. This indicates a 

gene-specific effect on resource loading, wherein intrinsic features64,97 yield a competitive 

advantage for shared translational resources. For example, sequence length is a positive indicator 

of the variation in the PTR ratio, consistent with longer genes having a larger resource cost. 

Sequence length is one of many intrinsic features relating mRNA to protein abundance64,97. 

Furthermore, the PTR ratio increases with transcriptional abundance98,99, signifying cooperation 

between transcription and translation in generating highly abundant proteins. Gene-specific 

competitive advantages also coordinate across processes within transcription. For example, 

mammalian cells use “economies of scale”, wherein splicing efficiency increases with transcription 

rate to prioritize production of strongly transcribed genes100.    
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The role of gene-intrinsic features makes it apparent that abundance alone does not 

sufficiently explain mRNA to protein coupling. It follows that such features inform gene expression 

rates; broadly, there are four rates to consider: transcription, translation, mRNA decay, and 

protein degradation. The gene-specific combinations of these rates give rise to global steady-

state levels of mRNA and protein in a context-dependent manner, especially with dynamic 

responses requiring rapid adaptation101,102. Resource allocation limits the existing rate 

combinations, with certain combinations resulting in synthesis costs that outweigh the gene’s 

contribution to the cell objective. Specifically, there is an evolutionary lack of genes with high 

transcription rates and low translation rates, despite these rates being mechanistically feasible. 

This is driven by a “precision-economy trade-off” between stochastic protein abundance 

(precision) and resource costs of synthesis (economy), with high transcription and low translation 

not providing an advantage in either103. 

The four synthesis rates are commonly modeled using a simplified set of ordinary 

differential equations (Table 1.1). Derivation of these rates requires absolute quantification–the 

number of molecules per cell104. Notably, these rates have a larger contribution to changes in the 

absolute level of a protein than to its relative level102. This makes sense from a resource allocation 

perspective since there is high inequality in the distribution of absolute protein abundances, with 

a small number of proteins constituting the majority of the total proteome by mass and copy 

number63,98,105,106. Thus, highly abundant proteins will sequester a disproportionate fraction of 

cellular resources, independent of the fact that they tend to have an intrinsic competitive 

advantage in using cellular resources.  

Translational efficiency also impacts gene-specific PTRs107. Gene-specific sequences 

regulate translational efficiency to prevent ribosomal jamming and excess translational machinery 

costs108. Genes with high translational efficiency also have high mRNA abundance, enabling them 

to outcompete their lower efficiency counterparts for ribosomes by both concentration and affinity. 

Furthermore, these genes are functionally enriched for macromolecular synthesis and energy 
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metabolism109, indicating the cell is optimizing for the production of its machinery and bioenergy 

resource budgets. From a resource loading perspective, ribosome machinery saturation imposes 

an upper bound on the dynamic range of protein abundance (e.g., translation rates plateau at 

~1000 protein molecules per mRNA molecule per hour in NIH3T3 mouse fibroblasts). 

1.3.2 Actuation: Coordinating Protein with Metabolism 

Metabolism links gene expression to cell phenotype3,110. Metabolic inputs, outputs, and 

intermediates are incorporated into all the resource classes and molecular processes discussed, 

forming the basis upon which cell activity occurs92. There are innumerable examples of how 

metabolic activity affects cell phenotype. For example, shifts from purine to serine synthesis 

promote cell motility111,112, mitochondrial metabolism modulates stem cell fate113–115, and many 

pathways affect growth26. 

Gene expression produces the machinery that catalyzes metabolism. As mentioned 

previously, machinery activity and abundance together determine the flux that an enzyme-

catalyzed biochemical reaction can carry (Appendix F)116,117. Assuming Michaelis-Menten 

kinetics, the maximum flux that a reaction can carry is the product of the catalytic rate constant 

and the enzyme concentration. There are several considerations in vivo that may prevent a cell 

from realizing these maximum rates, which tend to be reported under in vitro, nonphysiological 

conditions. First, the maximum rate assumes that the enzyme is fully saturated. However, cells 

try to minimize intermediate metabolite concentrations for homeostatic maintenance and quick 

adaptation to new contexts118. Yet, enzymes are more efficient at high (saturating) substrate 

concentrations. Thus, efficient enzyme usage must be balanced against minimizing metabolic 

intermediates119 and rapid substrate consumption. More generally, there is a trade-off between 

control over reaction fluxes and metabolic intermediate concentrations3. Second, reaction 

thermodynamics affects reaction kinetics via the mass-action ratio due to such variables as 

intracellular pH and metabolite concentrations120. The extent of backwards flux due to 
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thermodynamics requires a higher machinery investment to maintain the same reaction rate 

(Appendix B)74. Finally, regulatory effects such as allostery and post-translational modifications 

can alter kinetics to alter reaction rates.  

Thus, the observed reaction rate will change with variables such metabolite concentration 

in a context-dependent manner. Combining proteomic measurements of enzyme abundance with 

metabolic modeling estimates of fluxomics to estimate in vivo observed catalytic rate constants 

demonstrated that the maximum value identified across multiple growth conditions agrees with 

the in vitro catalytic rate constants. Such studies decompose discrepancies between experimental 

and theoretical values into the underlying saturating, thermodynamic, and regulatory factors 

(Appendix F)73,121. The extent to which a reaction is active, the “capacity utilization”, can be defined 

as the ratio between this context-specific, observed reaction flux and the maximum reaction 

flux117. If this ratio is one, enzymes are being utilized at full capacity and activity is machinery-

limited. However, if this ratio is less than one, one of the aforementioned factors is decreasing 

the reaction rate. If this is due to saturation effects, not all of the expressed enzyme is used122 

and activity is instead nutrient-limited. Unused, free enzymes may point to hedging for rapid 

adaptation to future conditions which require increased flux through those reactions (Appendix 

A).   

1.3.3 Communication: Coordinating Signaling and Secretion with Gene 

Expression 

Signaling and secretion link a cell’s extracellular environment with its intracellular activity, 

regulating the higher-order functions of multicellular systems. While signaling pathways sense 

and respond to extracellular signals, the secretory pathway produces communicatory molecules 

to send such information. These two molecular processes are not only complementary 

conceptually, but also biologically, coordinating each others’ activity123,124. Secreted proteins are 
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the product of gene expression. Unlike machinery, these proteins do not directly contribute to 

biomass production or intracellular activity. Yet, human cells allocate a massive amount of 

resources to protein secretion: secreted proteins represent >25% of the proteome by mass51, 

despite the fact that these proteins do not contribute to intracellular tasks such as biomass 

production. This speaks to the importance of secretory tasks such as cell-cell communication125–

127, cytotoxicity128,129, and remodeling of the extracellular matrix130 to multicellular systems. Signal 

transduction pathways and their downstream transcription regulatory networks use extracellular 

cues, i.e. nutrients and communicatory molecules, to induce gene expression. Specifically, a 

receptor will sense the extracellular cue, downstream machinery processes the information 

encoded by that signal, and transcription factors induce the synthesis of target genes. As such, 

signaling pathways enable context-specific cellular decision-making123,131–134.  

Signaling pathways have multiple possible objectives, including signal amplification, 

sensing precision135, information transfer, parameter robustness, and response time136. 

However, the activities underlying these objectives are constrained by energetic and machinery 

resource costs that the cell minimizes137–139. For example, Goldbeter–Koshland push–pull network 

sensing systems prioritize sensing precision, with receptors, downstream signaling machinery, 

and energy, independently constraining the objective. For optimality, these three constraints 

evolved to be equally limiting140. The efficiency by which signaling pathways and downstream 

transcription regulatory networks achieve their objective depends on their network topology141. 

Consequently, evolution has converged on a small number of prevalent topologies, termed 

network motifs, that determine the dynamics and robustness of network input-output relationships. 

Since there are multiple possible signaling objectives, it is interesting to consider how the interplay 

between these various objectives may affect resource allocation. For example, only two 

experimentally observed network motifs demonstrate fold-change detection across a wide range 

of organisms because they are uniquely Pareto optimal for response time, sensing precision, 

and signal amplification142. 
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Network motifs are building blocks for global network structures. Convex analysis143 of 

signaling networks identifies a minimal set of pathways representative of the network state from 

its global topology. These “extreme pathways” reveals how cells divert metabolic and machinery 

resources across the network, encoding for signaling crosstalk and redundancy between 

pathway reactions to achieve robust input-output relationships144,145. This concept has been 

extended to integrate signaling and metabolic modules together in a dynamic manner that 

accounts for differences in reaction time-scales146. Reducing crosstalk trades-off with increasing 

sensing precision147 due to the energetic costs of signaling modularity148. Thus, cells employ 

combinatorial strategies leveraging crosstalk to reduce resource costs. For example, by sharing 

the tumor necrosis factor (TNF) ligand, the nuclear factor kappa B (NF-κB) and c-Jun N-terminal 

protein kinase (JNK) pathways can increase information transfer relative to either pathway acting 

in isolation. In contrast to the signaling pathways of an individual cell, sharing a ligand across cells 

does not have an upper bound on information transfer149, demonstrating the utility of 

multicellularity. In fact, when coordinating in multicellular systems (Fig. 1.3b), a number of 

strategies reduce the resource costs associated with synthesis and secretion of communicatory 

molecules. For example, a single shared ligand can achieve diverse population-level behaviors 

such as bistability, e.g. all-or-nothing responses, and bimodality, e.g. cell fate decisions, by 

combining autocrine and paracrine communication150. Also, promiscuous ligand-receptor 

combinations enable more robust activation of multiple cell types as compared to a one-to-one 

binding151. Overall, mammalian cells have developed a number of resource optimization 

strategies to efficiently communicate, lowering the barriers to multicellularity.  

1.3 Trade-offs Occur Due to Multiple Objectives 

Cells balance multiple objectives152. Allocating resources towards one objective induces 

a trade-off because the shared and limited pool of resources must be diverted away from the 
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pathways that enable a competing objective. A simple case is in the expression of two different 

genes within a cell: under a fixed resource budget, due to resource loading of biosynthetic 

machinery, increased expression of one gene is achieved by decreasing expression of the 

other153. Additionally, at the tissue-scale, different systems in the brain are each specialized for 

one or more tasks and trade-off against each other154. These tissue-scale tasks are coordinated 

within the multicellular system18 to appropriately distribute resources and enable context-specific 

task prioritization.  

Under resource optimality assumptions, such trade-offs are mathematically represented 

by a Pareto front (Fig. 1.3a), or the set of all optima for which performance of one objective cannot 

be improved without decreasing performance of another objective. Pareto analysis reduces the 

resource-constrained phenotype space155, enabling more accurate identification of the biological 

mechanisms evolution converged upon. Using genome-scale models (GEMs) (Appendix B, Table 

1.1) in Pareto analysis has  demonstrated trade-offs between five objectives in hepatocytes156 

and between growth and protein secretion in CHO cells157. Pareto analysis has also been adopted 

to understand omics data, enabling the identification of the number and type of objectives present 

in the dataset, as well as the features that support each objective158.     

1.3.1 Context-specific Trade-offs Underlie Cellular Decision-Making 

Trade-offs between multiple objectives require a cell to choose how to allocate its 

resources and prioritize certain activities. Context-dependent changes in phenotype and the 

underlying cell state can be understood by cellular decision-making: different contexts introduce 

different objectives and resource budgets to the cell, imposing trade-offs along the context 

dimension (Fig. 1.3a). Context-dependent changes to the biological objective are reflected in the 

underlying molecular processes that drive activity, such as global changes in translational 

efficiency during differentiation159 and spatial changes in glycolytic fluxes during development160.  

https://paperpile.com/c/zTrvEj/pabsW
https://paperpile.com/c/zTrvEj/xQLP9
https://paperpile.com/c/zTrvEj/xVVx0
https://paperpile.com/c/zTrvEj/22lAf
https://paperpile.com/c/zTrvEj/KulPU
https://paperpile.com/c/zTrvEj/uNz11
https://paperpile.com/c/zTrvEj/F34Hx
https://paperpile.com/c/zTrvEj/PmlhO
https://paperpile.com/c/zTrvEj/x0C5N


 21 

Multiple objectives are not always present simultaneously, but may arise in sequence 

according to some context variable (e.g., as a cell migrates, ages, or encounters stress). For 

example, trade-offs between growth and non-growth associated maintenance (NGAM) over time 

can explain age-related declines in biological function (Appendix D). Additionally, the extent to 

which eukaryotic gene expression programs optimize for growth depends on nutrient availability, 

indicative of context-specific tuning of machinery for non-growth objectives72. It is worth noting 

that mammalian cells, particularly in homeostatic tissue, are likely often prioritizing for non-growth 

objectives; however, research in this area remains limited, partially because studies using 

physiological readouts beyond growth are uncommon (see Conclusion for details). 

Proteome allocation demonstrates how global strategies of machinery expression are 

selected according to context-specific trade-offs. Proteome allocation assumes a context-

independent, constant upper bound allocated to total protein abundance due to synthesis costs 

and spatial constraints116,122,161–164. Due to this upper bound, increases in expression of one or a 

group of proteins that support a given function requires compensatory decreased expression of 

others. An insightful consequence of this proteome allocation perspective is in the use of 

respiratory or glycolytic pathways in energy metabolism (Appendix A). Proteome allocation trade-

offs explain why cells employ the machinery cost minimization strategies previously discussed, 

as it enables them to not only efficiently perform a single task, but also to have a larger capacity 

to perform multiple tasks simultaneously and express some machinery in excess to hedge for 

future conditions. Highly abundant proteins perform “core” functions, such as gene expression 

and energy metabolism, that tend to be conserved across contexts. In contrast, context-specific 

proteins have lower abundance, suggesting proteome re-allocation across contexts minimizes 

machinery biosynthetic costs by unevenly distributing their abundance according to function165.  

https://paperpile.com/c/zTrvEj/eSNM0
https://paperpile.com/c/zTrvEj/D89qg+zuBqG+Jw9xY+L2cWZ+bgk1s+dqCqw
https://paperpile.com/c/zTrvEj/3mBxs


 22 

1.3.2 Cells Hedge for Future Contexts 

Cells adjust their pathway activity accordingly to adapt to the resource demands of each 

context. To rapidly adapt, cells employ hedging: rather than being fully optimized for one context, 

cells divert some of their resources in anticipation of new tasks. 

For example, the E. coli proteome is not fully optimized for growth, re-allocating up to 95% 

of its proteome by mass fraction from growth functions such as energy production to those such 

as cell signaling and membrane transport in anticipation of stresses163. Indeed, E. coli balances 

multiple objectives, including growth, minimizing total metabolic fluxes (Appendix B), and ATP 

yield. However, they do not lie exactly on the Pareto front to decrease the cost of adjustment 

between objectives166. In S. cerevisiae, cells allocate some of their ribosomes for future growth, 

and under hyperosmotic stress undergo cell cycle arrest, sacrificing the speed of their adaptive 

response to maintain glycogen reserves in preparation for subsequent stresses167. Similarly,  

mammalian cells may allocate some of their proteome towards aerobic glycolysis to hedge for 

hypoxia (Appendix A).  

The extent to which cells utilize hedging varies, as some cells specialize for specific 

contexts. For example, different microbial strains tend to be optimized for glycolytic or 

gluconeogenic growth, resulting in long lag times upon nutrient shifts in one direction of central 

carbon metabolism. Probing this further, trade-offs between lag time, growth rate, and futile 

cycling prevent optimality in both directions, driving these cells towards specialization168. While 

these trade-offs shape the decision-making of unicellular organisms, multicellular, mammalian 

organisms have evolved strategies to limit trade-offs and the need for hedging.  
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1.4 Multicellularity: From Cells to Organisms 

 

Figure 1.3: Extending resource allocation to multicellularity. 
(a) The cellular context determines the available resources and cell objectives. Resource constraints limit 
the number of objectives a cell can achieve and the efficiency by which it performs each objective; thus, 
individual cells that face multiple objectives must manage trade-offs. Pareto analysis provides a quantitative 
view of trade-offs wherein competing objectives are plotted. Along the Pareto front, a cell cannot improve 
its performance in one objective without worsening its performance in another. Within multicellular systems, 
this leads to cell specialization for specific objectives along a context gradient. (b) In a tissue, cell 
specialization can occur across, for example, spatial context gradients (see ref169). With division of labor, 
each cell performs a particular set of tasks, but the higher-order biological function results from the 
synergistic effects of the population. Tissue-level behavior is achieved by coordination between cells via 
mechanisms such as cell-cell communication, in which distinct signals are sent in a cell-type- and context- 
dependent manner. (c) Individual cells receive communicatory signals such as growth-factors that, in 
combination with local nutrient availability, regulate growth phenotypes. (d) In a tissue, multi-cell circuits 
involving growth factor exchange, in combination with resource constraints, maintain steady-state 
proportions of cell types (see ref170). 

Multicellularity emerged to efficiently manage resource trade-offs (Fig. 1.2). In a 

multicellular system, a tissue receives myriad cues for distinct objectives, which impose demands 

on distinct cellular resources and pathways6. Cell-scale tradeoffs induce coordination, resulting in 

higher-order functions15,16 that ultimately impact the whole-organism (Appendix C). Pareto 
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analysis of mammalian tissue demonstrates that, subject to trade-offs, single-cells can become 

specialists optimized for a particular task or generalists that can perform multiple tasks (Fig. 

1.3a)158,171.  

1.4.1 Division of Labor Distributes Resource Burdens 

Cell specialization is a division of labor resource allocation strategy employed by 

multicellular organisms. Due to resource constraints, individual cells specialize to perform a 

subset of the tasks a tissue must execute. However, division of labor distributes the tissue tasks 

across multiple cell types in a manner yielding synergistic effects: the cells’ combined functions 

amplify performance across a range of tissue-level tasks. For example, division of labor mitigates 

both the cost of switching between multiple objectives in a tissue172 and the loss of tissue function 

when cells proliferate (insead of performing the objective they are specialized for) for homeostatic 

maintenance and turnover173. Furthermore, diversity in the extent of specialization enables 

robustness against perturbations18.  

In tissues, resource constraints and cell objectives are often associated with spatial 

context gradients that alter the extracellular cues each individual cell faces (Fig. 1.3b). For 

example, terminally differentiated cells have varying degrees of specialization to optimize tissue 

function (i.e., maximize net performance of all objectives) when external spatial gradients are 

present, hence explaining observed gene-expression continua within a cell type. Enterocytes are 

distributed continuously across three objectives–cell adhesion and lipid transport, carbohydrate 

and amino-acid uptake, and anti-bacterial defense–in a manner correlated to their location in the 

intestinal villus169. Hepatocytes also alter expression patterns of ~50% of their genes in 

accordance with their spatial location. These patterns reflect coordination between all three 

resource classes–liver zones with higher oxygen availability also demonstrated machinery shifts 

towards oxidative phosphorylation, likely generating energy to support higher protein secretion174. 
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1.4.2 Coordination Enables Higher-Order Functions 

As individual cells allocate their resources to specialize, emergent tissue-level functions 

arise from coordination, wherein resources are distributed across systems154 and yields 

synergistic effects that enable phenotypes no individual cell type can18. For example, division of 

labor enables tissue to perform multiple tasks more optimally than any individual cell. Here, the 

type and range of cell-cell communication influences tissue spatial patterning to coordinate 

specialization, enabling cells to self-organize as efficient multicellular systems175. In the rove 

beetle tergan gland, cell specialization resulted in the co-evolution of two specialized cell types 

that each produce small molecules which are innocuous in isolation, but form a defensive toxin 

when combined 176.  

Due to communication costs, resource allocation also impacts how the information to 

organize multicellular systems is distributed (Fig. 1.3b). For example, signaling pathways optimize 

for specific objectives such as sensing precision140. To manage spatial-gradient-induced noise 

during wound healing, cells maximize sensing precision by coordinating within optimal local 

distances via paracrine growth factor communication177. Indeed, Pareto optimal task-distribution 

in tissues can be separately influenced by spatial gradients and local communication175. We saw 

previously that the three individual resource classes affect cell fate, changing the composition of 

cell populations. Communication also maintains steady-state cell type proportions in tissue by 

tuning cell proliferation and removal rates (Fig. 1.3c-d). Zhou et al. identified a two-cell 

macrophage-fibroblast circuit that uses growth factor exchange for compositional homeostasis. 

In this circuit, fibroblast proliferation is limited by resource constraints whereas macrophages are 

limited by negative feedback of the growth factor CSF1170. This is particularly interesting given 

that cells are relatively more sensitive to autocrine signaling at low densities and that feedback 

loops can generate bistability within isogenic cells150. These cells even optimize the specific type 

of negative feedback they use, using auto-regulation via endocytosis to enhance the response 
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time and robustness of the circuit in achieving steady-state178. The specific growth factors used 

are context-dependent across nutrient-limiting conditions, and the distinct cell types are 

competing for different limiting resources179. However, while context affects individual parameters, 

such as cell growth rates, the circuit’s stability is generalizable. Furthermore, the topology of this 

stable circuit can be extrapolated to circuits with more cell types178.  

GEMs can be used to model intercellular resource allocation and metabolic crosstalk 

between cells180. For example, multicellular GEMs modeling brain astrocytes and neurons 

delineate metabolic interactions, demonstrating that energy pathways are distributed across cell 

types to minimize protein costs181 and revealing metabolic phenotypes underlying Alzheimer’s 

Disease182. GEMs also elucidated how fibroblasts reprogram colorectal cancer cell metabolism 

by stimulating pathways such as glycolysis and glutaminolysis without altering growth183.  

Coordination between cell types can also be advantageous for disease states. In cancer, 

for example, groups of circulating tumor cells demonstrate more than an order of magnitude 

increased metastatic potential compared to individual cells 184. Extending the previous discussion 

of motility resource allocation81 to the multicellular dynamics of cancer metastasis, cells invade 

cooperatively to minimize energetic costs of migration. A “leader” cell disproportionately expends 

its resources to displace the matrix, making migration easier for “follower” cells. After it has 

depleted its energy budget, the leader cell is replaced by a follower cell that still has a high energy 

budget185. In a simplified model, one study demonstrated that metastatic invasion occurs in the 

presence of a nutrient gradient, indicating the metastatic population is willing to pay the energetic 

costs of migration in search of a location with more nutrient resources186.  

1.4.3 Resource Competition Maintains Homeostasis 

While division of labor improves the efficiency by which cells allocate resources and allows 

for coordination, much like the intracellular pathways of an individual cell, cells in the same 

microenvironment compete for a shared pool of extracellular resources. In some cases, cells in 
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the same microenvironment–particularly if they share the same identity–are not only using the 

same pool of resources but are also using those resources in the same manner because they 

have a shared objective. We saw this in the macrophage-fibroblast circuits, in which macrophages 

competed for growth factors whereas fibroblasts competed for space179. During development, 

competition actually serves as a coordinating mechanism to improve morphogenesis (i.e., growth, 

differentiation, and structure), with resource scarcity being the coordinating signal187. Thus, 

competition is an important homeostatic mechanism constraining any individual or population of 

cells’ objective (e.g., growth) from dominating.  

Canonically, cell competition is defined as the “active elimination of intrinsically viable cells 

that differ in some way from their neighbors”188. Within this definition, resource competition is one 

such mechanism for elimination, with less fit “loser” cells unable to use resources as efficiently as 

“winner” cells to achieve their objective, thus optimizing overall tissue fitness189. For example, 

under conditions of nutrient abundance, lower Myc expression causes cells to have a lower 

anabolic capacity,  ribosomal abundance, protein synthesis rates, and proliferative capacity190,191. 

These less-fit cells are eliminated via apoptotic signaling and asymmetric cell division. In 

epidermal expansion, during mouse embryogenesis, for example, this elimination ensures 

appropriate tissue architecture.  

Similarly, oncogenic epithelial cells are eliminated by wild-type cells via apical extrusion. 

Metabolically, the less-fit cells are inefficient, shifting towards aerobic glycolysis and exhausting 

glucose without substantially increasing ATP192. In contrast to homeostatic maintenance, 

metabolic competition in tumors, which have high resource demands, can lead to disease 

progression. For example, tumor cells reduce tumor infiltrating lymphocyte (TIL) effector function 

by competing for glucose. Lower glucose availability decreases TILs’ oxidative phosphorylation 

flux and their biosynthetic capacity to secrete interferon gamma193. The high lactic acid levels 

produced by tumors via aerobic glycolysis in low glucose conditions also decreases immune cell 

ATP levels and biosynthetic capacity, ultimately suppressing TIL infiltration and survival194. 
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However, the presence of other nutrient sources and cell types may mitigate the role of 

competition195. Recent work has leveraged the high resource demands of cancer cells by 

engineering adipocyte glucose and lipid metabolism to outcompete tumors196,197. 

1.5 Conclusions 

Resource allocation provides a unique perspective to the mechanisms mediating 

mammalian biology across cell-, tissue-, and whole-organism- scales. The tradeoffs induced by 

resource constraints have favored the evolution of multicellular systems with specialized cell types 

that synergistically contribute to higher-order functions. As outlined in this Review, resource 

allocation impacts homeostasis, and context-dependent changes in allocation are accompanied 

by physiological changes, as seen in diseases such as obesity, Alzheimer’s, aging, infection, and 

cancer. However, to comprehensively understand these changes and better define general 

principles that are predictive across contexts, the discussed systems biology approaches must 

be extended.  

Multi-omics measurements alongside systems biology analyses (Appendix B, Table 1.1) 

enable studies that account for the interconnectivity of molecular processes and provide a 

mechanistic connection between resource allocation and phenotype198.  Models that incorporate 

multiple molecular processes are important to fully and explicitly account for the resource costs 

of biological activity. Many models are limited to prokaryotes due to the complexity of mammalian 

systems (e.g., multiple subcompartments with distinct localization199, protein secretion, etc.) and 

limitations in joint molecular (e.g., omics) and physiological (e.g., cell morphology200, size201, 

density202 and growth rate203) measurements. Additionally, many modeling approaches have 

focused on protein machinery. However, other macromolecules, such as noncoding RNA (e.g. 

lncRNAs, tRNA204, etc.), also constrain cell activity; without incorporating these molecular details, 

models may miss key regulatory components that affect phenotype. Finally, while resource 
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allocation is apparent at the whole-organism scale (Appendix C), the underlying molecular 

mechanisms regulating this have not been extensively studied. Recently, whole-body models 

have extended the GEM framework to address this gap205, but these can benefit from more 

detailed measurements, especially at the resolution of specific cell-types. Improving modeling 

approaches, when complemented by more comprehensive quantitation, will provide excellent 

opportunities to uncover principles of resource allocation in mammalian cells and will also be 

important to link extra- and intra-cellular activity to understand multicellularity.  

1.6 Appendix 

1.6.1 Appendix A: Resource Constraints and Growth 

While some cell types endure dynamic phenotypic changes (e.g., immune responses, 
development, and hepatocyte communication), many cells in tissue exist in a steady-state, with 
resources allocated to homeostatic maintenance. Thus, resource allocation is often simplified into 
a stratification between growth- and non-growth associated maintenance (NGAM) costs (Fig. 
1.4a-b). NGAM represents biological processes that do not directly contribute to growth, such as 
error-checking206, maintenance of membrane potentials, and macromolecular maintenance given 
turnover. While some of these processes may change with growth, they have baseline NGAM 
activity quantitatively defined as resource costs at zero growth207,208. Underlying the balance of 
growth and NGAM are alterations in gene expression of cellular machinery and energy 
management that ultimately affect organismal phenotypes (Appendix D, Fig. 1.4c). 
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Figure 1.4: Maintenance and growth objectives in cells and organisms. 
 (a) Cell maintenance and growth both require resource investments and incorporate distinct biological 
activities. (b) Consequently, they trade-off with each other. Trade-offs are observed by the proteome 
fraction allocated to translational machinery for biomass production (red) and machinery for catalysis of 
bioenergy metabolism (blue). The purple shaded region represents varying cell proteome allocation 
towards translation or bioenergy with changing context. (c) Life-history traits optimally trade-off against 
each other to maximize whole-organism fitness via productivity and survival. While these trade-offs mirror 
those at the cell-scale, rather than being binary, they use a combination of cell growth and NGAM.  

1.6.1.1 Growth Phenotypes Depend On Gene Expression 

Gene expression indirectly (as machinery facilitating biosynthesis) and directly (as 
biosynthetic products) contributes to biomass production. The relationship between gene 
expression and growth maintains concentration homeostasis–which is necessary for appropriate 
cell function201–with cell volume expansion by dynamically adjusting synthesis rates through 
resource loading of transcriptional and translational machinery209. Thus, in prokaryotes210 and 
eukaryotes122,211,212, the proteome fraction allocated to ribosomes increases linearly with 
increasing growth rate to support increased biosynthetic demand. Such linear relationships 
delineate the extent to which cells are nutrient- or machinery- limited in growth, with cells 
allocating a baseline unused portion of ribosomes to hedge for future increases in growth rate. 

In rapidly proliferating prokaryotes, protein degradation is often assumed to be negligible 
because dilution rates due to cell division far outweigh degradation rates103. Yet, in slower-growing 
mammalian cells, degradation rates play a substantially more important role in dictating overall 
protein abundance102,213. Macromolecular synthesis must not only contribute to biomass 
production and counteract biomass loss due to dilution, but also biomass loss due to degradation. 
Consequently, the linear relationship between ribosomal mass fraction and growth rate is altered 
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at slow growth, shifting a larger than predicted fraction of proteome mass to active ribosomes to 
maintain biomass when faced with non-negligible protein degradation214.  

1.6.1.2 Energy Budgets are Balanced Between Growth and NGAM 

In mammalian cells, linear relationships exist between individual genes’ abundance with 
cell size215 and between other phenotypes such as migration with growth rate216. Omics 
measurements of individual genes enable further exploration of proteome re-allocation between 
translational machinery and other functional protein sectors, such as energy metabolism (Fig. 
1.4b). Consistently, there is a shift in energy metabolism from respiratory to glycolytic activity with 
larger cell size and higher growth rate122,211,215.  

By knocking out key enzymes facilitating aerobic glycolysis, rapidly proliferating 
mammalian cells shift back to OxPhos without reducing their growth rate217. Additionally, under 
both respiratory and glycolytic conditions, the effect of ribosomal proteins on growth rate is 
independent of the energy budget218. This indicates that, unlike in microbes (Appendix D), 
proteome constraints alone cannot explain the shift to anaerobic glycolysis at high growth rate in 
mammalian cells. The metabolic shift may not provide enough of a fitness benefit, with 
mammalian OxPhos having higher protein efficiency (Appendix D) as compared to aerobic 
glycolysis219. An alternative explanation may lie in proteome hedging, wherein cells express 
excess anaerobic machinery for future contexts, such as hypoxia at high growth220,20. However, 
in this case, resource allocation might not be as applicable to mammals, whose coordinated tissue 
systems mitigate trade-offs and typically do not anticipate high growth.  

1.6.2 Appendix B Systems Biology Approaches to Understand Resource 
Allocation 

The coupling of activity between different intracellular molecular processes, constrained 
by the cellular resource budget, dictates phenotype. Many systems biology approaches combine 
high-throughput measurements with computational algorithms to model the interplay between 
intracellular processes and understand phenotype.   

Phenomenological models, for example, are coarse-grained representations that identify 
quantitative relationships between resource constraints, cellular activity, and phenotype. Such 
models have described relationships between gene expression and growth210, proteome 
allocation under resource limitation162, and macromolecular concentration homeostasis209. 
Describing such relationships in a few meaningful parameters that are robust across contexts, 
these models shed light on principles of resource allocation. However, they lack molecular details.  

Thus, models that integrate resource availability with mechanisms are necessary. Kinetic 
ordinary differential equations (ODEs) are commonly used to model gene expression (Fig. 1.5a). 
However, these models require extensive measurements of kinetic parameters and cannot 
account for resource availability. In contrast, genome-scale metabolic metabolic models (M-
Models) map out all metabolic pathways of the cell, represent them mathematically using their 
stoichiometric coefficients221, and use flux balance analysis (FBA) to simulate the reaction 
fluxes221,222. These fluxes optimize a cellular objective that represents a phenotype of interest 
(often growth rate208) while directly accounting for nutrient and bioenergy resource constraints. In 
mammalian cells, FBA has explored numerous questions, including polyamine metabolism in T-
helper 17 cell pathogenicity223 and enzymes that affect migration, but not proliferation, of cancer 
cells224.   

M-Models do not comprehensively account for machinery resources. They can partially 
do so using methods to overlay gene expression measurements that prune the metabolic 
network225, but this only incorporates machinery in a binary manner. Other methods have 
constrained M-Models by more explicitly minimizing machinery costs. Parsimonious FBA, for 
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example, minimizes the sum of fluxes throughout the network as a secondary objective. Here, the 
total flux is a proxy for the global “effort” or resource cost of biological activity226,227. Another 
method estimates the extent of total reaction flux that is backwards as a proxy for machinery 
costs, with higher backwards flux requiring a larger enzyme budget to drive the reaction forward74. 
Finally, a number of strategies constrain reaction fluxes by machinery abundance at varying 
resolution73,161,228,229.  Machinery coupling is not limited to canonical catalytic enzymes, but can 
be extended to transport230,  gene expression64, and protein secretion157. 

Such methods that incorporate individual enzymes into genome-scale models differentiate 
between nutrient- and machinery-limiting conditions. However, to explicitly account for the entire 
machinery budget and costs, genome-scale models of metabolism and expression (ME-Models) 
add gene synthesis reactions for each enzyme231 and couple them to metabolism (Fig. 1.5b)232,233. 
In prokaryotes, ME-Models234 have shed light on proteome allocation strategies under 
oxidative235, acidic236, and thermal237 stress. In eukaryotes, the ME-Modeling framework accounts 
for compartment-specific proteome constraints, enabling analysis of metabolic shifts, machinery 
protein costs, and proteome reallocation164. Resource Balance Analysis (RBA) models employ 
similar concepts to encode gene expression and metabolism while also accounting for spatial 
constraints238. While RBA is limited to prokaryotes, a theoretical roadmap for eukaryotes exists239. 
Finally, whole-cell models (WCMs) additionally characterize kinetics and encompass more 
cellular processes240. By modeling each intracellular system separately then connecting them via 
common inputs and outputs, WCMs can account for resources shared between multiple 
intracellular subsystems92 and interconnectivity of molecular processes, e.g. the effect of 
glycolytic flux for producing dNTPs used in chromosomal replication91.   
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Figure 1.5: Modeling cellular activity from individual reactions to global networks. 
 (a)  A pathway with a set of connected molecules can be decomposed into its individual reactions. These 
reactions can be used for high-resolution modeling of a particular process, incorporating detailed kinetic 
parameters. Globally, all the reaction pathways form a network defining some molecular process such as 
metabolism. (b) Processes can be coupled (black arrows) using first-principles to create more 
comprehensive genome-scale models such as ME-models. Signaling and secretion incorporate 
extracellular interactions, providing a basis for modeling multicellular systems. 

1.6.3 Appendix C: Resource Allocation Affects the Whole-Organism 

Much like coordination between cells in tissue, tissues interact to efficiently allocate 
resources across the whole-organism. Such strategies reveal how whole-organism physiology is 
affected by factors such as diet and exercise.  

Mammals use complex endocrine signaling mechanisms to sense their internal nutrient 
state241–244, which affects their food choices and, ultimately, the composition245 and elemental 
stoichiometry246 of nutrients available to cells. Regulatory mechanisms247–249 ensure that diets 
optimally balance nutrient ratios to maximize organismal performance. If individual foods do not 
meet these ratios, mammals consume mixed diets with complementary foods to target this 
optimum250–253. Furthermore, when food availability is constrained and the ideal balance cannot 
be met, mammals may over- or under-consume some nutrients to prioritize target amounts of 
others254,255. Humans, for example, prioritize protein intake over carbohydrates256. Multicellular 
organisms may also employ post-ingestion strategies to balance nutrient ratios, particularly under 
scarcity257. Insects, for example, modulate secretion of digestive enzymes to re-balance nutrient 
ratios. Excess carbohydrates decrease carbohydrase secretion and excess proteins decrease 
protease secretion, balancing nutrient ratios while also minimizing machinery costs258.  

Diets are tightly regulated because nutrient imbalances have associated costs that 
constrain performance259. Mammals must handle excesses by voiding or storing260 them and 
deficits by conserving them or mobilizing nutrient stores. Protein excesses lead to increased 
excretion261 and macromolecular degradation262 costs, while protein deficits causeincreased 
digestive passage times to increase nitrogen intake, resulting in decreased digestive enzyme 
efficiency and loss of non-diet proteins263. Nutrient imbalances can also force cells to utilize less 
efficient metabolic pathways. For example, gluconeogenesis is used in high-protein, low-
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carbohydrate diets to form glucose from amino acid precursors. This has substantially higher 
energetic costs than using carbohydrates directly264. Metabolic changes from imbalanced diets 
are tied to systemic changes involving multiple tissues265, such as starvation from deficits266 and 
obesity from excesses267. Human prioritization of protein intake256 in the presence of modern high 
fat and carbohydrate foods, in combination with dysregulated insulin secretion in overweight 
individuals, has been suggested to contribute to the modern obesity epidemic267. For example, 
amino acid variability in human diets in association with obesity is higher than that of 
carbohydrates and fats268. 

After ingestion, the body optimally allocates resources across tissues with different 
metabolic rates and resource expenditures85,269. This allocation is coordinated through the 
aforementioned sensing and signaling mechanisms that connect resource distribution with 
demand. Competing demands between tissues inevitably lead to trade-offs that impact whole-
organism performance270. The high-energy demands of the brain, for example, impose 
evolutionary decreases in net resource expenditure of other organs such as the gut271 and trade-
off with human juvenile body growth272. Since the brain processes the regulatory signals, one 
theory proposes that the brain prioritizes its own glucose supply to maintain intracellular ATP 
homeostasis273–275. These allocation decisions have also explained trade-offs between life-history 
traits276 such as survival and reproduction (Appendix D).  

Diet influences these trade-offs because certain nutrient balances are more optimal for 
certain traits268,277. For example, specific diets can affect performance of specific types of 
exercise278 (e.g. aerobic endurance training279–281 vs. anaerobic high-intensity training282,283). This 
makes sense since distinct nutrient stores and bioenergetic pathways are used for different 
exercise284. Furthermore, diet interacts with exercise to yield synergistic effects on 
performance285–288.  

Skeletal muscle accounts for ~25% of the whole-body basal metabolic rate289. At the cell-
scale, this is due to the ATP-consuming processes that enable muscles to perform mechanical 
work: activation via Ca2+ cycling and contraction via myosin cross-bridge cycling (i.e., ion pumping 
and force generation)290. The energetic costs depend on factors such as the type291,292, 
frequency293, and duration294 of contraction, with  more rigorous exercises consuming more 
resources. These high resource demands cause physical activity to trade-off with other energy-
demanding functions, such as reproduction295 and  immunity296. For example, upon antigen 
exposure, mice must divert energy resources from tasks such as locomotor activity to immunity297. 
Furthermore, during nutrient scarcity, insulin-dependent GLUT4 glucose uptake by skeletal 
muscle and adipose tissue is suppressed to preserve resources for the brain275. To manage these 
trade-offs, mammals have evolved various strategies for efficient muscle use. This includes tight 
regulation of concentration homeostasis for maximal bioenergy metabolism298,299, cell-type 
specialization300 and tissue heterogeneity301,302 optimized for distinct mechanical tasks, and use 
of energy-conserving motions303–306. 

1.6.4 Appendix D: Further Insights into Growth and Maintenance 

1.6.4.1 Microbial Shifts in Energy Metabolism at High Growth Rate 

In microbes, resource allocation has provided a possible explanation for the shift from 
respiratory to glycolytic activity with higher growth rate. First, machinery facilitating protein 
synthesis impose a large resource burden307; in human cells, for example, translational machinery 
comprise more than 15% of total proteome mass308. Given an upper limit on the total proteome 
mass, increases in the ribosome mass fraction with growth rate induces trade-offs with other 
protein sectors. Second, as growth rate increases, the energy budget must also increase22218, 
largely to accommodate increased ATP consumption for biosynthesis45. Thus, the cell needs a 
strategy to accommodate increased proteome allocation towards translational machinery while 

https://paperpile.com/c/zTrvEj/B2Cg4
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https://paperpile.com/c/zTrvEj/obIyl
https://paperpile.com/c/zTrvEj/wfCFc
https://paperpile.com/c/zTrvEj/Lx6yr+exvzA
https://paperpile.com/c/zTrvEj/BK5yG
https://paperpile.com/c/zTrvEj/4HXv0
https://paperpile.com/c/zTrvEj/GYREK
https://paperpile.com/c/zTrvEj/ga83h+kPAIH+lLYr3
https://paperpile.com/c/zTrvEj/Z3ZT7
https://paperpile.com/c/zTrvEj/wfCFc+NTc0q
https://paperpile.com/c/zTrvEj/EZ8kc
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still maintaining or increasing its energy budget. As such, cells will shift from high yield (ATP 
generated per unit glucose) but low protein efficiency (ATP generated per unit machinery mass) 
oxidative phosphorylation to low yield but high protein efficiency aerobic glycolysis as growth 
increases309. 

1.6..4.2 Energetic Trade-offs Beyond Proteome Allocation 

Energetic trade-offs extend beyond proteome allocation, with nutrients used for anabolism 
incurring indirect costs–defined by their potential to be fully oxidized to yield energy–in addition to 
the direct energetic costs of biosynthesis310. As such, cells must account for the opportunity cost 
of the fitness gain from energy production relative to biosynthesis. In line with this, mammalian 
cells demonstrate sensitivity35 and specificity19 in the nutrient type used for biomass generation. 
These opportunity costs also contribute to trade-offs between NGAM and growth311. For example, 
maintaining protein levels at slow-growth consumes 20% of the mammalian energy budget 
(BioNumbers59 ID 113244). 

1.6.4.3 Growth and NGAM Scale to Whole-Organisms 

Life-history traits maximize organismal-scale fitness by contributing to survival and 
productivity (i.e., energy invested in activities other than survival)312. Traits classically include body 
growth prior to maturity, reproduction after maturity, and somatic maintenance; these traits 
optimally trade-off against each in a manner analogous to cell growth and NGAM. The connection 
between these scales lies in nutrient sensing and signaling (e.g., insulin-signaling313 and target of 
rapamycin pathways) that stimulate either cell growth or NGAM depending on resource 
availability, thus prioritizing certain traits over others314. While cell growth largely contributes to 
body growth and reproduction, NGAM contributes strongly to somatic maintenance312,314. 
However, these traits tend to lie on a gradient requiring both cell growth and NGAM (Fig. 1.4c). 
Somatic maintenance, for example, uses cell growth to balance apoptosis of damaged cells 
during tissue turnover.  

Additional functions such as immunity315 and nutrient storage29 also contribute to 
organismal fitness, but with additional costs that induce further trade-offs. These trade-offs are 
dynamic over changing resource availability in an attempt to optimize lifetime fitness316; whereas 
immunity contributes to immediate survival, storage is a hedging strategy for future scarcity. For 
example, children that exhibit higher levels of immune activity demonstrate decreased body 
growth, but this trade-off is tempered if those individuals have more body fat315. Over time, such 
trade-offs  introduce various stresses to the body that must be dealt with317, leading to a decrease 
in cell- and organismal-fitness that possibly explain aging318. Finally, maintenance tasks can also 
trade-off between each other; for example dairy cow calcium homeostasis is Pareto optimal 
between effectiveness–or a rapid return to physiological blood concentrations after milk 
production–and economy–or avoiding excess release of calcium from body stores155.  
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1.6.5 Appendix F: Modeling Machinery Activity and Abundance to Couple 
Protein with Metabolism 

As an example of systems biology approaches , we model here enzyme-catalyzed 
reactions. The assumptions regarding their reaction kinetics are used to constrain models with 
machinery costs and couple gene expression to metabolism. 
 

For conversion of substrate (S) to product (P) by a machinery enzyme (E), Michaelis-
Menten kinetics is often assumed: 

(1) 

𝑣 =  𝑘𝑐𝑎𝑡[𝐸]
[𝑆]

[𝑆]  +  𝐾𝑀
 

 
Under in vitro, fully saturated conditions ([S] >> KM), the maximal reaction rate is achieved: 

(2) 
𝑣𝑚𝑎𝑥  =  𝑘𝑐𝑎𝑡[𝐸] 

 
In equation (2), reaction rates depend on machinery abundance and activity. However, in 

vivo observed reaction rates often deviate from this maximum value due to saturating, 
thermodynamic, and regulatory effects: 

(3) 
𝑣𝑜𝑏𝑠  =  𝑘𝑐𝑎𝑡[𝐸]η(C) = 𝑣𝑚𝑎𝑥η(C) 

 
η(C) is a context-dependent scaling parameter that accounts for the discrepancy between 

vmax and vobs due to in vivo variables such as metabolite concentration, pH, and molecular 
crowding. η(C) can be decomposed into saturating, thermodynamic, and regulatory components. 
Saturating and thermodynamic components can only decrease vobs relative to vmax. However, 
regulatory effects such as allostery and post-translational modifications can cause  vobs > vmax.  

Focusing on saturating effects, if substrate concentration is no longer sufficiently high such 
that KM is not negligible, then enzymes are not fully saturated. In this case, we can represent total 
enzyme concentration as: 

(4) 
[E] = [E]used + [E]free  

 
From Michaelis-Menten derivations:  

(5) 

[E]used ≡ [ES] = 
[𝐸][𝑆]

[𝑆] + 𝐾𝑀
 

 
We assume the scaling factor as proportional to the fraction of used enzyme : 

(6) 

ηsaturation(C) =
[𝐸]𝑢𝑠𝑒𝑑

[𝐸]
 = 

[𝑆]

[𝑆] + 𝐾𝑀
 

 

Thus, 
[𝑆]

[𝑆] + 𝐾𝑀
is the enzyme saturation scaling factor. From equations (3) and (6), and also 

shown in the Michaelis-Menten derivation, Equation (1)  can also be written as: 
  

(6) 
𝑣𝑜𝑏𝑠  =  𝑘𝑐𝑎𝑡[𝐸]used 
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Defining the capacity utilization of a reaction as the ratio between the observed and 
maximal reaction rate yields the following equality from equations (2) and (6): 

(7) 
𝑣𝑜𝑏𝑠

𝑣𝑚𝑎𝑥
 =

[𝐸]𝑢𝑠𝑒𝑑

[𝐸]
  

 
Note that the capacity utilization and saturation scaling factor are equivalent and 

analogous concepts, and many of these equations are different conceptual representations of the 
same mathematical equivalencies. Broadly, equation (7) indicates that with saturating effects, 
there is some fraction of unused enzyme that is decreasing the overall reaction rate.  

Next, we will focus on thermodynamic effects. For simplicity, we will consider an 
isothermal, isobaric reaction of a substrate converted into product, disregarding Michaelis-Menten 
kinetics (conclusions are the same): 
 

 
 

The reaction kinetics can be written as: 
(8) 

vobs = vf - vr = kf[S] - kr[P] 
 

The reaction thermodynamics can be written as: 
(9) 

ΔG = -RTln(
[𝑆]𝐾𝑒𝑞

[𝑃]
) 

 
The kinetics and thermodynamics are related to each other via the equilibrium constant 

Keq from the following: 
(10) 

Keq = 
𝑘𝑓

𝑘𝑟
  

 
Thus, equations (9) can be rewritten using equations (8) and (10) to link thermodynamics 

with kinetics as: 
(11) 

ΔG = -RTln(
𝑣𝑓

𝑣𝑟
) 

 
Equation (11) holds for more complex reactions, including Michaelis-Menten kinetics and 

the Hill equation. From (11), reactions far from equilibrium (ΔG << 0) tend not to have a high 
reverse flux. However, enzymes catalyzing reactions near equilibrium (ΔG ~ 0) face a higher 
reverse flux. In this sense, thermodynamic forces (e.g., intermediate metabolite concentrations) 
can affect machinery costs, with reactions that have a higher reverse flux requiring a larger 
enzyme investment per unit of forward flux. 
 

Relevant Sources: ref.73,74,120,121,319 

1.6.6 Appendix G: Glossary 

● Cellular context: A combination of the current intracellular state (e.g., genomic variants, 
cell type, and machinery concentrations and localization) and extracellular cues from the 
microenvironment (e.g., nutrients and communicatory molecules) that together inform 

https://paperpile.com/c/zTrvEj/HiEhk+W69lm+PrU4b+3DiUY+klpWw
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cellular decision-making and change as a function of factors such as time, space, and 
disease. 

● Cell specialization: The extent to which a cell is optimized for the performance of a 
specific, single objective. 

● Division of labor: A resource allocation strategy in which multicellular systems distribute 
multiple objectives across cells with varying degrees of specialization.  

● Fitness: The efficiency by which a system uses its resource budget to achieve its 
objective; mathematically, this is the extent to which the system minimizes resource costs 
while simultaneously maximizing its objectives.  

● Hedging: Resource allocated in preparation for future objectives, particularly at the cost 
of a current objective. 

● Information Transfer: The extent to which the output depends on or is informed by the 
input (e.g., mutual information). 

● Machinery: The macromolecular products of anabolism and gene expression, often 
enzymes, that catalyze and enable cell functions.  

● Machinery-limiting: The flux through a reaction is limited by saturation of the machinery.  
● Nutrient-limiting: The flux through a reaction is limited by the availability of a metabolic 

substrate (nutrient or downstream intermediate). 
● Objective: The biological goal that a cell or system is trying to achieve (e.g., motility, 

proliferation, and differentiation) through the integration of its various biological activities. 
● Optimality: The maximization of an objective that is constrained by the resource budget. 
● Resource budget: The total quantity of a resource (i.e., nutrient, machinery, and 

bioenergy) that is available to the cell for use. 
● Resource cost: The total quantity of resources that are consumed or sequestered for 

biological activities contributing to the cell objective. 
● Resource loading: Competition in the cell for a shared and often limiting resource. 
● Response Time: The time between when the pathway senses the input and when it 

generates the output. 
● Signal Amplification: The magnitude change in the output relative to the magnitude 

change in the input. 
● Signaling Crosstalk: the interaction of shared components between signaling pathways, 

particularly in the presence of multiple inputs and/or outputs, which requires resource 
sharing across the signaling network 

● Signaling Modularity: A set of signaling components that can convert inputs to outputs 
while limiting retroactivity (i.e.,  instances in which the inputs and the outputs are not 
unidirectional). 

● Sensing Precision: The ability of a signaling pathway to accurately convert a given input 
to the desired output with limited variance. 

● Parameter Robustness: The change in the output response given a change to one of the 
system’s parameters (e.g. binding affinities).  

● Pareto optimality: A state in which increasing performance of one objective can only 
occur by decreasing the performance of another objective due to resource constraints, 
leading to trade-offs.  

1.6.7 Appendix H: Authors, Contributions, and Acknowledgements 

Authors: Hratch M. Baghdassarian, Nathan E. Lewis 

H.M.B and N.E.L. conceptualized the work. H.M.B. wrote the paper and generated the 

figures. All authors carefully reviewed, discussed and edited the paper.  
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Table 1.1: Methods to Probe Resource Allocation. 

 
 
 
 

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Signal 
Transductio
n 

Mass 
Action 
ODEs 

Tests each of five possible 
objectives as a function of 
signaling resources 
estimated by mass action 
models that incorporate 
machinery abundance and 
activity. 

Phosphorelay pathways 
tend to prioritize 
information transfer as 
their primary objective. 

B. 
subtilis, 
S. 
cerevisi
ae 

136 

Signal 
Transductio
n 

Mass 
Action 
ODEs 

Estimates signal sensing 
error as a function of 1) 
receptor abundance, 
binding, and integration 
time, 2) downstream 
signaling machinery 
abundance and binding, 
and 3) ATP turnover. 
Further summarizes this 
function as a set of 
parameters that 
conceptually represent the 
resource classes of 
interest. 

Goldbeter–Koshland 
push–pull network sensing 
systems maximize sensing 
precision. Each of 
receptors, signaling 
machinery, and energy 
resources are equally 
limiting on sensing 
precision to achieve 
efficient resource 
allocation. 

E. coli 
(networ
k type 
studied 
is 
ubiquit
ous 
across 
prokary
otes 
and 
eukary
otes) 

140 

Signal 
Transductio
n 

Genome
-Scale 
Modelin
g 

Extreme Pathway Analysis 
uses convex analysis to 
identify a minimal set of 
"extreme pathways". 
Conceptually, these are 
pathways whose activities, 
according to the network 
stoichiometry and model 
constraints, each 
represent a functional 
state of the network. 
Mathematically, these 
pathways are the edges of 
the steady-state convex 
solution space, with 
distributions that are 
independent and whose 
non-negative linear 
combinations represent all 
possible solutions to the 
objective. 

Proof-of-concept 
application of the genome-
scale metabolic modeling 
framework to assess 
signaling pathway activity, 
crosstalk, and redundancy 
in the context of a network 
with distinct combinations 
of ligand inputs and 
transcription factor activity 
outputs. 

Prototy
pic 
exampl
e 

144 

Signal 
Transductio
n 

Genome
-Scale 
Modelin
g 

Demonstrated certain 
properties of the human B-
cell JAK-STAT signaling 
network, such as minimal 
crosstalk between 
pathways and high 
redundancy in STAT1-
STAT3 heterodimerization 

H. 
Sapien
s 

145 

https://paperpile.com/c/zTrvEj/tZ6ix
https://paperpile.com/c/zTrvEj/zxL0E
https://paperpile.com/c/zTrvEj/5u0gC
https://paperpile.com/c/zTrvEj/CJIOt
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Table 1.1: Methods to Probe Resource Allocation 

 
 

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Signal 
Transductio
n 

Genome
-Scale 
Modelin
g 

Combines three molecular 
processes (signaling, 
transcriptional regulatory 
networks, and 
metabolism) which are 
connected by their 
respective inputs/outputs 
as well as metabolic 
intermediates. Developes 
integrated dynamic FBA 
(idFBA) to simulate 
reaction fluxes and resolve 
issues that arise due to 
mixed time-scales 
between reactions. idFBA 
treats reactions on fast 
time-scales as quasi 
steady-state, applying 
FBA at discrete time 
points; it treats slow 
reactions as instantaneous 
(steady-state) after some 
time-delay, incorporating it 
into the stoichiometric 
matrix. 

Proof-of-concept 
integration of metabolism 
with signaling and 
transcription regulatory 
networks within the 
genome-scale modeling 
framework. 

S. 
cerevisi
ae 

146 

Gene 
Expression 

Mass 
Action 
ODEs 

Estimate gene synthesis 
rates using ordinary 
differential equations 
modeling production 
(transcription/translation) 
and degradation of mRNA 
and protein and inputting 
experimentally measured 
turnover rates (using 
metabolic pulse labeling) 
and abundance. 

Translation rates have a 
large overall contribution to 
protein abundance. 
Combinations of mRNA 
and protein turnover rates 
(high vs low) are enriched 
for specific cell processes 
largely associated with 
metabolism and cell 
maintenance. 

M. 
muscul
us 

6
4 

Gene 
Expression 

Mass 
Action 
ODEs 

The extent each of mRNA 
abundance, translation 
rates, and protein 
degradation rates 
contributes to protein 
abundance changes with 
context (e.g., steady-state, 
LPS stimulation). 

M. 
muscul
us 

102 

https://paperpile.com/c/zTrvEj/OdCUz
https://paperpile.com/c/zTrvEj/S01cX
https://paperpile.com/c/zTrvEj/S01cX
https://paperpile.com/c/zTrvEj/LHdWd
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Table 1.1: Methods to Probe Resource Allocation. 

 
 
 
 
 
 
 

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Gene 
Expression 

Mass 
Action 
ODEs 

Use gene synthesis ODEs 
to identify a simplified, 
two-dimensional Crick 
space for the investigation 
of the observed range of 
gene synthesis rates. 
Used these synthesis 
rates to derive meaningful 
quantitative relationships 
between transcription and 
translation rates at the 
boundary of the Crick 
space, expressions for the 
fitness cost of 
transcription, and the 
relationship between 
fitness costs and 
stochasticity within the 
Crick space. 

There is a lack of genes 
with high transcription 
rates and low translation 
rates due to a precision 
(stochasticity) - economy 
(resource costs) tradeoff in 
gene expression. 

E. coli, 
S. 
cerevisi
ae, M. 
muscul
us, H. 
sapien
s 

103 

Gene 
Expression 

Coarse-
Graining
/Phenom
enologic
al 
Modelin
g 

Builds on gene synthesis 
ODEs by further 
accounting for resource 
loading of RNA 
polymerases in 
transcription and 
ribosomes in translation 
rather than assuming 
constant synthesis rates. 
Resource loading is 
accounted for by modeling 
the total available 
machinery as well as 
fraction of said machinery 
that should be allocated to 
a particular gene. The 
model can be adjusted to 
have the machinery or 
substrates be limiting. 
Coarse-graining is in 
relation to modeling 
synthesis as a function of 
the mass fraction allocated 
to a gene rather than 
gene-specific features. 

By dynamically adjusting 
synthesis rates through 
accounting of resource 
loading, the model 
reproduces observations 
that under machinery-
limiting conditions, protein 
and mRNA numbers grow 
proportionally to cell 
volume, maintaining 
concentration homeostasis 
under exponential cell 
growth 

general
izable 

209 

https://paperpile.com/c/zTrvEj/6khgE
https://paperpile.com/c/zTrvEj/WeQ5q
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Table 1.1: Methods to Probe Resource Allocation. 

 

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Gene 
Expression 

Coarse-
Graining
/Phenom
enologic
al 
Modelin
g 

Measures growth rate and 
biomass composition 
across nutrient- and 
translational machinery- 
limiting conditions, fit 
parameters to the linear 
relationships between 
these variables, and used 
these variables to 
quantitatively reveal 
context-dependent 
resource allocation across 
coarse-grained proteome 
fractions (e.g., ribosomal 
fraction). 

Under translation-limiting 
conditions, cells will re-
allocate resources away 
from other proteome 
sectors and to ribosomal 
proteins in order to better 
support bioamss 
production. 

E. coli 210 

Gene 
Expression 

Coarse-
Graining
/Phenom
enologic
al 
Modelin
g 

Grouped proteins into 
coarse-grained sectors by 
clustering proteomics 
measured across differing 
resource-limiting 
conditions (anabolic, 
catabolic, and 
translational). Treated 
these sectors as “coarse-
grained enzymes” and 
modeled how fluxes move 
through these enzymes to 
understand how they 
change with respect to 
each other (proteome re-
allocation) as a function of 
growth rate in a context-
dependent manner. 

In general, the fraction of 
proteome sectors 
associated with a specific 
limitation increases with 
increasing limitation, 
indicating proteome re-
allocation to the machinery 
enabling the processes 
effected by the limiting 
condition. 

E. coli 162 

Metabolism Genome
-Scale 
Modelin
g 

Flux balance analysis 
(FBA) estimates optimal 
steady-state metabolomic 
fluxes from stoichiometric 
representations of 
metabolic networks and an 
objective function (one of 
the encoded reactions) 
using linear programming. 
The referenced reviews 
provides an overview of 
metabolic models (M-
Models), FBA, and other 
methods to analyze M-
models. 

*Review Paper: Genome-
scale modeling is a 
mathematical formulation 
of resource allocation that 
can also reveal 
mechanistic insights. 
Encoded pathway activity 
is constrainted by nutrient, 
energy, and machinery 
resource availability and 
fluxomics is predicted on 
the basis of cells diverting 
those resources to 
optimize for a specified 
objective or multiple 
objectives. 

prokary
otes, 
eukary
otes 

221,222 

https://paperpile.com/c/zTrvEj/VwdSu
https://paperpile.com/c/zTrvEj/zuBqG
https://paperpile.com/c/zTrvEj/Mb3Ov+4S1Bt
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Table 1.1: Methods to Probe Resource Allocation 

 

  

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Protein-
Constrainte
d 
Metabolism 

Genome
-Scale 
Modelin
g 

Parsimonious FBA (pFBA) 
is a two-step linear 
programming approach. 
The first step uses FBA to 
optimize the primary 
objective function. The 
second step sets a 
secondary objective of 
minimizing the sum of 
reaction fluxes, holding the 
optimal level of the 
primary objective constant. 
Conceptually, this 
secondary objective 
represents minimizing the 
total resource costs of 
metabolic activity while still 
optimizing the first 
objective. 

GEM simulations are 
consistent with 
experimental data when 
predicting which 
machinery the cell uses to 
achieve growth. 

E. coli 226 

Protein-
Constrained 
Metabolism 

Genome
-Scale 
Modelin
g 

Constrained allocation flux 
balance analysis (CAFBA) 
accounts for machinery 
costs by constraining 
coarse-grained proteome 
sectors each metabolic 
reaction is associated 
with. 

Proof-of-concept 
recapitulation of various 
findings, including the 
linear relationships 
between growth rate and 
ribosomal abundance as 
well as demonstration of 
overflow metabolism at 
high growth rates. 

E. coli 161 

https://paperpile.com/c/zTrvEj/58XE9
https://paperpile.com/c/zTrvEj/D89qg
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Table 1.1: Methods to Probe Resource Allocation. 

 
  

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Protein-
Constrained 
Metabolism 

Genome
-Scale 
Modelin
g 

Enzyme cost minimization 
(ECM) implements an 
approach to estimate the 
enzyme abundance 
required to sustain a given 
reaction flux based on the 
optimality principle that 
machinery costs are 
minimized. The enzyme 
cost is proportional to the 
net flux generated per unit 
enzyme. To consider in 
vivo condition-specific 
effects, the cost function is 
not only dependent on the 
catalytic rate constant, but 
also on factors that may 
prevent the enzyme from 
operating at maximal 
kinetic efficiency (which 
may be estimated from 
metabolite levels). This 
includes substrate 
concentrations that do not 
saturate the enzyme and 
reaction thermodynamics 
(i.e., reverse fluxes) which 
constrain the feasible 
space of metabolite 
concentrations from the 
equilibrium binding 
constants. Finally, the 
function is scaled by a 
"burden" parameter that 
accounts for maintenance 
costs (e.g., molecular 
mass, misfolding, post-
translational modifications, 
etc.). 

Proof-of-concept 
demonstration that 
machinery cost 
minimization can 
accurately predict enzyme 
abundance associated 
with central carbon 
metabolism. Decomposing 
the factors that prevent 
enzymes from operating at 
maximal capacity in vivo 
into saturation, 
reversibility, and 
regulatory-based 
parameters enables 
determining which factors 
contribute to the accuracy 
of the prediction. 

E. coli 73 

https://paperpile.com/c/zTrvEj/PrU4b
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Table 1.1: Methods to Probe Resource Allocation. 

 
  

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Protein-
Constrained 
Metabolism 

Genome
-Scale 
Modelin
g 

Max-min Driving Force 
(MDF) calculates the 
thermodynamic efficacy, 
or the ratio between the 
net flux and the total flux, 
of a given reaction as a 
function of pH, metabolite 
concentration, and the 
Gibbs free energy change. 
This metric is related to 
the kinetics of a reaction 
via the mass-action ratio 
and conceptually serves 
as a proxy for protein cost 
(i.e., a lower driving force 
requires a higher 
abundance of enzyme or 
higher catalytic rate per 
unit of forward flux). Using 
the optimality principle of 
enzyme cost minimization, 
MDF then uses linear 
programming to solve for 
the objective of 
maximizing the driving 
force throughout the 
metabolic network. 

Analyzes central carbon 
metabolism to identify 
MDF bottlenecks and how 
pathways have evolved to 
resolve these bottlenecks 
via enzyme abundances, 
enzyme activity, and 
intermediate metabolite 
concentrations. Further 
uses MDF as an 
explanation for organisms 
choosing yield-inefficient 
pathways. 

E. coli 74 

Protein-
Constrained 
Metabolism 

Genome
-Scale 
Modelin
g 

GECKO directly constrains 
reaction fluxes with 
machinery resources by 
incorporating a simple 
enzyme production 
reaction (bounded by 
proteomics abundance) for 
catalysis of the respective 
metabolic reaction 
(coupled by a coefficient 
proportional to catalytic 
rate of enzyme), limiting 
reaction fluxes to a 
maximum according to 
first-principles 

Ability to distinguish 
between nutrient- and 
machinery-limiting 
conditions and a reduced 
solution space (lower flux 
variability). Proof-of-
concept demonstration of 
various findings with 
improved 
performance/accuracy 
over tradiation M-models, 
including the Crabtree 
effect and physiologically 
accurate growth rates. 

S. 
cerevisi
ae, H. 
Sapien
s, 
multipl
e other 
organis
ms 

228,229 

https://paperpile.com/c/zTrvEj/W69lm
https://paperpile.com/c/zTrvEj/E73m9+usjGS
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Table 1.1: Methods to Probe Resource Allocation. 

 
  

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Gene 
Expression 

Genome
-Scale 
Modelin
g 

Reconstructed an 
expression network in an 
analgous manner to M-
Model networks. Synthesis 
reactions are the analogue 
of metabolic reactions, 
macromolecules that are 
being synthesized are the 
analogue of metabolites, 
and gene expression 
machinery (e.g., RNA 
polymerase and 
ribosomes) are the 
analogue of metabolic 
enzymes, resulting in a 
genome-scale 
stoichiometric matrix of 
gene expression (E-
matrix). 

Proof-of-concept 
recapitulation of various 
findings including the 
relationship between 
ribosome abundance and 
growth rate and rRNA 
operon redundancy based 
on nutrient uptake rates. 

E. coli 231 

Gene 
Expression 
& 
Metabolism 

Genome
-Scale 
Modelin
g 

ME-Models combine gene 
expression and 
metabolism into a 
coherent genome-scale 
model by explicitly 
encoding the gene 
expression reactions for 
each enzyme, then 
deriving "coupling 
constraints", or first 
principle quantitative 
relationships that link the 
enzyme products of 
expression reactions with 
the metabolic reactions 
they catalyze. Because 
coupling constraints are a 
function of growth, non-
linear programs must be 
applied to find an optimal 
solution. Coupling gene 
expression with machinery 
allows for an explicit 
accounting of the 
machinery costs of 
metabolic activity and 
allows for variable RNA 
and protein content within 
the biomass composition. 

In silico differentially 
expressed genes across 
different carbon sources 
yields hypothesis 
generation for the de-
orphaning of L-arabinose 
transport. 

T. 
maritim
a 

232 

Gene 
Expression 
& 
Metabolism 

Genome
-Scale 
Modelin
g 

E. coli utilize low-yield 
carbon metabolism to 
divert machinery resources 
to the catalysis of enzymes 
not operating at their 
maximal capacity. 

E. coli 233 

https://paperpile.com/c/zTrvEj/vAHkQ
https://paperpile.com/c/zTrvEj/xfvLi
https://paperpile.com/c/zTrvEj/ZGrAj


 47 

Table 1.1: Methods to Probe Resource Allocation. 

 
  

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Gene 
Expression 
& 
Metabolism 

Genome
-Scale 
Modelin
g 

Review of extensions and 
further applications of ME-
Models. 

*Review Paper prokary
otes, 
human 
red 
blood 
cells 

234 

Gene 
Expression 
& 
Metabolism 

Genome
-Scale 
Modelin
g 

ME-Model framework 
extended to eukaryotes 
with additional 
considerations of 
subcompartments (e.g., 
transport and 
compartment-specific 
proteome constraints), 
proteome sector 
constraints, and molecular 
crowding. 

Proof-of-concept results 
recapitulating various 
findings or experimental 
data; a result specific to 
ME-Models is the ability to 
assess the effect of excess 
or unecessary protein 
production on growth rate. 

S. 
cerevisi
ae 

164 

Gene 
Expression 
& 
Metabolism 

Genome
-Scale 
Modelin
g 

Resource Balance 
Analysis (RBA) connects 
gene expression to 
metabolism at the 
genome-scale using 
similar approaches as the 
ME-Model framework 
while also accounting for 
spatial constraints. 

*Review Paper prokary
ote, 
theory 
in 
eukary
otes 

320 

Metabolism 
& Secretory 
Pathway 

Genome
-Scale 
Modelin
g 

Combines protein 
secretion and metabolism 
into a coherent genome-
scale model by 
representing the secretory 
pathway in an analogous 
manner to metabolic 
networks inl M-Models. 
Secreted proteins are the 
analogue of metabolites 
and secretory machinery 
are the analogue of 
metabolic enzymes. 

There is a negative 
correlation between 
secreted protein 
abundance and the 
energetic cost of producing 
that protein, and there 
exists tradeoffs between 
cell growth and protein 
secretion. 

C. 
griseus
, M. 
muscul
us, H. 
sapien
s 

157 

https://paperpile.com/c/zTrvEj/08DYQ
https://paperpile.com/c/zTrvEj/bgk1s
https://paperpile.com/c/zTrvEj/bZpq7
https://paperpile.com/c/zTrvEj/uNz11
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Table 1.1: Methods to Probe Resource Allocation. 

 
  

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Secretory 
Pathway 

Network 
Propaga
tion 

Applies a random-walk 
network propagation on a 
protein-protein interaction 
network between 
secretory pathway 
machinery and secreted 
proteins. Converts 
resultant transition 
probabilities to a 
"machinery support score" 
that indicates the extent to 
which machinery 
abundance aligns with 
production of a given 
secreted protein according 
to the network topology. 

Changes to amyloid 
precursor protein (APP) 
abundance in Alzheimer's 
Disease, which cannot be 
explained at the 
transcriptional level, can 
be explained by how well 
APP is supported by 
secretory machinery 
abundance. 

H. 
sapien
s 

51 

All 
Intracellular 
Systems 

Whole-
Cell 
Modelin
g 

Creates a separate 
module for each of 28 
intracellular systems and 
applies a relevant 
modeling approach to 
each module. Next, 
integrates these modules 
into a single, coherent 
model by linking their 
common inputs and 
outputs, treating each 
module as independent at 
short time-scales, and 
dividing the shared 
resources across the 
modules at each time 
point. 

The duration of replication 
initiation has high 
variability due to stochastic 
DnaA expression, but this 
variability is mitigated 
across the entire cell cycle 
due to decreased dNTP 
availability for 
polymerization over the 
course of the cell cycle. 

M. 
genitali
um 

92 

All 
Intracellular 
Systems 

Whole-
Cell 
Modelin
g 

Accounts for 3D cell 
structure and 
comprehensively 
incorporates kinetic 
parameters across cell 
subsystems. 

The total energy budget in 
the minimal cell at each 
time point is estimated to 
be similar to the total 
energy cost at that time 
point, indicating efficient 
energy resource allocation. 

Synthet
ic 
minima
l cell 
(JCVI-
syn3A) 

91 

Multicellulari
ty: Division 
of Labor 

Tradeoff
s/Pareto 
Analysis 

Identified three relevant 
objective functions by 
aligning M-model 
predicted fluxomics with 
experimentally measured 
fluxomics. Computes the 
Pareto surface generated 
by the three objectives. 

Experimentally measured 
fluxomics are near but not 
exactly on the Pareto front 
in order to minimizing the 
cost of switching between 
objectives. 

E. coli 166 

https://paperpile.com/c/zTrvEj/WzXZG
https://paperpile.com/c/zTrvEj/4zd98
https://paperpile.com/c/zTrvEj/TTK3X
https://paperpile.com/c/zTrvEj/IVVm9
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Table 1.1: Methods to Probe Resource Allocation. 

 
  

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Multicellulari
ty: Division 
of Labor 

Tradeoff
s/Pareto 
Analysis 

Pareto task inference 
(ParTI) estimates a low-
dimensional polytope (n 
vertices fit using principal 
convex hull analysis) that 
encompasses omics 
datasets and represents 
Pareto optimal fronts in 
gene expression space. 
Such polytopes can be 
found in systems that 
perform multiple objectives 
and are Pareto optimal 
because, for any point 
outside the polytope, there 
exists a point inside it that 
can perform equally well 
or better at all tasks. The 
polytopes' vertices 
represent "archetypes" or 
gene expression profiles 
optimized for a particular 
objective. As samples 
move in gene expression 
space from one vertex to 
another, they undergo 
tradeoffs in their ability to 
perform each objective. 

Generally, identified the 
biological objective of each 
archetype using 
enrichment analysis of the 
gene expression profiles of 
cells that clustered at the 
polytope vertices. 

M. 
muscul
us, H. 
sapien
s 

158 

Multicellulari
ty: Division 
of Labor 

Tradeoff
s/Pareto 
Analysis 

Generally, the continuum 
of gene expression profiles 
(in contrast to distinct 
clusters) found in some 
samples from single-cell 
sequencing technologies 
may be explained by 
varying extents of cell 
specialization, or the 
distance of a cell from the 
polytope vertex in gene 
expression space, within a 
Pareto optimal front. Less 
specialized cells perform 
multiple tasks whereas 
more specialized cells are 
optimized for a specific 
task. 

M. 
muscul
us, H. 
sapien
s 

171 

https://paperpile.com/c/zTrvEj/F34Hx
https://paperpile.com/c/zTrvEj/CWbcA
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Table 1.1: Methods to Probe Resource Allocation. 

 
  

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Multicellulari
ty: Division 
of Labor 

Tradeoff
s/Pareto 
Analysis 

Uses ParTI to further 
estimate tissue-level 
performance of each 
objective as well as overall 
tissue performance as a 
function of single-cell gene 
expression profiles. To 
quantify tissue-level 
function, individual cells' 
objective performance, 
based on their distance 
from polytope vertices, is 
aggregated across all cells 
and objectives. 

By characterizing tissue-
level performance as a 
mathematical function in 
gene expression space, 
this study is able to 1) 
calculate the optimal gene 
expression profile of 
individual cells, 2) 
characterize the expected 
behavior of cells to skew 
towards specialization and 
3) incorporate spatial 
context gradients to 
accurately predict a 
continuum of expression 
profiles. This continuum is 
representative of a tissue-
scale "division of labor" 
strategy in which individual 
cells tune their gene 
expression to perform one 
or more objectives based 
on their context, with the 
population-level outcome 
being optimized 
performance across all 
objectives. 

M. 
muscul
us 

169 

Multicellulari
ty: Cell 
Coordinatio
n 

Genome
-Scale 
Modelin
g 

First, creates a context-
specific M-model of brain 
tissue. Next, cell type 
specific M-models are built 
based on gene expression 
profiles. The models are 
also curated for 
consistency with known 
cell type specific metabolic 
functions. Finally, based 
on the expression of 
metabolite transporters, 
cell type specific models 
are joined by metabolites 
that can be transferred 
between models. 

Model simulations focus 
on metabolic crosstalk 
between astrocytes and 
different neuron cell types 
and were used for three 
analyses to identify key 
genes and reactions, 
enriched metabolic 
pathways, and 
mechanisms of 
perturbation (e.g., drug 
treatment) associated with 
cell-type and context-
specific responses of 
metabolism. 

H. 
sapien
s 

182 

https://paperpile.com/c/zTrvEj/27lL9
https://paperpile.com/c/zTrvEj/gjqhV
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Table 1.1: methods to Probe Resource Allocation. 

 

  

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Multicellulari
ty: Cell 
Coordinatio
n 

Genome
-Scale 
Modelin
g 

Review of existing multi-
cellular and multi-tissue M-
models. Generally, a 
context-specific M-model 
of each cell type or tissue 
type is built and these 
models are connected to 
each other via a shared 
subcompartment and 
transport of shared 
metabolites. Just as 
standard M-models of a 
cell have compartments 
(e.g., nucleus, cytoplasm, 
mitochondria, etc.), 
individual cells or tissue 
types form the 
compartments of a single, 
large multi-cellular model. 

*Review Paper general
izable 

180 

Multicellulari
ty: Cell 
Coordinatio
n 

Genome
-Scale 
Modelin
g 

Rather than explicitly 
creating a multicellular M-
model, this study 
experimentally measures 
metabolomics data of one 
cell type in the presence 
or absence of another cell 
type. It then uses this 
metabolomics data to 
constrain the M-models 
and compares the 
simulated fluxomics. 

Used the M-models to 
investigate the metabolic 
effects of cancer-
associated fiborblasts on 
colorectal cancer, 
observing activation or 
inhibition of a number of 
central carbon pathways 
such as glycolysis, 
glutaminolysis, and the 
TCA cycle. 

H. 
sapien
s 

183 

Multicellulari
ty: Cell 
Coordinatio
n 

Cell 
Circuits 
and 
Commu
nication 

Models two cell types 
(macrophages and 
fibroblasts) as a network 
that can exchange growth 
factors. The amount of 
each cell type was 
dependent on growth 
factor exchange, cell 
proliferation and death 
rates, and a limiting 
environmental resource 
upon which cell growth 
depends (space). 
Assesses the stability, or 
ratio of cell type quantities 
over time, of different 
network topologies. 

Macrophage-fibroblast 
circuits achieve stability 
(compositional 
homeostasis) by exchange 
of growth factors PDGF 
and CSF1 and, 
necessarily, spatial 
constraints on the carrying 
capacity of fibroblasts. 
Generally, two-cell circuits 
can ahieve stability if one 
cell is environmentally 
limited in its carrying 
capacity and growth factor 
exchange occurs to 
regulate proliferation. 

M. 
muscul
us 

170 

https://paperpile.com/c/zTrvEj/FTrYw
https://paperpile.com/c/zTrvEj/ntb1u
https://paperpile.com/c/zTrvEj/eK9gj


 52 

Table 1.1: Methods to Probe Resource Allocation. 

  

Molecular 
Process 

Approa
ch 

Method Biological Finding Organi
sm 

Reference 

Multicellulari
ty: Cell 
Coordinatio
n 

Cell 
Circuits 
and 
Commu
nication 

Models the binding of a 
ligand to receptors, each 
associated with signaling 
pathways. Repeats this for 
multiple ligands and 
receptors and quantifies 
the cumulative signaling 
pathways' activity from the 
binding strength. 
Assesses the capability of 
these networks to activate 
cell types across a range 
of binding parameters and 
possible ligand-receptor 
combinations. 

Relative to non-
promiscuous interactions, 
promiscuous ligand-
receptor binding enables 
few ligands to 
communicate specific 
signals to a wider range of 
cell types. This is achieved 
by utilizing specific 
combinations of multiple 
ligand-receptor pairs and 
is indicative of a strategy 
to minimize the resources 
required to synthesize 
communicatory 
macromolecules. 

M. 
muscul
us 

151 

https://paperpile.com/c/zTrvEj/sW0aV
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Chapter 2: Gain-of-function STAT4 mutations lead to an 

autoinflammatory syndrom responsive to ruxolitinib 

Disabling pansclerotic morphea (DPM) is a rare systemic inflammatory disorder, 

characterized by poor wound healing, fibrosis, cytopenias, hypogammaglobulinemia and 

malignancy, of unknown etiology and high mortality. We describe 3 families with autosomal 

dominant DPM, and a novel therapeutic approach. We evaluated 4 patients from 3 unrelated 

families with autosomal dominant DPM. Genomic sequencing independently identified 3 

heterozygous variants in the SH2 domain of STAT4. Primary skin fibroblast and cell line assays 

were used to define the functional nature of the genetic defect. Single cell transcriptomics of 

peripheral blood mononuclear cells identified the inflammatory pathways affected in DPM and 

targeted by therapy. Genome sequencing revealed 3 novel heterozygous missense variants in 

the transcription factor STAT4. In transfected cell lines, these variants exhibited gain-of-function. 

Primary skin fibroblasts demonstrated enhanced inflammation driven by IL-6, with impaired 

wound healing, contraction and matrix secretion in vitro. JAK-STAT signaling inhibition with 

ruxolitinib led to improvement in the hyperinflammatory fibroblast phenotype in vitro, and 

resolution of inflammatory markers and clinical symptoms in treated patients. Single cell 

transcriptomics revealed expression patterns consistent with an immunodysregulatory phenotype 

that were targeted by JAK inhibition. Gain-of-function variants in the STAT4 gene underlie cases 

of DPM. The JAK inhibitor, ruxolitinib, attenuated the dermatologic and inflammatory phenotype 

of DPM both in vitro and clinically.  
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2.1 Introduction 

Disabling pansclerotic morphea (DPM) is a severe systemic inflammatory disorder in the 

scleroderma continuum, characterized by poor wound healing with rapidly progressive deep 

fibrosis involving the mucous membranes, dermis, subcutaneous fat, fascia, muscles, and bone 

leading to contractures, musculoskeletal atrophy and articular ankylosis.1 Scleroderma-

associated autoantibodies are usually not present. DPM is refractory to therapy, including 

systemic glucocorticoids, immunosuppression, and autologous stem cell transplant.2 Disease 

pathogenesis has been attributed to abnormal collagen synthesis and deposition, vascular 

damage, and altered immunoregulation similar to other forms of scleroderma.3 Current treatment 

integrates multiple, broad-spectrum pharmaceutical and ancillary therapies (e.g. methotrexate, 

mycophenolate mofetil, ultraviolet-A light therapy)3,4, directed at halting disease progression, but 

has limited success and unacceptable side effects.5,6  DPM currently has high rates of morbidity 

and mortality due to squamous cell carcinoma, restrictive pulmonary disease, sepsis and 

gangrene, resulting in a post-diagnosis survival time of less than 10 years.1 A genetic etiology 

has not previously been identified. 

We describe 4 individuals in 3 independent families with DPM and monoallelic gain-of-

function variants in STAT4. STAT4 belongs to the signal transducers and activators of 

transcription (STATs) family of transcription factors. STAT proteins are recruited to activated 

receptors at the plasma membrane through interaction of an SH2 domain with a receptor 

phosphotyrosine residue generated by JAK activity. STAT proteins are also JAK substrates, and 

phosphorylation leads to dimerization, nuclear import of STAT proteins, and transcriptional 

activation of downstream genes. STAT proteins mediate cytokine responses and act in immune 

responses, cell growth and differentiation, cell survival, apoptosis, and oncogenesis.7–9 STAT4 is 

also essential for transcriptional activation downstream of IL-6 receptor signaling and for 

transcription of IL-6.10 IL-6 family cytokines have been proposed to coordinate immune-stroma 
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crosstalk, and have been implicated in other forms of morphea.11–13 Understanding the 

pathophysiology of DPM may shed light on a much larger range of disorders characterized by 

poor wound healing and severe, unchecked fibrosis.  

https://paperpile.com/c/zVkeMy/wJB9l+OiRUH+squep
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2.2 Results 

2.2.1 Patient Characteristics 

 

Figure 2.1: Clinical manifestations. 
Clinical images showing oral ulceration and limitation in tongue protrusion (a), spreading waxy, 
hypopigmented lesions on the back and waxy hypopigmented “tank top” sign on the chest (b,c), ulcerations 
with articular ankylosis of the extremities (d,e). Histologic sections of skin biopsy show prominent 
inflammation (f) and dermal thickening and hyalinization of morphea (g). (h,i) Immunohistochemical 
staining for SMA (h) and CD3 (i) in skin biopsy samples prior to use of ruxolitinib. (j) Family pedigrees with 
probands indicated by arrowhead. Circles represent female subjects squares represent male subjects, solid 
form represents individuals diagnosed with DPM. Grey shading represents individuals with the STAT4 
variants, but with milder symptoms. (k) Locations of the identified variants in a linear protein model showing 
protein domains :N, N-terminal domain; CC, coil-coil domain; DBD, DNA binding domain; LD, linker domain; 
SH2, src homology 2 domain; Y, phosphotyrosyl-tail segment, and TAD, transactivation domain.  The 
approximate location of patient mutations are shown in the SH2 domain.   
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Table 2.1: Clinical phenotype of patients with disabling pansclerotic morphea. 

Characteristic Subjects (n = 4) Reference Ranges 

Demographics   

       Male sex – no. (%) 4 (100)  

       Median age at onset (range, yr) 3 (0.75 - 5 yrs)  

Key Features   

       Skin sclerosis – no. (%) 4 (100)  

       Skin/mucosal ulceration – no. (%) 4 (100)  

       Muscular atrophy – no. (%) 3 (75)  

       Joint contractures – no. (%) 3 (75)  

       Squamous cell carcinoma – no. (%) 1 (25)  

       Recurrent infections – no. (%) 2 (50)  

Laboratory findings*   

       Median ANC (range) – x 103/ul 1.75 (0.76 - 2.79) 1000 – 6500  

       Median ALC (range) – x 103/ul 1.26 (0.5 - 2.82) 1200 – 3000  

       Median Platelets (range) – x 103/ul 278 (94 - 351) 135 – 380  

       Median IgG (range) – mg/dL 304 (272 - 721) 345 – 1236 

       Median IgA (range) – mg/dL 6.5 (<5 – 8) 14 – 154 

       Median IgM (range) – mg/dL 65 (13 – 84) 41 – 200 

       Median CRP (range) – mg/L 11 (<0.5 – 46.2) < 0.5 

       Median ESR (range) – mm/h 10 (1 – 24) <15 

Histologic findings*   

       Dermal thickening – no. (%) 4 (100)  

       Hyalinization – no. (%) 4 (100)  

       Inflammatory infiltrate – no. (%) 4 (100)  

*at initial evaluation. Range indicates observed patient values.  
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We evaluated 3 unrelated kindreds with features of disabling pansclerotic morphea (DPM, 

Table 2.1). All four patients presented before the age of 5 years, with signs of mucosal ulcerations 

and skin sclerosis, with skin biopsy consistent with morphea by H&E staining (Fig. 2.1a-g, S1, 

Table 2.1). Musculoskeletal imaging showed deep tissue inflammation and sclerosis of several 

levels from subcutis to muscle, consistent with DPM (Fig. 2.6). 

Laboratory evaluations demonstrated mild neutropenia and lymphopenia, especially of 

CD4+ T cells, with elevated serum inflammatory markers in two patients. Similarly, 

immunoglobulin classes IgG and IgA were reduced in the majority of cases, and no patients had 

detectable autoantibodies (Fig. 2.7, Table 2.1). Immunohistochemical staining of the skin (Fig. 

2.1h,i) showed extensive alpha smooth muscle actin (SMA) staining consistent with fibrosis and 

CD3 positive staining in most of the subepidermal lymphocytes, confirming an inflammatory 

infiltrate comprised of mostly T cells.  

Despite multiple systemic immunosuppressive therapies (Fig. 2.8,4), the majority of 

patients had spreading of their rash, worsening ulcerations, with rapid development of 

contractures, muscular atrophy and reduced mobility. Two patients also experienced recurrent 

infections, and one developed squamous cell carcinoma. Pulmonary nodules and infiltrates, 

pulmonary and portal hypertension, rapid-onset blindness (glaucoma and cataracts requiring 

surgery) and sensorineural hearing loss, were less frequent findings.  

Two of the families had first degree relatives with oral ulcerations, mild skin disease, or 

early onset progressive hand swan-neck deformities, suggesting a possible inherited etiology 

(Fig. 2.1j).  

2.2.2 STAT4 variants segregate with disease 

Independent genomic analyses identified heterozygous variants in STAT4 in all three 

kindreds (A635V, A650D, and H623Y, respectively), which were not reported in the population 

databases gnomAD, TopMed or deCAF, and were predicted to be damaging (Fig. 2.1k, S5,6). All 
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of the identified STAT4 variants (H623Y, A635V and A650D) affected the SH2 domain (Fig. 2.1k, 

S6); SH2 domain variants in STAT proteins have been implicated in other immune diseases, 

including those in STAT1 (H629Y) associated with chronic mucocutaneous candidiasis and in 

STAT3 (Q635L and N647D) associated with hyper IgE syndrome.14–17   

2.2.3 STAT4 variants generate a gain-of-function phenotype 

The clinical presentation and inheritance pattern are consistent with a gain-of-function 

etiology. Multiple species sequence alignment indicates that the three STAT4 variants are at 

conserved positions in the SH2 domain (Fig. 2.11). In silico modeling18 predicts that they are 

directly involved with the SH2 phosphotyrosine peptide-binding pocket (Fig. 2.1k, S6). In the case 

of H623Y and A635V, the variants likely stabilize the dimer through hydrophobic interactions and 

thereby activate it, whereas the A650D mutation probably leads to intra-monomer interactions 

with R705, suggesting that it may contribute to the condition through a different mechanism.   

https://paperpile.com/c/zVkeMy/ZlS7j+3PAxI+SC9qX+vzbsQ
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Figure 2.2: STAT4 variants generate a gain-of-function phenotype. 
(a) Absolute luciferase emission from the IL-6 Leeporter cell line transfected with vector carrying wildtype 
(WT) or STAT4 variants show enhanced transcriptional activity in the presence of STAT4 A635V, H623Y 
and A650D, compared to wildtype and the non-transfected cell line, with or without stimulation with LPS. 
**, p<0.01 (n=3). (b,c) STAT4 phosphorylation in U3A cells stably transfected with wildtype or variant 
STAT4. Flow cytometry used to measure mean fluorescent intensity of phosphorylated STAT4 (pSTAT4) 
shows increased pSTAT4 in unstimulated cells (b) transfected with A635V (red), A650D (green), and 
H623Y (purple) variants STAT4 compared to wild type STAT4 (blue). ****,p <0.0001. (c) In response to 
IFNα, pSTAT4 phosphorylation persists in variant cells at 240 minutes compared to WT cells. (d) HEK 293T 
cells transiently transfected with plasmids containing wildtype, H623Y, A635V or phospho-dead Y693A 
STAT4 tagged with GFP. Unstimulated cells transfected with H623Y or A635V variants show a greater 
accumulation of STAT4 in the nucleus compared to wildtype and Y693A cells. (e) Primary skin fibroblasts 
from patient have prominent pSTAT4 (green) compared to healthy donor fibroblasts; staining persists in a 
peri-nuclear location with IL-6 stimulation. Nuclear staining with DRAQ5 (blue). 

 

To test whether the variants have a gain-of-function phenotype, we stably transfected a 

cell line containing a luciferase gene driven by the human IL-6 promoter, a STAT4 target,10 with 

a plasmid containing WT or mutant STAT4. In the absence of stimulation, cells carrying the mutant 

plasmids exhibited enhanced luciferase activity compared to WT (Fig. 2.2a, S7). To further 

analyze phosphorylated STAT4 (pSTAT4) levels, U3A cells (deficient in STAT1 and STAT4) were 

stably transfected with plasmids containing wildtype STAT4 or patient variants. In unstimulated 

cells, pSTAT4 levels were increased with patient variants relative to wildtype STAT4 (Fig. 2.2b). 

After IFNα stimulation, cells carrying wildtype or patient STAT4 variants had similarly increased 

https://paperpile.com/c/zVkeMy/rhOAn
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pSTAT4 levels at 30 minutes post-exposure. However, the increased pSTAT4 levels persisted in 

cells containing the patient STAT4 variants at 240 minutes, but decreased in cells containing 

wildtype STAT4, suggesting that the patient variants are resistant to mechanisms that 

inhibit/reduce STAT4 signaling (Fig. 2.2c).  

RNAseq of transfected U3A cells was used to monitor global transcriptional changes 

caused by the variants.  Variant cells stimulated with IFNα displayed a greater number and variety 

of differentially expressed genes compared to wildtype IFNα stimulated cells (Fig. 2.13a,b). 

Genes related to STAT4-pathways including IL-6, and the counterregulatory SOCS proteins 

demonstrated a greater increase in cells transfected with patient variants compared to wildtype 

transfected cells, even though baseline presence of total STAT4 was similar (Fig. 2.13c,d).  

This enhanced transcriptional activity was associated with a greater accumulation of 

STAT4 in the nucleus of STAT4 H623Y or A635V transfected HEK 293T cells compared to 

wildtype and the phospho-dead control variant Y693A (Fig. 2.2d,S9a).  Similarly, pSTAT4 was 

evident at baseline in primary patient skin fibroblasts but not healthy donor fibroblasts despite 

similar expression of STAT4 (Fig. 2.2e, S9b,c). IL-6 stimulation enhanced nuclear and peri-

nuclear pSTAT4 in fibroblasts (Fig. 2.2e), while IL-12 induced phosphorylation of STAT4 in patient 

peripheral blood T cells, typical of Th1 skewing, was not affected, though T cell subsets exhibited 

evidence for exhaustion (Fig. 2.15a-c). Taken together, these data make a strong case that the 

patient-identified STAT4 variants cause a gain-of-function phenotype. 
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2.2.4 STAT4 variants lead to impaired wound healing, inflammation and 

fibrosis 

 

Figure 2.3: STAT4 A635V fibroblasts have a hyperinflammatory phenotype that impairs multiple 
aspects of cellular function and is driven by IL-6. 
(a) Wound healing as measured by scratch assay is reduced in fibroblasts from STAT4 patients (red) 
compared to fibroblasts from healthy donors (HD, blue). (n = 3 experiments, 6 scratches each; *, p<0.05; 
***, p<0.005 by 2-way ANOVA. (b) TGF-β-induced contraction of collagen matrix by patient-derived 
fibroblasts (red) is reduced relative to fibroblasts from healthy donors (n=3, ***, p<0.005, ****, p<0.0001 by 
2-way ANOVA). (c) F-actin immunocytochemistry shows increased cell size in patient primary skin 
fibroblasts compared to healthy donor fibroblasts. (d) Patient fibroblasts show enhanced IL-6 secretion in 
the absence of stimulation (n=3, ***, p<0.005). (e) Wound healing is reduced in healthy donor primary skin 
fibroblasts when treated with varying concentrations of IL-6, approaching rates similar to those of cells from 
STAT4 patients (n=3 experiments, 6 scratches each, *, p<0.05). 
STAT4 is expressed in leukocytes and skin19–21 and may perpetuate inflammation in rheumatoid arthritis 
patient-derived fibroblasts.10 Given the dramatic impairment in wound healing in DPM (Fig. 2.1), we used 
primary skin fibroblasts from patients P1 and P2 and unrelated healthy donors to study an in vitro model of 
wound healing. We first tested a scratch assay that requires all three wound healing processes, i.e., 
epithelialization, contraction, and connective tissue deposition. In the scratch assay, a fibroblast monolayer 
is scratched to induce a uniform gap, and the rate of closure is monitored (Fig. 2.16a). Compared to healthy 
donor skin fibroblasts, cells with STAT4 A635V failed to migrate as rapidly and ultimately did not close the 
induced gap (Fig. 2.3a). We also found defects in individual wound healing processes. Contraction was 
tested by embedding primary fibroblasts in a collagen matrix followed with TGF-β stimulation (Fig. 2.16b,c). 
Patient-derived fibroblasts had reduced contractility compared to healthy donor fibroblasts (Fig. 2.3b), 
consistent with the continued presence of inflammatory mediators.22 Immunofluorescence staining of F-
actin filaments in patient fibroblasts demonstrated greater disorganization and larger cell size (Fig. 2.3c, 
S11d). Similarly, matrix secretion of pro-collagen α1 by patient fibroblasts was diminished relative to healthy 
donor fibroblasts, while fibronectin secretion was unchanged consistent with poor wound healing (Fig. 
2.16e,f).   

https://paperpile.com/c/zVkeMy/uYQpE+npGYy+sgnba
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2.2.5 IL-6 secretion by patient fibroblasts drives an autoinflammatory loop  

Fibroblasts secrete proinflammatory mediators, including IL-1, IL-6, TGF-β, and VEGF.23 

We found that unstimulated patient skin fibroblasts secreted 12-fold more IL-6 than healthy donors 

(Fig. 2.3d). In contrast, the secretion of IL-1 and interferon were at the limits of detection for 

healthy donor and patient cultures.  To explore the potential role of IL-6 in the pathology of the 

patient fibroblasts, healthy donor cells were pulsed with recombinant IL-6 every 8 hours for the 

duration of a scratch assay. Remarkably, IL-6 reduced the migration of healthy donor fibroblasts, 

prevented scratch closure, reduced TGF-β-induced contraction, and increased the size of cells 

(Fig. 2.3e, S12a,b). Together these data suggest that the gain-of-function STAT4 A635V variant 

causes an autoinflammatory loop, largely mediated by IL-6 which drives the fibroblast phenotype. 

In vitro treatment with anti-IL-6 led to a modest improvement in fibroblast function, but suggested 

that upstream targeting of this molecular pathway may be required to inhibit autoinflammation 

(Fig. 2.17c). 

 

https://paperpile.com/c/zVkeMy/13qdF


 88 

2.2.6 Therapeutic targeting with JAK inhibitors 

 

Figure 2.4: JAK inhibition reduces STAT4 phosphorylation and enhances wound healing in vitro. 
 (a) Patient fibroblasts show enhanced IL-6 secretion which is responsive to ruxolitinib (n=3, *, p<0.05; **, 
p<0.01; ***,p<0.005; HD summary of 3 healthy donors). (b) Pre-treatment with ruxolitinib leads to enhanced 
fibroblast migration in wound healing assays, with closure near 24 hours similar to unaffected fibroblasts, 
n=3 experiments, 6 scratches each, *, p<0.05; by 2-way ANOVA. (c) STAT4 phosphorylation in 
unstimulated U3A cells is reduced after treatment with ruxolitinib (n=4), **, p<0.01; ****, p<0.0001, by 2-
way ANOVA. (d) Nuclear pSTAT4 is reduced in response to ruxolitinib treatment of patient fibroblasts. (e,f) 
IFNα-stimulated U3A cells expressing variant STAT4 have higher levels of pSTAT4 210 minutes after 
ruxolitinib treatment compared to cells expressing wildtype (WT) STAT4 (n=3, **, p<0.01; ***, p<0.005, by 
ANOVA). 
 

To determine if the hyperinflammatory fibroblast phenotype could be ameliorated in vitro 

by disrupting STAT4 signaling, we treated primary patient fibroblast cultures with the JAK inhibitor 

ruxolitinib. Ruxolitinib significantly reduced IL-6 secretion at concentrations achievable in serum 

(Fig. 2.4a). Similarly, ruxolitinib enhanced the rate of scratch closure of patient fibroblasts to one 

nearly identical to that of healthy donor fibroblasts (Fig. 2.4b) but did not affect the rate of scratch 

closure of healthy donor fibroblasts (data not shown). Other assays testing individual steps in 

wound healing were less responsive to ruxolitinib treatment (Fig. 2.18). Ruxolitinib treatment also 
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reduced the total amount of pSTAT4 and its nuclear localization in unstimulated U3A cells and 

patient fibroblasts (Fig. 2.4c,d). However, the persistent levels of pSTAT4, even in the absence 

of new phosphorylation (Fig. 2.4e,f), suggest that the mutant STAT4 dimers are more stable than 

wild-type, consistent with in silico predictions.  

 

 

Figure 2.5: Ruxolitinib treatment leads to resolution of inflammatory phenotype. 
(a) PBMCs analyzed by scRNA-seq plotted in UMAP space and clustered for each of the control and patient 
samples.  (b,c) Waxy, erythematous nodular lesions on bilateral hands and feet prior to (b) and following 
(c) initiation of ruxolitinib therapy. (d) Clinical scoring by the modified LS Skin Severity Index (mLoSSI, red) 
and Physician Global Assessment (PGA, blue) of Disease Activity. Dotted line represents absence of 
disease. 
 

The identification of gain-of-function STAT4 variants led us to initiate oral ruxolitinib 

treatment in patients P1 and P2.  Peripheral blood samples, collected from P1 while on treatment 
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and from P2 while off treatment, were analyzed by single-cell RNA sequencing to identify cell 

types (Fig S14) and to analyze differential gene expression in specific cell types such as NK cells 

and T-cells, which are known to highly express STAT4.  In these cell types, pathway analysis 

based on differentially expressed genes revealed that ruxolitinib treatment results in decreased 

activity of genes such as IFNG, IFNA, TNF, IL6 and STAT1, which control multiple inflammatory 

pathways. These cell types were also associated with increased expression of genes in pathways 

controlled by upstream regulators (Fig. 2.5a, S15).  

Initiation of oral ruxolitinib therapy yielded clinical success. P1 had notable improvement 

in his nodular rash, without development of new lesions.  After 11 months of therapy, the rash 

and oral ulcers had largely resolved. The most recent laboratory evaluation was notable for stable 

leukocyte counts, normal inflammatory markers, and normal IgG and IgM, with persistent IgA 

deficiency. No adverse events have been reported on ruxolitinib.  Eighteen months after initiation 

of ruxolitinib, he had discontinued all other medications, with complete resolution of his chest rash, 

significant clearing of bilateral extremities and global clinical improvement (Fig. 2.5b-d). P2 has 

since begun therapy with ruxolitinib with improvement in his pulmonary hypertension.  He 

continues on IVIG 2 g/kg for IgG levels <1000 mg/dL, but has been able to avoid infusions for up 

to 2 months at a time.  His neutropenia resolved, inflammatory markers normalized, anemia 

improved, and thrombocytopenia stabilized.   

2.3 Discussion 

DPM, the most severe subtype of deep morphea within the juvenile localized scleroderma 

spectrum, is characterized by rapid sclerosis in all layers of the skin, fascia, muscle, and bone.24 

The etiology of DPM has been elusive since the first description in 1923.24 Despite the general 

belief that a genetic component underlies disease development, a genetic basis for DPM has not 

been previously identified. Our identification of novel, autosomal dominantly inherited or de novo 

https://paperpile.com/c/zVkeMy/nuncA
https://paperpile.com/c/zVkeMy/nuncA
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variants in STAT4 is the first description of a gain-of-function variant in this gene and the first 

genetic link for DPM.  

 

STAT4 roles that could drive the multiple clinical facets of DPM10 include its involvement in T 

helper type-1 cell development and function25 and regulation of IL-6 by stromal cells.13,23 Genome-

wide association studies have also implicated SNPs in STAT4 with multiple autoimmune diseases 

(Fig. 2.21).26,27 Given the number of pathways STAT4 acts in, additional genetic modifiers of 

disease severity could exist, but the presence of a parent with milder disease in 2 of the 3 families 

is more reflective of a clinical disease spectrum with variable expression or incomplete 

penetrance.  

Increasing evidence points to fibroblasts as inflammatory mediators in sites of 

inflammation.13,23  IL-6 family cytokines specifically have been proposed to coordinate immune-

stroma crosstalk.11–13 IL-6 has also been implicated in negatively regulating Th1 differentiation,28 

which may explain the lack of Th1 cell skewing and reduced phosphorylation to IL-12, as well as 

generating a chronic inflammatory disease state, consistent with the T cell exhaustion29,30 we 

observed prior to treatment. The prominent IL-6 signature observed in our fibroblast cultures also 

suggests that anti-IL-6 monoclonal antibodies, such as tocilizumab, currently approved for 

interstitial lung disease in systemic sclerosis,31 may be an alternative therapy or may be useful in 

combination with JAK inhibitors in patients with DPM. 

We speculated that the STAT4 gain-of-function mutations were dependent on JAK activity, 

and explored the use of the clinically available JAK inhibitor ruxolitinib for patients in the most 

severely affected family. For the patient on consistent therapy, we observed normalization of most 

immunologic parameters and resolution of systemic symptoms, without adverse effects. Given 

the multiple systems and body surface area affected, we expect that oral systemic therapy, rather 

than topical JAK inhibitor therapy would be required in patients with DPM. We propose that this 

immunomodulatory approach may be promising for patients with refractory disease.  

https://paperpile.com/c/zVkeMy/rhOAn
https://paperpile.com/c/zVkeMy/VVLdt
https://paperpile.com/c/zVkeMy/13qdF+squep
https://paperpile.com/c/zVkeMy/XNB4W+uT1St
https://paperpile.com/c/zVkeMy/13qdF+squep
https://paperpile.com/c/zVkeMy/wJB9l+OiRUH+squep
https://paperpile.com/c/zVkeMy/tLtTy
https://paperpile.com/c/zVkeMy/nmz6n+r96su
https://paperpile.com/c/zVkeMy/VaMK9
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2.4 Methods 

2.4.1 Human Subjects 

Blood samples were obtained from the affected patients and immediate family members. 

Skin biopsies were obtained from the Family 1 proband and healthy controls. All participants (legal 

guardians if the patient was a minor) provided written informed consent under their respective 

Institutional Review Boards. All procedures performed in studies involving human participants 

were in accordance with the ethical standards of the respective institutions. 

2.4.2 Statistical analyses 

For in vitro experiments, statistical analyses and graphing were performed in Microsoft 

Excel and Graphpad Prism (version 5.03; Graph Pad, Graph Pad Software Inc., CA) programs 

with the two-tailed, unpaired Student's t test, or the Kruskal–Wallis test. Flow cytometry data were 

analyzed with FlowJo software. Data are expressed as mean +/- SEM. No samples were excluded 

from the analyses, and no randomizations performed. A p-value <0.05 was considered statistically 

significant. 

2.4.3 DNA isolation, library construction, and sequencing 

Family 1. Rapid whole genome sequencing largely followed methods as previously 

outlined. Blood was drawn following consent for rapid whole-genome sequencing32 of the family 

into Rady Children's Institute Genomic Biorepository NCT02917460. Return of results on this 

protocol was limited to pathogenic and likely pathogenic variants in response to the FDA 

oversight.33 DNA was subsequently extracted using EZ1 DSP DNA Blood Kit and sequenced 

using 2 × 101 base pair run on a HiSeq 2500 System (Illumina) in rapid-run mode to a ~45-fold 

coverage. Rapid alignment and nucleotide variant calling were performed using the Dragen (Edico 

https://paperpile.com/c/zVkeMy/ziZVD
https://paperpile.com/c/zVkeMy/13dLZ
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Genome) hardware and software. Single nucleotide variants were annotated and analyzed in 

Opal (Omicia). Initially, variants were filtered to retain those with allele frequencies of <1% in the 

Exome Variant Server, 1000 Genomes Samples, and Exome Aggregation Consortium database34 

(http://evs.gs.washington.edu/EVS/2016). A gene panel was built in Phenolyzer35 using Human 

Phenotype Ontology (HPO).36 Structural variants were identified with Manta37 and CNVnator,38 a 

combination that provided the highest sensitivity and precision on 21 samples with known 

structural variants. Structural variants were filtered to retain those affecting coding regions of 

known disease genes and with allele frequencies <2% in the RCIGM database.  Variants were 

classified based on the guidelines established by the American College of Medical Genetics and 

Genomics and the Association for Molecular Pathology.39 No variants reportable per protocol 

were identified. Analysis in QIAGEN Ingenuity Pathway Analysis revealed a rare variant in STAT4 

shared by both brothers and not inherited from their unaffected mother. These results were shared 

with the research team.  

The variant was confirmed by Sanger sequencing in peripheral blood mononuclear cells 

and fibroblasts. Subsequent to completion of functional studies the variant could be reclassified 

and reported clinically to the patients. 

Family 2. Whole genome sequencing from genomic DNA was performed by HudsonAlpha 

Clinical Services Lab using the Illumina HiSeq X platform. Mapping of FASTQ files to the GRCh37 

human reference was done using the Burrows-Wheeler Aligner40 (v. 0.7.15) followed by 

processing with Picard tools (v.2.1.1, http://broadinstitute.github.io/picard) on the NIH HPC 

Biowulf cluster (http://hpc.nih.gov). A variant call file (VCF) was generated with GATK (v. 3.6)41 

and subsequently annotated using ANNOVAR.42 Strict filtering was done by evaluating for 

variants absent from the ExAC database34 with in-silico predictions of pathogenicity, ultimately 

identifying the STAT4 c.1949C>A (p.Ala650Asp) variant in both the proband and mother. Sanger 

sequencing confirmed the STAT4 variant was present in the proband and his mildly affected 

mother, but absent in his father. 

https://paperpile.com/c/zVkeMy/0wjeY
http://evs.gs.washington.edu/EVS/2016
https://paperpile.com/c/zVkeMy/uQPXo
https://paperpile.com/c/zVkeMy/xbKMP
https://paperpile.com/c/zVkeMy/yWwlg
https://paperpile.com/c/zVkeMy/QGzZx
https://paperpile.com/c/zVkeMy/ZIrRd
https://paperpile.com/c/zVkeMy/sn438
http://broadinstitute.github.io/picard
http://hpc.nih.gov/
https://paperpile.com/c/zVkeMy/zTTi5
https://paperpile.com/c/zVkeMy/ow9mD
https://paperpile.com/c/zVkeMy/0wjeY
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Family 3. Exome sequencing of the proband and his unaffected parents was performed 

on DNA derived from peripheral blood. DNA extraction was performed using the Maxwell 16 Blood 

DNA Purification Kit. Illumina TruSeq DNA Sample Preparation Kit version 2 was used to prepare 

sequence libraries. Paired end sequencing was performed on the Illumina HiSeq2000 instrument 

at the National Institutes of Health (NIH) Intramural Sequencing Center (NISC). Sequence reads 

were aligned to the reference build hg19 with BWA. PCR duplicates were marked using Picard 

MarkDuplicates and the results were coordinate sorted using SAMtools. Base recalibration and 

realignment around microindels were performed using GATK which allowed for more accurate 

base quality scores. GATK’s genotype workflow was used to identify SNVs and indels. Identified 

variants were annotated with the Variant Effect Predictor (VEP). Given the phenotypic severity, 

variants were filtered for ultrarare or novel (MAF < 0.0001) variants. GEMINI allowed for filtering 

based on de novo or inheritance patterns. Multiple variant impact prediction tools were then used 

for further filtering for variants predicted to be pathogenic. Subsequent analysis revealed the 

STAT4 c.1867C>T, p.His623Tyr variant. The variant was confirmed by Sanger Sequencing. The 

BigDye Terminator v1.1 Cycle Sequencing kit (Applied Biosystems) was used for sequencing 

coding exons of STAT4. The sequencing was performed on a Seq Studio Genetic Analyzer 

(Applied Biosystems). The sequencing data were reviewed using Sequencher (Gene Codes) and 

the chromatograms shown for P4 and Family 3 are derived from Sequencher.  

2.4.4 Molecular dynamics methods 

A full-length human STAT4 model (amino acids 1-748) predicted by AlphaFold43,44 was 

obtained from UniProt (Uniprot ID: Q14765). For molecular dynamics (MD) simulations a dimeric 

model containing the SH2 domain (amino acids 572-679), the phosphorylated tail segment (P-tail 

segment, amino acids 680-706) and the transcriptional activation domain (TAD, amino acids 708-

748) was built in Chimera45 based on the STAT1 crystal structure (PDB ID: 1BF5,46) The obtained 

model was in silico phosphorylated at Y693 using Coot.47 The final phosphorylated model was 

https://paperpile.com/c/zVkeMy/oLeZo+IOuY5
https://paperpile.com/c/zVkeMy/Hwrml
https://paperpile.com/c/zVkeMy/YPIkk
https://paperpile.com/c/zVkeMy/3Bt3g
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then minimized sequentially using Yasara 48 and Chimera to remove clashes. Individual MD 

simulations of wild-type STAT4 and STAT4 containing the single mutations were carried out using 

the Desmond simulation package (Schrödinger Release 2017-3). Proteins were prepared by 

Protein Preparation Wizard, and the optimized potentials for liquid simulation force field 

(OPLS_2005) parameters were used in restraint minimization and system building 49. The system 

was set up for simulation using a predefined water model (TIP3P) as a solvent. The electrically 

neutral system for simulation was built with 0.15 M NaCl in 10 Å buffer. The NPT ensemble with 

300°K, and a pressure of 1 bar was applied in the run. The simulation was performed for 50 ns, 

and the trajectory sampling was done at an interval of 5 ps. The short-range coulombic 

interactions were analyzed using a cutoff value of 9.0 Å using the short-range method. The 

smooth particle mesh Ewald method was used for handling long-range coulombic interactions. 

MD simulations supported a gain-of-function model, and are available upon request. 

2.4.5 Cell lines 

Human primary skin fibroblasts were cultured from skin biopsy samples as previously 

described.50 Briefly, 1mm skin biopsy pieces were placed in a 6 well plated coated with 0.1% 

gelatin in DMEM with 20% FBS and 1% Antibiotic-Antimycotic (Gibco). Media was replaced every 

2-3 days, and cell cultures were confluent after 2-3 weeks. After passage 2, cells were maintained 

in Gibco Medium 106 (ThermoFisher) supplemented with Gibco Low Serum Growth Supplement 

(ThermoFisher) and 1% Antibiotic-Antimycotic (Gibco). Cells were used between passages 4 and 

9.  

The IL-6 Leeporter™ Luciferase Reporter, an NIH3T3 derivative stably expressing a 

luciferase construct driven by human IL6 promoter, was purchased from Abeomics, Inc. (San 

Diego, CA) and maintained in DMEM medium (w/ L-glutamine, 4.5g/L glucose, sodium pyruvate) 

supplemented with 10% heat-inactivated FBS and 1% pen/strep, plus 3 μg/ml of puromycin. The 

cell line was validated with dose-response curves by seeding 5 x 104 cells/well on a white solid-

https://paperpile.com/c/zVkeMy/XUa4J
https://paperpile.com/c/zVkeMy/XFLNT
https://paperpile.com/c/zVkeMy/VLtBK
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bottom 96-well plate and stimulating for 16 hours with LPS (0.1-10,000 ng/mL) or IL-6 (1-1000 

ng/mL). Abeomics luciferase assay reagent (#17-1101) was added to each well, and 

luminescence measured within 1-5 minutes on an EnSpire Plate Reader (PerkinElmer Inc.). For 

all assays, cells were used between passages 4-9. 

U3A cells51,52 were acquired from Sigma Aldrich. Cells were maintained in DMEM medium 

(w/ L-glutamine, 4.5g/L glucose, sodium pyruvate) supplemented with 10% heat-inactivated FBS 

and 1% pen/strep. 

2.4.6 Mammalian transfection and expression of recombinant proteins 

The human STAT4 ORF was purchased from Dharmacon (Lafayette, CO) and cloned into 

the Gateway pcDNA DEST40 (ThermoFisher Scientific), which contains a C-terminal V5-6x His 

tag, per the manufacturer’s instructions. The STAT4 variants c.1949C>A mutation encoding 

STAT4 A650D, c.1867C>T mutation encoding STAT4 H623Y, and c.1904 C>T mutation, 

encoding A635V were introduced using a QuikChange protocol, per the manufacturer’s 

instructions. The STAT4 coding sequence in each of the mutated plasmids was verified by 

sequencing by Eton Bioscience, Inc. (San Diego, CA). Plasmid DNA (1.5μg) containing either 

wild-type or mutant STAT4 were transfected into the Leeporter cell line using LipoFectamine 2000 

per manufacturer’s instructions (ThermoFisher Scientific). Cells were co-transfected with pCXLE-

EGFP (Addgene) to verify similar transfection efficiencies prior to proceeding with downstream 

assays. 

For flow cytometry studies, human STAT4 ORF was cloned into pDONR223. The 

c.1949C>A mutation encoding STAT4 A650D, c.1867C>T mutation encoding STAT4 H623Y, and 

c.1904 C>T mutation, encoding A635V were induced using QuikChange Lightning protocol, 

following manufacturer instructions. Mutations were verified by Sanger sequencing performed by 

Psomagen (Rockville, MD). U3A cells were stably transfected with PiggyBac53 vector (Addgene, 

cat# 80479) containing STAT4 wild-type or patient variants. Transfected cells were then selected 

https://paperpile.com/c/zVkeMy/jYOLa+mgnUt
https://paperpile.com/c/zVkeMy/qbOFz
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using puromycin (0.5 μg/ml). After puromycin selection, cells were stimulated with doxycycline 

(0.5 μg/ml) for a period of 24 hours to induce STAT4 expression before use in experiments.  

2.4.7 Flow cytometric assessment of STAT4 phosphorylation  

Intracellular STAT4 phosphorylation was measured by flow cytometry. For experiments in 

which cell lines were stimulated or inhibited, IFNα (10,000 IU/mL) and/or ruxolitinib (2.5 μM) were 

added at indicated time points. Cells were fixed in 4% paraformaldehyde (PFA) at room 

temperature for 10 minutes, then permeabilized in 100% methanol overnight at -20 degrees. Cells 

were then washed 3 times in PBS containing 0.5% BSA (FACS buffer), and then resuspended in 

FACS buffer. Staining was performed at room temperature, using Phospho-STAT4 (Tyr693) 

Monoclonal Antibody in PE (ThermoFisher, 12-9044-42) at a 1:200 dilution. For experiments in 

which a live dead stain was used, the stain was added before the fixation step at 37 for 10 mins. 

Analysis was performed using FlowJo and GraphPad software.  

For primary human peripheral blood cells, ficolled PBMC were cultured at 1-2 x 106 

cells/mL complete media (RPMI 1640, 2 mM glutamine, 10% FBS, penicillin and streptomycin) 

with phytohemagglutinin (PHA, 3 μg/mL, Sigma) for 40-72 hours, then washed and rested for 2 

hours in a 37 degree C incubator. Cells were filtered and aliquoted to 0.3-0.5 x 106/tube per 

condition, resuspending in RPMI 1640 without FBS. After resting for 1 hour, cells were stimulated 

with human recombinant IL-12 (25 ng/mL, R&D Systems) at 37 degrees C for 20 minutes. 

Live/dead dye (ThermoFisher) was added per manufacturer’s protocol and cells were fixed with 

1.6% PFA followed by permeabilization with cold 100% methanol overnight. Cells were stained 

with antibodies to cell surface markers (CD4 L200, CD45RO UCHL1) and pSTAT4 (38/p-Stat4, 

BD Biosciences) for 30 minutes at room temperature in the dark, washed, and then evaluated by 

flow cytometry. Cells were analyzed on the FSC/SSC-gated blasted cells. 
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2.4.8 Reverse transcription and quantitative PCR 

RNA was isolated from patient and healthy donor primary skin fibroblasts using Trizol 

reagent (Life Technologies) per manufacturer’s instructions. cDNA was synthesized using 

Taqman Reverse Transcription reagents (Applied Biosystems). Relative gene expression for 

STAT4 was determined using the following primers: STAT4: 5’-

CAGTGAAAGCCATCTCGGAGGA-3’ and 5’-TGTAGTCTCGCAGGATGTCAGC-3’ with GAPDH 

5’-ACATCGCTCAGACACCATG-3’ and 5’-TGTAGTTGAGGTCAATGAAGGG-3’ as reference 

gene. Quantitative PCR was performed using 100nM each forward and reverse primer and iQ 

SYBR Green supermix (Bio-Rad) with a Bio-Rad CFX96 Real-Time System, and reaction 

parameters as per Bio-Rad instructions Data was visualized with CFX Manager v3.0 software, 

and relative gene expression ws determined using the 2ΔΔct method. 

2.4.9 Immunocytochemistry 

Clinical immunohistochemistry was performed on skin biopsy samples with mouse anti-

CD3 (clone# LN10) and mouse anti-SMA (clone# ASM-1) using standard protocols. 

For immunofluorescence analysis of fibroblasts, primary skin fibroblasts were plated on 

glass coverslips (Corning) 24 hours prior to staining. Cells were washed with dPBS, and fixed in 

4% PFA for 20 minutes. After washing, cells were permeabilized with 0.1% Triton X-100 for 20 

minutes. After a second wash, cells were incubated in Alexa-Fluor 488-phalloidin (1:40 in 1% BSA 

for 30 minutes or phospho-STAT4 (PA5-105861, 1:200, for 1 hour) protected from light. After 

washing, cells were stained with 10 μM DRAQ5 (ThermoFisher) for 5 minutes, coverslips mounted 

to glass slides and sealed with ProLong Gold anti-fade mountant (Life Technologies). Slides were 

imaged using a Leica TCS-SPE confocal microscope with 10X objective. 

For immunofluorescence analysis of transfected HEK 293T cells, 2.5 x 104 cells were 

plated on 35mm glass bottom dishes (MatTek, #P35G-1.5-14-C). The next day, cells were 
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transiently transfected with plasmid DNA (20 ng) containing wild-type or variant STAT4 tagged 

with GFP using LipoFectamine 2000 under manufacturer’s instructions (ThermoFisher Scientific). 

Micrographs depicted in Fig. 2.2d represent single frames after live imaging performed on a Zeiss 

LSM780 confocal system driven by the ZEN Black software (Zeiss). During imaging, cells were 

maintained at 37°C and 5% CO2 throughout the experiment using dedicated CO2 and 

temperature controllers (Zeiss) connected to a heated stage insert (Pecon). Time lapse was 

captured employing a Plan Apochromatic 40X/1.4NA oil immersion lens (Zeiss) maintained at 

37°C by an objective heater (Bioptechs). Expression and localization of the STAT4-GFP protein 

was visualized using a 488nm argon ion laser with pinhole size set at 1 Airy Units (AU) and digital 

zoom set at 1.0 whereas laser power and detector gain were adjusted to avoid pixel saturation. 

Phase contrast images were acquired simultaneously. Cells were imaged continuously for 30 min 

and stimulated with INFα, which was added directly to the cells while on the microscope stage. 

Recordings (1,024 pixels wide) were exported as .czi files and then converted to .ims files to 

generate movies and single frame images in Imaris 9.9 (Bitplane). For each image intensity levels 

were linearly adjusted (when needed) in Imaris 9.9.  

2.4.10 mRNA sequencing 

U3A cells stably transfected with A650D, A635V, H623Y, wildtype, or phospho-dead 

Y693A variants were plated at 6 x 105 cells per well, and doxycycline was added to induce STAT4 

protein expression. After 24 hours, cells were either left unstimulated, or stimulated with IFNα 

(10,000 IU/mL) for 4 hours. Total RNA was prepared using RNeasy Micro Kit (Qiagen, #74004). 

A fraction of total RNA (400 ng) was processed into mRNA-seq library using Quant-seq 3’ mRNA-

Seq Library Prep Kit FWD for Illumina (Lexogen, #015.96) with the PCR Add-on Kit (Lexogen, 

#020.96) following manufacturer’s protocol. The libraries were sequenced as 100 cycles (read 1) 

and index (8 bases) on V1.5 kit on NovaSeq 6000 (Illumina). Raw sequencing data were 

processed with bcl2fastq (v2.20.0.422) to generate FastQ files. 
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2.4.11 RNA-seq analysis 

Sequence reads were trimmed with Cutadapt (v2.10), aligned to human genome (build 

hg38) using STAR (v2.5.4a, options: --outFilterType BySJout --outFilterMultimapNmax 200 --

alignSJoverhangMin 8 --alignSJDBoverhangMin 1 --outFilterMismatchNmax 999 --

outFilterMismatchNoverLmax 0.6 --alignIntronMin 20 --alignIntronMax 1000000 --

alignMatesGapMax 1000000), bam files were created with SAMtools (v1.10) and transcript 

abundance quantified using subread (v2.0.2). Differentially expressed genes were identified using 

the edgeR R package with the following criteria: log2 fold change > 0.5, FDR < 0.1, and logCPM 

> 0.3.  

2.4.12 Enzyme-linked immunosorbent assay (ELISA) and antibody arrays 

Secreted IL-6 was assessed using the human IL-6 Duo-Set kit (R and D Systems, Inc.) 

per manufacturer’s protocol. Matrix production of pro-collagen I alpha-1 and fibronectin was 

evaluated using human Duo-Set ELISA kits (R and D Systems, Inc.) per manufacturer’s 

instructions. ELISA absorbances were measured on an EnSpire Plate Reader.  

2.4.13 Wound healing assay 

Primary skin fibroblasts were plated at 2 x 105 cells per well on 0.1% gelatin coated 6-well 

plates in Gibco Medium 106 (ThermoFisher, #M106500) supplemented with Gibco Low Serum 

Growth Supplement (ThermoFisher, #S00310) and 1% Antibiotic-Antimycotic (Gibco). Cells were 

allowed to adhere and become confluent for 48 hours, and monolayers scratched manually with 

a p200 pipette tip. Cells were washed once to remove cellular debris. Prior to experiments, culture 

medium was replaced with fresh medium. In some experiments, cells were pre-treated for 24h 

with ruxolitinib (Cayman Chemical, #11609) or neutralizing anti-IL-6 monoclonal antibody (MQ2-

13A5, ThermoFisher). Images were collected every 4-6 hours with a 4X objective using ToupView 
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software (ToupTek Photonics, version x64).  A minimum of 5 images per timepoint were collected 

for each assay, until wound closure. All cultures were used between passages 4 and 9, and 

maintained in a 37°C incubator with 5% CO2. 

2.4.14 Imaging analysis 

Images, standardized at 1024 x 768 pixels, were imported into Image J. For each scratch, 

the analysis grid tool was overlaid and a line drawn horizontally on the grid, and measured, with 

8 measurements per scratch. Measurements were exported to Microsoft Excel and normalized to 

the initial scratch width. A minimum of 3 independent scratches were performed. 

2.4.15 Contraction assay 

A collagen-based contraction assay was modified from a protocol by Cell BioLabs, Inc. 

Briefly, type I bovine collagen (3 mg/mL, Advanced Biomatrix, 5005), 5X DMEM (Gibco, 12100-

061), and 0.5 M NaOH were mixed on ice. Primary skin fibroblasts were harvested by trypsin-

EDTA treatment, and resuspended in Gibco Medium 106 (ThermoFisher, M106500) with low 

serum growth supplement (ThermoFisher, S00310) at 2 x 106 cells per mL. The collagen lattice 

was prepared by mixing 2 parts of cell suspension with 8 parts of ice-cold collagen solution. The 

cell-collagen lattice was added to a 24 well plate, at 500 μl per well and incubated for 1 hour in a 

37°C incubator with 5% CO2 to support collagen polymerization. After 1 hour, 1 mL of Gibco 

Medium 106 (ThermoFisher, M106500) with low serum growth supplement (ThermoFisher, 

S00310), was added to each well. In some experiments, cells were treated with TGF-β at 10 

ng/mL (R&D Systems, 240-B-010). The cultures were incubated for 2 days, and then collagen 

gels released with a sterile syringe. The collagen gel size was measured hourly. 
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2.4.16 10X Genomics single cell RNA-seq 

2.4.16.1 Sample processing and data sets 

Peripheral blood samples from both patients underwent red blood cell lysis using the ACK 

buffer protocol (ThermoScientific), and PBMCs were resuspended in 1X PBS with 0.04% BSA.  

Libraries were prepared using Chromium Single Cell 3’ Reagent Kits v3 (User Guide CG00183 

RevA).  10X Genomics RNA sequencing was conducted at the IGM Genomics Center, University 

of California, San Diego, La Jolla, CA. Less than 1 hour passed from time of collection, to loading 

on the 10X Genomics Chip. Cells were at 97% viability using trypan blue exclusion. The healthy 

donor control dataset (“5k Peripheral blood mononuclear cells (PBMCs) from a healthy donor (v3 

chemistry)”) was obtained from the publicly available FASTQ files at 

https://support.10xgenomics.com/single-cell-gene-expression/datasets/3.0.2/5k_pbmc_v3.  

2.4.16.2 Single-cell RNA-seq gene expression quantitation 

Alignment of exonic reads to transcripts, identification of single-cell-specific barcodes, 

extraction of unique molecular identifiers (UMI), and filtering of low RNA-content barcodes were 

used to quantitate UMI counts in each single cell. UMI counts were determined for scRNA-seq 

data from the PBMCs from both patients and the control (3 samples). Quantitation was performed 

with CellRanger’s (v3.1.0) count function.54 Default parameters were used, with the exception of 

increasing the expected number of cells for the healthy donor sample to 5,000. The GRCh38 GTF 

and reference FASTA files required for the analysis were built from the Ensembl release 93 files 

using CellRanger. 

https://support.10xgenomics.com/single-cell-gene-expression/datasets/3.0.2/5k_pbmc_v3
https://paperpile.com/c/zVkeMy/9IOS0
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2.4.16.3 Single-cell normalization and dataset integration 

Raw UMI counts for the three samples were normalized and integrated using Seurat 

(v4.1.1).55 Unless otherwise stated, all analyses were performed using default parameters. Cells 

with fewer than 200 non-zero genes and genes found in fewer than 3 cells were excluded. To 

further limit the impact of low-quality cells,56 each sample was manually assessed on standard 

quality control metrics (the per cell total number of counts, total number of unique genes, and 

fraction of counts mapping to mitochondrial genes)57 and filtered using heuristic thresholds.58,59 

Cells from the control sample with total counts greater than or equal to 20,000, total counts less 

than or equal to 3,750, or percent of counts mapping to mitochondrial genes greater than or equal 

to 20% were excluded. Cells from Patient 1 with total counts greater than or equal to 10,000, total 

counts less than or equal to 1250, total unique genes detected less than or equal to 350, or 

percent of counts mapping to mitochondrial genes greater than or equal to 20% were excluded. 

Cells from Patient 2 with total counts greater than or equal to 15,000, total counts less than or 

equal to 1500, total unique genes detected less than or equal to 500, or percent of counts mapping 

to mitochondrial genes greater than or equal to 20% were excluded. Next, each sample was 

normalized for count depth, scaled by a factor of 1e6 to arrive at counts per million (CPM), and 

the CPM values with a pseudo-count of 1 added were natural log-transformed.  

Finally, we accounted for batch effects using Seurat’s IntegrateData. First, for each 

sample, the top 2000 variable features for each normalized sample were identified using Seurat’s 

FindVariableFeatures function to help identify integration features. The samples were then scaled 

(normalized by the standard deviation for each gene) and centered (subtracted the average 

expression for each gene) prior to running principal components analysis (PCA) to 50 principal 

components. Finally, the reciprocal PCA method was used to identify the integration anchors.  

https://paperpile.com/c/zVkeMy/KDHKm
https://paperpile.com/c/zVkeMy/PNCtp
https://paperpile.com/c/zVkeMy/PthpU
https://paperpile.com/c/zVkeMy/990Ru+I5dEH
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2.4.16.4 Dimensionality reduction and clustering 

The integrated dataset was analyzed by PCA to reduce the dimensionality to 47 principal 

components (PCs), at which point the additional variance explained by considering more principal 

components was less than 0.1%. We ran the uniform manifold approximation and projection 

(UMAP) algorithm on the PCs to further reduce the dimensionality to two for visualization. We 

constructed a shared nearest neighbors (SNN) graph based on Euclidean distance in the PCA 

space with Seurat’s FindNeighbors function. Next, we clustered cells using Louvain modularity 

optimization; the resolution parameter of Seurat’s FindClusters function was set to 0.5. We 

confirmed that the integrated patient dataset did not possess batch-specific clusters; each cluster 

contained cells arising from multiple samples (Fig. 2.16a). 

2.4.16.5 Cell Type Identification 

We identified cell types from the scaled, integrated expression matrix and the cluster 

annotations using ScType60 (Fig. 2.16b). Input markers for each cell type were selected from the 

“Immune system” tissue of ScType’s database. Clusters were annotated as the cell type that 

received the highest ScType score. 

To verify cell type annotations, a list of markers for each cluster was identified using 

differential expression (DE) analysis. DE tested for significantly up- or down-regulated genes in a 

given cluster relative to all other cells in the dataset using a Wilcoxon rank-sum test. Only genes 

present in at least 25% of cells in the cluster and that showed at least a log2-fold-change (LFC) 

of 0.5 were tested. Genes with a Bonferroni corrected p-value less than or equal to 0.05 and a 

LFC greater than 1.5 were retained for assessment. Uncertainty in the marker expression of three 

clusters (clusters 2, 6, and 9 labelled as Naïve CD4+ T-cells, Naïve B cells, and gamma-delta T-

cells respectively) led us to further sub-cluster these data and manually annotate them based on 

DE markers. For each cluster, we subsetted the batch-corrected expression matrix to cells only 

https://paperpile.com/c/zVkeMy/UOxfH
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in that cluster and re-ran the dimensionality reduction and clustering as previously described. The 

PCA dimensionality in these instances was 30 PCs. The resolution parameter of Seurat’s 

FindClusters function was adjusted according to the number of mixed cell type populations we 

expected to observe in each cluster based on DE results. DE genes for each subcluster were 

identified using this same testing approach, and cell types were annotated based on significantly 

differentially expressed genes within these sub-clusters. Sub-clusters derived from cluster 2 were 

re-annotated as Effector or Memory CD4+ T-cells, those from cluster 6 were re-annotated as 

Plasma, Pre-, and Memory B cells, and those from cluster 9 were re-annotated as gamma-delta 

T-cells or Regulatory CD4+ T-cells.   

2.4.16.6 Differential expression across samples and Ingenuity Pathway Analysis 

Differential expression (DE) analysis between cell types across different samples was 

conducted using MAST (v1.20.0).61 DE was performed on the log-normalized expression matrix. 

To account for technical variability and other nuisance factors, we introduced the cellular detection 

rate (CDR)--the fraction of genes expressed in a cell--as a covariate in the design matrix.  

We tested for significant differential expression using a likelihood ratio test; the full model 

regressed expression on both the test condition and the CDR, and the reduced model regressed 

expression only on the CDR. We test for differential expression of genes in Patient 1 relative to 

Patient 2 (Condition 1) and genes in Patient 2 relative to the healthy donor (Condition 2). In 

Condition 1, we test each of NK cells, naïve CD4+ T-cells, effector CD4+ T-cells, naïve CD8+T-

cells, and CD8+ NKT-like cells. In Condition 2, we test for CD8+ NKT-like cells to examine an 

exhaustive phenotype. For Condition 1, only genes present in at least 5% of both conditions and 

that showed at least a LFC of 0.5 were tested. Genes with a Benjamini-Hochberg false discovery 

rate (FDR) less than or equal to 0.1 were considered significantly differentially expressed. For 

Condition 2, only genes present in at least 10% of both conditions and that showed at least a LFC 

https://paperpile.com/c/zVkeMy/NEBuM
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of 0.9 were tested. Genes with a Benjamini-Hochberg FDR less than or equal to 0.01 were 

considered significantly differentially expressed.60 

Finally, we ran Ingenuity Pathway Analysis (IPA) on the significantly differentially 

expressed genes for each cell type in Condition 1. Because CD8+ NKT cells had so many 

significant DE genes (1,416), within IPA we further filtered for genes with an FDR less than or 

equal to 0.01, yielding 641 “analysis ready” genes. Upstream regulators were identified by 

conducting a “Core Expression Analysis” on the LFC values. Default filters were used except for: 

1) the Confidence filter included both “Experimentally Observed” and “High (predicted)” 

relationships and 2) the Species filter only included “Human” and “Uncategorized” molecules and 

relationships. 

For cell-type specific analyses, IPA readouts on upstream regulators were sorted by 

"predicted activation state." Values flagged as “bias,” and molecule types “chemical,” “drug,” 

“complex” or “group” were removed. A total of 67 upstream regulators were enriched across the 

selected cell types. 

2.5 Appendix 

2.5.1 Appendix A: Detailed case presentations 

Family 1: The elder of the two siblings (STAT4 p.Ala635Val) presented with severe oral 
ulcerations in early childhood leading to inability to protrude his tongue by age 3 years. At age 16, 
he presented to Rheumatology clinic for a newly developed waxy, pale flat lesion on his chest, 
with biopsy consistent with morphea. Over a 5-week period, the skin lesions increased in size, to 
involve the forearms and posterior ears, and subsequently progressed to involve the anterior tibia, 
as well as the face. His initial laboratory evaluation was notable for mild elevation of CRP with 
normal IgG and IgM but absent IgA. White blood cell and absolute lymphocyte counts were mildly 
decreased and subset analysis demonstrated decreased CD4 and CD8 T cells. He was treated 
with intermittent pulse methylprednisolone 1 g daily x 3 days, methotrexate 25 mg SQ weekly and 
prednisone 20 mg daily.  Despite therapy, he continued to rapidly develop new lesions on his 
back with ulceration and spreading waxy hypopigmentation, leading to addition of mycophenolate 
mofetil and PUVA therapy for 6 weeks.  The rash continued to progress with ulcerating lesions on 
the skin over his buttocks, and new erythematous, raised, pruritic rash on his hands and feet, with 
biopsy suggestive of nodular keloids, with minimal response to laser therapy. Six months later, 
he developed erythematous nodular lesions on his chest, with persistence of lesions on his hands, 
wrists, ankles, feet and upper legs, while the waxy hypopigmented lesions on his face, upper arms 
and lower legs largely subsided.  The patient continued to note intermittent aphthous ulcers. In 

https://paperpile.com/c/zVkeMy/UOxfH
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an attempt to taper his daily prednisone and methotrexate, monthly intravenous immunoglobulin 
was initiated at 2g/kg, with no further spread of the lesions. Four years into his disease course, 
identification of a mutation in STAT4 led to introduction of the JAK inhibitor ruxolitinib 5 mg BID, 
and discontinuation of mycophenolate mofetil.  Ultimately, ruxolitinib was increased to 10 mg BID 
and the monthly IVIG dose decreased to 1 g/kg monthly.  During this time, he had notable 
improvement in weight and in his nodular rash, without development of new lesions.  After 11 
months of therapy, the rash and oral ulcers had largely resolved, and IVIG was administered only 
for replacement dosing. His most recent laboratory evaluation is notable for stable white blood 
cell, neutrophil, and lymphocyte counts, normal inflammatory markers and normal IgG and IgM. 
He continues to have IgA deficiency. No adverse events have been reported on ruxolitinib.  By 
eighteen months after initiation of ruxolitinib, he had discontinued all other medications, with 
complete resolution of rash on his chest and significant clearing of both hands and feet. 

The younger sibling presented at age 5 with neck limitation, bilateral wrist arthritis, bilateral 
knee arthritis, and arthritis of the metatarsophalangeal joints.  He had significant diffuse muscular 
weakness, with normal clinical laboratory studies including serum inflammatory markers.  
Radiographs were notable for diffuse osteopenia without joint space narrowing or erosive disease.  
He was diagnosed with polyarticular JIA, with initial treatment with prednisone and naproxen. 
However, due to lack of improvement, he was started on methotrexate.  He subsequently 
developed methotrexate intolerance with complaints of shaking, fever, and abdominal pain and 
was switched to etanercept.  Persistent elevations in ESR prompted a switch to infliximab with 
initial dosing at 6 mg/kg and increased up to 10 mg/kg.  His exam continued to be notable for 
persistently active bilateral arthritis of elbows, wrists, knees and ankles with an unsteady gait, and 
flexion contractures of the hands.  He was also noted to have erythema of the upper eyelids, as 
well as a rash on the cheeks that was thought to be due to pseudoporphyria from naproxen use.  
Despite apparent improved range of motion on infliximab, he subsequently developed a right leg 
contracture with shiny firmness of the skin over his hands and feet as well as a scaly rash over 
his upper chest and hyperpigmentation of the neck. He continued to have diffuse arthritis as well 
as subcutaneous tissue loss without calcinosis.  He was started on daily leflunomide, but switched 
to cyclosporine given worsening of his skin findings including tautness of the skin over the dorsum 
of hands and forearms as well as over the dorsum of his feet and legs below the knees.  He was 
also noted to have tautness of the skin around the lateral portion of his neck near his jaw as well 
as his upper chest and lower neck.  Additional evaluations included an ophthalmologic exam 
negative for uveitis, negative chest CT, and normal cardiac echocardiogram.  Light therapy was 
started with some improvement in skin lesions, but he continued to have severe limitation of 
wrists, no motion in the ankles or subtalar joints, severe flexion contractures of the fingers, and 
decreased range of motion of the wrists.  Skin biopsy at an outside center was reported to be 
consistent with scleroderma. 

He was started on treatment for localized scleroderma with methylprednisolone pulsing (3 
consecutive days for 3 months) and combination therapy including leflunomide, cyclosporine and 
prednisone. Despite this regimen, he continued to develop large linear scleroderma lesions on 
the side of his face, along his neck and the back of his neck and extending from the distal arms 
into the fingers.  He had severe contractures of the feet with the lesions extending up the thighs 
from the feet, sparing the knees.  Leflunomide was discontinued due to elevated LFTs.  Exam at 
that time demonstrated significant weight loss from the 40 th percentile to the 10-25th percentile 
and height to be in the 3rd percentile of age appropriate normals.  He continued to have worsening 
scleroderma of the face without ability to note any normal skin on the face and worsening knee 
contractions, and the diagnosis of pansclerotic morphea was made. The patient was continued 
on methylprednisolone pulses and cyclosporine, and minocycline was added. Labs were notable 
for worsening LFTs and aldolase values, preceding a presumed scleroderma renal crisis and right 
ankle cellulitis/bullous impetigo requiring IV antibiotics, and new diagnosis of restrictive lung 
disease.  Given the refractory course and progressive systemic complications, autologous bone 
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marrow transplant was proposed. For stem cell mobilization, he received 1 dose of 2 g/m2 
cyclophosphamide followed by G-CSF and stem cell collection.  Shortly afterwards, he began to 
develop right lower leg ulcers with Rodnan score 3 diffusely (scleroderma skin scoring).  He 
underwent a non-myeloablative preparatory regimen followed by stem cell rescue procedure, 
consisting of 50 mg/kg per day times 4 days of cyclophosphamide followed by 1.5 mg/kg of rapid 
anti-thymocyte globulin (ATG) with methylprednisolone followed by autologous stem cell infusion.  
After 3 months, his right leg ulcers persisted, however, the rest of his skin lesions appeared to 
have improved and he was noted to have new hair growth on the skin.  Over the next several 
months, his Rodnan score improved from 3 to 1 or 2 in multiple quadrants of the body including 
the back, upper chest, lower abdomen, and upper arms, with improved laboratory values including 
normal CBCD, and LFTs.  His IgG remained low at 473 (582-1441 mg/dL) and monthly 
replacement IVIG to keep IgG > 500 mg/dL was initiated.  Unfortunately, 1 year post-transplant, 
he had relapse of his skin disease with worsening joint contractures, skin tightening, hair loss and 
loss of function.  Immunomodulatory therapy was re-initiated with intravenous cyclophosphamide 
every 2 weeks and daily oral imatinib mesylate.  The imatinib mesylate was stopped shortly 
afterwards due to persistent neutropenia and myelosuppression.  He continued to have 
sclerodermatous skin with new breakdown in the chest region leading to initiation of bosentan. 
However, disease progression with resorption of the distal bones of his hands, worsening 
thrombocytopenia and bleeding from the skin led to discontinuation of bosentan.  His case was 
further complicated by recurrent cellulitis requiring intravenous antibiotics and subsequent 
squamous cell carcinoma.  Despite aggressive radiotherapy, he had poor healing after the biopsy 
and also developed several similar lesions on the dorsum of his right foot.  Five years post-
transplant, he underwent right above the knee amputation and bone marrow biopsy which showed 
mixed cellular marrow (75% cellularity) without malignancy, but his surgery was complicated by 
the development of an ulcer that required surgical revision, and his replacement immunoglobulin 
was increased to immunomodulatory dosing at 2 g/kg monthly.  He continued to have persistent 
skin lesions with frequent cellulitis and bleeding episodes, ultimately electing to have bilatera l 
through-humerus amputations, complicated by post-operative liver failure, and right ventricular 
hypertension with subsequent development of splenomegaly, and portal hypertension. Nearly 9 
years post-transplant, prompted by the genetic results, he was started on ruxolitinib. However, 
the patient then developed anxiety attacks and ruxolitinib was held.  He subsequently underwent 
elective left lower extremity through joint amputation as well as chest wall biopsy.  Ruxolitinib was 
held during this time but then restarted 2 weeks after surgery, with stabilization of his pulmonary 
hypertension.  He continues on IVIG 2 g/kg for IgG levels < 1000 but has been able to avoid 
infusions for up to 2 months at a time over the last year.  Most recent labs are notable for resolution 
of neutropenia with normal inflammatory markers, with persistent IgM and IgA deficiency.   

The father of P1 and P2 has a history of oral ulcerations and less severe skin disease 
without a formal diagnosis, whereas the mother has no history of similar disease. 

Family 2: The proband of Family 2 (STAT4 p.Ala650Asp) presented at 3 years of age with 
joint swelling of the ankles, knees, and elbows, and an inability to keep up with his peers. At the 
age of 7, he developed painful bilateral hand contractures and shortly after, developed a white 
patch on his left leg. He was given the diagnosis of juvenile rheumatoid arthritis, was hospitalized 
and treated with naproxen and methotrexate. He subsequently underwent biopsy consistent with 
scleroderma and he was treated with steroids for 6 months. By the following year, the fibrotic skin 
lesions became confluent and a diagnosis of generalized morphea was made. He was 
subsequently evaluated for possible eosinophilic fasciitis after a small ulcer on the right foot 
spread to the whole foot (except the sole) and progression of other skin ulcerations occurred. He 
had depigmented areas on the extremities and face with pruritus. In addition, he had increased 
contractions in the hands and feet and decreased use of the extremities. Lab studies showed an 
elevated ESR and profound peripheral eosinophilia. ANA and rheumatoid factor were negative. 
At that time diagnoses considered were scleroderma with possible overlap features of eosinophilic 
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fasciitis. He was treated with infusions of methylprednisolone and then put on methotrexate. He 
responded to methotrexate without any major extension of the morphea. Six months after the 
drug was stopped, there was almost an "explosion" of skin sclerosis, preceded by inflammatory 
pruritus. He was treated with IM methotrexate and penicillamine for 8 months. Penicillamine was 
discontinued due to neutropenia. After 5 years of disease, he had generalized morphea in all 
stages of activity, involving the legs, buttocks, groin, shoulders and arms plus some deformity of 
the hands, ankles and feet with fixed flexion in the hands and wrist joints. He was treated with 
three pulses of methylprednisolone 500 mg for three consecutive weeks, as well as 10 mg of 
prednisone on a daily basis. Azathioprine and cyclosporine were added but he developed a 
severe infection, and he was treated with IV prostacyclin and hyperbaric oxygen. By report, the 
lesions did not get any worse after treatment with hyperbaric oxygen however when it was 
discontinued the ulcers worsened, and methotrexate was restarted. He underwent surgery to the 
hand to improve flexibility; upon surgical debridement of the foot ulcer, cultures grew Serratia 
marcescens and Enterococcus faecalis. After 8 years of disease, he had developed contractures 
of the knees, with maximum straightening of the right leg of about 150 degrees and maximum 
straightening of the left knee of less than 90 degrees, and contractures/subluxation of the ankles 
and elbows, and he was unable to close his hands. He had chronic foot ulcers on the right side, 
covering the back and distal lower legs with small ulcers on the upper legs and arms. Biopsy of 
the foot ulcer showed only granulation tissue, without evidence of neoplasia. His skin thickened 
and scarred causing extensive contractures, both axial and peripheral, limiting movement and 
leading to the patient being wheel chair bound. At initial evaluation, laboratory examinations were 
significant for ESR of 32, aldolase 11, CPK 32. Imaging included a chest x-ray with mild interstitial 
changes. Pathology included a lymph node biopsy suggestive of CMV infection, with 
bronchoalveolar lavages demonstrating increased eosinophils in the vessels. His bone marrow 
biopsy was unremarkable. Over the course of disease, he had persistently elevated inflammatory 
markers including ESR and CRP with negative autoantibodies. Over the 15 years of disease, his 
immunosuppressive therapy regimen included oral and intravenous steroids with a maximum 
dose of 32 mg prednisolone, intermittent methotrexate, maximum dose of 25 mg subcutaneously, 
a trial of D-penicillamine, withdrawn because of severe leukopenia that resolved after using 
granulocyte and growth factors, azathioprine, cyclosporine and 17 pulses of intravenous 
gammaglobulin (1 g/kg/day for two days). Therapies were ultimately discontinued in the setting of 
open wounds and risks for infection. Ulcers were primarily treated by surgical debridement and 
local wound care. By his twenties, he was diagnosed with 50% hearing loss. He also lost vision 
suddenly in both eyes from cataracts. He had corrective cataract surgery with successful return 
of 20/20 vision in both eyes. At age 31, the patient died following an infection. 

The proband’s mother in Family 2 also has a presentation of joint deformities that began 
at age 20 years. She reported “electric pain” in her upper extremities with progressive hand joint 
swan-neck deformities over a 6-month period. The progression subsequently stabilized and was 
no longer painful, but she was left with marked residual deformities. She later developed bilateral 
cataracts requiring surgical correction at age 40, and bilateral hearing loss requiring hearing aids 
by the age of 50. 

Family 3: The proband in Family 3 (STAT4 p.His623Tyr) developed a non-healing wound 
on his lower extremity at 9 months of age, followed by poor weight gain, loose stools, ‘wasted 
appearance’ of his lower extremities with firmness of the subcutis throughout the upper and lower 
extremities, with decreased range of motion and mild swelling of several small to large joints by 
age 12 months.  Further history revealed recurrent tonsillitis, two pneumonias, with normal CBC 
and IgG but low IgA.  Evaluation was extensive including cardiopulmonary, gastroenterology, 
genetics, and musculoskeletal studies.  Significant findings in the musculoskeletal imaging 
pathology were found consistent with deep tissue inflammation and sclerosis of several levels 
from subcutis to muscle, consistent clinically with disabling pansclerotic morphea of childhood.  
An ultrasound of the lower extremities demonstrated obvious irregular nodular thickening of the 
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subcutaneous soft tissues throughout bilaterally and arthritis of the knees.  Further imaging 
(before treatment) included MRI hip/girdle and lower extremities (Fig. 2.8d) demonstrated 
subcutis edema with extensive fasciitis with associated adjacent muscle edema, which was 
directly supported histologically via full thickness skin biopsy of the left thigh (Fig. 2.8e,f) that 
showed marked sclerotic changes of the deep fascia and fibrous trabeculae of the subcutaneous 
fat with extension into the dermis with an associated moderate lymphoplasmacytic infiltrate of the 
periadnexal, perivascular and septal areas.  Noted was extensive expanded fascial tissue with 
inflammation and sclerosis and associated neighboring skeletal muscle lymphocytic infiltrate (Fig. 
2.8e,f). 

He was treated (Fig. 2.9) immediately with oral glucocorticoids (2mg/kg divided BID with 
taper over 9 months), in conjunction with methotrexate (1 mg/kg/week), UVA ~10 J/cm2 three 
times/week (4 months), and aggressive physical therapy and occupational therapy.  Improvement 
in skin induration and joint range of motion (ROM) was noted within 6 months.  Oral steroids were 
increased to potentially gain more benefit and tapered completely off by 24 months into therapy. 
Methotrexate continued.  Repeat MRI of hip girdle/ lower extremities 18 months into treatment 
demonstrated full resolution of subcutis, fascia and muscle edema (and resolved inguinal and 
popliteal lymph node adenopathy).  He had slow improvement with full resolution of remaining 
skin thickness and improvement of ROM, but with remaining deficits mild in his fingers, elbows, 
hips and knees and more moderate in ankles and subtalar joints, over the next several years.  He 
was weaned off methotrexate completely after 6 years of therapy, and within 6 months had a flare 
of tenosynovitis of the upper extremities, wrists and fingers, mostly PIPs, documented clinically 
and radiographically with MRI. There was no flare of the skin, subcutis or fascia.  Methotrexate 
with oral prednisone taper was restarted and led to improvement within 6 months.  Due to 
tolerance issues 2 years later, he was switched from methotrexate to adalimumab to treat 
polyarthritis, with his only remaining symptoms being morning stiffness and synovial hypertrophy 
on examination.  He has experienced full arthritis response to adalimumab and he was been in 
clinical remission in skin and joint symptoms for the past 6 years.  He is currently 17 years old 
and fully participates in track and football sports at high school and has no complaints.  He does 
have remaining moderate joint contractures of the subtalar and ankle joints with associated 
radiographic narrowing of the anterior subtalar joint space and osteophyte formation at the 
talonavicular joint supporting early degenerative changes, but other joints have little or no 
remaining joint contractures.  There have been no additional immune lab abnormalities, serious 
or chronic infections or other autoimmune diagnoses over the 15 years of follow up. 
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2.5.2 Appendix B: Additional Figures 

 
Figure 2.6: Additional clinical images and evaluations of patients. 
Hypopigmented “tank top” sign on the back (a, P3), and loss of entire subcutis of legs with joint contractures 
of ankle, subtalar and toe (b, P4). MRI of pelvic girdle (c, P4) and extremities (femur (d), knee (e), P3) 
reveals diffuse fasciitis, adjacent myositis, and subcutaneous calcifications. Full thickness skin biopsy (f,g, 
P4) shows thickened fascia with sclerosis and pockets of lymphoplasmacytic inflammation throughout (f) 
with adjacent muscle demonstrating lymphocytic infiltrate throughout the muscle bundles (g).  
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Figure 2.7: Summary of clinical labs for patients of Family 1. 
(a) Absolute neutrophil count (ANC, normal range green), (b) absolute lymphocyte count (ALC, normal 
range green), (c) platelet count (normal range (green): 150-450 103/mm3), (d) erythrocyte sedimentation 
rate (ESR, normal range green), (e) C-reactive protein levels (CRP, normal range (green): < 0.5 mg/dL), (f) 
hemoglobin (normal range (green): 11.5 – 18.0 g/dL), (g) IgG (normal range (green): 650-1600 mg/dL, (h) 
IgM (normal range (green): 50-300 mg/dL), and (i) IgA (normal range (green): 80-280 mg/dL levels over 
the course of disease. Arrowheads indicate initiation of ruxolitinib therapy.   
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Figure 2.8: Treatment summary for Family 1. 
Timeline for immunomodulatory treatments for Patient 1 (a) and Patient 2 (b).   
 

 
Figure 2.9: Treatment summary for Patient 4, Family 3. 
Timeline for immunomodulatory treatments for the family 3 proband (a; UVA, ultraviolet A) and clinical 
scoring by the modified LS Skin Severity Index (mLoSSI, red) and Physician Global Assessment (PGA, 
blue) of Disease Activity. Dotted line represents absence of disease (b).  
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Figure 2.10: Sanger sequencing 
(a) Chromatograms show confirmation of heterozygous STAT4 mutation, c.1904 C>T, encoding A635V. 
(b) Confirmation of heterozygous STAT4 mutation, c.1949 C>A, encoding A650D in Family 2. (c) 
Confirmation of de novo heterozygous STAT4 mutation, c.1867 C>T, encoding H623Y in Family 3.  
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Figure 2.11: Structure, conservation and predicted impact of amino acid substitutions caused by 
STAT4 patient mutations. 
(a) The structure of STAT4 modeled on STAT1 (PDB 1BF5; linker domain green, DNA binding domain 
yellow, coil-coil domains red, and the A635, H623 and A650 residues (red spheres) proximal to the SH2 
domain (cyan)). The box shows a magnification of the phosphotyrosine binding pocket. (b) Sequences for 
Homo sapiens STAT1 (NP_009330.1), STAT2 (NP_005410.1), STAT3 (NP_644805.1), STAT4 
(NP_003142.1), STAT5A (NP_003143.2), STAT5B (NP_036580.2), and STAT6 (NP_003144.3) were 
aligned with STAT4 sequences from Mus musculus (mouse, NP_035617.1), Gallus gallus (chicken, 
NP_001254484.2), Xenopus tropicalis (western clawed frog, XP_031749081.1), and Danio rerio (zebrafish, 
XP_005167937). Triangles at top indicate the positions of amino acids changed by patient mutations. 
Highlighted residues are identical to the H. sapiens STAT4 sequence. Numbers indicate amino acid 
positions. Alignments were performed with Clustal Omega.62 Cladogram on left was derived from previous 
phylogenetic analyses.63 Amino acid substitutions associated with a STAT1 gain-of-function and chronic 
mucocutaneous candidiasis (CMC) and STAT3 gain-of-function and hyper-IgE syndrome are indicated by 
triangles at bottom.64–66 The amino acids at STAT1 H629 and STAT3 Q635 are homologous to STAT4 
H623 and the STAT3 N647 amino acid is homologous to STAT4 A635.  (c) The allele frequencies of the 
patient mutations in databases of single nucleotide variants reveal that these mutations are not present in 
the general population. (d) Eight programs were used to make in silico predictions for the effect of patient 
amino acid substitutions on STAT4 function (BayesDel,67 CADD_phred,68 FATHMM69 GERP++,70 
PolyPhen2,71 REVEL,72 SIFT,73  VEST74). Predictions indicating a potential or probable deleterious effect 
are highlighted in red. Cutoffs used for predicting deleterious effects for each program are reported at 
bottom.  
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Figure 2.12: Induction of IL-6 promoter activity by LPS in IL-6 Leeporter™ cells. 
IL-6 Leeporter™ cells were seeded at 5 x 104 cells/well into a white solid-bottom 96-well microplate. Cells 
were stimulated with various concentrations of LPS for 16 hours, and luciferase activity measured. Shown 
as average ± SEM (n=2).    
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Figure 2.13: RNAseq demonstrates pro-inflammatory state. 
(a) Number of differentially expressed genes between unstimulated and IFNα-stimulated U3A cells stably 
transfected with the indicated STAT4 variants (WT, H623Y, A635V, A650D, or the phospho-dead variant 
Y693A). Genes differentially expressed after IFNα stimulation were identified using the following criteria: 
log2 fold change > 0.5, FDR < 0.1, and logCPM > 0.3. (b) Venn Diagram showing the number of differentially 
expressed genes similar and different between each condition. (c) Log2 fold change expression of top 
induced genes with IFNα stimulation. (d) Baseline expression of total STAT4 does not vary among 
unstimulated U3A cells stably transfected with the indicated STAT4 variants (H623Y, A635V, A650D) 
compared to wildtype (WT) (n=3 per cell line; n.s., not significant).  
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Figure 2.14: Nuclear localization of variant STAT4. 
(a) HEK 293T cells transiently transfected with plasmids containing wildtype H623Y, A635V or phospho-
dead Y693A STAT4 tagged with GFP. Unstimulated cells transfected with H623Y or A635V variants show 
a greater accumulation of STAT4 in the nucleus compared to wildtype and Y693A cells in single 
fluorescence channel images. (b) Single channel immunofluorescence imaging of primary skin fibroblasts 
from patient have prominent pSTAT4 (green) which is not observed in healthy donor fibroblasts at baseline. 
(c) Relative expression of STAT4 mRNA by qPCR in healthy donor and patient derived skin fibroblasts.   
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Figure 2.15: pSTAT4 activation and effects on T cells in peripheral blood. 
(a) Flow cytometry of CD3+CD4+ CD45RO+ or – cells from 2 healthy donors compared to Family 1 P1 and 
P2. pSTAT4 measured in response to PHA and IL-12 stimulation. (b) PHA-induced blasting was reduced 
in peripheral blood T cells isolated from patients carrying either the H623Y or A635V variants, compared to 
healthy donor T cells. (c) Differential expression analysis of T cells from untreated patient compared to 
control, demonstrating upregulation of genes associated with T cell exhaustion (PDCD1, HAVCR4, 
PRDM1, IKZF2, IRF9 and TOX, shown in green) and downregulation of JUN, FOS, FOSB, NR4A2, CISH, 
TNF and IFNG, shown in red. Non-significant genes with low fold changes are not shown. STAT4 was not 
differentially expressed among T cell subsets between patient and control samples.  
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Figure 2.16: Evaluation of fibroblast function in vitro. 
(a) Representative wound closure (“scratch”) assay. Confluent monolayers are scratched with a 200-μl 
pipette tip and diameter of scratch measured every 4-6 hours until closure. (b,c) TGF-β induces contraction 
in healthy donor control skin fibroblasts in a collagen matrix. Primary skin fibroblasts were embedded in a 
type I bovine collagen matrix, and incubated for 2 days with or without 10ng/mL TGF-β. After release, 
collagen gel diameter (arrow) was measured hourly. Representative collagen gel disks with contraction in 
the presence of TGF-β, compared to the untreated disk is shown in (b). (*, p<0.05; n=4). (d) F-actin 
immunocytochemistry of 2 additional healthy donors. (e,f) Secretion of pro-collagen α1 (e) and fibronectin 
(f) at baseline in cell cultures from patient or healthy donors (n=3).   
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Figure 2.17: Role of IL-6 in fibroblast inflammation. 
(a) TGF-β -induced contraction of collagen matrix by healthy donor derived fibroblasts is reduced by IL-6 in 
a dose-dependent fashion (n=4).  (b) Treatment of healthy donor fibroblasts with IL-6 (10 ng/mL) leads to 
enlarged cells (10X, images representative of 2 independent experiments). (c) Pre-treatment with anti-IL-6 
leads to improved fibroblast migration in wound healing assays. (n=3 experiments, 6 scratches each *, 
p<0.05; **, p<0.01; by 2-way ANOVA).   
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Figure 2.18: Ruxolitinib does not improve other aspects of wound healing in vitro. 
 (a,b) ELISA of primary skin fibroblast supernatants shows similar secretion of pro-collagen α1 (a) and 
fibronectin (b) at baseline, and when treated with ruxolitinib in both patient and normal donor samples (n = 
3). (c) Collagen contraction induced by TGF-β remains impaired despite treatment with ruxolitinib, 
compared to healthy donor fibroblasts (n=3). (d) F-actin immunocytochemistry shows disorganized 
distribution and enhanced stress fibers in patient primary skin fibroblasts compared to healthy donor that is 
not dramatically improved with ruxolitinib treatment. (10X, images representative of 2 independent 
experiments)   
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Figure 2.19: Cell type identification and integration of the scRNA-seq datasets. 
(a) Cells plotted in UMAP space after running the dimensionality reduction on 47 PCs for the integrated 
patient dataset, colored by sample. (b) Dotplot of canonical PBMC markers (x-axis). Clusters (y-axis, left-
hand side) were labeled as cell types based on expression. Markers visualized are taken from those 
expected to be upregulated in immune tissue according to ScType’s database. Dot size reflects the fraction 
of cells in the cluster expression the marker, and color reflects the average expression of the marker. 
Expression values are taken from the integrated, scaled expression matrix. 
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Figure 2.20: Upstream regulators identified by Ingenuity Pathway Analysis (IPA). 
IPA analysis of NK cell, CD4+ T cell and CD8+ T cell clusters. Differentially expressed genes used as input 
to IPA were identified by comparing expression levels in Patient 1 relative to Patient 2 in each cell type. 
Upstream regulators that are activated are shown in orange, and those that are inhibited are shown in blue. 
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Figure 2.21: SNPs in STAT4 have been associated with immune disease by GWAS studies. 
Top. Filled in squares indicate an association between the SNP (columns) and the disease (rows). Colored 
circles (red, green, blue, purple) indicate groups of SNPs that are in linkage disequilibrium with each other 
(r2>0.8). Bottom. Positions of the SNPs within the STAT4 gene are shown. Coordinates are from the 
GRCh38 build of the human genome. APS: Antiphospholipid Syndrome; ATD: Autoimmune Thyroid 
Disease; BD: Behçet disease; JIA: Juvenile Idiopathic Arthritis; HBV: Hepatitis B Virus; MS: Multiple 
Sclerosis; MU: Mouth Ulcers; NMOSD: Neuromyelitis Optica Spectrum Disorder; PBC: Primary Biliary 
Cirrhosis or Cholangitis; PFAPA: Periodic fever, aphthous stomatitis, pharyngitis, and cervical adenitis 
syndrome; RA: Rheumatoid Arthritis; SjS: Sjögren’s Syndrome; SLE: Systemic Lupus Erythematous; SSc: 
Systemic Sclerosis; T1D: Type I Diabetes; UC: Ulcerative Colitis.26,27,75–117  

2.5.3 Appendix C: Data Availability 

The authors declare that the data supporting the findings of this study are available within 
the paper. Single-cell data can be accessed at GEO (in process).  Genome data for individual 
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apply for access to these data, pending approval of the individual Institutional Review Boards. 
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Chapter 3: Context-aware deconvolution of cell-cell 

communication with Tensor-cell2cell 

Cell interactions determine phenotypes, and intercellular communication is shaped by 

cellular contexts such as disease state, organismal life stage, and tissue microenvironment. 

Single-cell technologies measure the molecules mediating cell-cell communication, and emerging 

computational tools can exploit these data to decipher intercellular communication. However, 

current methods either disregard cellular context or rely on simple pairwise comparisons between 

samples, thus limiting the ability to decipher complex cell-cell communication across multiple time 

points, levels of disease severity, or spatial contexts. Here we present Tensor-cell2cell, an 

unsupervised method using tensor decomposition, which is the first strategy to decipher context-

driven intercellular communication by simultaneously accounting for multiple stages, states, or 

locations of the cells. To do so, Tensor-cell2cell uncovers context-driven patterns of 

communication associated with different phenotypic states and determined by unique 

combinations of cell types and ligand-receptor pairs. As such, Tensor-cell2cell robustly improves 

upon and extends the analytical capabilities of existing tools. We show Tensor-cell2cell can 

identify multiple modules associated with distinct communication processes (e.g., participating 

cell-cell and ligand receptor pairs) linked to severities of Coronavirus Disease 2019 and to Autism 

Spectrum Disorder. Thus, we introduce an effective and easy-to-use strategy for understanding 

complex communication patterns across diverse conditions. 
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3.1 Introduction 

Organismal phenotypes arise as cells adapt and coordinate their functions through cell-

cell interactions within their microenvironments1. Variations in these interactions and the resulting 

phenotypes can occur because of genotypic differences (e.g. different subjects) or the transition 

from one biological state or condition to another2 (e.g. from one life stage into another, migration 

from one location into another, and transition from health to disease states). These interactions 

are mediated by changes in the production of signals and receptors by the cells, causing changes 

in cell-cell communication (CCC). Thus, CCC is dependent on temporal, spatial and condition-

specific contexts3, which we refer to here as cellular contexts. “Cellular contexts” refer to variation 

in genotype, biological state or condition that can shape the microenvironment of a cell and 

therefore its CCC. Thus, CCC can be seen as a function of a context variable that is not 

necessarily binary and can encompass multiple levels (e.g. multiple time points, gradient of 

disease severities, different subjects, distinct tissues, etc.). Consequently, varying contexts trigger 

distinct strength and/or signaling activity1,4–6 of communication, leading to complex dynamics (e.g. 

increasing, decreasing, pulsatile and oscillatory communication activities across contexts). 

Importantly, unique combinations of cell-cell and ligand-receptor (LR) pairs can follow different 

context-dependent dynamics, making CCC hard to decipher across multiple contexts. 

Single-cell omics assays provide the necessary resolution to measure these cell-cell 

interactions and the ligand-receptor pairs mediating CCC. While computational methods for 

inferring CCC have been invaluable for discovering the cellular and molecular interactions 

underlying many biological processes, including organismal development and disease 

pathogenesis5, current approaches cannot account for high variability in contexts (e.g., multiple 

time points or phenotypic states) simultaneously. Existing methods lose the correlation structure 

across contexts since they involve repeating analysis for each context separately, disregarding 

informative variation in CCC across such factors as disease severities, time points, subjects, or 
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cellular locations7. Additional analysis steps are required to compare and compile results from 

pairwise comparisons8–11, reducing the statistical power and hindering efforts to link phenotypes 

to CCC. Moreover, this roundabout process is computationally expensive, making analysis of 

large sample cohorts intractable. Thus, new methods are needed that analyze CCC while 

accounting for the correlation structure across multiple contexts simultaneously. 

Tensor-based approaches such as Tensor Component Analysis12 (TCA) can deconvolve 

patterns associated with the biological context of the system of interest. While matrix-based 

dimensionality reduction methods such as Principal Component Analysis (PCA), Non-negative 

Matrix Factorization (NMF), Uniform Manifold Approximation and Projection (UMAP) and t-

distributed Stochastic Neighbor Embedding (t-SNE) can extract low-dimensional structures from 

the data and reflect important molecular signals13,14, TCA is better suited to analyze 

multidimensional datasets obtained from multiple biological contexts or conditions7 (e.g. time 

points, study subjects and body sites). Indeed, TCA outperforms matrix-based dimensionality 

reduction methods when recovering ground truth patterns associated with, for example, dynamic 

changes in microbial composition across multiple patients15 and neuronal firing dynamics across 

multiple experimental trials12. TCA exhibits superior performance because it does not require the 

aggregation of datasets across varying contexts into a single matrix. It instead organizes the data 

as a tensor, the higher order generalization of matrices, which better preserves the underlying 

context-driven correlation structure by retaining mathematical features that matrices lack16,17. 

Thus, with the correlation structure retained, the use of TCA with expression data across many 

contexts allows one to gain a detailed understanding of how context shapes communication, as 

well as the specific molecules and cells mediating these processes. 

Here, we introduce Tensor-cell2cell, a TCA-based strategy that deconvolves intercellular 

communication across multiple contexts and uncovers modules, or latent context-dependent 

patterns, of CCC. These data-driven patterns reveal underlying communication changes given 
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the simultaneous interaction between contexts, ligand-receptor pairs, and cells. We first show that 

Tensor-cell2cell successfully extracts temporal patterns from a simulated dataset. We also 

illustrate that Tensor-cell2cell is broadly applicable, enabling the study of diverse biological 

questions associated with COVID-19 severity and Autism Spectrum Disorder (ASD). While our 

approach can simultaneously analyze more than two samples, we show that Tensor-cell2cell is 

faster, demands less memory and can achieve better accuracy in separating context-specific 

information than simpler analyses accessible to other tools. We further demonstrate that Tensor-

cell2cell can leverage existing CCC tools by using their output communication scores to analyze 

multiple contexts. Thus, Tensor-cell2cell’s easily interpretable output leverages existing tools, and 

enables quick identification of key mediators of cell-cell communication across contexts, both 

reproducing known results and identifying novel interactors.  
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3.2 Results 

3.2.1 Deciphering context-driven communication patterns with Tensor-

cell2cell 

Organizing biological data through a tensor preserves the underlying correlation structure 

of the biological conditions of interest12,15,17. Extending this approach to infer cell-cell 

communication enables analysis of important ligand-receptor pairs and cell-cell interactions in a 

context-aware manner. Accordingly, we developed Tensor-cell2cell, a method based on tensor 

decomposition17 that extracts context-driven latent patterns of intercellular communication in an 

unsupervised manner. Briefly, Tensor-cell2cell first generates a 4D-communication tensor that 

contains non-negative scores to represent cell-cell communication across different conditions 

(Fig. 3.3.1a-c). Then, a non-negative TCA18 is applied to deconvolve the latent CCC structure of 

this tensor into low-dimensional components or factors (Fig. 3.3.1d-e). Thus, each of these factors 

can be interpreted as a module or pattern of communication whose dynamics across contexts is 

indicated by the loadings in the context dimension (Fig 3.1e). 

To demonstrate how Tensor-cell2cell recovers latent patterns of communication, we 

simulated a system of 3 cell types interacting through 300 LR pairs across 12 contexts 

(represented in our simulation as time points) (Fig 3.2a). We built a 4D-communication tensor that 

incorporates a set of embedded patterns of communication that were assigned to certain LR pairs 

used by specific pairs of interacting cells, and represented through oscillatory, pulsatile, 

exponential, and linear changes in communication scores (Fig. 3.3.2a-f; see Appendix for further 

details of simulating and decomposing this tensor). Using Tensor-cell2cell, we found that four 

factors led to the decomposition that best minimized error (Fig. 3.6a), consistent with the number 
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of introduced patterns (Fig 3.2f). This was robustly observed in multiple independent simulations 

(Fig. 3.7a).  

Our simulation-based analysis further demonstrates that Tensor-cell2cell accurately 

detects context-dependent changes of communication, and identifies which LR pairs, sender 

cells, and receiver cells are important (Fig 3.2g). In particular, the context loadings of the TCA on 

the simulated tensor accurately recapitulate the introduced patterns (Fig. 3.3.2f-g), while ligand-

receptor and cell loadings properly capture the ligand-receptor pairs, sender cells and receiver 

cells assigned as participants of the cognate pattern (Fig 3.2g). Indeed, we observed a 

concordance between the “ground truth” LR pairs assigned to a pattern and their respective factor 

loadings through Jaccard index and Pearson correlation metrics (Supplementary Tables 1-2). 

Moreover, Tensor-cell2cell robustly recovered communication patterns when we added noise to 

the simulated tensor (Fig. 3.7 and Appendix).  
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Figure 3.1: Tensor representation and factorization of cell-cell communication. 
In a given context (n-th context among N total contexts), cell-cell communication scores (see available 
scoring functions in REF5) are computed from the expression of the ligand and the receptor in a LR pair (k-
th pair among K pairs) for a specific sender-receiver cell pair (i-th and j-th cells among I and J cells, 
respectively). This results in a communication matrix containing all pairs of sender-receiver cells for that LR 
pair (a). The same process is repeated for every single LR pair in the input list of ligand-receptor 
interactions, resulting in a set of communication matrices that generate a 3D-communication tensor (b). 
3D-communication tensors are built for all contexts and are used to generate a 4D-communication tensor 
wherein each dimension represents the contexts (colored lines), ligand-receptor pairs, sender cells and 
receiver cells (c). A non-negative TCA model approximates this tensor by a lower-rank tensor equivalent 
to the sum of multiple factors of rank-one (R factors in total) (d). Each component or factor (r-th factor) is 
built by the outer product of interconnected descriptors (vectors) that contain the loadings for describing the 
relative contribution that contexts, ligand-receptor pairs, sender cells and receiver cells have in the factor 
(e). For interpretability, the behavior that context loadings follow represent a communication pattern across 
contexts. Hence, the communication captured by a factor is more relevant or more likely to be occurring in 
contexts with higher loadings. Similarly, ligand-receptor pairs with higher loadings are the main mediators 
of that communication pattern. By constructing the tensor to account for directional interactions (panels a-
b), ligands and receptors in LR pairs with high loadings are mainly produced by sender and receiver cells 
with high loadings, respectively.  
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Figure 3.2: Tensor-cell2cell recovers simulated communication patterns. 
(a) Cell-cell communication scenario used for simulating patterns of communication across different 
contexts (here each a different time point). (b) Examples of specific ligand-receptor (LR) and (c) cell-cell 
pairs that participate in the simulated interactions. Individual LR pairs and cell pairs were categorized into 
groups of signaling pathways and cell types, respectively. In this simulation, signaling pathways did not 
overlap in their LR pairs, and each pathway was assigned 100 different LR pairs. (d) Distinct combinations 
of signaling pathways with sender-receiver cell type pairs were generated (LR-CC combinations). LR-CC 
combinations that were assigned the same signaling pathway overlap in the LR pairs but not in the 
interacting cell types. (e) A simulated 4D-communication tensor was built from each time point’s 3D-
communication tensor. Here, a communication score was assigned to each ligand-receptor and cell-cell 
member of a LR-CC combination. Each communication score varied across time points according to a 
specific pattern. (f) Four different patterns of communication scores were introduced to the simulated tensor 
by assigning a unique pattern to a specific LR-CC combination. From top to bottom, these patterns were 
an oscillation, a pulse, an exponential decay and a linear decrease. The average communication score (y-
axis) is shown across time points (x-axis). This average was computed from the scores assigned to every 
ligand-receptor and cell-cell pair in the same LR-CC combination. (g) Results of running Tensor-cell2cell 
on the simulated tensor. Each row represents a factor, and each column a tensor dimension, wherein each 
bar represents an element of that dimension (e.g. a time point, a ligand-receptor pair, a sender cell or a 
receiver cell). Factor loadings (y-axis) are displayed for each element of a given dimension. Here, the 
factors were visually matched to the corresponding latent pattern in the tensor, and their loadings were 
normalized to unit Euclidean length. Assigned pattern scores and loading source data are provided in the 
Source Data file.  
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3.2.2 Tensor-cell2cell robustly extends cell-cell communication analysis 

To demonstrate the power of accounting for multiple contexts simultaneously, we 

compared the computational efficiency and accuracy of our method with respect to CellChat10, 

the only tool that summarizes multiple pairwise comparisons in an automated manner (Table 3.1). 

Since CellChat cannot extract patterns of CCC across multiple contexts, we instead use the 

output of its joint manifold learning on pairwise-based changes in signaling pathways as a 

comparable proxy to the output of Tensor-cell2cell. Despite the use of these proxy comparisons, 

we emphasize that the conceptual outputs reported by Tensor-cell2cell are unique. Briefly, we 

found that Tensor-cell2cell is faster, uses less memory, and achieves higher accuracy when 

analyzing CCC of multiple samples (Fig. 3.8); using a GPU further increases computational speed 

of Tensor-cell2cell. See more details regarding this comparison in the Methods and Tensor-

cell2cell is fast and accurate section of the Appendix.  

A major advantage of Tensor-cell2cell is that it acts as a robust dimensionality reduction 

method for any communication scores arranged as a tensor. To illustrate this, we set out to 

harness the sample-wise communication scoring outputs of other tools. Tensor-cell2cell can 

restructure these outputs into a 4D-communication tensor (Fig 3.1), extending their capabilities to 

recover context-dependent patterns of communication. This generalizability enables users to 

employ any scoring method. Thus, we ran Tensor-cell2cell on communication scores generated 

by sample-specific analysis with CellPhoneDB19, CellChat10, NATMI9, and SingleCellSignalR20, 

as well as the built-in scoring of Tensor-cell2cell. Specifically, we analyzed twelve bronchoalveolar 

lavage fluid (BALF) samples from patients with different severities of COVID-19 (healthy, 

moderate and severe) with each method listed above. We assessed the consistency of 

decomposition between all five scoring methods by using the CorrIndex21. The CorrIndex value 

lies between 0 and 1, with a higher score indicating more dissimilar decomposition outputs; we 

thus report our similarity results as (1-CorrIndex). Our results indicate that Tensor-cell2cell can 
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consistently identify context-dependent communication patterns independent of the initial 

communication scoring method (Fig 3.3a, Fig. 3.9), with a mean similarity score of 0.82. 

Furthermore, differences in decomposition results are driven at the ligand-receptor resolution, yet 

tend not to propagate to the cell- or context-resolution (Appendix and Fig. 3.10-6). While these 

results agree with previous reports regarding the inconsistency of scoring methods for ligand-

receptor interactions22, they also show the power of tensor decomposition to resolve these 

inconsistencies and identify biologically and conceptually consistent communication patterns. 

Since Tensor-cell2cell requires the use of multiple conditions or samples, we also 

assessed biases that may have been introduced by batch effects during gene expression count 

transformation (e.g., normalization, batch correction, etc). Specifically, we assessed the impact 

of applying the log(CPM+1) and the fraction of non-zero cells as preprocessing methods23, and 

ComBat24 and Scanorama25 as batch-effect correction. Here, we also used the BALF COVID-19 

samples and built the 4D-tensors using the gene expression values obtained in each case. After 

running the tensor decomposition, these strategies generated results that seem biologically 

comparable, as measured with a mean similarity score of 0.86 (Fig 3.3b). As expected, using the 

raw counts leads to the most biased and different results in comparison to the other preprocessing 

methods; the mean similarity score between raw counts and all other approaches is 0.77. In 

contrast, the highest similarity was between the log(CPM+1) and the non-zero fraction of cells. 

This result is also expected since the non-zero fraction of cells is comparable to the log(CPM+1). 

However, the non-zero fraction performs better in comparisons of lowly expressed genes23(e.g. 

receptors on the cell surface26), so we included this fraction as part of the Tensor-cell2cell built-in 

workflow. Thus, Tensor-cell2cell can detect consistent CCC signatures independent of the 

method by which gene expression is corrected, with the exception of raw counts, as indicated by 

the high similarities observed (Fig 3.3b). 

https://paperpile.com/c/3LCOQR/fIJLT
https://paperpile.com/c/3LCOQR/WBf6x
https://paperpile.com/c/3LCOQR/pMfaY
https://paperpile.com/c/3LCOQR/LAaCe
https://paperpile.com/c/3LCOQR/WBf6x
https://paperpile.com/c/3LCOQR/82BNF
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Table 3.1: Methodological strategy and context-based analysis in available tools. 

Tool Communicati
on Score 

Context Evaluation Simultane
ous 
Contexts 

Multim
eric LR 
pairs 

Data 
Resolutio
n 

Platform Refs. 

Tenso
r-
cell2c
ell 

Expression 
Mean, 
Expression 
Product and 
Geometric 
Mean 

Builds a tensor with all 
contexts simultaneously 
and runs a tensor 
decomposition, 
accounting for the 
correlation structure 
across contexts 

Unlimited Yes Bulk, 
Single 
Cell 

Python This 
work 

CellC
hat 

Mass-action-
based 
probability 

Runs separate analyses 
of each context, does 
pairwise comparisons and 
harmonizes them through 
a joint manifold learning 

2 Yes Single 
Cell 

R 10 

CellPh
oneD
B 

Expression 
Mean 

None 1 Yes Single 
Cell 

Python 19 

CellTa
lker 

Differential 
Combinations 

Differential analysis 
between two contexts 

2 No Single 
Cell 

R 8 

Conne
ctome 

Modified 
Expression 
Product 

Differential analysis 
between two contexts. An 
overall analysis of cell-
type importance can be 
done for more contexts 

2 No Single 
Cell 

R 11 

ICELL
NET 

Expression 
Product 

None 1 Yes Bulk, 
Single 
Cell 

R 27 

iTalk Differential 
Combinations 

Differential analysis 
between two contexts 

2 No Single 
Cell 

R 28 

NATM
I 

Expression 
Product and 
Normalized 
Expression 
Product 

None 1 No Bulk, 
Single 
Cell 

Python 9 

Niche
Net 

Personalized-
PageRank-
based score 

None 1 No Bulk, 
Single 
Cell 

R 29 

scAge
Com 

Geometric 
Mean 

Differential analysis 
between two contexts 

2 Yes Single 
Cell 

R 30 

scTen
sor 

Expression 
Product 

None 1 No Single 
Cell 

R 31 

 

https://paperpile.com/c/3LCOQR/o2R3r
https://paperpile.com/c/3LCOQR/uswID
https://paperpile.com/c/3LCOQR/5LfJg
https://paperpile.com/c/3LCOQR/Qh4Jg
https://paperpile.com/c/3LCOQR/5sI5Q
https://paperpile.com/c/3LCOQR/VstjP
https://paperpile.com/c/3LCOQR/FDdg0
https://paperpile.com/c/3LCOQR/FWs0o
https://paperpile.com/c/3LCOQR/GlB10
https://paperpile.com/c/3LCOQR/Dfib7
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Table 3.1: Methodological strategy and context-based analysis in available tools. 

 

Figure 3.3: Comparison of tensor decompositions resulting from varying input values. 
The similarity of tensor decompositions performed on 4D-communication tensors constructed from the 
single-cell dataset of BALF in patients with varying severities. For a given comparison, constructed tensors 
have the same elements in each dimension. (a) Similarity between tensor decompositions performed on 
4D-communication tensors, each corresponding to communication scores computed from different tools for 
inferring cell-cell communication. The scoring functions correspond to those of CellChat10, CellPhoneDB19, 
NATMI9, SingleCellSignalR20 and the built-in methods in Tensor-cell2cell. (b) Similarity between tensor 
decompositions performed on 4D-communication tensors, each modifying the gene expression values by 
different preprocessing methods (log(CPM+1) and the fraction of non-zero cells23) or batch-effect correction 
methods (Combat24 and Scanorama25), as well as using the raw counts. The communication scores in (b) 
were calculated as the mean expression between the partners in each LR pair, previously aggregating gene 
expression at the single-cell level into the cell-type level. In (a) and (b) similarity was measured as (1-
CorrIndex), where the CorrIndex21 is a distance metric for comparing different decompositions on tensors 
containing the same indices and its values range from 0 to 1 (more similar to more dissimilar). Assessed 
methods were hierarchically clustered by the similarities of their tensor decompositions. Similarity values 
are provided in the Source Data file. 

Tool Communicati
on Score 

Context Evaluation Simultane
ous 
Contexts 

Multim
eric LR 
pairs 

Data 
Resolutio
n 

Platform Refs. 

Single
CellSi
gnalR 

Regularized 
Expression 
Product 

None 1 No Single 
Cell 

R 20 

 

https://paperpile.com/c/3LCOQR/o2R3r
https://paperpile.com/c/3LCOQR/uswID
https://paperpile.com/c/3LCOQR/FDdg0
https://paperpile.com/c/3LCOQR/lHlfH
https://paperpile.com/c/3LCOQR/WBf6x
https://paperpile.com/c/3LCOQR/pMfaY
https://paperpile.com/c/3LCOQR/LAaCe
https://paperpile.com/c/3LCOQR/0affa
https://paperpile.com/c/3LCOQR/lHlfH
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3.2.3 Tensor-cell2cell links intercellular communication with varying 

severities of COVID-19 

Great strides have been made to unravel molecular and cellular mechanisms associated 

with SARS-CoV-2 infection and COVID-19 pathogenesis. Thus, we tested our method on a single-

cell dataset of BALF samples from COVID-19 patients32 to see how many cell-cell and LR pair 

relationships in COVID-19 could be revealed by Tensor-cell2cell. By decomposing the tensor 

associated with this dataset into 10 factors (Fig 3.4a and Fig. 3.6b), Tensor-cell2cell found factors 

representing communication patterns that are highly correlated with COVID-19 severity (Fig 3.4c) 

and other factors that distinguish features of the different disease stages (Fig. 3.12), consistent 

with the high performance that the classifier achieved for this dataset (Fig. 3.8f,h). Furthermore, 

these factors involve signaling molecules previously linked with severity in separate works (Table 

3.4). 

The first two factors capture CCC involving autocrine and paracrine interactions of 

epithelial cells with immune cells in BALF (Fig 3.4a). The sample loadings of these factors reveal 

a communication pattern wherein the involved LR and cell-cell interactions become stronger as 

severity increases (Spearman correlation of 0.72 and 0.61, Fig. 3.4c and Fig. 3.12). Although this 

observation was not reported in the original study, it is consistent with a previous observation of 

a correlation between COVID-19 severity and the airway epithelium-immune cell interactions33. 

Specifically, epithelial cells are highlighted by Tensor-cell2cell as the main sender cells in factor 

1 (Fig 3.4a), and we further provide new details of the molecular mechanisms involving top ranked 

signals such as APP, MDK, MIF and CD99 (Fig 3.4b). These molecules have been reported to 

be produced by epithelial cells34–40 and participate in immune cell recruiting36–38,41, in response to 

mechanical stress in lungs39 and regeneration of the alveolar barrier during viral infection40. In 

addition, epithelial cells act as the main receiver in factor 2 (Fig 3.4a), involving proteins such as 

PLXNB2, SDC4 and F11R (Fig 3.4b), which were previously determined important for tissue 

https://paperpile.com/c/3LCOQR/CNNUO
https://paperpile.com/c/3LCOQR/elo2j
https://paperpile.com/c/3LCOQR/zVOew+DAPwE+l8NK4+p5NFW+HNSg2+9WyXe+vzKwf
https://paperpile.com/c/3LCOQR/l8NK4+p5NFW+HNSg2+CLRf4
https://paperpile.com/c/3LCOQR/9WyXe
https://paperpile.com/c/3LCOQR/vzKwf
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repair and inflammation during lung injury42–44. Remarkably, a new technology for experimentally 

tracing CCC revealed that SEMA4D-PLXNB2 interaction promotes inflammation in a diseased 

central nervous system45; our approach suggests a similar role promoting inflammation in severe 

COVID-19, specifically mediating the communication between immune and epithelial cells, as 

reflected in factor 2 (Fig 3.4b).  

https://paperpile.com/c/3LCOQR/jql8s+JZUZN+IgOr5
https://paperpile.com/c/3LCOQR/mUvFU
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Figure 3.4: Deconvolution of intercellular communication in patients with varying severity of COVID-
19. 
(a) Factors obtained after decomposing the 4D-communication tensor from a single-cell dataset of BALF in 
patients with varying severities of COVID-19. 10 factors were selected for the analysis, as indicated in Fig. 
3.6b. Here, the context corresponds to samples coming from distinct patients (12 in total, with three healthy 
controls, three moderate infections, and six severe COVID-19 cases). Each row represents a factor and 
each column represents the loadings for the given tensor dimension (samples, LR pairs, sender cells and 
receiver cells), normalized to unit Euclidean length. Bars are colored by categories assigned to each 
element in each tensor dimension, as indicated in the legend. (b) List of the top 5 ligand-receptor pairs 
ranked by loading for each factor. The corresponding ligands and receptors in these top-ranked pairs are 
mainly produced by sender and receiver cells with high loadings, respectively. Ligand-receptor pairs with 
supporting evidence (Table 3.4) for a relevant role in general immune response (black bold) or in COVID-
19-associated immune response (red bold) are highlighted. (c) Coefficients associated with loadings of 
each factor: Spearman coefficient quantifying correlation between sample loadings and COVID-19 severity, 
and Gini coefficient quantifying the dispersion of the edge weights in each factor-specific cell-cell 
communication network (to measure the imbalance of communication). Important values are highlighted in 
red (higher absolute Spearman coefficients represent stronger correlations; while smaller Gini coefficients 
represent distributions with similar edge weights). Loadings and coefficients are provided in the Source 
Data file.  
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Our strategy also elucidates communication patterns attributable to specific groups of 

patients according to disease severity (Fig 3.4a). For example, we found interactions that are 

characteristic of severe (factor 8) and moderate COVID-19 (factors 3 and 10), and healthy 

patients (factor 9) (adj. P-value < 0.05, Fig. 3.12). Factor 8 was the most correlated with severity 

of the disease (Spearman coefficient 0.92, Fig. 3.4c) and highlights macrophages playing a major 

role as pro-inflammatory sender cells. Their main signals include CCL2, CCL3 and CCL8, which 

are received by cells expressing the receptors CCR1, CCR2 and CCR5 (Fig 3.4b). Consistent 

with our result, another study of BALF samples33 revealed that critical COVID-19 cases involve 

stronger interactions of cells in the respiratory tract through ligands such as CCL2 and CCL3, 

expressed by inflammatory macrophages33. Moreover, the inhibition of CCR1 and/or CCR5 

(receptors of CCL2 and CCL3) has been proposed as a potential therapeutic target for treating 

COVID-1933,46. Tensor-cell2cell also deconvolved patterns attributable to moderate rather than 

severe COVID-19, also highlighting interactions driven by macrophages (factors 3 and 10; Fig. 

4a). However, top-ranked molecules (Fig 3.4b) and gene expression patterns (Fig. 3.13) suggest 

that the intercellular communication is led by macrophages with an anti-inflammatory M2-like 

phenotype, in contrast to factor 8 (pro-inflammatory phenotype). Multiple top-ranked signals in 

factors 3 and 10 have been associated with an M2 macrophage phenotype acting in the immune 

response to SARS-CoV-247–52.  

In contrast to severe and moderate COVID-19 patients, communication patterns 

associated with healthy subjects involve all sender-receiver cell pairs with a similar importance. 

In particular, factor 9 (Fig 3.4a) demonstrated the smallest Gini coefficient (0.09; Fig. 4c), which 

measures the extent to which edge weights between sender and receiver cells are evenly 

distributed in the factor-specific cell-cell communication network. Smaller Gini coefficients show 

more even distributions, i.e., more equally weighted potential of communication across sender 

and receiver cell pairs (see Methods). This indicates that the intercellular communication 

https://paperpile.com/c/3LCOQR/elo2j
https://paperpile.com/c/3LCOQR/elo2j
https://paperpile.com/c/3LCOQR/elo2j+pnyEE
https://paperpile.com/c/3LCOQR/f0Ihx+6I2nK+pY7RJ+iVTzr+VZXmK+IG6Dc
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represented by factor 9 is ubiquitous across cell types. Thus, this conservation across cells may 

be an indicator of communication during homeostasis, since the context loadings for this factor 

are not associated with disease (Fig. 3.12). Interestingly, a top-ranked LR pair in factor 9 is MIF-

CD74/CD44 (Fig 3.4b), which is consistent with ubiquitous expression of MIF across tissues and 

its protective role in normal conditions40,53. Thus, Tensor-cell2cell extracts communication 

patterns distinguishing one group of patients from another and detects known mechanisms of 

immune response during disease progression (Appendix), which is important for therapeutic 

applications. 

3.2.4 Tensor-cell2cell elucidates communication mechanisms associated 

with Autism Spectrum Disorders 

Dysregulation of neurodevelopment in Autism Spectrum Disorders (ASD) is associated 

with perturbed signaling pathways and CCC in complex ways54. To understand these cellular and 

molecular mechanisms, we analyzed single-nucleus RNA-seq (snRNA-seq) data from 

postmortem prefrontal brain cortex (PFC) from 13 ASD patients and 10 controls55. We built a 4D-

communication tensor containing 16 cell types present in all samples, including neurons and non-

neuronal cells, and 749 LR pairs; then we used Tensor-cell2cell to deconvolve their associated 

CCC into 6 context-driven patterns (Fig 3.5a and Fig. 3.6c). In these factors, we observe 

communication between all neurons (factor 1), as well as communication of specific neurons in 

the cortical layers I-VI (factors 2 and 3), interneurons (factor 4), astrocytes and oligodendrocytes 

(factor 5), and endothelial cells (factor 6). 

Tensor-cell2cell’s outputs can be further dissected using downstream analyses with 

common approaches. To illustrate this, we ranked the LR pairs by their loadings in a factor-

specific fashion, and ran Gene Set Enrichment Analysis56 (GSEA) using LR pathway sets built 

from KEGG pathways57 (see Methods). We observed that each factor was associated with 

https://paperpile.com/c/3LCOQR/UwRLk+vzKwf
https://paperpile.com/c/3LCOQR/De5Ok
https://paperpile.com/c/3LCOQR/CfWdP
https://paperpile.com/c/3LCOQR/uCG6M
https://paperpile.com/c/3LCOQR/FIs0e
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different biological functions including axon guidance, cell adhesion, extracellular-matrix-receptor 

interaction, ERBB signaling, MAPK signaling, among others (Fig 3.5b). Dysregulation of axon 

guidance, synaptic processes and MAPK pathway have been previously linked to ASD from 

differential analysis55,58, supporting our observations. Moreover, our results extend to other roles 

associated with extracellular matrix, focal adhesion of cells, regulation of actin cytoskeleton, and 

signaling through ErbB receptors, which involves Akt, PI3K, and mTOR pathways, as well as 

regulation of cell proliferation, migration, motility, differentiation, and apoptosis59. Thus, Tensor-

cell2cell outputs can be used to assign macro-scale biological functions to each of the factors, 

extending the interpretation of factor-specific CCC. 

After identifying main pathways involved in each factor, one can further use sample 

loadings to identify how these functions are associated with each sample group. By doing so, we 

found that factors 3 and 4 significantly distinguish ASD from typically-developing controls (Fig 

3.5c). Neurons in cortical layers are the main sender cells in factor 3, while interneurons are key 

receiver cell types in factor 4 (Fig 3.5a and Fig. 3.14), with parvalbumin interneurons (IN-PV), and 

SV2C-expressing interneurons (IN-SV2C) as the top ranked cells, consistent with the previously 

reported cell types that are more affected in ASD condition55 (i.e., with a greater number of 

dysregulated genes), and that correspond to neurons in the cortical layers I-VI, IN-SV2C and IN-

PV. Thus, considering the overall decreased sample loadings in the ASD group, the GSEA 

results, and the factor-specific CCC networks built from the cell loadings (Fig. 3.14), our analysis 

suggests that there is a downregulation of axon guidance, cell adhesion, and ERBB signaling 

involving neurons in cortical layers I-VI and interneurons in ASD patients. See Appendix for further 

discussion. 

Clustering methods can be applied for grouping samples in an unsupervised manner. 

Thus, we can assess the overall similarity between samples across all factors; considering 

combinations of factors can offer additional insights to the analysis as compared to considering 

https://paperpile.com/c/3LCOQR/CfWdP+WdUgU
https://paperpile.com/c/3LCOQR/ZjGBj
https://paperpile.com/c/3LCOQR/CfWdP
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one factor at a time. We use hierarchical clustering to group samples into four main clusters (Fig 

3.5d). Cluster 1 mainly groups controls, cluster 2 is not associated with any category, cluster 3 

mostly represents ASD patients, and cluster 4 is completely related to ASD condition. These 

clusters also reveal that combinations of factors separate samples by ASD and control groups. 

For example, samples in cluster 1 seem to have smaller loadings in factors 1 and 5, and higher 

loadings in factors 3 and 4. Interestingly, the only ASD sample present in this cluster had the 

smallest ASD clinical score, suggesting that CCC mechanisms are more similar to controls when 

the phenotype is mild. In contrast, cluster 3 shows an opposite CCC behavior to cluster 1. Cluster 

4 also reveals that the combination of factor 6 with low sample loadings and factors 1 and 5 with 

high values is a strong marker of several ASD patients, even though factors 1, 5, and 6 did not 

show significant differences between sample groups (Fig 3.5c). Based on this, patients in cluster 

4 had increased CCC through the NRXNs-NRLGs, CTNs-NRCAMs, and NCAMs-NCAMs 

interactions (synapse and cell adhesion) in neurons as senders and receivers, and astrocytes 

and oligodendrocytes as receivers, as well as a decreased CCC through VEGFs-FLT1, PTPRM-

PTPRM, and PTN-NCL interactions (angiogenesis, neural migration and neuroprotection) related 

to endothelial cells as the main receivers (Table 3.5). Finally, both ASD-clusters seem to be 

slightly distinct in terms of phenotype, considering their mean clinical scores of 25.0 and 22.8, 

respectively for clusters 3 and 4, but without significant differences. Thus, downstream analyses 

reveal that multiple dysregulations of CCC patterns captured by Tensor-cell2cell occur 

simultaneously in ASD condition (Fig 3.5d), even though these patterns could not explain 

phenotypic differences when considered in isolation (Fig. 3.5c).  
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Figure 3.5: Application of Tensor-cell2cell to study mechanisms underlying intercellular 
communication in patients with ASD. 
(a) Factors obtained after decomposing the 4D-communication tensor from a single-nucleus dataset of 
prefrontal brain cortex samples from patients with or without ASD. Six factors were selected for the analysis, 
as indicated in Fig. 3.6c. Here, the context corresponds to samples coming from distinct patients (23 in 
total, with thirteen ASD patients and ten controls). Each row represents a factor and each column 
represents the loadings for the given tensor dimension (samples, LR pairs, sender cells and receiver cells), 
normalized to unit Euclidean length. Bars are colored by categories assigned to each element in each 
tensor dimension, as indicated in the legend. Cell-type annotations are those used in REF55. (b) GSEA 
performed on the pre-ranked LR pairs by their respective loadings in each factor, and using KEGG 
pathways. Dot sizes are proportional to the negative logarithmic of the P-values, as indicated at the top of 
the panel. The threshold value indicates the size of a P-value=0.05. The dot colors represent the normalized 
enrichment score (NES) after the permutations performed by the GSEA, as indicated by the colorbar. P-
values were obtained from the permutation step performed by GSEA, and adjusted with a Benjamini-
Hochberg correction across all factors. (c) Boxplot representation for ASD (n=13) and control (n=10) groups 
of patients. Each panel represents the sample loadings, grouped by condition category, in each of the 
factors. Boxes represent the quartiles and whiskers show the rest of each distribution. Groups were 
compared by a two-sided independent t-test, followed by a Bonferroni correction. For each pairwise 
comparison, the exact values of the test statistics (t) and the adjusted P-values (P) are shown. (d) Heatmap 
of the standardized sample loadings across factors (z-scores) for each of the samples. Samples and factors 
were grouped by hierarchical clustering. Major clusters of the samples are indicated at the bottom. The 
category of each sample is colored on the top, according to the legend. A clinical score of each patient is 
also shown, according to the colorbar. Controls, and ASD samples without an assigned score, were colored 
gray. This clinical score summarizes the social interactions, communication, repetitive behaviors, and 
abnormal development of the patients, as indicated in REF55. Loadings, enrichment scores, and clinical 
scores are provided in the Source Data file.  

https://paperpile.com/c/3LCOQR/CfWdP
https://paperpile.com/c/3LCOQR/CfWdP
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3.3 Discussion 

Here we present Tensor-cell2cell, a computational approach that identifies modules of 

cell-cell communication and their changes across contexts (e.g., across subjects with different 

disease severity, multiple time points, different tissues, etc.). Our approach can rank LR pairs 

based on their contribution to each communication module and connect these signals to specific 

cell types and phenotypes. Tensor-cell2cell’s ability to consider multiple contexts simultaneously 

to identify context-dependent communication patterns goes beyond  state-of-the-art tools, which 

are either unaware of the context driving CCC5,19,29,60 or require analysis of each context 

separately to perform pairwise comparisons in posterior steps10,11. Tensor-cell2cell is therefore a 

flexible method that can integrate multiple datasets and readily identify patterns of intercellular 

communication in a context-aware manner, reporting them through interconnected and easily 

interpretable scores. 

Tensor-cell2cell robustly detects communication patterns using many other scoring 

methods13. Thus, our method is not only an improvement over other tools, but also greatly extends 

these tools, enabling new analyses with existing methods. One can choose any tool of interest, 

run it on each context separately, and use the resulting communication scores to build and 

deconvolve a 4D-communication tensor. Other tools, such as CellChat, allow the generation of 

scores at the signaling pathway level instead of LR pairs. This, combined with Tensor-cell2cell, 

could provide additional information about changes in signaling pathways. Thus, Tensor-cell2cell 

can also be used for analyzing any other score linking gene expression from cell pairs, beyond 

just scores based on protein-protein interactions. In this regard, our tool outputs consistent results 

regardless of the preprocessing and batch correction method we evaluated (Fig 3.3b). 

Nevertheless, it is best practice to employ integration/batch-correction methods to correct gene 

https://paperpile.com/c/3LCOQR/FWs0o+uswID+56BNq+hqClE
https://paperpile.com/c/3LCOQR/o2R3r+Qh4Jg
https://paperpile.com/c/3LCOQR/Tv6eb
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expression and annotate cell types before running Tensor-cell2cell to ensure this source of 

variation is controlled61.  

Tensor-cell2cell is faster for analyzing multiple samples than pairwise comparisons, 

providing a considerable improvement in running time and reduced memory requirements 

(Appendix). Tensor-cell2cell’s runtime can be further accelerated when a GPU is available (Fig. 

3.8a). It is also more accurate, resulting in 10-20% higher classification accuracy of subjects with 

COVID-19 when compared to CellChat (Fig. 3.8e-h). However, we note that benchmarking CCC 

prediction tools is challenging due to the lack of a ground truth5, and it is hard to compare and 

evaluate tools because of the qualitative differences in their outputs22 (Appendix). While pairwise 

comparisons can be informative about differential cellular and molecular mediators of 

communication, the results are less interpretable (Fig. 3.15), do not provide the multi-scale 

resolution available in Tensor-cell2cell (Fig. 3.4a and 5a), and do not identify context-dependent 

patterns. 

Meaningful biology can be easily identified from Tensor-cell2cell. For example, a manual 

interpretation of the BALF COVID-19 decomposition found communication results not previously 

observed in the original study32 and recapitulated findings spanning tens of peer-reviewed articles 

(Table 3.4). This included a correlation between the lung epithelium-immune cell interactions and 

COVID-19 severity33 and molecular mediators that distinguished moderate and severe COVID-

19 (see “Tensor-cell2cell elucidates molecular mechanisms distinguishing moderate from severe 

COVID-19” in the Appendix). Additionally, Tensor-cell2cell results can be coupled with 

downstream analysis methods to facilitate interpretation and provide further insights of underlying 

mechanisms. In our ASD case-study (Fig 3.5), such analyses included GSEA, clustering, 

visualization and statistical comparison of factors, and factor-specific analysis of sender-receiver 

communication networks (Fig. 3.14). In the ASD case-study, we found dysregulated CCC directly 

distinguished ASD patients from controls and was linked with a downregulation of axon guidance, 

https://paperpile.com/c/3LCOQR/c7DYn
https://paperpile.com/c/3LCOQR/56BNq
https://paperpile.com/c/3LCOQR/fIJLT
https://paperpile.com/c/3LCOQR/CNNUO
https://paperpile.com/c/3LCOQR/elo2j
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cell adhesion, synaptic processes, and ERBB signaling in cortical neurons and interneurons (Fig. 

3.5a,b), consistent with previous evidence55,58,62,63. Moveover, accounting for the combinatorial 

relationship of samples across factors demonstrated additional complex relationships of CCC 

dysregulation (Fig 3.5d). 

A limitation to consider is the potential of missing communication scores in the tensor (e.g., 

when a rare cell type appears in only one sample). Although Tensor-cell2cell can handle cell types 

that are missing in some conditions, the implemented tensor decomposition algorithm can be 

further optimized for missing values. Since the implemented algorithm is not optimized for this 

purpose, we built a 4D-communication tensor that contains only the cell types that are shared 

across all samples in our COVID-19 and ASD study cases. Thus, further developments will 

facilitate analyses with missing values to include all possible members of communication (i.e., LR 

pairs and cell types that may be missing in certain contexts). 

In addition to single cell data analyzed here, Tensor-cell2cell also accepts bulk 

transcriptomics data (an example of a time series bulk dataset of C. elegans is included in a Code 

Ocean capsule, see Methods), and it could further be used to analyze proteomic data. We 

demonstrated the application of Tensor-cell2cell in cases where samples correspond to distinct 

patients, but it can be applied to many other contexts. For instance, our strategy can be readily 

applied to time series data by considering time points as the contexts, and to spatial transcriptomic 

datasets, by previously defining cellular niches or neighborhoods as the contexts, given their 

spatial signatures64. We have included Tensor-cell2cell as a part of our previously developed tool 

cell2cell65, enabling previous functionalities such as employing any list of LR pairs (including 

protein complexes), multiple visualization options, and personalizing the communication scores 

to account for other signaling effects such as the (in)activation of downstream genes in a signaling 

pathway29,66,67. Thus, these attributes make Tensor-cell2cell valuable for identifying key cell-cell 

https://paperpile.com/c/3LCOQR/CfWdP+WdUgU+gaiCL+fCYyE
https://paperpile.com/c/3LCOQR/8x6Xp
https://paperpile.com/c/3LCOQR/7ENQg
https://paperpile.com/c/3LCOQR/FWs0o+y4Lqr+BR9bC
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and LR pairs mediating complex patterns of cellular communication within a single analysis for a 

wide range of studies. 

3.4 Methods 

3.4.1 RNA-seq data processing 

RNA-seq datasets were obtained from publicly available resources. Datasets correspond 

to a large-scale single-cell atlas of COVID-19 in humans68, a COVID-19 dataset of single-cell 

transcriptomes for BALF samples32. COVID-19 datasets were collected as raw count matrices 

from the NCBI's Gene Expression Omnibus69 (GEO accession numbers GSE158055 

[https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE158055] and GSE145926 

[https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE145926], respectively), while the ASD 

dataset is available in the NCBI’s BioProject under accession code PRJNA434002 

[https://www.ncbi.nlm.nih.gov/bioproject/PRJNA434002/], but we obtained the log2-transformed 

UMI counts from https://cells.ucsc.edu/autism/downloads.html. In total, the first dataset contains 

1,462,702 single cells, the second 65,813 and the last one 104,559 single nuclei. The first dataset 

contains samples of patients with varying severities of COVID-19 (control, mild/moderate and 

severe/critical) and we selected just 60 PBMC samples among all different sample sources (20 

per severity type). In the second dataset, we considered the 12 BALF samples of patients with 

varying severities of COVID-19 (3 control, 3 moderate and 6 severe) and preprocessed them by 

removing genes expressed in fewer than 3 cells, which left a total of 11,688 genes in common 

across samples. In the ASD dataset, PFC samples from 23 patients with and without ASD 

condition (13 ASD patients and 10 controls) were considered, and preprocessed similarly to the 

BALF dataset, resulting in a total of 24,298 genes in common across samples. In all datasets, we 

used the cell type labels included in their respective metadata. We aggregated the gene 

https://paperpile.com/c/3LCOQR/5V3KC
https://paperpile.com/c/3LCOQR/CNNUO
https://paperpile.com/c/3LCOQR/vNtj0
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE158055
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE145926
https://www.ncbi.nlm.nih.gov/bioproject/PRJNA434002/
https://cells.ucsc.edu/autism/downloads.html
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expression from single cells/nuclei into cell types by calculating the fraction of cells in the 

respective label with non-zero counts, as previously recommended for properly representing 

genes with low expression levels23, as usually happens with genes encoding surface proteins26. 

3.4.2 Ligand-receptor pairs 

A human list of 2,005 ligand-receptor pairs, 48% of which include heteromeric-protein 

complexes, was obtained from CellChat10. We filtered this list by considering the genes expressed 

in the PBMC and BALF expression datasets and that match the IDs in the list of LR pairs, resulting 

in a final list of 1639 and 189 LR pairs, respectively. While in the ASD dataset, 749 LR pairs that 

matched the gene IDs were considered. 

3.4.3 Building the context-aware communication tensor 

For building a context-aware communication tensor, three main steps are followed: 1) A 

communication matrix is built for each ligand-receptor pair contained in the interaction list from 

the gene expression matrix of a given sample. To build this communication matrix, a 

communication score5 is assigned to a given LR pair for each pair of sender-receiver cells. The 

communication score is based on the expression of the ligand and the receptor in the respective 

sender and receiver cells (Fig 3.1a). 2) After computing the communication matrices for all LR 

pairs, they are joined into a 3D-communication tensor for the given sample (Fig 3.1b). Steps 1 

and 2 are repeated for all the samples (or contexts) in the dataset. 3) Finally, the 3D-

communication tensors for each sample are combined, each of them representing a coordinate 

in the 4th-dimension of the 4D-communication tensor (or context-aware communication tensor; 

Fig. 1c). 

To build the tensor for all datasets, we computed the communication scores as the mean 

expression between the ligand in a sender cell type and cognate receptor in a receiver cell type, 

https://paperpile.com/c/3LCOQR/WBf6x
https://paperpile.com/c/3LCOQR/82BNF
https://paperpile.com/c/3LCOQR/o2R3r
https://paperpile.com/c/3LCOQR/56BNq
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as previously described19. For the LR pairs wherein either the ligand or the receptor is a multimeric 

protein, we used the minimum value of expression among all subunits of the respective protein to 

compute the communication score. In all cases we further considered cell types that were present 

across all samples. Thus, the 4D-communication tensor for the PBMC, BALF and ASD datasets 

resulted in a size of 60 x 1639 x 6 x 6; 12 x 189 x 6 x 6, and 23 x 749 x 16 x 16 respectively (that 

is, samples x ligand-receptor pairs x sender cell types x receiver cell types). 

3.4.4 Non-negative tensor component analysis 

Briefly, non-negative TCA is a generalization of NMF to higher-order tensors (matrices are 

tensors of order two). To detail this approach, let 𝜒 represent a C x P x S x T tensor, where C, P, 

S and T correspond to the number of contexts/samples, ligand-receptor pairs, sender cells and 

receiver cells contained in the tensor, respectively. Similarly, let 𝜒𝑖𝑗𝑘𝑙  denote the representative 

interactions of context i, using the LR pair j, between the sender cell k and receiver cell l. Thus, 

the TCA method underlying Tensor-cell2cell corresponds to CANDECOMP/PARAFAC70,71, which 

yields the decomposition, factorization or approximation of 𝜒 through a sum of R tensors of rank-

1 (Fig 3.1d): 

𝜒 ≈ ∑𝑅
𝑟 = 1 𝑐𝑟 ⊗  𝑝𝑟 ⊗  𝑠𝑟 ⊗ 𝑡𝑟    (1) 

Where the notation ⊗ represents the outer product and 𝑐𝑟 , 𝑝𝑟 , 𝑠𝑟𝑎𝑛𝑑 𝑡𝑟are vectors of the 

factor r that contain the loadings of the respective elements in each dimension of the tensor (Fig 

3.1e). These vectors have values greater than or equal to zero. Similar to NMF, the factors are 

permutable and the elements with greater loadings represent an important component of a 

biological pattern captured by the corresponding factor. Values of individual elements in this 

approximation are represented by: 

𝜒𝑖𝑗𝑘𝑙  ≈ ∑𝑅
𝑟 = 1 𝑐𝑖

𝑟  ⊗ 𝑝𝑗
𝑟  ⊗ 𝑠𝑘

𝑟 ⊗ 𝑡𝑙
𝑟    (2) 

https://paperpile.com/c/3LCOQR/uswID
https://paperpile.com/c/3LCOQR/l3U8a+pUR8z
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The tensor factorization is performed by iterating the following objective function until 

convergence through an alternating least squares minimization17,72: 

𝑚𝑖𝑛{𝑐,𝑝,𝑠,𝑡}  ||𝜒 − ∑𝑅
𝑟 = 1 𝑐𝑟 ⊗  𝑝𝑟 ⊗  𝑠𝑟 ⊗ 𝑡𝑟 ||

𝐹

2
  (3) 

Where || . ||
𝐹

2
represent the squared Frobenius norm of a tensor, calculated as the sum of 

element-wise squares in the tensor: 

|| 𝜒 ||
𝐹

2
= ∑𝐶

𝑖=1 ∑𝑃
𝑗=1 ∑𝑆

𝑘=1 ∑𝑇
𝑙=1 𝜒𝑖𝑗𝑘𝑙

2  (4) 

All the described calculations were implemented in Tensor-cell2cell through functions 

available in Tensorly73, a Python library for tensors. 

3.4.5 Measuring the error of the tensor decomposition 

Depending on the number of factors used for approximating the 4D-communication tensor, 

the reconstruction error calculated in the objective function can vary. To quantify the error with an 

interpretable value, we used a normalized reconstruction error as previously described12. This 

normalized error is on a scale of zero to one and is analogous to the fraction of unexplained 

variance used in PCA: 

||𝜒 −∑𝑅
𝑟 = 1 𝑐𝑟 ⊗ 𝑝𝑟 ⊗ 𝑠𝑟 ⊗ 𝑡𝑟 ||

𝐹

2

|| 𝜒 ||
𝐹

2     (5) 

3.4.6 Running Tensor-cell2cell with communication scores from external 

tools 

We assessed the similarity of tensor decomposition on the BALF dataset using different 

communication scoring methods (CellChat10, CellPhoneDB19, NATMI9, SingleCellSignalR20, and 

https://paperpile.com/c/3LCOQR/SEJuK+HvmHs
https://paperpile.com/c/3LCOQR/dokOs
https://paperpile.com/c/3LCOQR/4Bbvw
https://paperpile.com/c/3LCOQR/o2R3r
https://paperpile.com/c/3LCOQR/uswID
https://paperpile.com/c/3LCOQR/FDdg0
https://paperpile.com/c/3LCOQR/lHlfH
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Tensor-cell2cell’s built-in scoring). To enable consistency between methods, we used the same 

ligand-receptor PPI database (CellChat – see “Ligand-receptor pairs”) and ran each method via 

LIANA22. LIANA provides a number of advantages over running each tool separately, including 

consistent thresholding and parameters, interoperability between methods and LR databases, 

and modifications to allow methods that could not originally account for protein complexes to do 

so. We adjusted parameters to match those of Tensor-cell2cell’s built-in scoring by not filtering 

for minimal proportions of expression by cell type or thresholding for differentially expressed 

genes.  

As input to LIANA, we constructed a Seurat object with log(CPM+1) normalized counts for 

each sample. For each tool and sample, LIANA outputs an edge-list of communication scores for 

a given combination of sender and receiver cells, as well as ligand-receptor pairs. We extended 

Tensor-cell2cell’s functionalities to restructure a set of these edge-lists, each associated with a 

sample, into a 4D-communication tensor (Fig 3.1). This functionality enables users to either 

provide input expression matrices and use Tensor-cell2cell’s built-in scoring, or to run their 

communication scoring method of choice on each sample and provide the resultant edge-lists as 

input. To further ensure consistency, we subsetted each resultant tensor to the intersection of 

ligand-receptor pairs scored across all 5 methods. For each method, this resulted in a tensor 

consisting of 12 samples, 172 ligand-receptor pairs, and 6 sender and receiver cells.  

3.4.7 Evaluating the effect of gene expression preprocessing and batch-

effect correction on Tensor-cell2cell 

To evaluate how gene expression preprocessing and batch-effect correction impact the 

results of Tensor-cell2cell, we assessed the similarity of tensor decomposition on the BALF 

dataset. To compute the communication scores for building the tensors (Fig 3.1a), we used 

different gene expression values, including the raw UMI counts, the preprocessed values with 

https://paperpile.com/c/3LCOQR/fIJLT
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log(CPM+1) and the fraction of non-zero cells23, and the batch-corrected values with ComBat24 

and Scanorama25. Except by the fraction of non-zero cells, which already aggregated single-cells 

into cell-types, other values were aggregated into the cell-type level by computing their average 

value for each gene across single cells with the same cell-type label. As the communication score, 

we used the expression mean of the interacting partners in each LR pair. Thus, we built 4D-

communication tensors as mentioned for the BALF data in the Methods subsection “Building the 

context-aware communication tensor”. The tensor decomposition resulting with the fraction of 

non-zero cells in this case corresponds to the same in Fig. 4. 

3.4.8 Measuring the similarity between distinct tensor decomposition runs 

To assess decomposition consistency between different scoring methods or 

preprocessing pipelines, we employed the CorrIndex21. The CorrIndex is a permutation- and 

scaling-invariant distance metric that enables consistent comparison of decompositions between 

tensors containing the same elements, without need to align the factors obtained in each case 

(separate tensor decompositions can output similar factors but in different order). The CorrIndex 

value lies between 0 and 1, with a higher score indicating more dissimilar decomposition outputs. 

To score tensor decompositions, the output factor matrices must first be vertically stacked. We 

implemented a modification that instead assesses each tensor dimension separately (see 

Supplementary Note for more details). While taking the minimal score between all dimensions 

tends to be more stringent, it disregards the combinatorial effects of all dimensions together. 

These combinatorial effects are important because they better reflect the goal of tensor 

decomposition and because similarity in those dimensions that are not the minimal one may be 

artificially inflated. To facilitate the use of the CorrIndex and its modified version, we wrote a 

Python implementation that is available on the Tensorly package73. 

https://paperpile.com/c/3LCOQR/WBf6x
https://paperpile.com/c/3LCOQR/pMfaY
https://paperpile.com/c/3LCOQR/LAaCe
https://paperpile.com/c/3LCOQR/0affa
https://paperpile.com/c/3LCOQR/dokOs
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3.4.9 Downstream analyses using the loadings from the tensor 

decomposition 

We incorporate several downstream analyses of Tensor-cell2cell’s decomposition outputs 

to further elucidate the underlying cell- and molecular- mediators of cell-cell communication. Each 

of these analyses are associated with a specific tensor dimension, and thus, a specific biological 

resolution. This includes 1) statistical, correlative, and clustering analyses to understand context 

associations for each factor, 2) gene set enrichment analysis of ligand-receptor loadings to 

identify granular signaling pathways associated with factors, 3) the generation of factor-specific 

cell-cell communication networks to represent the overall communication state of cells in that 

factor. 

We can understand the context associations for a factor by comparing the loadings of 

samples associated with distinct contexts. For statistical significance, we conduct an independent 

t-test pairwise between each context group associated with the samples and use Bonferonni’s 

correction to account for multiple comparisons. We use this for both the COVID-19 BALF dataset 

(Fig. 3.12 and 8) and the ASD dataset (Fig 3.5c). We also conduct correlative analyses – 

assuming ordinal contexts (i.e., healthy control < moderate COVID-19 < severe COVID-19), we 

take the Spearman correlation between the sample loadings and sample severity (Fig 3.4c). 

Finally, we also hierarchically cluster the samples using their loadings across all factors (Fig 3.5d). 

For this purpose, we use the normalized loadings resulting from the tensor decomposition, and 

standardize them across all factors. Then, we apply an agglomerative hierarchical clustering by 

using Ward's method and the Euclidean distance as a metric. Note that this type of clustering 

analysis can be applied to the other tensor dimensions.  

We can use the LR-pair loadings of a factor to identify the signaling pathways associated 

with it, by using the Gene Set Enrichment Analysis56 (GSEA). Before running the analysis, 

https://paperpile.com/c/3LCOQR/uCG6M
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pathways of interest have to be assigned to a list of associated LR pairs. We do that by 

considering the KEGG gene sets available at http://www.gsea-msigdb.org/. We annotate a LR 

pair available in CellChat with the gene sets that contain all genes participating in that LR 

interaction. Then, by filtering LR pathway sets to those containing at least 15 LR pairs, we end up 

with 22 LR pathway sets. To run GSEA, we rank the LR pairs in each factor by their loadings, and 

use the PreRanked GSEA function in the package gseapy, by including the 22 LR pathway sets 

as input. As parameters of the “gseapy.prerank” function, we consider 999 permutations, gene 

sets (LR pathway sets here) with at least 15 elements, and a score weight of 1 for computing the 

enrichment scores56. 

Finally, we generate factor-specific cell-cell communication networks. To do so, for a factor 

r, we take the outer product between the sender-cell loadings vector, 𝒔𝒓, and the receiver-cell 

loadings vector, 𝒕𝒓. Conceptually, this outer product represents an adjacency matrix of a factor-

specific cell-cell communication network, where each value is an edge weight representing the 

overall communication between a pair of sender-receiver cells (Fig. 3.14). We can further use this 

network to understand the communication distribution inequality between sender and receiver 

cells. We compute a Gini coefficient74 ranging between 0 and 1 on the distribution of edge weights 

in the adjacency matrix (Fig 3.4c). A value of 1 represents maximal inequality of overall 

communication between cell pairs (i.e. one cell pair has a high overall communication value while 

the others have a value of 0) and 0 indicates minimal inequality (i.e. all cell pairs have the same 

overall communication values). More generally, the outer product between any two tensor 

dimension loadings for a given factor conceptually represents the joint distribution of the elements 

in those two dimensions and can be informative of how the specific elements are related.  

http://www.gsea-msigdb.org/
https://paperpile.com/c/3LCOQR/uCG6M
https://paperpile.com/c/3LCOQR/66iD9
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3.4.10 Benchmarking of computational efficiency of tools 

We measured the running time and memory demanded by Tensor-cell2cell and CellChat 

to analyze the COVID-19 dataset containing PBMC samples. Each tool was evaluated in two 

scenarios: either using each sample individually, or by first combining samples by severity 

(control, mild/moderate, and severe/critical) by aggregating the expression matrices. The latter 

was intended to favor CellChat by diminishing the number of pairwise comparisons to always be 

between three contexts; thus, increases in running time or memory demand in this case are not 

due to an exponentiation of comparisons (n samples choose 2). CellChat was run by following 

the procedures outlined in the “Comparison_analysis_of_multiple_datasets” vignette 

(https://github.com/sqjin/CellChat/tree/master/tutorial). Briefly, signaling pathway communication 

probabilities were first individually calculated for each sample or context. Next, pairwise 

comparisons between each sample or context were obtained by computing either a “functional” 

or a “structural” similarity. The functional approach computes a Jaccard index to compare the 

signaling pathways that are active in two cellular communication networks, while the structural 

approach computes a network dissimilarity75 to compare the topology of two signaling networks 

(see REF10 for further details). Finally, CellChat performs a manifold learning approach on sample 

similarities and returns UMAP embeddings for each signaling pathway in each different context 

(e.g. if CellChat evaluates 10 signaling pathways in 3 different contexts, it will return embeddings 

for 30 points) which can be used to rank the similarity of shared signaling pathways between 

contexts in a pairwise manner. 

The analyses of computational efficiency were run on a compute cluster of 2.8GHz x2 

Intel(R) Xeon(R) Gold 6242 CPUs with 1.5 TB of RAM (Micron 72ASS8G72LZ-2G6D2) across 32 

cores. Each timing task was limited to 128 GB of RAM on one isolated core and one thread 

independently where no other processes were being performed. To limit channel delay, data was 

stored on the node where the job was performed, where the within socket latency and bandwidth 

https://github.com/sqjin/CellChat/tree/master/tutorial
https://paperpile.com/c/3LCOQR/sJVBB
https://paperpile.com/c/3LCOQR/o2R3r
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are 78.9 ns and 46,102 MB/s respectively. For all timing jobs, the same ligand-receptor pairs and 

cell types were used. Furthermore, to make the timing comparable, all samples in the dataset 

were subsampled to have 2,000 single cells. In the case of Tensor-cell2cell, the analysis was also 

repeated by using a GPU, which corresponded to a Nvidia Tesla V100. 

3.4.11 Training and evaluation of a classification model 

A Random Forest76 (RF) model was trained to predict disease status based on both 

COVID-19 status (healthy-control vs. patient with COVID-19) and severity (healthy-control, 

moderate symptoms, and severe symptoms). The RF model was trained using a Stratified K-

Folds cross-validation (CV) with 3-Fold CV splits. On each CV split a RF model with 500 

estimators was trained and RF probability-predictions were compared to the test set using the 

Receiver Operating Characteristic (ROC). The mean and standard deviation from the mean were 

calculated for the area under the Area Under the Curve (AUC) across the CV splits. This 

classification was performed on the context loadings of Tensor-cell2cell, and the two UMAP 

dimensions of the structural and functional joint manifold learning of CellChat, for both the BALF 

and PBMC COVID-19 datasets. All classification was performed through Scikit-learn (v. 0.23.2)77.  

3.4.12 Statistics and Reproducibility 

No sample-size calculation was performed. Instead, we used the number of samples 

included in each of the previously published datasets that we used. The only data exclusion 

performed was for the PBMC COVID-19 datasets, which originally includes 284 samples. For 

running our benchmarking, we subsetted the dataset to only include 60 samples. These samples 

were randomly selected for each COVID-19 severity, with 20 corresponding to control patients, 

20 to mild/moderate COVID-19 patients, and 20 to severe/critical COVID-19 patients. For 

reproducibility, we deposited all our analyses including data and exact versions of code and 

https://paperpile.com/c/3LCOQR/JS8Ad
https://paperpile.com/c/3LCOQR/dUu10
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software in a Code Ocean capsule. Results can be exactly replicated by running the analyses in 

that capsule. Randomization and blinding do not apply to this work because we analyzed 

previously published and annotated datasets. 

3.5 Appendix 

3.5.1 Appendix A: Simulating 4D-communication tensors 

Tensor simulation consisted of six steps 1) generating the protein-protein interaction (PPI) 
network for ligand-receptor (LR) pairs, 2) generating the cell-cell (CC) network, 3) separately 
labeling LR pairs and single cells with a metadata group or category (to represent signaling 
pathways and cell types, respectively), 4) randomly associating a subset of LR pairs in the same 
signaling pathway with a subset of sender-receiver cell type pairs (generating a LR-CC 
combination), 5) assigning a context-dependent pattern of communication scores to LR-CC 
combinations, and 6) filling the tensor with communication scores that follow assigned 
communication patterns across contexts.  

The LR pairs are generated as a random, unweighted, bipartite network; each of the two 
node types represents either a ligand or a receptor. This network retained a scale-free property 
using StabEco’s (v0.1) BiGraph function, with the power law exponent value set to 2 and the 
average degree value set to 3. We confirmed that the degree distribution does fit the power-law 
using a maximum likelihood estimation method from igraph (v0.8.3), and proceeded to remove all 
disconnected nodes from the network. We next generated an edge list of all cell-cell interactions, 
which is simply all pairwise permutations of cells; permutations retain directionality, allowing a 
distinction between sender and receiver cells. In distinct cell-cell interactions, autocrine 
interactions (self-loops) are allowed. LR pairs are uniformly binned to one of three metadata 
categories. The same process is repeated for cells, which are then further condensed from 
individual cells to their category to represent bulk rather than single-cell data; autocrine 
interactions at the single-cell resolution are considered homotypic interactions at the bulk 
resolution. Conceptually, these categories can be thought of as analogous to biological groupings 
such as signaling types (e.g., paracrine and endocrine) for LR pairs or cell-types for cells.  

We simulate changes to intercellular conditions across twelve contexts. In order to 
populate the tensor, we randomly assign four communication patterns--expected communication 
scores that change as a function of condition--to distinct LR-CC combinations. An LR-CC 
combination” consists of one LR pair label (signaling pathway) and two cell labels (cell types), 
one for the sender cell and another for the receiver cell. In assigning patterns, signaling pathways 
or pairs of cell types may be individually reused in different communication patterns, but their 
combinations must be unique. For example, take two signaling pathways with the labels “X” and 
“Z”, and two cell types with the labels “A” and “B”. Accounting for directionality, cells can form the 
following interactions: “AA”, “AB”, “BB”, and “BA”. Next, any of the following LR-CC combinations 
may be assigned a pattern: “X-AA”, “X-AB”, “X-BB”, “X-BA”, “Z-AA”, “Z-AB”, “Z-BB”, “Z-BA”. If “X-
AB” is assigned to a pattern, then tensor coordinates for LR-pairs categorized under the signaling 
pathway “X”, used by the sender cells categorized under cell type “A” and receiver cells 
categorized under cell type “B” will be filled with communication scores to reflect that pattern. LR-
CC combinations not assigned to a pattern are considered the background. Biologically, the 
motivation for allowing redundancy in the LR-pair or CC-pair categories assigned to a pattern 
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(e.g., “Z-AA” and “Z-AB”), is that the same groups of LR-pairs may dictate different types of 
interactions between different cell types (e.g., LR pairs under “Z” dictate a linear increase across 
contexts for “AA” cell interactions, but a pulse in “AB” cell interactions).  

We then randomly initialized selected LR-CC combinations with one of four possible 
patterns (linear, oscillatory, pulsatile, and exponential) and their expected communication score 
in the first condition. Finally, we assign the expected communication score for each LR-CC 
combination in each proceeding context based on the respective pattern and starting 
communication score. All LR-CC combinations that were not chosen to have a pattern (the 
“background”) have an expected communication score of zero. Our final tensors have a size of 
12 x 300 x 3 x 3 (contexts, LR pairs, sender cells and receiver cells, respectively).  

3.5.2 Appendix B: Adding noise to simulations 

To assess the robustness of our tensor factorization approach, we added noise to 
communication scores in each context and each pattern when filling the tensor. In the simulation, 
noise (represented as n) is a parameter that can take on any value between 0 and 1. When n = 
0, all communication scores are set to their expected value 𝞵. When n > 0, we draw from a uniform 
truncated normal distribution with the minimum and maximum values set to 0 and 1, respectively, 
and the mean seat to the expected value. The standard deviation 𝞼 is a function of noise n. For 
𝞵 > 0, 𝞼 = c·𝞵·n where c is a scaling factor which we set to 1.1. We represent this distribution as 

N~(𝜇 = 𝞵, σ =1.1𝞵n, min=0, max=1). This causes the communication score dispersion to increase 

with noise (Fig. 3.64a). 

At 𝞵 = 0, as in the background and in cases where LR-CC combinations assigned to a 

pattern reach an expected value of 0, we must adjust 𝞼 to be a function of a different value 
(notated 𝞵L instead of 𝞵); otherwise 𝞼 would always equal 0 independently of the value of noise. 

Specifically, 𝞵L represents the desired maximum average value of the communication scores at 

𝞵 = 0, achieved when n = 1. We refer to 𝞵L as the maximum background noise. Thus, the 
distribution at 𝞵 = 0 is annotated as N~(𝜇= 0, σ =𝞵L*n, , min=0, max=1). The entire distribution is 

then scaled by a factor c’ to ensure that the average value of the distribution at n = 1, which we 
define as 𝞵B, is equal to 𝞵L. The need for scaling is apparent in its absence, or when setting c’ = 

1. In this case, 𝞵B is consistently less than 𝞵L at n = 1 (Fig. 3.64b). In order to identify an 

appropriate value for c’, we calculate 𝞵B at multiple values of 𝞵L ranging between 0 and 1, setting 
c’ = 1. Next we fit a piecewise function to this curve, defined by the linear function 𝞵B = m𝞵L + b 

when 𝞵L < 𝞵* and the exponential function 𝞵B = (
𝞵𝑳−𝑑

𝑐
)

𝑎
when 𝞵L ≥ 𝞵*. We use scipy’s (v1.6.0) 

curve_fit function to estimate the parameters m, b, d, c, a, and 𝞵*. This fit allows us to predict the 
average value of the distribution N~(𝜇= 0, σ =𝞵L*n, , min=0, max=1) when c’ = 1 for a given 𝞵L. 

Annotating this prediction as 𝞵’
B, we can then set c’ = 

𝞵𝐿

𝞵′𝐵

to achieve the desired behavior of 𝞵B = 

𝞵L at n = 1 (Fig. 3.64c). Finally, since this scaling approach results in communication scores > 1, 
we set all drawn values greater than 1 to 1 (Fig. 3.64d). By limiting 𝞵L to values ≤ 0.25, we can 

avoid the bimodal distribution seen at 𝞵L ≥ 0.5. We can change 𝞵L for the background, which we 

refer to as the “maximum background score”, to any value between 0 and 0.25. For non-
background contexts, when 𝞵 = 0, 𝞵L is set to the smallest non-zero 𝞵 for that specific LR-CC 

combination across all contexts. Allowing 𝞵L for the background to be changed in the simulation 
permits the independent assessment of noise added to the patterns only, or both the patterns and 
the background.  

In the example tensor (Fig. 1), we assigned a minimal baseline level of noise (n = 0.01) to 
avoid any issues that may arise from sparsity due to assigning communication scores of 0 to the 
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background. We scale communication scores of the background, i.e. LR-CC combinations that 
were not assigned to a pattern, in such a manner that the average value would be 0.05 when n = 
1 (i.e., we set 𝞵L = 0.05).  

3.5.3 Appendix C: Accuracy of the tensor decomposition in assigning ligand-
receptor importance 

To quantify the accuracy of the tensor decomposition in selecting important LR pairs for 
each factor, we used a Jaccard index. Here, we compared the LR loadings of the respective factor 
with the “ground truth” communication scores of LR pairs assigned to each pattern. To do so, we 
first binarized LR loadings in each factor by categorizing them into high or low loading equal-
interval bins, under the assumption that the decomposition provides sufficient separation in 
loadings between those assigned to a pattern and those that are in the background. With these 
binarized scores, we can assume LR pairs in the high loading bin are influential for a particular 
factor. Finally, we computed the pairwise Jaccard index between LR pairs assigned to a given 
pattern from the simulation and “high-loading” LR pairs in each factor (Table 3.2). We expected a 
high Jaccard value exclusively between an assigned pattern and the factor that has loadings in 
the context dimension that recapitulate that pattern.  

We also used a Pearson correlation metric to compare LR loadings with communication 
scores assigned to each pattern. Since all patterns are assigned to unique LR-CC combinations, 
we can reduce the tensor to a matrix confined to the contexts and LR pairs for any given assigned 
pattern by selecting only the sender and receiving cells assigned to that pattern. We expect that 
LR pairs with high loadings have high variance in communication scores across contexts, since 
this variance reflects context-dependent changes. Thus, we calculated the pairwise Pearson 
correlation between the context-driven variance in communication scores across all LR pairs that 
were assigned to a given pattern and the LR loadings of each factor (Table 3.3). 

In the example simulated tensor (Fig. 2e-f), the assigned communication scores for each 
pattern form a bimodal distribution. The corresponding loadings of each factor resulting from 
tensor factorization similarly demonstrated bimodal distributions. Pairwise comparisons between 
communication scores and factor loadings resulted in Jaccard indices of 1 for LR pairs assigned 
to a pattern and 0 for others; similar results were obtained for Pearson correlations. 

3.5.4 Appendix D: Assessing the robustness of the tensor decomposition to 
noise 

To assess the robustness of Tensor-cell2cell to noise, we simulated tensors, as described 
previously, at varying levels of noise; we iterated through noise values ranging between 0 to 1 
and measured the decomposition error in each iteration. In each iteration, much like an elbow 
analysis, we decomposed the simulated tensor to ranks of 4, 5, and 6. Between the three 
decompositions, we retain the one that resulted in the smallest error, with the caveat that 
additional ranks should decrease error by at least 1.1 log-fold change (LFC).  

We ran the analysis 1000 times to evaluate the effect of different random seeds for 
generating noise while holding the maximum background score constant. We repeat this process 
for multiple maximum background score values. Next, at each maximal background score, we fit 
a locally weighted smoothing (LOESS) curve to the error and noise outputs using statsmodels’ 
(v0.12.2) lowess function. This gave us predicted error measurements for each level of noise 
tested. To assess the amount of noise that needs to be added to the system to surpass a heuristic 
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threshold of error--in this case 0.3--we then interpolated noise from the LOESS-predicted errors 
using scipy’s interp1d function. 

3.5.5 Appendix E: Tensor-cell2cell is robust to noise 

We generated 133,000 simulated tensors using the same parameters for generating the 
example tensor (Fig. 1), but while also adding varying levels of noise to assess how the error of 
decomposition may be affected. To ensure that our assessment was independent of a specific 
interaction network, in each simulation, a new ligand-receptor PPI network was generated, and 
interaction patterns were assigned to new LR-CC combinations. Noise here was intended to 
represent non-biological variation that may arise in single-cell measurements due to a number of 
technical factors in RNA-sequencing, such as sample handling and library preparation. The 
addition of noise dampens the signal of each communication pattern in two ways: 1) by decreasing 
the change in communication score between conditions (resolution noise) and 2) by increasing 
the presence of interactions occurring by chance through randomly assigning higher 
communication scores to ligand-receptor and cell-cell pairs not assigned to a communication 
pattern (background noise).  

When running Tensor-cell2cell on each of the simulated tensors, 85.1% of the 
decompositions resulted in a minimum error when the rank was set to equal the number of 
simulated patterns (r = 4) (Fig. 3.7a). Meanwhile, decompositions with ranks of 5 and 6 minimized 
error in 10.4% and 4.5% of cases, respectively. We assessed the level of noise required to 
surpass a heuristic error threshold of 0.3 at each level of maximum background noise (Fig. 3.7b). 
We found that this decomposition error was reached when adding a resolution noise between 
0.26-0.37; the resolution noise needed to achieve an error of 0.3 monotonically increased with 
decreasing maximum background noise. Thus, Tensor-cell2cell is robust to both resolution and 
background noise. Taken together, these results indicate that Tensor-cell2cell is capable of 
handling noise in both the interacting and non-interacting cells when capturing various condition-
dependent patterns. 

3.5.6 Appendix F: Tensor-cell2cell is fast and accurate 

We ran Tensor-cell2cell and CellChat on a single-cell transcriptome atlas of peripheral 
blood mononuclear cells (PBMCs) from COVID-19 patients with varying severity68 to measure the 
time and memory demands of each tool when performing the context-driven CCC analysis (Fig. 
3.8a-d). Considering the number of samples in this dataset, processing time of CellChat scales 
more rapidly with the high number of pairwise comparisons. To control this, we varied the number 
of samples and performed this benchmarking in two scenarios: 1) by considering every sample 
individually as a context, wherein one can obtain sample-specific signatures that may coincide 
with others of the same severity (Fig. 3.8a-b), and 2) by considering every severity (control, 
mild/moderate and severe/critical) as contexts by aggregating cognate samples (Fig. 3.8c-d), 
which keeps the number of pairwise comparisons constant at three comparisons but at the 
expense of losing sample-specific information.  

For a fair comparison of the tools, we set them to perform the analysis using exactly the 
same list of LR pairs, shared cell types across samples, as well as to run only one CPU core. 
Tensor-cell2cell performed better in all cases we tested exclusively running in the CPU (without 
the GPU scenario, Fig. 3.8a-d). The most favorable scenario led to an ~89-fold improvement in 
running time, which occured when 60 samples were analyzed as individual contexts and CellChat 
comparisons were run under the “structural” method (computes a network topology 
dissimilarity10). However, CellChat performed only half as fast as Tensor-cell2cell when using the 

https://paperpile.com/c/3LCOQR/5V3KC
https://paperpile.com/c/3LCOQR/o2R3r
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“functional” comparison (Fig. 3.8a), which is based on a Jaccard similarity. Other cases where 
CellChat was comparable to Tensor-cell2cell were when samples were aggregated into major 
contexts (Fig. 3.8c); however, this demanded substantial increases in memory usage (Fig. 3.8d). 
The “structural” method can handle cell types that are not present in all contexts, which may 
explain the inferior speed than the “functional” method. However, the comparison between the 
“structural” method and Tensor-cell2cell is pertinent since our tool can also handle cell types that 
are not present in all contexts, despite that the current algorithm is not optimized for this purpose 
as other tensor decomposition methods do, and both tools were set to run on just cell types that 
are in all samples. In addition, part of the speed-up of Tensor-cell2cell over CellChat could be due 
to the language used to build each tool (CellChat runs on R, while Tensor-cell2cell runs on 
Python).  

Importantly, the improvement of Tensor-cell2cell is achieved even though it runs a brute-
force elbow analysis (that is, by computing the error for every rank in a range of values). In this 
regard, this step can be either omitted (for example, when a desired number of factors is used; 
No elbow case in Fig. 3.8a-d) or optimized (for example, when a binary search is used), 
multiplying the speed-up we reported here by ~10-fold and ~3-fold, respectively. Remarkably, the 
memory usage of Tensor-cell2cell never surpassed 16GB in any of the tested scenarios, even 
when using 60 samples as individual contexts (Fig. 3.8b); meanwhile, CellChat surpassed 16GB 
when aggregating 12 samples (Fig. 3.8d) or using 24 samples as individual contexts (Fig. 3.8b). 
Again, this could be due to the programming language that each tool uses. Nevertheless, in terms 
of what each user would have to deal with, Tensor-cell2cell is more efficient in both time and 
memory, indicating it can more readily be run on multiple contexts simultaneously in a personal 
computer or laptop. Moreover, Tensor-cell2cell can run on a GPU when available, which can 
substantially improve the computational time of the analysis (up to 19- and 790-fold faster than 
the “functional” and “structural” methods of CellChat, respectively, when analyzing 60 PBMC 
samples; Fig. 3.8a-d).  

We next evaluated the accuracy of Tensor-cell2cell and CellChat in classifying individual 
samples after predicting context-driven CCC (Fig. 3.8e-h). It is important to consider that the 
outputs coming from each tool are extremely different due to the scope of their analyses, so a 
direct comparison is not feasible. Hence, we instead used an intermediary approach that uses a 
classification model to evaluate how well each tool separates contexts given their outputs. In 
particular, we measured how well each tool separates samples by COVID-19 severity (Fig. 3.8e-
f) and disease state (Fig. 3.8g-h). For this, we trained a classifier to predict severity (control, 
mild/moderate vs severe/critical) and a disease state (healthy vs COVID-19) in two different 
COVID-19 datasets, one containing PBMC samples68 and the other bronchoalveolar lavage fluid 
(BALF) samples32. We next measured their accuracy with the area under the receiver operating 
characteristic curve (AUC). Tensor-cell2cell outperformed CellChat when classifying PBMC 
samples by severity (Fig. 3.8e), and performed similarly when classifying samples by disease 
state (Fig. 3.8g). Moreover, Tensor-cell2cell performed better than CellChat in all classification 
tasks associated with BALF samples (Fig. 3.8f,h). Surprisingly, all methods performed better 
(highest AUC) when classifying BALF samples than when classifying PBMC samples, possibly 
due to a more evident severity-driven variation of the immune response in the infection site rather 
than in the periphery. Thus, these results show that Tensor-cell2cell can successfully find 
signatures of CCC that differentiate between contexts in a computationally efficient manner. 

Importantly, the outputs and details offered by CellChat and Tensor-cell2cell differ. 
CellChat reports context-associated UMAP embeddings of signaling pathways, while Tensor-
cell2cell outputs TCA embeddings for contexts, ligand-receptor pairs, and interconnected sender 
and receiver cells. By training classifiers that accept these differing outputs, in most cases, 

https://paperpile.com/c/3LCOQR/5V3KC
https://paperpile.com/c/3LCOQR/CNNUO
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Tensor-cell2cell greatly outperformed CellChat (Fig. 3.8e,f,h). While in a few scenarios we 
observed qualitatively comparable performance (Fig. 3.8g, Tensor-cell2cell and the functional 
method of CellChat), Tensor-cell2cell always performed better quantitatively. Although context 
classification is a useful approach for comparison, this strategy cannot evaluate how well these 
methods infer CCC due to their distinct scopes and the vast differences in the tools’ outputs. In 
this regard, the outputs of Tensor-cell2cell seem valuable for identifying specific molecular targets 
and involved cells of a context-dependent module of communication, encompassing information 
beyond the scope of CellChat, which largely focuses on pair-wise, context-specific differences 
between signaling pathways. Nevertheless, to make a fair comparison of both methods, we did 
not use all of the high dimensionality that Tensor-cell2cell outputs offer, and used just the context 
dimension loadings. 

3.5.7 Appendix G: Tensor-cell2cell is robust to communication scoring inputs 

To further compare decomposition results between communication scoring methods, we 
modified the CorrIndex metric to score each dimension separately, and retain the score of the 
most dissimilar dimension. While this approach disregards the combinatorial effects of patterns 
across dimensions that are accounted for in decomposition, it is more stringent and brings focus 
specifically to dissimilarities between decomposition. With this modified metric, we found the 
average similarity score decreased from 0.82 to 0.64. NATMI and CellChat, in particular, were 
more dissimilar from the other methods (Fig. 3.10), which agrees with the fact that these two 
exhibited the lowest similarity score of 0.68 using the unmodified CorrIndex.  

Next, we asked whether a specific tensor dimension is driving the observed dissimilarity. 
We ran the Corrindex comparing each method on each tensor dimension separately (Fig. 3.11). 
While the sample, sender cell, and receiver cell dimensions all exhibited high similarity (average 
scores of 0.94, 0.92, and 0.93, respectively), the ligand-receptor dimension had a substantially 
lower similarity. In fact, we found that our modified scoring approach consistently identified the 
ligand-receptor dimension as the most dissimilar dimension across all comparisons. This 
indicates that the ligand-receptor dimension drives dissimilarity in decomposition outputs. This 
makes sense since the ligand-receptor dimension reflects the raw score output by each distinct 
method, as well as previous benchmarking reports concluding that the scoring method used has 
a substantial impact on the predicted interactions22.  

Given the high similarity of the other dimensions, as well as that of the unmodified 
CorrIndex, we conclude that Tensor-cell2cell is robust to differences at the ligand-receptor 
resolution, mitigating the propagation of differences within the ligand-receptor dimension to other 
dimensions and consistently identifying overarching communication patterns. We see that while 
the quantitative CorrIndex agrees visually with the qualitative consistency in factorization outputs 
(Fig. 3.64), we also see that there are some discrepancies at the cell-resolution, especially with 
NATMI. This is expected given differences in the ligand-receptor scores, which directly define the 
overall sender-receiver communication. The CorrIndex for sender- and receiver- dimensions is 
high because considering a single dimension independently of the other dimensions enables an 
optimal alignment that otherwise may not be possible; this pitfall is mitigated by the fact that the 
unmodified CorrIndex score is high. Interestingly, while CellChat is the most dissimilar at the 
ligand-receptor dimensions, NATMI is the most dissimilar for the other three dimensions, further 
reinforcing the importance of not only considering each dimension separately, but all dimensions 
in combination. 

https://paperpile.com/c/3LCOQR/fIJLT
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3.5.8 Appendix H: Tensor-cell2cell detects traditional mechanisms 
associated with immune response to infections 

Factors computed by Tensor-cell2cell provide further insights about immune responses 
during SARS-CoV-2 infection. For example, factors 4, 6 and 7 are associated with lymphocytes 
(Fig. 4a), particularly the communication of NK and T cells (factors 4 and 6), and B cells (factors 
4 and 7). CD44 is predicted to be an important receptor on lymphocytes (factor 4 in Fig. 4b), which 
consistently is key for cell migration78 and resolving lung inflammation79,80. Among the top-ranked 
signaling molecules in NK and T cells as senders (factor 6 in Fig. 4b), we found CCL5 and GZMA 
(granzyme A), which are involved in immune cell activation and cytotoxic effector functions of 
CD8+ T cell and NK cells, events that are key in the control of viral infections81–83, as well as the 
interaction of PTPRC (CD45) with MRC1 (CD206), which regulates T-cell functionality84. Similarly, 
factor 5 seems associated with antigen-presenting cells such as mDC, macrophages and B cells 
as senders, especially through known interactions facilitating antigen presentation85–88 (e.g. 
CD99-CD99 as well as interactions between integrin ITGB2 and intercellular adhesion molecules 
ICAM1 and ICAM2). Therefore, our strategy can successfully detect meaningful biological 
processes and cell-cell interactions involved during disease progression. 

3.5.9 Appendix I: Tensor-cell2cell elucidates molecular mechanisms 

distinguishing moderate from severe COVID-19. 

Tensor-cell2cell recapitulated molecular findings such as the role of SEMA4D-PLXNB2 
interaction promoting inflammation validated in another work45, interaction that Tensor-cell2cell 
revealed to be stronger in cases with more lung inflammation (severe cases) (Fig. 4). Our method 
also associated macrophage CCC in severe cases with interactions between CCL2, CCL3, CCR1 
and CCR5, that are main proinflammatory molecules in COVID-19 as observed in another work33, 
wherein their importance as potential therapeutic targets for diminishing COVID-19 severity was 
proposed33. Additionally, we identified novel CCC patterns and mechanisms regarding COVID-19 
pathogenesis. For example, Grant et al. reported that CD206hi alveolar macrophages participate 
in the immune response to SARS-CoV-2 infection51, but the underlying mechanisms mediating 
this response remain unclear. Factor 10 seems to extend the results presented by Grant et al. by 
showing that macrophage-expressed MRC1 (CD206) interacts with PTPRC (CD45) expressed 
by other cells (Fig. 4a-b). Interestingly, the MRC1-PTPRC interaction mediating macrophage 
communication can promote immune tolerance84, which is consistent with factor 10 being 
associated with moderate cases, wherein anti-inflammatory macrophages (M2-like phenotype) 
seem to be characteristic. Remarkably, the source article of the BALF dataset32 reported that M2-
like (anti-inflammatory) macrophages were present with higher frequency than M1-like (pro-
inflammatory) macrophages in healthy and moderate COVID-19 patients, while M1-like 
macrophages were more frequent in severe COVID-19 patients32,89, supporting the results of 
Tensor-cell2cell. However, this work only detected differences in the cellular compositions 
detected by their markers, but did not provide a link with molecular mechanisms. Another example 
is a recent GWAS study that reported 13 significant loci associated with SARS-CoV-2 infection90, 
wherein ICAM1 popped up as an involved gene. Remarkably, Tensor-cell2cell assigned a high 
loading to the ITGB2-ICAM1 interaction in a communication pattern that seems to be associated 
with antigen presentation (factor 5, Fig. 4a-b), providing further insights of its potential 
mechanism. 

3.5.10 Appendix J: ASD pathogenesis could be explained by factors 3 and 4 

A longstanding hypothesis for ASD pathogenesis is that in some subjects, neurons exhibit 
local hyperconnectivity, but deficits in longer range connections91–93. Neurons in cortical layers 

https://paperpile.com/c/3LCOQR/KequW
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https://paperpile.com/c/3LCOQR/dX8uI+yXjQb+N7Fiu+XTpbD
https://paperpile.com/c/3LCOQR/mUvFU
https://paperpile.com/c/3LCOQR/elo2j
https://paperpile.com/c/3LCOQR/elo2j
https://paperpile.com/c/3LCOQR/VZXmK
https://paperpile.com/c/3LCOQR/woZNt
https://paperpile.com/c/3LCOQR/CNNUO
https://paperpile.com/c/3LCOQR/Po6AP+CNNUO
https://paperpile.com/c/3LCOQR/ZIP69
https://paperpile.com/c/3LCOQR/c9FVu+nFVYi+4Se5W
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2/3 and corticocortical projecting neurons in layers 5/6 are the main sender cells in factor 3 (Fig. 
5a and Fig. 3.14), suggesting that factor 3 may relate to local overconnectivity in ASD. Two key 
regulators of neurodevelopment, Neuregulin 1 (NRG1) and Ephrin A5 (EFNA5), were the main 
ligands associated with sender cells. Erb-B2 Receptor Tyrosine Kinases (ERBB2-4) and ephrin 
receptors (EPHA3-5,7 and EPHB2), another class of receptor protein-tyrosine kinases, were the 
main receivers. Factor 3 receptors were broadly expressed across cell types. The neuregulin/ERB 
and ephrin systems play major roles in neuronal migration94,95 and axon guidance96, so reduced 
signaling in ASD may contribute to migration errors and local hyperconnectivity. 

A second long-standing theory for ASD pathogenesis is that an imbalance between 
excitation and inhibition contributes to cortical dysfunction97,98. Inhibitory interneurons are the key 
receiver cell types in factor 4 (Fig. 5a and Fig. 3.14), with parvalbumin interneurons (IN-PV), and 
SV2C-expressing interneurons (IN-SV2C) as the top ranked cells, suggesting that factor 4 could 
relate to excitation-inhibition imbalance in ASD. Pleiotrophin (PTN), Protein Tyrosine 
Phosphatase Receptor Type M (PTPRM), and Heparin Binding EGF Like Growth Factor (HBEGF) 
were the top senders in factor 4. The main receivers were Anaplastic Lymphoma Receptor 
Tyrosine Kinase (ALK), PTPRM, and ERBB4. PTN is released by neural stem cells to promote 
the normal development of newborn neurons by binding to ALK, a receptor tyrosine kinase in the 
insulin receptor family99. The insulin/ insulin-like growth factor 1 (IGF-1) signaling pathway has 
previously been implicated as a potential therapeutic target for normalizing functional connectivity 
dysregulation in syndromic and idiopathic ASD100–102 and a pilot clinical trial studying the effects 
of IGF-1 as a pharmacotherapeutic for ASD showed promising results103. These results suggest 
that Tensor-cell2cell could have utility as a tool for identifying novel pharmacotherapeutic targets. 

3.5.11 Appendix K: Analysis of the BALF COVID-19 dataset with CellChat 

We ran the analysis that CellChat offers for pairwise comparisons of contexts using the 
BALF dataset on the same conditions as used with Tensor-cell2cell. To simplify the analysis and 
interpretation, samples with the same severity were aggregated (Fig. 3.15-13). From the joint 
manifold learning analysis on signaling pathways (Fig. 3.15a), CellChat groups functionally similar 
molecules, especially in the immune response they participate in (e.g. cell adhesion and 
cytokines). By inspecting the pairwise comparison on signaling pathways (Fig. 3.15b), pathways 
such as GDF, OCLN, SELL, LAMININ and SPP1 seem to increase as severity increases. They 
are associated with moderate cases in the comparison of healthy vs moderate COVID-19, and 
associated with severe cases in the comparison of moderate vs severe. This suggests a potential 
correlation between these specific pathways and COVID-19 severity. Particularly, growth 
differentiation factors (GDFs) are the ones that Tensor-cell2cell did not detect, and they 
correspond to stress-, infection-, and inflammation-induced cytokines that can suppress immune 
responses104, potentially explaining the severity association detected by CellChat. Similarly, 
Occludin interaction (OCLN-OCLN) was not detected by Tensor-cell2cell’s built-in scoring 
function, an interaction that corresponds to an airway tight junction that is one target of viral 
infections105. SELL, Laminins and SPP1 involving integrins were captured by Tensor-cell2cell 
(Fig. 4). Although SPP1 specific interactions are not among the top-5 LR pairs, they are among 
the top-10 pairs; and other integrin interactions were detected by Tensor-cell2cell. Here, it is easily 
noticeable that autocrine interactions of macrophages, involving CCL2, CCL3, CCL7 and CCL8 
with their respective receptors (CCR1, CCR2 and CCR5), are increased in more severe cases; 
result that is coherent with the factor 8 output by Tensor-cell2cell. Thus, CellChat can offer 
pathway-level details missed by Tensor-cell2cell, but without providing information about their 
specific cellular associations. Furthermore, CellChat misses other mechanisms that Tensor-
cell2cell found (Fig. 4). Nevertheless, CellChat is still a powerful tool that can detect some of the 
results we presented with Tensor-cell2cell, such as the role of SELL and LAMININ pathways, the 
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 185 

association of MIF and healthy patients, and the role of macrophages in more severe cases, 
potentially explaining its good performance in the classification benchmarking (Fig. 3.8e-h). 
Importantly, these discrepancies may be mitigated by extending Tensor-cell2cell to use other 
communication scoring methods as input, e.g. CellChat’s communication probabilities (Fig. 3a 
and Fig. 3.9). 

Finally, a key conceptual limitation of CellChat and other communication scoring tools, as 
compared to Tensor-cell2cell, is the need for pairwise comparisons between contexts, which 
prevents the identification of communication patterns across contexts and results in an 
exponential increase in the number of results with increasing samples/contexts, even when 
aggregating samples by context groups (Fig. 3.15-13). Another limitation is the inability to 
consider all biological scales (ligand-receptor, cell-cell, and context) simultaneously, both of which 
reduce the interpretability of results.  
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3.5.12 Appendix L: Additional Tables 

Table 3.2: Jaccard index to evaluate the accuracy of Tensor-cell2cell on ranking ligand-receptor 
pairs. 

Pattern 

Decomposition Factor 

Factor 1 Factor 2 Factor 3 Factor 4 

Pulse 0.00 1.00 0.00 0.00 

Oscillation 1.00 0.00 0.00 0.00 

Linear* 0.00 0.00 1.00 1.00 

Exponential* 0.00 0.00 1.00 1.00 

* In this simulation, the same set of LR pairs was assigned to both the exponential and linear patterns (but 
in each case they were used by different sender-receiver cell pairs). Thus, when the exponential pattern 
has a high Jaccard index, the linear pattern is expected to have a high Jaccard index as well, and vice 
versa. 

Table 3.3: Pearson correlation to evaluate the consistency between ground truth ligand-receptor 
pairs and LR loadings. 

Pattern 

Decomposition Factor 

Factor 1 Factor 2 Factor 3 Factor 4 

Pulse -0.49 1.00 -0.50 -0.50 

Oscillation 1.00 -0.49 -0.51 -0.51 

Linear* -0.51 -0.50 1.00 1.00 

Exponential* -0.51 -0.50 1.00 1.00 

* In this simulation, the same set of LR pairs was assigned to both the exponential and linear patterns (but 
in each case they were used by different sender-receiver cell pairs). Thus, when the exponential pattern 
has a high Pearson correlation, the linear pattern is expected to have a high Pearson correlation as well, 
and vice versa.  
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Table 3.4: Literature support for the top-ranked ligand-receptor interactions of the COVID-19 study 
case. 

Factor Ligand* Receptor* Reported role in immune response and/or COVID-19 Refs. 

Factor 
1 

CD99 CD99 CD99 is involved in the transendothelial migration of neutrophils 
and monocytes 

106 

MIF CD74 & 
CD44 

During early infection in COVID-19, plasma MIF concentration is 
increased. Reported association between an early MIF response, 
organ malfunction and 28-day survival 

107 

MIF-CD74 promotes wound healing and recovery during lung 
injury, including injuries associated with viral infections 

40,108 

CD74 is involved in blocking the entry of coronaviruses through 
endosomes, including SARS-CoV-2 

109 

MDK NCL Potential role of MDK in facilitating viral entry. Nucleolin (NCL) 
facilitates nucleocytoplasmic transport of MDK 

39 

ITGA4 & 
ITGB1 

During inflammation, MDK-integrin interactions facilitate 
neutrophil trafficking 

110 

Factor 
2 

SEMA4
D 

PLXNB2 SEMA4D-PLXNB2 interaction participates in epithelial wound 
repair 

111 

SEMA4D regulates allergic inflammation in lungs. Participates in 
neutrophil activation 

112 

SEMA4D-PLXNB2 interaction promotes inflammation and 
neurodegeneration in experimental autoimmune 
encephalomyelitis 

45 

SEMA4
A 

PLXNB2 SEMA4A-PLXNB2 induces production of Th17 cytokines in CD4+ 
cells 

113 

- SDC4 Syndecan-4 (SDC4) contributes to the cell entry of SARS-CoV-2 
and attenuates antiviral immunity 

114 
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Table 3.4: Literature support for the top-ranked ligand-receptor interactions of the COVID-19 study 
case. 

Factor Ligand* Receptor* Reported role in immune response and/or COVID-19 Refs. 

Factor 
3 

SIGLEC 
1 

SPN Siglec-1 binds SPN (CD43) during viral infection and this 
interaction inhibits interferon gamma production in T cells 

115 

RETN CAP1 Resistin (RETN) cytokine signaling via its receptor, CAP1, 
activates multiple inflammatory signaling pathways in monocytes 

116 

RETN is a marker of neutrophil activation, which has an 
increased production in patients with critical COVID-19 

117 

FN1 - Increased levels of FN1 in lungs of patients with lung fibrosis 118 

ITGA4 & 
ITGB1 

α4β1 integrin (ITGA4 & ITGB1) is involved in the recruitment of 
leukocytes by activated endothelial cells, involving migration 
processes such as tethering, rolling, arrest and adhesion. 
Fibronectin is one of its ligands. 

119 

ITGA4 & 
ITGB7 

α4 integrins are a target of natalizumab, a drug for treating 
multiple sclerosis. This drug had a favorable outcome in a 
COVID-19 patient with multiple sclerosis 

120 

Factor 
4 

COL9A2 CD44 CD44 is a cellular adhesion molecule and receptor for laminin 
and collagen, among other ligands. Increased expression of 
CD44 in bronchial samples from patients with critical COVID-19. 
Increased collagen in lungs during viral infection. Laminin is 
increased in serum of COVID-19 patients. CD44 participates in 
resolution of lung inflammation. 

33,80,1

21–123 

LAMB3 

LAMB2 

LGALS9 CD44 LGALS9-CD44 regulates the immune response. LGALS9 is 
expressed by induced regulatory T cells as a mediator of immune 
suppression, which can act on cells expressing CD44 

124 

 
  

https://paperpile.com/c/3LCOQR/lwxrP
https://paperpile.com/c/3LCOQR/7Rri6
https://paperpile.com/c/3LCOQR/ZGDWg
https://paperpile.com/c/3LCOQR/lhlF5
https://paperpile.com/c/3LCOQR/6ufsF
https://paperpile.com/c/3LCOQR/e55Bk
https://paperpile.com/c/3LCOQR/Fwo72+elo2j+kBfab+TxVdc+ZShAU
https://paperpile.com/c/3LCOQR/Fwo72+elo2j+kBfab+TxVdc+ZShAU
https://paperpile.com/c/3LCOQR/dyhwF
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Table 3.4: Literature support for the top-ranked ligand-receptor interactions of the COVID-19 study 
case. 

Factor Ligand* Receptor* Reported role in immune response and/or COVID-19 Refs. 

Factor 
5 

ITGB2 CD226 When upregulated on CD8+ T cells, CD226 enhances their 
cytotoxic effector functions 

125 

CD226 is upregulated on CD8+ T cells of COVID-19 patients 126 

CD226+ monocytes are increased in COVID-19 patients 
compared to healthy patients 

127 

CD86 CTLA4 CTLA4 is upregulated in CD8+ T cells present in lungs of COVID-
19 patients. CD86 is upregulated in macrophages with M2-like 
phenotype present in BALF samples of patients with severe 
COVID-19 

48 

ITGB2 
  

ICAM2 Expression of ICAM2 is upregulated in lung epithelium infected 
by SARS-CoV2 

128 

ICAM1 High expression of ICAM1 in lung epithelium infected by SARS-
CoV2 

128 

Increased presence of ICAM1 in lungs of patients with COVID-19 129 

Increased presence of ICAM1 in serum of patients with COVID-
19, and higher levels were observed in non-survivors than in 
survivors 

130,131 

Neutrophil cytotoxicity is mediated by the interaction between 
ITGB2 (CD18) and ICAM1 

132 

ICAM1 is associated with COVID-19 by a GWAS study 90 

 
  

https://paperpile.com/c/3LCOQR/m69UM
https://paperpile.com/c/3LCOQR/kXirs
https://paperpile.com/c/3LCOQR/KWf0H
https://paperpile.com/c/3LCOQR/6I2nK
https://paperpile.com/c/3LCOQR/08sdr
https://paperpile.com/c/3LCOQR/08sdr
https://paperpile.com/c/3LCOQR/CRtwc
https://paperpile.com/c/3LCOQR/3II9C+FqrIQ
https://paperpile.com/c/3LCOQR/dLRNb
https://paperpile.com/c/3LCOQR/ZIP69
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Table 3.4: Literature support for the top-ranked ligand-receptor interactions of the COVID-19 study 
case. 

Factor Ligand* Receptor* Reported role in immune response and/or COVID-19 Refs. 

Factor 
6 

CCL5 -  Increased level of CCL5 at the early stage of infection in patients 
with mild COVID-19 

133 

CCR5 CCR5 gene expression is increased in BALF samples of patients 
with COVID-19 

134 

CCR5 Δ32 polymorphism is positively correlated with SARS-
CoV2 infection and COVID-19 mortality rate 

135 

CCL5-CCR5 interaction induces migration of macrophages and 
NK cells 

136 

CCR1 Protective role of CCR1 and CCR5 in a MA15-SARS-CoV mouse 
model infection, and in human DCs infected with SARS-CoV. 

136 

CCL5-CCR1 interaction induces migration of macrophages and 
NK cells 

136 

GZMA F2R GZMA is involved in the response of CD8+ T and NK cells to 

SARS-CoV-2, helping to distinguish healthy patients from 

COVID-19 patients. Protease-activated receptor 1 (F2R) has 

been identified as a potential target for therapeutic purposes in 

COVID-19 

82,137 

Factor 
7 

SELL - L-selectin (SELL) regulates neutrophil trafficking to sites of 
inflammation 

138 

High expression of SELL in a subpopulation of monocytes 
present in patients with COVID-19 

127 

MADCAM
1 

SELL-mediated lymphocyte rolling on MADCAM1 139 

CD22 PTPRC CD22 is involved in response of B cells to SARS-CoV-2. PTPRC 

(CD45) is an immune regulator associated with severity in 

COVID-19 

140,141 

 
  

https://paperpile.com/c/3LCOQR/T0L7m
https://paperpile.com/c/3LCOQR/wCHrc
https://paperpile.com/c/3LCOQR/sHqPR
https://paperpile.com/c/3LCOQR/FhZqk
https://paperpile.com/c/3LCOQR/FhZqk
https://paperpile.com/c/3LCOQR/FhZqk
https://paperpile.com/c/3LCOQR/YRqB2+3Rggv
https://paperpile.com/c/3LCOQR/tlpLJ
https://paperpile.com/c/3LCOQR/KWf0H
https://paperpile.com/c/3LCOQR/ojlBu
https://paperpile.com/c/3LCOQR/t06cm+1i3C3
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Table 3.4: Literature support for the top-ranked ligand-receptor interactions of the COVID-19 study 
case. 

Facto
r 

Ligand* Receptor* Reported role in immune response and/or COVID-19 Refs. 

Factor 
8 

CCL2 CCR2 Presence of CCL2 in plasma of patients with critical COVID-19 is 
higher than in plasma of patients with mild COVID-19 

142 

Increased expression of CCL8 in postmortem lungs from patients 
with COVID-19 

143 

CCR2 gene expression is increased in BALF samples of patients 
with COVID-19 

134 

CCL2-CCR2 interaction induces migration of inflammatory 
monocytes 

136 

CCL3 CCR5 High expression of CCL3 in the respiratory tract of patients with 
COVID-19 

144 

CCL3 gene expression is increased in BALF samples of patients 
with COVID-19 

134 

CCL3-CCR5 interaction induces migration of macrophages and 
NK cells 

136 

CCL8 -  Increased expression of CCL8 in postmortem lungs from patients 
with COVID-19 

143 

CCR1 CCL8-CCR1 interaction induces migration of T cells involved in 
Th2 response 

136 

CCL3L1 CCR1 High expression of CCL3L1 in BALF samples from patients with 
COVID-19 

145 

 
  

https://paperpile.com/c/3LCOQR/KAYA9
https://paperpile.com/c/3LCOQR/MLTwO
https://paperpile.com/c/3LCOQR/wCHrc
https://paperpile.com/c/3LCOQR/FhZqk
https://paperpile.com/c/3LCOQR/ylLlL
https://paperpile.com/c/3LCOQR/wCHrc
https://paperpile.com/c/3LCOQR/FhZqk
https://paperpile.com/c/3LCOQR/MLTwO
https://paperpile.com/c/3LCOQR/FhZqk
https://paperpile.com/c/3LCOQR/gQUlz
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Table 3.4: Literature support for the top-ranked ligand-receptor interactions of the COVID-19 study 
case. 

Factor Ligand* Receptor* Reported role in immune response and/or COVID-19 Refs. 

Factor 
10 

CD99 PILRA PILRA is an inhibitory receptor expressed on macrophages. 
CD99 is a ligand of this receptor. PILRA regulates the recruitment 
of neutrophils in inflammatory responses. A knock-out mouse 
model of PILRA had neutrophils with enhanced transmigration 

47,146 

LGALS9 HAVCR2 HAVCR2 (TIM-3), is involved in T cell exhaustion and tolerance. 
TIM-3 is involved in T cell exhaustion in a progressive way with 
the severity of COVID-19 

147,148 

High expression of TIM-3 in CD8+ T cells of patients with severe 
COVID-19, its expression is higher in CD8+ T cells from BALF 
compared to CD8+ T cells from PBMCs 

149 

ANXA1 -  ANXA1 orchestrates epithelial repair 150 

A mimetic peptide of ANXA1 has been proposed as a potential 
treatment of severe COVID-19 

151 

FPR1 FPR1 promotes wound healing in the respiratory tract 152 

MDK LRP1 LRP-1 is one of the main receptors of MDK. MDK promotes the 
recruitment of polymorphonuclear cells during an acute 
inflammatory response. A recent article suggested a potential 
role of MDK-LRP1 interaction in neutrophil infiltration and the 
neutrophil extracellular trap formation during COVID-19 

39,110 

PTPRC MRC1 MRC1 is expressed on surfaces of macrophages. PTPRC 
(CD45) and MRC1 (CD206) interaction promotes immune 
tolerance. CD206hi macrophages are involved in immune 
response to SARS-CoV-2 infection. CD45 is an immune regulator 
associated with severity in COVID-19 

51,84,1

41 

* Some ligand-receptor interactions are repeated in different factors, but in this table they are mentioned 
only in their first appearance. Repeated LR pairs in different factors can be seen in Fig. 4b. 

  

https://paperpile.com/c/3LCOQR/f0Ihx+5uIhu
https://paperpile.com/c/3LCOQR/fraW0+AtUG4
https://paperpile.com/c/3LCOQR/KSVP1
https://paperpile.com/c/3LCOQR/d1H8y
https://paperpile.com/c/3LCOQR/r9y1O
https://paperpile.com/c/3LCOQR/DCfQU
https://paperpile.com/c/3LCOQR/qbfeW+9WyXe
https://paperpile.com/c/3LCOQR/woZNt+VZXmK+1i3C3
https://paperpile.com/c/3LCOQR/woZNt+VZXmK+1i3C3
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Table 3.5: Top-5 ligand-receptor pairs captured in each factor of the tensor decomposition of the 
ASD data set. 

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6 

NEGR1 - 
NEGR1 

LAMA2 - SV2B NRG1 - 
ERBB2&ERBB4 

PTN - ALK NRG3 - ERBB4 VEGFA - FLT1 

NRXN3 - 
NLGN1 

LAMA4 - SV2B NRG1 - 
ERBB2&ERBB3 

PTPRM - 
PTPRM 

NCAM1 - 
NCAM2 

PTPRM - 
PTPRM 

NRXN1 - 
NLGN1 

LAMB2 - SV2B  NRG1 - ERBB3 HBEGF - 
ERBB4 

CADM1 - 
CADM1 

VEGFB - FLT1 

CTN1 - NRCAM LAMA1 - SV2B NRG1 - ERBB4 NRG3 - ERBB4 NCAM1- 
NCAM1 

NRXN1 - 
NLGN2 

NCAM1 - 
NCAM1 

LAMA3 - SV2B EFNA5 - EPHB2 BTC - ERBB4 CTN1 - NRCAM PTN - NCL 
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3.5.13 Appendix M: Additional Figures 

 
Figure 3.6: Rank selection for the tensor decomposition through an elbow analysis. 
A selection of the rank employed for the tensor decomposition (i.e. number of factors) is obtained by an 
elbow analysis on a normalized error associated with the reconstruction of the original tensor (see the 
Methods section). This analysis was performed on the tensors built from (a) the simulated tensor of 
communication scores, (b) the BALF-COVID-19, and (c) PFC-ASD datasets. The red dot indicates the rank 
selected in each case for performing the decomposition analysis. The criteria here were selecting an error 
value close to 0.3 (or smaller if possible) and to the area with no substantial changes when increasing the 
rank used in the factorization (elbow), while also keeping the decomposition rank as low as possible. Source 
data can be found in the Code Ocean capsule. 

 

Figure 3.7: Tensor-cell2cell is robust to noise. 
(a) Across all simulations, the total counts (y-axis) of each decomposition rank (x-axis) selected for error 
minimization. Counts within each rank are stratified by the level of noise (b) Locally weighted smoothing 
curves (LOESS, solid lines) visualizing the relationship between decomposition error (y-axis) and noise 
added to the communication scores during tensor simulation (x-axis). The maximum average 
communication score of the background in each simulation was limited to values ranging between 0.001 
and 0.25 (legend). The amount of noise needed to achieve the heuristic error threshold of 0.3 (dashed 
lines) are interpolated from the LOESS predicted values for error. Interpolated noise values are displayed 
for maximum background noise values of 0.001 and 0.25. Source data can be found in the Code Ocean 
capsule.  
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Figure 3.8: Benchmarking Tensor-cell2cell. 
(a) Running time of Tensor-cell2cell and CellChat for analyzing CCC when the contexts correspond to 

individual patient samples. (b) Memory usage of each method to perform analyses in (a). (c) Running time 

of Tensor-cell2cell and CellChat for analyzing CCC when the contexts correspond to COVID-19 severity 

(individual samples were aggregated by severity: control, mild/moderate and severe/critical COVID-19). (d) 

Memory usage of each method to perform the analyses in (c). In (a) and (c), Tensor-cell2cell was 

benchmarked when running with or without a GPU, a feature unavailable in CellChat, and when considering 

or not the elbow analysis for selecting the number of factors. In addition, CellChat was benchmarked by 

using the two approaches it has for pairwise comparisons (functional and structural similarities, see 

Methods). (e-h) Receiver operating characteristic (ROC) curves of random forest models for classifying 

individual samples from the outputs of Tensor-cell2cell and the two CellChat approaches (functional and 

structural). These models predict specific severities of patients (control, mild/moderate or severe/critical) 

for (e) PBMC and (f) BALF samples, and disease state (healthy or COVID-19) for (g) PBMC and (h) BALF 

samples. For each classifier, the mean (solid line) ± standard deviation (transparent area) of the ROCs 

were computed from the 3-fold cross validations. Source data can be found in the Code Ocean capsule. 
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Figure 3.9: Tensor decompositions when using external tools to compute the communication 
scores. 
Factors obtained after decomposing the 4D-Communication Tensors constructed from running external 
tools on each of the twelve BALF COVID-19 samples separately. The external tools used were (a) CellChat, 
(b) CellPhoneDB, (c) NATMI, and (d) SingleCellSignalR. For consistency, 10 factors (rank = 10) were 
selected for this analysis and 4D-Communication Tensors were subsetted to the same 176 ligand-receptor 
pairs, taken from CellChat’s database, and filtered for those present in all samples and scored across all  
tools prior to running decomposition. Source data can be found in the Code Ocean capsule. 
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Figure 3.10: Conservative evaluation of decomposition similarity when using different 
communication scores. 
Similarity (1 - CorrIndex) between tensor decompositions performed on the same 4D-communication tensor 
for a single-cell dataset of BALF in patients with varying severities, but with the communication scores 
computed from different tools for inferring cell-cell communication. Here, the CorrIndex score is modified 
for stringency by calculating it on each tensor dimension separately and subsequently selecting the maximal 
value (most dissimilar). Pairwise resultant similarities between all scoring methods are hierarchically 
clustered and visualized as a heatmap. Note that, since the ligand-receptor dimension was consistently the 
most dissimilar across all comparisons, this Fig. is the same as Fig. 3.11b. Source data can be found in the 
Code Ocean capsule.  
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Figure 3.11: Evaluation of the main sources of dissimilarities when using different communication 
scores. 
Similarity (1 - CorrIndex) between tensor decompositions performed on the same 4D-communication tensor 
for a single-cell dataset of BALF in patients with varying severities, but with the communication scores 
computed from different tools for inferring cell-cell communication. Here, the CorrIndex score is modified to 
consider each tensor dimension separately. Pairwise resultant similarities between all scoring methods for 
the (a) Context, (b) Ligand-Receptor Pair, (c) Sender Cell, (d) and Receiver Cell dimensions are 
hierarchically clustered and visualized as a heatmap. Source data can be found in the Code Ocean capsule. 
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Figure 3.12: Boxplots of loadings for severities of COVID-19. 
Boxplot representation for the different groups in the COVID-19 patients (as indicated in the x-axis; n=three 
healthy control patients, three patients with moderate disease, and six patients with severe disease). Each 
panel represents the sample loadings, grouped by disease condition, in each of the factors. Boxes 
represent the quartiles and whiskers show the rest of each distribution. A two-sided independent t-test was 
run to compare differences between the mean of the loadings of the groups, which was followed by a 
Bonferroni multiple test correction. For each pairwise comparison, the exact values of the test statistics (t) 
and the adjusted P-values (P) are shown. Context loadings employed in this Fig. are the same as in Fig. 4, 
and these data can be found in the Source Data file.  
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Figure 3.13: Gene expression associated with M1- and M2-like macrophages. 
Gene expression of cytokines and/or receptors that are representative of M1- and M2-like phenotypes are 

shown for macrophages in each patient, grouped by COVID-19 severity (as indicated in the x-axis; n=three 

healthy control patients, three patients with moderate disease, and six patients with severe disease). Each 

subplot represents a different gene (as indicated in each title). In this case the gene expression values 

correspond to the fraction of cells with non-zero expression (y-axis) for the cluster of single cells annotated 

as macrophages. Boxes represent the quartiles and whiskers show the rest of each distribution. A two-

sided independent t-test was run to compare differences between the mean of the loadings of the groups, 

which was followed by a Bonferroni multiple test correction. For each pairwise comparison, the exact values 

of the test statistics (t) and the adjusted P-values (P) are shown. Source data can be found in the Code 

Ocean capsule. 
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Figure 3.14: Factor-specific cell-cell communication networks that drive significant differences 
between ASD patients and controls. 
Factor-specific cell-cell communication networks of (a) factor 3 and (b) factor 4 from the tensor 
decomposition of the ASD data set. These CCC networks representing the overall interactions between 
cells can be built for each of the factors by using the outer product between their respective sender-cell and 
receiver-cell normalized loadings (see Methods). Resulting values represent edge weights. When building 
these networks, all cell types are connected to each other. To consider only biological meaningful 
interactions, we filter edges with a weight above a threshold of 0.075. In (a) and (b), nodes colored in blue 
represent those that are important as sender cells (factor 3) or receiver cells (factor 4). Edge widths are 
proportional to the edge weights. Source data can be found in the Code Ocean capsule.  
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Figure 3.15: Downstream analyses of the BALF-COVID-19 dataset available to CellChat when 
considering multiple contexts. 
For simplicity, sample expression matrices were aggregated by context (healthy control: HC, moderate 
COVID-19: M, and severe COVID-19: S) prior to running a CellChat functional analysis, as described in the 
Benchmarking of computational efficiency of tools section of the Methods. Analyses are conducted on 
the pairwise similarity between signaling pathways. (a) UMAP embeddings and clustering results computed 
from the pairwise similarity matrix between signaling pathways across all contexts. This manifold learning 
process summarizes multiple pairwise comparisons in an automated manner. (b) The ranked information 
flow (total communication probability between all pairs of cell groups) compared between each context for 
each signaling pathway. Source data are provided in the Source Data file.  
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Figure 3.16: Noise increases dispersion of communication scores. 
(a) From left to right, the distribution of communication scores at increasing levels of expected value across 

noise. (b) From left to right, the distribution of communication scores at increasing maximal average value 

when noise is 1, without scaling the distribution, for an expected value of 0. (c) From left to right, the 

distribution of communication scores at increasing maximal average value when noise is 1, scaling the 

distributions such that the average value of the distribution when noise is 1 equals the maximal average 

value, for an expected value of 0. Scores are not capped to have a maximum value of 1. (d) From left to 

right, the distribution of communication scores at increasing maximal average value when noise is 1, scaling 

the distributions such that the average value of the distribution when noise is 1 equals the maximal average 

value, for an expected value of 0. Scores are capped to have a maximum value of 1. Panels b-d are 

annotated with the average value of the distribution when noise is 1. 𝞵 represents the expected value of 

communication scores, 𝞵L is the desired maximum average value of the communication scores, 𝞵’B is a 

function of 𝞵L and c’ is a scaling factor. All these parameters are described in more details in the Supplementary 

Notes (see Adding noise to simulations). Source data can be found in the Code Ocean capsule. 
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3.5.14 Appendix N: Data availability 

All input data used for the analyses in this work and the result-generated data are available 
online in a Code Ocean capsule (https://doi.org/10.24433/CO.0051950.v2). In particular, we used 
a single-cell atlas of COVID-19 in humans68, previously deposited in the NCBI's Gene Expression 
Omnibus database under accession code GSE158055 
[https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE158055], a COVID-19 dataset of 
single-cell transcriptomes for BALF samples32, previously deposited in the NCBI's Gene 
Expression Omnibus database under accession code GSE145926 
[https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE145926], and a single-nucleus ASD 
dataset previously deposited in the NCBI’s BioProject database under accession code 
PRJNA434002 [https://www.ncbi.nlm.nih.gov/bioproject/PRJNA434002/]. The list of ligand-
receptor interactions employed in our analyses corresponds to the database previously published 
with CellChat10, and is available in a Compendium of Ligand-Receptor Pairs 
[https://github.com/LewisLabUCSD/Ligand-Receptor-Pairs/blob/master/Human/Human-2020-
Jin-LR-pairs.csv] that we previously published5. The data generated in this study for the loadings 
resulting from the tensor decompositions of the simulated, COVID-19 and ASD datasets are 
available in the Source Data file. Source data that are not included in this file can be found and 
reproduced in the Code Ocean capsule. 

3.5.15 Appendix O: Code availability 

All the code used for the analyses in this work is available online in a Code Ocean capsule 
(https://doi.org/10.24433/CO.0051950.v2), which includes the exact version of all tools and 
software employed, and allows one to perform online a reproducible run of our analyses, 
outputting pertinent results. Tensor-cell2cell is implemented in our cell2cell suite65, and its GitHub 
repository and full documentation can be found at http://lewislab.ucsd.edu/cell2cell/, which also 
includes comprehensive tutorials that go from raw UMI data to running Tensor-cell2cell, followed 
by downstream analyses using Tensor-cell2cell’s outputs. The code for benchmarking the 
computational efficiency should be run in a local computer, and is available in a GitHub repository 
(https://github.com/LewisLabUCSD/CCC-Benchmark). 
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Chapter 4: Combining LIANA and Tensor-cell2cell to 

decipher cell-cell communication across multiple samples 

In recent years, data-driven inference of cell-cell communication has helped reveal 

coordinated biological processes across cell types. While multiple cell-cell communication tools 

exist, results are specific to the tool of choice, due to the diverse assumptions made across 

computational frameworks. Moreover, tools are often limited to analyzing single samples or to 

performing pairwise comparisons. As experimental design complexity and sample numbers 

continue to increase in single-cell datasets, so does the need for generalizable methods to 

decipher cell-cell communication in such scenarios. Here, we integrate two tools, LIANA and 

Tensor-cell2cell, which combined can deploy multiple existing methods and resources, to enable 

the robust and flexible identification of cell-cell communication programs across multiple samples. 

In this protocol, we show how the integration of our tools facilitates the choice of method to infer 

cell-cell communication and subsequently perform an unsupervised deconvolution to obtain and 

summarize biological insights. We explain how to perform the analysis step-by-step in both 

Python and R, and we provide online tutorials with detailed instructions available at https://ccc-

protocols.readthedocs.io/. This protocol typically takes ~1.5h to complete from installation to 

downstream visualizations on a GPU-enabled computer, for a dataset of ~63k cells, 10 cell types, 

and 12 samples. 

  

https://ccc-protocols.readthedocs.io/
https://ccc-protocols.readthedocs.io/
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4.1 Introduction 

Cell-cell communication (CCC) coordinates higher-order biological functions in 

multicellular organisms1,2, dictating phenotypes in response to different contexts such as disease 

state, spatial location, and organismal life stage. In recent years, many tools have been developed 

to leverage single-cell and spatial transcriptomics data to understand CCC events driving various 

biological processes. While each computational strategy contributes unique and valuable 

developments, many are tool-specific and challenging to integrate due to a plethora of different 

inference methods and resources housing prior knowledge3. Moreover, most tools do not account 

for the relationships of coordinated CCC events (CCC programs) across different contexts4, either 

disregarding context altogether by analyzing samples individually or being limited to pairwise 

comparisons. Thus, as the ability to generate large single-cell and spatial transcriptomics datasets 

and the interest in studying CCC programs continues to increase5–7, the need to robustly decipher 

CCC is becoming essential. 

4.1.1 Development of the protocol 

We combine two independent yet highly complementary tools that leverage existing 

methods to enable robust and hypothesis-free analysis of context-driven cell-cell communication 

programs (Fig. 4.1). LIANA3 is a computational framework that implements multiple available 

ligand-receptor resources (i.e., database of ligand-receptor interactions) and methods to analyze 

CCC. In particular, the user can employ LIANA to select any method and resource of choice or 

combine multiple approaches simultaneously to obtain consensus predictions. Tensor-cell2cell8 

is a dimensionality reduction approach devised to uncover context-driven CCC programs across 

multiple samples simultaneously. Specifically, Tensor-cell2cell uses CCC scores inferred by any 

method and arranges the data into a 4D tensor to capture the coordinated relationship between 

ligand-receptor interactions, communicating cell type pairs, and samples. Together, LIANA and 

https://paperpile.com/c/SvXzJP/dJQ2+WJra
https://paperpile.com/c/SvXzJP/iSBX
https://paperpile.com/c/SvXzJP/6x3o
https://paperpile.com/c/SvXzJP/S8Yp+HgpU+j8fR
https://paperpile.com/c/SvXzJP/iSBX
https://paperpile.com/c/SvXzJP/HmJv
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Tensor-cell2cell unify existing approaches to enable researchers to easily use their preferred CCC 

resource and method and subsequently analyze any number of samples into biologically-relevant 

CCC insights without the additional complications of installing separate tools or reconciling 

discrepancies between them. 

For this protocol, we adapted LIANA and Tensor-cell2cell to enable their smooth 

integration. Thus, our protocol demonstrates the concerted use of both tools, describes the 

insights they provide, and facilitates the interpretation of their outputs. We base this protocol on 

recent best practices for single-cell transcriptomics and CCC inference9. We begin by processing 

the key inputs of our tools. Then, we guide the selection of methods and prior-knowledge 

resources to score intercellular communication, using LIANA's consensus method and resource 

to infer the potential CCC events for each sample. We use Tensor-cell2cell to summarize the 

intercellular communication events across samples, and we describe key technical considerations 

to enable consistent decomposition results. We also showcase the robustness of Tensor-cell2cell 

to missing values across samples. Finally, we guide the interpretation of the decomposition 

results, and show multiple downstream analyses and visualizations to facilitate interpretation of 

the context-dependent CCC programs. For example, we illustrate how biologically-relevant 

results can be obtained by coupling the outputs with pathway-enrichment analyses. We also 

provide quickstart and in-depth online tutorials with detailed descriptions of all steps described in 

this protocol and their crucial parameters. All these materials are available in both Python and R 

at https://ccc-protocols.readthedocs.io/. Collectively, these materials provide a comprehensive 

and flexible playbook to investigate cell-cell communication from single-cell transcriptomics. 

  

https://paperpile.com/c/SvXzJP/1dM0
https://ccc-protocols.readthedocs.io/
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Figure 4.1: Integration of LIANA and Tensor-cell2cell to identify context-driven programs of cell-cell 
communication. 
LIANA and Tensor-cell2cell can be used together to infer the molecular basis of cell-cell interactions by 
running analysis across multiple samples, conditions or contexts. Given a method, resource, and 
expression data, LIANA outputs CCC scores for all interactions in a sample. We adapted both tools to be 
highly compatible with each other, so LIANA outputs can be directly passed to Tensor-cell2cell to detect 
the programs from the scores computed with LIANA. Tensor-cell2cell uses the communication scores 
generated for multiple samples to identify context-driven CCC programs.  
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4.1.2 Applications of the protocol 

LIANA and Tensor-cell2cell have been used for diverse purposes. LIANA was initially used 

to compare and evaluate different ligand-receptor methods in diverse biological contexts. Tensor-

cell2cell was originally applied to link CCC programs with different severities of COVID-19 and 

Autism Spectrum Disorder (ASD)8. Briefly, LIANA evaluated different methods and showed that 

they have limited agreement in terms of communication mechanisms3,8, while Tensor-cell2cell 

revealed distinct CCC program dysregulations associated with severe COVID-19 specifically 

rather than moderate cases, as well as combinations of programs distinguishing ASD from 

neurotypical condition. Notably, LIANA provides a consensus resource and can aggregate 

multiple methods into consensus communication scores. Additionally, there is  a natural 

complementarity between the two tools, as Tensor-cell2cell can use input scores from any CCC 

method (Fig. 4.1) and generates consistent decomposition results across methods. Thus, our 

tools are highly generalizable and applicable to the analysis of any single-cell transcriptomics 

datasets. For example, LIANA has been used for the analysis of myocardial infarction10 and TGFβ 

signaling in breast cancer11, among others. Our tools are also applicable to other data modalities 

containing potentially interacting cell populations. Specifically, one can adapt LIANA or use 

existing spatial tools12 and combine their outputs with Tensor-cell2cell to generate spatially-

informed CCC insights across contexts. Similarly, one can also obtain metabolite-mediated 

intercellular interactions13,14, and decompose those into patterns across contexts with Tensor-

cell2cell15. One can also apply Tensor-cell2cell to extract CCC programs occurring at specific 

tissues16 or at a whole-body organism level17. In this protocol, we focus on how one can leverage 

the different CCC methods and resources, generalized by LIANA, to infer context-dependent CCC 

programs with Tensor-cell2cell from single-cell transcriptomics data. 

  

https://sciwheel.com/work/citation?ids=13399972&pre=&suf=&sa=0
https://sciwheel.com/work/citation?ids=13133568,13399972&pre=&pre=&suf=&suf=&sa=0,0
https://paperpile.com/c/SvXzJP/lMJt
https://paperpile.com/c/SvXzJP/4iuZ
https://paperpile.com/c/SvXzJP/pv9j
https://paperpile.com/c/SvXzJP/xaGI+wcJt
https://paperpile.com/c/SvXzJP/qOxS
https://paperpile.com/c/SvXzJP/1j6R
https://paperpile.com/c/SvXzJP/njZ9
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4.1.3 Comparison with other methods 

A plethora of ligand-receptor methods have emerged, most of which were published with 

their own resources1,3,8. Many of these provide distinct scoring functions to prioritize interactions, 

yet studies have reported low agreement between their predictions3,18,19. Due to the lack of a gold 

standard, the benchmark of these methods remains limited and it is challenging to choose the 

method that works best. To this end, in addition to providing multiple individual methods via 

LIANA, we also enable their consensus, which we use in this protocol, under the assumption that 

the wisdom of the crowd is less biased than any individual method. 

 While many methods exist to infer ligand-receptor interactions from a single sample, fewer 

approaches were designed to compare CCC interactions across conditions. These include 

CrossTalkeR20, which utilizes network topological measures to compare communication patterns, 

CellPhoneDB21, which accepts user-provided lists of differentially-expressed genes to return 

relevant ligand-receptor interactions, and scDiffCom, which uses a combined permutation 

approach across both cell types and conditions. Still, the aforementioned approaches are limited 

to pairwise comparisons. To our knowledge the only approach other than Tensor-cell2cell that 

can handle more than two conditions is CellChat22; however it is still based on pairwise 

comparisons, subsequently applying a manifold learning to summarize pathway-focused 

similarities of contexts. A key advantage of Tensor-cell2cell is that it considers all samples 

simultaneously while preserving the relationships between ligand-receptor interactions and 

communicating cell-type pairs. Thus, Tensor-cell2cell preserves higher-order CCC relationships 

and translates those into mechanistic CCC programs of potentially interacting ligands, receptors 

and communicating cell types. 

https://paperpile.com/c/SvXzJP/dJQ2+HmJv+iSBX
https://paperpile.com/c/SvXzJP/iSBX+PQQs+nyrQ
https://paperpile.com/c/SvXzJP/cyZj
https://paperpile.com/c/SvXzJP/KoFp
https://paperpile.com/c/SvXzJP/IBx3
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4.1.4 Limitations 

Although our tools provide robust and flexible solutions to infer CCC patterns across 

contexts, they inherit the limitations associated with inferring communication events from 

transcriptomics data. These include the assumption that gene co-expression is indicative of active 

signaling events, which are largely mediated by proteins and their interactions, while also 

disregarding any biological processes, such as protein translation, post-translational 

modifications, secretion, diffusion, and trigger of intracellular events that precede and follow the 

interaction itself. Moreover, the aggregation of single cells into cell groups is essential when 

inferring potential CCC events, which could occlude some signals in heterogeneous tissues, 

thereby biasing the insights that can be obtained. Finally, since the input of Tensor-cell2cell is a 

4D-tensor, it requires that all elements are measured across all features and samples. 

Consequently, one should consider how to handle missing values caused by samples that do not 

present the same cell types and/or expressed genes when constructing this tensor. Deciding 

whether those reflect biologically-meaningful zeroes or a technical artifact may lead to variations 

in the resulting CCC patterns. We provide an extended discussion and analysis of the related 

parameter choices that may help users decide how to handle this challenge (Appendix 4.6.1).  

4.1.5 Expertise needed to implement the protocol 

Our protocol requires basic understanding of Python or R and single-cell data analysis. 

Yet, some of the detailed tutorials also touch on considerations that would be of interest to 

computational biologist power users. 



 228 

4.2 Materials 

4.2.1 Hardware 

This protocol was run on a computer with the following specifications: 

● CPU: AMD Ryzen Threadripper 3960x (24 cores) 

● Memory: 128GB DDR4 

● GPU: NVIDIA RTX A6000 48GB 

However, the minimal requirements for running this protocol are: 

● CPU: 64-bit Intel or AMD processor (4 cores) 

● Memory: 16GB DDR3 

● GPU: NVIDIA GTX 1050 Ti (Optional) 

● Storage: At least 10GB available 

4.2.2 Software  
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Table 4.1: Required packages for computational environment. 

Package Name Package Version Language Install With 

jupyter   conda 

ipywidgets   conda 

pip >=22 Python conda 

scanpy >=1.9 Python conda 

*cuda-toolkit   conda 

*pytorch-cuda 11.6  conda 

*torchvision   conda 

*torchaudio   conda 

pytorch, *cuda enabled   conda 

scvi-tools >=0.18 Python conda 

scikit-misc 0.1.4 Python conda 

cell2cell 0.6.7 Python pip 

liana 0.1.7 Python pip 

decoupler 1.3.3 Python pip 

omnipath 1.0.6 Python pip 

singlecellexperiment  R conda 

remotes >=2 R conda 

devtools >=2 R conda 

seuratobject  R conda 

biocmanager >=1.30 R conda 

seurat >=4 R conda 

hd5r  R conda 

furrr  R conda 

textshape  R conda 

forcats  R conda 

rstatix  R conda 

ggpubr  R conda 

scater  R conda 

zellkonverter  R conda 

liana Commit ID: 
ab70b34066f68df60e9ed
0d0ce72b0d00f871b7e 

R remotes 

seurat-disk Commit ID: 
9b89970eac2a3bd770e7
44f63c7763419486b14c 

R remotes 

decoupleR Commit ID: 
c17d635e0720c86f2386c
39ad7dea8614df393f1 

R biocmanager 

*: For GPU enabled use only 
Python packages should always be installed. R language packages only need to be installed if planning to 
run the notebooks in R.   
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4.2.3 Equipment setup 

To facilitate the setup of a virtual environment containing all required packages with their 

corresponding versions, we provide an executable ̀ setup_env.sh` script together with instructions 

on a Github repository we prepared for this protocol: 

https://github.com/saezlab/ccc_protocols/tree/main/env_setup  

4.3 Procedure 

∆ CRITICAL In this section we introduce our protocol (Fig. 4.2) using Python.  The same 

protocol is implemented in R and is available online at https://ccc-

protocols.readthedocs.io/en/latest/notebooks/ccc_R/QuickStart.html. 

https://github.com/saezlab/ccc_protocols/tree/main/env_setup
https://ccc-protocols.readthedocs.io/en/latest/notebooks/ccc_R/QuickStart.html
https://ccc-protocols.readthedocs.io/en/latest/notebooks/ccc_R/QuickStart.html
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Figure 4.2: Overview of the protocol for inferring cell-cell communication through LIANA and 
Tensor-cell2cell. 
Main inputs, steps, resources and options are summarized for the distinct steps of this protocol: (a) A 
preprocessed gene expression matrix according to the best practices of single-cell analysis is expected as 
input (step 3 in the Procedure section). (b) This input data is integrated with the ligand-receptor resources 
available in LIANA to infer cell-cell communication using any of the methods implemented in LIANA (step 
4 in the Procedure section). An output containing the cell-cell communication scores across all interactions 
per sample is generated. (c) The LIANA output is then directly passed to Tensor-cell2cell to build the 
respective communication tensor used by the tensor component analysis (steps 5.1-5.2 in the Procedure 
section). The output generated by Tensor-cell2cell can be later employed for other downstream analyses 
(steps 5.3 and 6 in the Procedure section). 
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4.3.1 Installation and Environment Setup 

Install Anaconda or Miniconda through the official instructions at: 

https://docs.anaconda.com/anaconda/install/index.html. Then, open a terminal to create and 

activate a conda environment: 

conda create -n ccc_protocols 
conda activate ccc_protocols 

If you will be using a GPU, install PyTorch using conda: 

conda install pytorch torchvision torchaudio pytorch-cuda=11.6 -c pytorch -c nvidia 

Install Tensor-cell2cell, LIANA, and decoupler using PyPI: 

pip install cell2cell liana decoupler 

For fully reproducible runs of our Tutorials in both Python and R, we have specified the 

required packages and their versions in Table 4.1. You can also follow instructions in the 

Environment setup section to install a clean virtual environment with all package requirements. 

Notebooks to run this tutorial can be created by starting jupyter notebook: 

jupyter notebook 

  

https://docs.anaconda.com/anaconda/install/index.html
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4.3.2 Initial Setups 

First, if you are using a NVIDIA GPU with CUDA cores, set `use_gpu=True` and enable 

PyTorch with the following code block. Otherwise, set `use_gpu=False` or skip this part. 

use_gpu = True 
if use_gpu: 
import tensorly as tl 
tl.set_backend('pytorch') 

Then, import all the packages we will use in this tutorial: 

import cell2cell as c2c 
import liana as li 
import pandas as pd 
import decoupler as dc 
import scanpy as sc 
import matplotlib.pyplot as plt 
%matplotlib inline 
import plotnine as p9 
import seaborn as sns 

Afterwards, specify the data and output directories: 

data_folder = '../../data/' 
output_folder = '../../data/outputs/' 
c2c.io.directories.create_directory(data_folder) 
c2c.io.directories.create_directory(output_folder) 

We begin by loading the single-cell transcriptomics data. For this tutorial, we will use a 

lung dataset of 63k immune and epithelial cells across three control, three moderate, and six 

severe COVID-19 patients23. We use a convenient function to download the data and store it in 

the AnnData format, on which the scanpy26 package is built. 

adata = c2c.datasets.balf_covid(data_folder + '/Liao-BALF-COVID-19.h5ad') 

https://paperpile.com/c/SvXzJP/2cFn
https://sciwheel.com/work/citation?ids=4822624&pre=&suf=&sa=0
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4.3.3 Data Preprocessing 

Data preprocessing is crucial for the correct application of this (Fig. 4.2a). Here, we only 

highlight the essential steps. However, other aspects of data preprocessing should be considered 

and performed according to the best practices of single-cell analysis 

(https://github.com/theislab/single-cell-best-practices).  

4.3.3.1 Quality Control ● TIMING < 5 min 

The loaded data has already been pre-processed to a degree and comes with cell 

annotations. Nevertheless, we highlight some of the key steps. To mitigate noise, we filter non-

informative cells and genes: 

sc.pp.filter_cells(adata, min_genes=200) 
sc.pp.filter_genes(adata, min_cells=3) 

We additionally remove a high mitochondrial content: 

adata.var['mt'] = adata.var_names.str.startswith('MT-') 
sc.pp.calculate_qc_metrics(adata, 

qc_vars=['mt'], 
percent_top=None, 
log1p=False, 
inplace=True) 

adata = adata[adata.obs.pct_counts_mt < 15, :] 

Which is followed by removing cells with a high number of total UMI counts, potentially 

representing more than one single cell (doublets): 

adata = adata[adata.obs.n_genes < 5500, :] 

! CAUTION Here, we covered the absolute basics. We omit other common practice steps, 

such as the removal of cells with high ribosomal content and the correction of ambient RNA. 

Additionally, in certain scenarios, particularly in such where technical variation is expected to be 

notable, the application of quality control steps by sample is desirable. 

https://github.com/theislab/single-cell-best-practices
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4.3.3.2 Normalization  ● TIMING < 2 min 

We have now removed the majority of noisy readouts and we can proceed to count 

normalization, as most cell-cell communication tools typically use normalized count matrices as 

input. Normalized counts are usually obtained in two essential steps, the first being count depth 

scaling which ensures that the measured count depths are comparable across cells. This is then 

usually followed up with log1p transformation, which stabilizes the variance of the counts and 

enables the use of linear metrics downstream: 

# Save the raw counts to a layer 
adata.layers["counts"] = adata.X.copy() 
# Normalize the data 
sc.pp.normalize_total(adata, target_sum=1e4) 
sc.pp.log1p(adata) 

∆ CRITICAL A key parameter of this command is: 

● target_sum ensures that after normalization each observation (cell) has a total count 

equal to that number. 

These normalization steps ensure that the aggregation of cells into cell types, a common 

practice for CCC inference, is done on comparable cells with approximately normally-distributed 

feature values. 

? TROUBLESHOOTING Expression matrices with nan or inf values causes errors. Users 

should stick to common normalization techniques, and any nan, negative or inf values must be 

filled to avoid errors. 

4.3.4 Inferring cell-cell communication 

Following preprocessing of the single-cell transcriptomics data, we proceed to the 

inference of potential CCC events (Fig. 4.3b). In this case, we will use LIANA to infer the ligand-
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receptor interactions for each sample. LIANA is available in Python and R, and supports Scanpy, 

SingleCellExperiment and Seurat objects as input. LIANA is highly modularized, and it natively 

implements the formulations of several methods, including CellPhoneDBv224, Connectome25, 

log2FC, NATMI26, SingleCellSignalR27, CellChat22, a geometric mean, as well as a consensus 

score in the form of a rank aggregate28 from any combination of methods (Fig. 4.3). The high 

modularity of LIANA further enables the straightforward addition of any other ligand-receptor 

method. 

LIANA classifies the scoring functions from the different methods into two categories: 

those that infer the “Magnitude” and “Specificity” of interactions. The “Magnitude” of an interaction 

is a measure of the strength of the interaction, and the “Specificity” of an interaction is a measure 

of how specific an interaction is to a given pair of cell groups. Generally, these categories are 

complementary, and the magnitude of the interaction is often in agreement with the specificity of 

the interaction. In other words, a ligand-receptor interaction with a high magnitude score in a given 

pair of cell types is likely to also be specific, and vice versa.   

https://paperpile.com/c/SvXzJP/zf3c
https://paperpile.com/c/SvXzJP/FzjD
https://paperpile.com/c/SvXzJP/HhfT
https://paperpile.com/c/SvXzJP/fTcL
https://paperpile.com/c/SvXzJP/IBx3
https://paperpile.com/c/SvXzJP/VvPd
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Figure 4.3: LIANA is a user-friendly and modular ligand-receptor analysis framework. 
LIANA  provides a variety of methods and resources to infer cell-cell communication, making it easy to use 
multiple existing methods in a coherent manner. It also provides  consensus scores and resources to 
provide generalized results. Figure adapted from3. 

4.3.4.1 Selecting a method to infer cell-cell communication 

While there are many commonalities between the different methods implemented in 

LIANA, there also are many variations and different assumptions affecting how the magnitude 

and specificity scores are calculated. These variations can result in limited agreement in inferred 

predictions when using different CCC methods3,18,19. To this end, in LIANA we additionally provide 

a rank_aggregate score, that can be used to aggregate any of the scoring functions above into a 

consensus score. 

By default, LIANA calculates an aggregate rank using a re-implementation of the 

RobustRankAggregate method32, and generates a probability distribution for ligand-receptors that 

are ranked consistently better than expected under a null hypothesis. The consensus of ligand-

receptor interactions across methods can therefore be treated as a P-value. We show in detail 

how LIANA’s rank aggregate or any of the individual methods can be used to infer communication 

https://sciwheel.com/work/citation?ids=13133568&pre=&suf=&sa=0
https://sciwheel.com/work/citation?ids=13133568,13811701,14161317&pre=&pre=&pre=&suf=&suf=&suf=&sa=0,0,0
https://sciwheel.com/work/citation?ids=3315303&pre=&suf=&sa=0
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events from a single sample or context at “Python Tutorial 02 Infer-Communication-Scores” 

[https://ccc-protocols.readthedocs.io/en/latest/notebooks/ccc_python/02-Infer-Communication-

Scores.html]. 

∆ CRITICAL When using LIANA with Tensor-cell2cell, we recommend selecting a scoring 

function that reflects the Magnitude of the interactions, as how the interactions Specificity relates 

to changes across samples is unclear. In this protocol, we will use the `magnitude_rank`  scoring 

function from LIANA, under the assumption that ensemble approaches are potentially less biased 

than any single method alone20. 

? TROUBLESHOOTING The default decomposition method of Tensor-cell2cell is a non-

negative Tensor Component Analysis, which, as implied, expects non-negative values as the 

inputs. Thus, when selecting the method of choice, make sure that you do not have negative CCC 

scores. If so, you can replace them by zeros or the minimum positive value. 

4.3.4.2 Selecting ligand-receptor resources 

When considering ligand-receptor prior knowledge resources, a common theme is the 

trade-off between coverage and quality, and similarly each resource comes with its own biases3. 

LIANA takes advantage of OmniPath29, which includes expert-curated resources of 

CellPhoneDBv2, CellChat, ICELLNET30, connectomeDB202026, CellTalkDB31, as well as 10 

others3,29. LIANA further provides a consensus expert-curated resource from the aforementioned 

five resources, along with some curated interactions from SignaLink32. In this protocol, we will use 

the consensus resource from LIANA, though any of the other resources are available via LIANA, 

and one can also use LIANA with their own custom resource. 

Selecting any of the lists of ligand-receptor pairs in LIANA can be done through the 

following command: 

lr_pairs = li.resource.select_resource('consensus') 

https://ccc-protocols.readthedocs.io/en/latest/notebooks/ccc_python/02-Infer-Communication-Scores.html
https://ccc-protocols.readthedocs.io/en/latest/notebooks/ccc_python/02-Infer-Communication-Scores.html
https://sciwheel.com/work/citation?ids=2530409&pre=&suf=&sa=0
https://sciwheel.com/work/citation?ids=13133568&pre=&suf=&sa=0
https://paperpile.com/c/SvXzJP/ceRg
https://paperpile.com/c/SvXzJP/PVPt
https://paperpile.com/c/SvXzJP/HhfT
https://paperpile.com/c/SvXzJP/EpSe
https://paperpile.com/c/SvXzJP/iSBX+ceRg
https://paperpile.com/c/SvXzJP/kOBc
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Here ‘consensus’ indicates the use of LIANA’s consensus resource , but it can be replaced 

by any other available resource (e.g. ‘cellphonedb’, ‘cellchatdb’, ‘connectomeDB’, etc.). 

? TROUBLESHOOTING Users should choose a resource with gene identifiers and 

organism that corresponds to that of their data. By default, LIANA uses human gene symbol 

identifiers, but additionally provides a murine resource as well as functionalities to convert via 

orthology to other organisms. 

4.3.4.3 Running LIANA for each sample ● Timing 4 minutes 

Here, we will run LIANA’s `rank_aggregate` with six methods (by default, CellPhoneDBv2, 

CellChat, SingleCellSignalR, NATMI, Connectome, log2FC) on all of the samples in the dataset.  

li.mt.rank_aggregate.by_sample(adata, 

                            sample_key='sample_new', 
                            groupby='celltype', 
                            resource_name='consensus', 
                            expr_prop=0.1, 
                            min_cells=5, 
                            n_perms=100, 
                            use_raw=False, 
                            verbose=True, 
                            inplace=True 

 ) 

∆ CRITICAL Key parameters here are: 

● adata stands for Anndata, the data format used by scanpy33, and we pass here with an 

object with a single  sample/context. 

● sample_key corresponds to the sample identifiers, available as a column in the 

`adata.obs` dataframe. 

● groupby corresponds to the cell group label stored in `adata.obs`. 

● resource_name - name of any of the resources available via LIANA 

● expr_prop is the expression proportion threshold (in terms of cells per cell type 

https://paperpile.com/c/SvXzJP/PUW6
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expressing the protein) for any protein subunit involved in the interaction, according to 

which we keep or discard the interactions. 

● min_cells is the minimum number of cells per cell type required for a cell type to be 

considered in the analysis 

● n_perms is the number of permutations for P-value estimation 

● use_raw is a boolean that indicates whether to use the `adata.raw` slot, here the log-

normalized counts are assigned to `adata.X`, other options include passing the name of a 

layer via the `layer` parameter or using the counts stored in `adata.raw`. 

● verbose is a Boolean value that indicates whether to print the progress of the function 

● inplace indicates whether storing the results in place, i.e. to `adata.uns[“liana_res”]`. 

∆ CRITICAL LIANA considers interactions as occurring only if the ligand and receptor, and 

all of their subunits, are expressed in at least 10% of the cells (by default) in both clusters involved 

in the interaction. Any interactions that do not pass these criteria are not returned by default. To 

return those, the user can use the `return_all_lrs` parameter. These results will later be used to 

generate a tensor of ligand-receptor interactions across contexts that will be decomposed into 

CCC patterns by Tensor-Cell2cell. Thus, how non-expressed interactions are handled is critical 

to consider when building the tensor later on (see “Python Tutorial 03 Generate-Tensor”. 
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4.3.4.4 Visualize output 

One can visualize the output as a dotplot, but with the addition of the samples. 

li.pl.dotplot_by_sample(adata=adata, 
                     colour='magnitude_rank', 
                     size='specificity_rank',                           
                     source_labels=["B", "pDC", "Macrophages"], 
                     target_labels=["T", "Mast", "pDC", "NK"], 
                     ligand_complex='B2M', 
                     receptor_complex=['CD3D', 'KLRD1'], 
                     sample_key='sample_new', 
                     inverse_colour=True, 
                     inverse_size=True, 
                     figure_size=(9, 9), 
                     size_range=(1, 6), 
                     ) 

Key parameters here are: 

● source_labels is a list containing the names of the sender cells of interest. 

● target_labels is a list containing the names of the receiver cells of interest. 

● ligand_complex is a list containing the names of the ligands of interest. 

● receptor_complex is a list containing the names of the receptors of interest. 

● sample_key is a string containing the column name where samples are specified. 

■ PAUSE POINT We can export the liana results by sample to a csv, and save them for later 

use: 

adata.uns['liana_res'].to_csv(output_folder + '/LIANA_by_sample.csv', index=False) 

Alternatively one could just export the whole AnnData object, together with the ligand-

receptor results stored at `adata.uns[‘liana_res’]`: 

adata.write_h5ad(output_folder + '/adata_processed.h5ad', compression='gzip')  
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4.3.5 Comparing cell-cell communication across multiple samples 

4.3.5.1 Building a 4D-communication tensor ● Timing <1 minute 

First, we generate a list containing all samples from our AnnData object. For visualization 

purposes we sort them according to COVID-19 severity. Here, we can find the names of each of 

the samples in the ‘sample_new’ column of the adata.obs information: 

sorted_samples = sorted(adata.obs['sample_new'].unique()) 

Tensor-cell2cell performs a tensor decomposition to find context-dependent patterns of 

cell-cell communication. It builds a 4D-communication tensor, which in this case is built from the 

communication scores obtained from LIANA for every combination of ligand-receptor and sender-

receiver cell pairs per sample (Fig. 4.2c). For this protocol and associated tutorials, we 

implemented a function that facilitates building this communication tensor: 

tensor = li.multi.to_tensor_c2c(liana_res=adata.uns['liana_res'], 
                             sample_key='sample_new', 
                             source_key='source', 
                             target_key='target', 
                             ligand_key='ligand_complex', 
                             receptor_key='receptor_complex', 
                             score_key='magnitude_rank',                             

  inverse_fun=lambda x: 1 - x, 
                             how='outer', 
                             outer_fraction=1/3., 
                             context_order=sorted_samples, 
                             ) 

? TROUBLESHOOTING Since the `magnitude_rank` from LIANA represents a score 

where the values closest to 0 represent the most probable communication events, we need to 

invert the communication scores to use it with Tensor-cell2cell. See the parameter `inverse_fun` 

below for further details for transforming this score. 

∆ CRITICAL Key parameters here are: 

● liana_res is the dataframe containing the results from LIANA, usually located in 

`adata.uns[‘liana_res’]. We can pass directly the AnnData object to the parameter adata 
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to this function. If the AnnData object is passed, we do not need to specify the liana_res 

parameter. 

● sample_key, source_key, target_key, ligand_key, receptor_key, and score_key are 

the column names in the dataframe containing the samples, sender cells, receiver cells, 

ligands, receptors, and communication scores, respectively. Each row of the dataframe 

contains a unique combination of these elements. 

● inverse_fun is the function we use to convert the communication score before building 

the tensor. In this case, the 'magnitude_rank' score generated by LIANA considers low 

values as the most important ones, ranging from 0 to 1. In contrast, Tensor-cell2cell 

requires higher values to be the most important scores, so here we pass a function 

(lambda x: 1 - x) to adapt LIANA's magnitude-rank scores (subtracts the LIANA's score 

from 1). If None is passed instead, no transformation will be performed on the 

communication score. If using other scores coming from one of the methods implemented 

in LIANA, a similar transformation can be done depending on the parameters and 

assumptions of the scoring method. 

● how controls which ligand-receptor pairs and cell types to include when building the 

tensor. This decision depends on whether the missing values across a number of samples 

for both ligand-receptor interactions and sender-receiver cell pairs are considered to be 

biologically-relevant. Options are: 

○ 'inner' is the most strict option since it only considers cell types and ligand-receptor 

pairs that are present in all contexts (intersection). 

○ 'outer' considers all cell types and ligand-receptor pairs that are present across 

contexts (union). 

○ 'outer_lrs' considers only cell types that are present in all contexts (intersection), 

while all ligand-receptor pairs that are present across contexts (union). 

○ 'outer_cells' considers only ligand-receptor pairs that are present in all contexts 
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(intersection), while all cell types that are present across contexts (union). 

● outer_fraction controls the elements to include in the union scenario of the how options. 

Only elements that are present at least in this fraction of samples/contexts will be included. 

When this value is 0, the tensor includes all elements across the samples. When this value 

is 1, it acts as using how='inner'. 

● context_order is a list specifying the order of the samples. The order of samples does 

not affect the results, but it is useful for posterior visualizations. 

We can check the shape of this tensor to verify the number of samples, ligand-receptor 

pairs, sender cells, and receiver cells, respectively: 

Tensor.shape 

In addition, optionally we can generate the metadata for coloring the elements in each of 

the tensor dimensions (i.e., for each of the contexts/samples, ligand-receptor pairs, sender cells, 

and receiver cells) in posterior visualizations. This metadata corresponds to dictionaries for each 

of the dimensions, containing the elements and their respective major groups, such as a signaling 

categories for a ligand-receptor interactions, a hierarchically more granular cell type, or a disease 

condition for a sample. In cases where we do not account for such information, we do not need 

to generate such dictionaries. 

For example, we can build a dictionary for the contexts/samples dictionary by using the 

metadata in the AnnData object. In this example dataset, we can find samples in the column 

‘sample_new’, while their majors groups (representing COVID-19 severity) are found in the 

column ‘condition’: 

context_dict = adata.obs.sort_values(by='sample_new') \ 
                     .set_index('sample_new')['condition'] \ 
                     .to_dict() 

Then, the metadata can be generated with: 
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dimension_dicts = [context_dict, None, None, None] 
meta_tensor = c2c.tensor.generate_tensor_metadata(interaction_tensor=tensor, 
                                               metadata_dicts=dimension_dicts, 
                                               fill_with_order_elements=True 
                                              ) 

Notice that the None elements in the variable dimensions_dicts represent the dimensions 

where we are not including additional metadata. If you want to include metadata about major 

groups for those dimensions, you have to replace the corresponding None by a dictionary as 

described before. 

■ PAUSE POINT We can export our tensor and its metadata for performing the tensor 

decomposition later: 

c2c.io.export_variable_with_pickle(variable=tensor, 
                                filename=output_folder + '/Tensor.pkl') 
c2c.io.export_variable_with_pickle(variable=meta_tensor, 
                                filename=output_folder + '/Tensor-Metadata.pkl') 

Then, we can load them with: 

tensor = c2c.io.read_data.load_tensor(output_folder + '/Tensor.pkl') 
meta_tensor = c2c.io.load_variable_with_pickle(output_folder + '/Tensor-Metadata.pkl') 

4.3.5.2 Running Tensor-cell2cell across samples ● Timing 5 minutes with a ‘regular’ run 

or 40 minutes with a ‘robust’ run (using a GPU in both cases) 

Now that we have built the tensor and its metadata, we can run Tensor Component 

Analysis via Tensor-cell2cell with one simple command that we implemented for our unified tools: 

c2c.analysis.run_tensor_cell2cell_pipeline(interaction_tensor=tensor, 
                                        tensor_metadata=meta_tensor, 

   rank=None, 
                                        tf_optimization='robust', 
                                        random_state=0, 
                                        device='cuda', 
                                        output_folder=output_folder, 
                                       ) 

∆ CRITICAL Key parameters of this command are: 

● rank is the number of factors or latent patterns we want to obtain from the analysis. You 
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can either indicate a specific number or leave it as None to perform the decomposition 

with a suggested number from an elbow analysis. 

● tf_optimization indicates whether running the analysis in the 'regular' or the 'robust' way. 

The regular way runs the tensor decomposition fewer times than the robust way to select 

an optimal result. Additionally, the former employs less strict convergence parameters to 

obtain optimal results than the latter, which is also translated into a faster generation of 

results. 

● random_state is the seed for randomization. It controls the randomization used when 

initializing the optimization algorithm that performs the tensor decomposition. It is useful 

for reproducing the same result every time that the analysis is run. If None, a different 

randomization will be used each time. 

● device indicates whether we are using the 'cpu' or a GPU with 'cuda' cores. See the 

Installation section of this tutorial for instructions to enable the use of GPU(s). 

● output_folder is the full path to the folder where the results will be saved. Make sure that 

this folder exists before passing it here. 

This command will output three main results: a figure with the elbow analysis for 

suggesting a number of factors (only if rank=None), a figure with the loadings assigned to each 

element within a tensor dimension per factor obtained, and an excel file containing the values of 

these loadings. 

? TROUBLESHOOTING Elbow analysis returns a rank equal to one, or the curve is 

increasing instead of decreasing. This may be due to high sparsity in the tensor. The sparsity can 

be decreased by re-building the 4D tensor after re-running LIANA (Step 4.3) with a smaller 

`expr_prop` (e.g. `expr_prop=0.05`) or by only re-building the tensor (Step 5.1) with a higher 

`outer_fraction`  (e.g. `outer_fraction=0.8`). 
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4.3.5.3 Downstream visualizations: Making sense of the factors ● Timing <2 minutes 

The figure representing the loadings in each factor generated in the previous section can 

be interpreted by interconnecting all dimensions within a single factor. For example, if we take 

Factor 4 in Fig. 4.4, the CCC program here occurs in each sample in a manner proportional to 

their loadings, here correlated with COVID-19 severity. Relevant interactors can be interpreted 

according to their loadings (i.e. ligand-receptor pairs, sender cells, and receiver cells with high 

loadings play a more prominent role in an identified CCC program). Ligands in high-loading 

ligand-receptor pairs are sent predominantly by high-loading sender cells, and interact with the 

cognate receptors on the high-loadings receiver cells. In this factor, the program would be 

predominantly driven by changes in the receptor expression of receiver cells such as 

macrophages, neutrophils and myeloid dendritic cells. 

We can access the loading values of samples in each of the factors with: 

tensor.factors['Contexts'] 

In this case we obtain a dataframe where rows represent the samples, columns the factors 

generated by the decomposition, and entries are the loadings of each element within the 

corresponding factor. We can also access the loadings for the elements in the other dimensions 

by replacing ‘Contexts’ with ‘Ligand-Receptor Pairs’, ‘Sender Cells’, or ‘Receiver Cells’. Then, we 

can use these loadings to perform various downstream analyses (Fig. 4.5). 
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Figure 4.4: Cell-cell communication programs obtained by combining LIANA and Tensor-cell2cell. 
After inferring cell-cell communication with LIANA from the COVID-19 data, and running a Tensor 
Component Analysis with Tensor-cell2cell, 11 factors were obtained (rows here), each of which represents 
a different cell-cell communication program. Within a factor, loadings (y-axis) are reported for each element 
(x-axis) in every tensor dimension (columns). Elements here are colored by their major groups as indicated 
in the legend.  
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Figure 4.5: Examples of downstream analyses performed on the results from the LIANA and Tensor-
cell2cell framework. 
Downstream analyses can be performed by using the loadings of one of the tensor dimensions. Context or 
sample loadings (a-b) can be used to (a) compare statistically different condition groups within the same 
cell-cell communication program or (b) to group samples across all programs. (c-e) Similarly, ligand-
receptor interactions can be analyzed from their loadings per or across factors. (c) Key ligand-receptor 
pairs whose loadings are above a threshold can be clustered depending on their importance across all cell-
cell communication programs. They can also be ranked according to their loadings within a factor (factor-
specific analyses), and this information can be used to run an enrichment analysis such as (d) GSEA or (e) 
PROGENy to associate each of the programs with different functions or pathways. (f) Finally, cell type 
loadings can be jointly used within a factor to have an overall representation of the cell-cell communication 
(i.e., a factor-specific network of communication). 
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For example, we can use loadings to compare groups of samples (Fig. 4.5a-b) with box 

plots and statistical tests: 

groups_order = ['Control', 'Moderate COVID-19', 'Severe COVID-19'] 
fig_filename = output_folder + '/BALF-Severity-Boxplots.pdf' 
_ = c2c.plotting.context_boxplot(context_loadings=tensor.factors['Contexts'], 
                              metadict=context_dict, 
                              nrows=3, 
                              figsize=(16, 12), 
                              group_order=groups_order, 
                              statistical_test='t-test_ind', 
                              pval_correction='fdr_bh', 
                              cmap='plasma', 
                              verbose=False,                                                  

   filename=fig_filename 
                              ) 

∆ CRITICAL In this case, we can change the statistical test and the multiple-test correction 

with the parameters `statistical_test` and `pval_correction`. Here we used an independent t-test 

and a Benjamini-Hochberg correction. Additionally, we can set verbose=True to print exact test 

statistics and P-values. 

We can also generate heatmaps for the elements with loadings above a certain threshold 

in a given dimension (Fig. 4.5b,c,f). Furthermore, we can cluster these elements by the similarity 

of their loadings across all factors: 

fig_filename = output_folder + '/Clustermap-LRs.pdf' 
_ = c2c.plotting.loading_clustermap(loadings=tensor.factors['Ligand-Receptor Pairs'], 
                                 loading_threshold=0.1, 
                                 use_zscore=False, 
                                 figsize=(28, 8), 
                                 filename=fig_filename, 
                                 row_cluster=False 
                                ) 

? TROUBLESHOOTING Note that here we plot the loadings of the dimension 

representing the ligand-receptor pairs. In addition, we prioritize the pairs with high loadings using 

the parameter `loading_threshold=0.1`. In this case, the elements are included only if they are 

greater than or equal to that threshold in at least one of the factors. If we use 
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`loading_threshold=0`, we would consider all of the elements. Considering all of the elements 

would require modifying the parameter `figsize` to enlarge the figure. 

! CAUTION Changing the parameter ̀ use_zscore` to True would standardize the loadings 

of one element across all factors. This is useful to compare an element across factors and 

highlight the factors in which that element is most important. Modifying `row_cluster` to True 

would also cluster the factors depending on the elements that are important in each of them. 

4.3.6 Pathway Enrichment Analysis: Interpreting the context-driven 

communication 

The decomposition of ligand-receptor interactions across samples into loadings 

associated with the conditions reduces the dimensionality of the inferred interactions substantially. 

Nevertheless, we are still working with 1,054 interactions across multiple factors associated with 

the disease labels. To this end, as is commonly done when working with omics data types, we 

can perform pathway enrichment analysis to identify the general biological processes of interest. 

By using the loadings for each ligand-receptor pair, we can rank them within each factor and use 

this ranking as input to enrichment analysis (Fig. 4.5d-e). Pathway enrichment thus serves two 

purposes; it further reduces the dimensionality of the inferred interactions, and it enhances the 

biological interpretability of the inferred interactions. 

Here, we will show the application of classical gene set enrichment analysis on the ligand-

receptor loadings. We will use GSEA34 with KEGG Pathways35, as well as a multivariate linear 

regression from decoupler-py36 with the PROGENy pathway resource37. 

First, we assign ligand-receptor loadings to a variable: 

lr_loadings = tensor.factors['Ligand-Receptor Pairs'] 

https://paperpile.com/c/SvXzJP/Sq3n
https://paperpile.com/c/SvXzJP/1p3p
https://paperpile.com/c/SvXzJP/xFHA
https://paperpile.com/c/SvXzJP/yQT3
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4.3.6.1 Classic Pathway Enrichment  

For the pathway enrichment analysis, we use ligand-receptor pairs instead of individual 

genes. KEGG was initially designed to work with sets of genes, so first we need to generate 

ligand-receptor sets for each of its pathways. A ligand-receptor pair is assigned as part of a 

pathway set if all of the genes in the pair are part of the gene set of such pathway: 

# Generate list with ligand-receptors pairs in DB 
lr_list = ['^'.join(row) for idx, row in lr_pairs.iterrows()] 
# Specify the organism and pathway database to use for building the LR set 
organism = "human" 
pathwaydb = "KEGG" 
# Generate ligand-receptor gene sets 
lr_set = c2c.external.generate_lr_geneset(lr_list, 
                                       complex_sep='_', 
                                       lr_sep='^', 
                                       organism=organism, 
                                       pathwaydb=pathwaydb, 
                                       readable_name=True, 
                                       output_folder=output_folder     
                                      ) 

 Note that we use the `lr_pairs` database that we loaded in the Selecting ligand-

receptor resources section. 

∆ CRITICAL Key parameters of this command are: 

● complex_sep indicates the symbol separating the gene names in the protein complex. 

● lr_sep  is the symbol separating a ligand and a receptor complex. 

● organism is the organism matching the gene names in the single-cell dataset. It could be 

either “human” or “mouse”. 

● pathwaydb is the name of the database to be loaded, provided with the cell2cell package. 

Options are “GOBP”, “KEGG”, and “Reactome”. 
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Run GSEA via cell2cell which calls the `gseapy.prerank` function internally ● Timing < 1 

minute 

pvals, scores, gsea_df = c2c.external.run_gsea(loadings=lr_loadings, 

                                            lr_set=lr_set, 
                                            output_folder=output_folder, 
                                            weight=1, 
                                            min_size=15, 
                                            permutations=999, 
                                            processes=6, 
                                            random_state=6, 
                                            significance_threshold=0.05, 
                                           ) 

∆ CRITICAL Key parameters of this command are: 

● lr_set is a dictionary associating pathways (keys) with ligand-receptor pairs (values). 

● weight represents the original parameter p in GSEA. It is an exponent that controls the 

importance of the ranking values (loadings in our case). 

● min_size indicates the minimum number of LR pairs that a set has to contain to be 

considered in the analysis. 

● permutations indicates the number of permutations to perform to generate the null 

distribution. 

● random_state is the reproducibility seed. 

● significance_threshold is the P-value threshold to consider significance. 
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Now that we have obtained the normalized-enrichment scores (NES) and corresponding 

P-values from GSEA, we can plot those using the following function from cell2cell: 

pathway_label = '{} Annotations'.format(pathwaydb) 
fig_filename = output_folder + '/GSEA-Dotplot.pdf' 
with sns.axes_style("darkgrid"): 
 dotplot = c2c.plotting.pval_plot.generate_dot_plot(pval_df=pvals, 
                                                   score_df=scores, 
                                                   significance=0.05, 
                                                   xlabel='', 
                                                   ylabel=pathway_label, 
                                                   cbar_title='NES', 
                                                   cmap='PuOr', 
                                                   figsize=(5, 12), 
                                                   label_size=20, 
                                                   title_size=20, 
                                                   tick_size=12, 
                                                   filename=fig_filename 
                                                   ) 

4.3.6.2 Footprint enrichment analysis 

In footprint enrichment analysis, instead of considering the genes whose products 

(proteins) are directly involved in a process of interest, we consider the genes affected by it - i.e. 

those that change downstream as a consequence of the process38. In this case, we will use the 

PROGENy resource to infer the pathways driving the identified context-dependent patterns of 

ligand-receptor pairs. PROGENy was built in a data-driven manner using perturbation data37. 

Consequently, it assigns different weights to each gene in its pathway genesets according to its 

importance. Thus, we need an enrichment method that can account for weights. To do so, we will 

use a multivariate linear regression implemented in decoupler-py36. 

As we did in GSEA using Tensor-cell2cell, we first have to generate ligand-receptor gene 

sets while also assigning a weight to each ligand-receptor interaction. This is done by taking the 

mean between the ligand and receptor weights. For ligand and receptor complexes, we first take 

the mean weight for all subunits. We keep ligand-receptor weights only if all the proteins in the 

interaction are sign-coherent and present for a given pathway. 

 

https://paperpile.com/c/SvXzJP/IIOW
https://paperpile.com/c/SvXzJP/yQT3
https://paperpile.com/c/SvXzJP/xFHA
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 Load the PROGENy genesets and then convert them to sets of weighted ligand-receptor 

pairs: 

# We first load the PROGENy gene sets 
net = dc.get_progeny(organism='human', top=5000) 
# Then convert them to sets with weighted ligand-receptor pairs 
lr_progeny = li.funcomics.generate_lr_geneset(lr_pairs, net, lr_separator="^") 

Run footprint enrichment analysis using the `mlm` method from decoupler-py  ● Timing < 

1 minute: 

estimate, pvals = dc.run_mlm(lr_loadings.transpose(), 
                          lr_progeny, 
                          source="source", 
                          target="interaction", 
                          use_raw=False 
                         ) 

Here, `estimate` and `pvals` correspond to the t-values and P-values assigned to each 

pathway. Finally, we generate Heatmap for the 14 Pathways in PROGENy across all Factors: 

fig_filename = output_folder + '/PROGENy.pdf' 
_ = sns.clustermap(estimate, xticklabels=estimate.columns, cmap='coolwarm', z_score=4) 
plt.savefig(fig_filename, dpi=300, bbox_inches='tight') 

From the heatmap, we can also generate a Barplot for the PROGENy pathways for a 

 specific factor: 

selected_factor = 'Factor 10' 
fig_filename = output_folder + '/PROGENy-{}.pdf'.format(selected_factor.replace(' ', '-')) 
dc.plot_barplot(estimate, 
             selected_factor, 
             vertical=True, 
             cmap='coolwarm', 
             save=fig_filename) 
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Table 4.2: Troubleshooting. 

Step Problem Possible reason Solution 

3 & 4 Error: Expression matrix 
contains non-finite values 
(nan or inf) 
 
Warning: Make sure that 
normalized counts are 
passed 

Mishandling counts 
processing 

Ensure that the matrix containing 
normalized counts is passed. 
Replace nan and inf values by 
zeros. 

4.1 Negative values in LIANA 
outputs 

Using preprocessed data 
with negative expression 
values. 

Avoid using preprocessing 
methods that generate negative 
values (e.g. centering the data to 
the mean values, using batch-
corrected expression values, 
etc.). 

4.2 Not enough ligand-receptor 
pairs in the data for the 
analysis 

Mismatched symbol IDs LIANA by default uses a resource 
with gene symbol IDs. When 
working with e.g. Ensembl IDs 
users need to provide an external 
resource; see https://ccc-
protocols.readthedocs.io/en/lates
t/notebooks/ccc_python/02-Infer-
Communication-Scores.html 

5.1 CCC scores representing 
opposed importance 

When using 
‘magnitude_rank’ scores 
from LIANA, lower values 
are more important. 
However, Tensor-cell2cell 
prioritizes high values as 
the important ones. 

Build the 4D tensor using an 
`inverse_fun` to make lower 
values to be the most important 
scores. 

5.2 Rank selection through the 
elbow analysis is not 
behaving properly 

High sparsity or number of 
missing values in the tensor 

Re-run LIANA with less stringent 
parameters (e.g. smaller 
expr_pror). Re-build the tensor 
with more strict how parameters 
(e.g. using how=’inner’ or 
increasing outer_fraction). 

5.3 Visualization of loadings are 
not properly displayed in 
heatmaps 

Too many or few elements 
in the dimension to 
visualize 

To visualize all elements, use the 
parameter `loading_threshold=0` 
to create the heatmaps. If you 
have too many elements, you 
can prioritize those with high 
loadings, so a threshold can be 
set. E.g., `loading_threshold=0.1` 

  

https://ccc-protocols.readthedocs.io/en/latest/notebooks/ccc_python/02-Infer-Communication-Scores.html
https://ccc-protocols.readthedocs.io/en/latest/notebooks/ccc_python/02-Infer-Communication-Scores.html
https://ccc-protocols.readthedocs.io/en/latest/notebooks/ccc_python/02-Infer-Communication-Scores.html
https://ccc-protocols.readthedocs.io/en/latest/notebooks/ccc_python/02-Infer-Communication-Scores.html
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4.5 Anticipated Results 

Deciphering cell-cell communication with LIANA yields all ligand-receptor interactions, 

defined in the prior knowledge resource, for every pair of cell types within the dataset. For each 

interaction, a set of statistics is assigned. These typically include a value that reflects the 

magnitude and specificity of interaction depending on the method of choice. The magnitude 

scores for each interaction in each sample are transformed into a 4D tensor that is then 

decomposed by Tensor-cell2cell. Prior to decomposition, it is recommended to estimate the 

optimal number of factors required to reconstruct the original tensor. For each output factor, we 

obtain four vectors that represent the sample, ligand-receptor interaction, sender cell type, and 

receiver cell type loadings. We can interpret the loadings as the relative importance of each 

element in each dimension of the original tensor. Together, the four vectors in a given factor 

constitute the CCC programs. The vectors are interconnected such that their combination across 

dimensions define a CCC program, with loadings in the sample dimension representing the 

context-dependence of the program and elements from each of the other dimensions (ligand-

receptor interactions and cell types) with high loadings being key mediators of this program. By 

focusing on sample loadings associated with a given condition label, we can thus identify the cell 

types and interactions also associated with that label. To aid the interpretation of LIANA and 

Tensor-cell2cell results, we also provide a wide range of visualizations and strategies to 

summarize the interaction loadings into biologically-meaningful insights. We anticipate that our 

unified protocol will aid the scientific community in studying CCC using large single-cell datasets 

with a high number of samples and biological conditions. 
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4.6 Appendix 

4.6.1 Appendix A: Benchmarking Missing Indices in Tensor-cell2cell 

To help users make informed decisions regarding choices in their computational pipeline, 
we benchmarked two key factors that can influence Tensor-cell2cell’s outputs, batch correction 
of expression data and missing tensor indices across samples.  

4.6.1.1 Motivation 

The purpose of these analyses was to determine how the tensor decomposition used by 
Tensor-cell2cell handles missing values. Cell-cell communication (CCC) inference tools output 
the following for each sample: communication scores associated with interactions (i.e., sender 
and receiver cell type pairs and ligand-receptor (LR) pairs)2.  

Tensor-cell2cell constructs the tensor by concatenating the output of these CCC tools 
across the context dimension. Consequently, cell types or LR pairs that are not present across all 
samples will result in missing values (at the "sample - sender cell type - receiver cell type - LR 
pair" tensor coordinate or index) in the samples they were absent from. Sample-specific "missing" 
data may be the result of any of the following: 

1) Technical limitations in measuring a gene or cell. 
2) Computational pipelines (data processing, negative expression counts or communication 

scores, thresholding parameters of CCC tools, etc.) that result in the exclusion of certain 
measurements.  

3) The cell type or LR pair is absent from that sample due to biological reasons (a "true 
biological zero").  
Tensor-cell2cell's decomposition will handle these missing values differently depending 

on how they are filled in during tensor construction. Within the tool, this is handled by the “how”, 
“cell_fill”, “lr_fill”, and “outer_fraction” parameters discussed in the protocols and tutorials. Also 
note that using LIANA's “return_all” parameter can mitigate the number of missing values due to 
thresholding parameters in point #2 above.  

If the missing values are filled with NaN (the default option in Tensor-cell2cell), Tensor-
cell2cell's non-negative canonical polyadic decomposition will “mask” these values during 
decomposition. Technically, this means that during iteration of the Alternating Least Squares 
algorithm, masked indices are randomly initialized then updated in each iteration. The masked 
indices in the full tensor are updated with those imputed from the previous iteration, leading to a 
new optimization problem and new output set of masked values in each iteration. Conceptually, 
this is essentially an imputation of missing values. If missing values are filled with a floating point 
value, they will not be masked and be considered as the actual value they were filled in with 
(rather than imputed) during the decomposition. For example, filling missing indices with 0 will 
cause these indices to be treated as "true biological zeroes". 

Thus, our goal is to determine the effect that the fraction of missing indices and the value 
with which they are filled, has on decomposition results. To do so, we simulate CCC across 
multiple samples and construct a gold-standard tensor with no missing indices. Next, we generate 
missing interactions in the dataset, and fill these values in the tensor with either NaN or 0. Finally, 
we compare the similarity of decomposition outputs between the tensor with missing indices and 
the gold-standard using the CorrIndex metric [https://doi.org/10.1016/j.sigpro.2022.108457]. Our 
expectations are as follows:  
1) If Tensor-cell2cell is appropriately robust to missing indices due to technical limitations or 
computational pipelines that exclude measurements (Points #1 and 2 above), similarity between 
the gold-standard tensor decomposition output and that of the tensor with missing indices should 

https://paperpile.com/c/SvXzJP/WJra
https://doi.org/10.1016/j.sigpro.2022.108457
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be high even at a high fraction of missing indices (i.e., when filled with NaN and masked, Tensor-
cell2cell should be able to accurately impute the data). 
2) If Tensor-cell2cell is appropriately sensitive to missing indices because those are truly absent 
in the sample, similarity between the gold-standard tensor decomposition output and that of the 
tensor with missing indices should be low as the fraction of missing indices increases (i.e., when 
filled with 0 and not masked, Tensor-cell2cell should be able to accurately distinguish between 
the gold-standard tensor and that with true biological zeroes). 

4.6.1.2 Results 

To determine the effect of missing values on Tensor-cell2cell’s output, we created a gold-standard 
context-dependent CCC simulation with no missing indices, iteratively added more missing 
values, and compared the similarity (ranging from 0 to 1) between resultant decompositions.   
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Figure 4.6: Tensor-cell2cell’s output decreases as the fraction of missing elements in the tensor 
increases. 
(a) Scatterplot comparing the change in similarity (1 - CorrIndex) (y-axis) as a function of the fraction of 
missing elements in the tensor (x-axis) for tensors that were filled with NaN and masked (red) or filled with 
zero and not masked (green). The solid lines show a local polynomial regression and the shaded regions 
show the 95% confidence interval of this fit. (b) Coefficient estimate of a linear regression estimating 
similarity from the fraction of missing elements in the tensor run only on iterations in which the tensor was 
masked. (c) Coefficient estimate of a linear regression estimating similarity from the fraction of missing 
elements in the tensor run only on iterations in which the tensor was not masked. (d) Coefficient estimate 
of a multivariate linear regression estimating similarity from the fraction of missing elements in the tensor 
and whether the tensor was masked (Similarity ~ Missing.Fraction + Fill.Value).  (e) Coefficient estimate of 
a multivariate linear regression estimating similarity from the interaction between the fraction of missing 
elements in the tensor and whether the tensor was masked (Similarity ~ Missing.Fraction * Fill.Value). For 
all linear regression visualizations, estimates are on the y-axis, coefficients are on the x-axis, the horizontal 
solid black line represents 0 (no effect), and estimates are significant if the BH FDR <= 0.05. Intercepts are 
not visualized as all are ~1 and significant.  

 
We found that there was a significant decrease in the similarity of Tensor-cell2cell’s output 

with that of the gold-standard as the fraction of missing indices increased when filling both with 
NaN (masked) or zero (not masked). However, those that were not masked had a substantially 
larger decrease in similarity than those that were (Fig. 4.6b-e). Comparing the two filling methods 
independently, we see that the outputs without masking decreased in similarity at more than twice 
the rate of those that were masked (Fig. 4.6b-c). Consequently, the similarity for masked outputs 
at even very high missing indices (>85% of tensor elements missing) remained above 0.9. The 
lowest similarity for masked values was 0.923, occurring when 85.8% of the tensor elements were 
missing. In contrast, when filling with zero at the same fraction of missing values, the similarity 
was 0.739. When considering the two filling methods in combination with the missing fraction, we 
see that similarity is lower by 0.094 on average when filling with zero (Fig. 4.6d) and the decrease 
in similarity per unit increase in missing fraction goes from 0.094 to 0.228 when filling with zero 
rather than NaN (Fig. 4.6e). Altogether, these results indicate that Tensor-cell2cell is robust 
enough to impute missing values and sensitive enough to handle true biological zeros.  
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4.6.1.3 Methods 

4.6.1.3.1 Single-Cell RNA Data Simulation 

 
Figure 4.7: The 13 factors estimated by Tensor-cell2cell. 

 
We simulated single-cell RNA-sequencing expression data using Splatter39, adapting a 

previously described computational approach40. We generate a single-cell expression dataset 
containing 2000 genes and 5000 cells evenly distributed across 6 cell types and 5 samples. 
Samples are represented by their respective batch, and we introduce a small batch effect to the 
dataset by setting the Splatter params “batch.facLoc” and “batch.facScale” both to 0.125. This 
baseline batch effect ensures that average gene expression values across samples are not 
exactly the same, such that cell-cell communication is expected to change in a context-dependent 
manner and Tensor-cell2cell will identify multiple factors (rank > 1). To ensure that differences in 

https://paperpile.com/c/SvXzJP/ZOySM
https://paperpile.com/c/SvXzJP/Vqo73
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cell type dominate over batch-effects we also adjust the Splatter params de.facLoc and 
de.facScale to be 0.3 and 0.6, respectively.  

Next, we do some basic preprocessing of the data for each sample. We apply quality 
control filters to the cells and genes as implemented previously40. Briefly, low-quality cells were 
identified and disregarded using the scuttle package based on standard metrics (mitochondrial 
fraction, library size, and number of genes detected); genes detected in fewer than 1% of cells 
are discarded. Next, counts were normalized using scran pooling41 and a log+1 transformation.  

A random subset of 200 genes were chosen to simulate a ligand-receptor interaction 
network as previously described8. Briefly, we use StabEco’s BiGraph function, with the power law 
exponent value set to 2 and the average degree value set to 3, to generate a scale-free, directed, 
bipartite network from the 200 genes. Half the genes are assigned to be ligands and the other 
half to be receptors. Not all genes were part of the connected network (70/200) and were excluded 
from downstream analyses. This ligand-receptor interaction network represents the custom 
resource input to LIANA’s cell-cell communication scoring.  

Finally, to generate missing indices in the 4D-Communication Tensor, we iteratively omit 
a random subset of genes or cell types from the expression data. Specifically, we iterate through 
combinations of the following two variables: the fraction of cell types to remove in a given sample 
(⅙, ⅓, ½, ⅔), the fraction of genes (within the 130 in the simulated LR interaction network) to 
remove in a given sample (1/10, 3/10, 1/2). We also set the fraction of samples to apply these 
omissions to  (⅕, ⅖, ⅔) and whether the cell types and ligand-receptor pairs omitted should be 
the same across the samples in which the omission is applied to.  

4.6.1.3.2 Communication Scoring 

With simulations providing the necessary inputs of a log-normalized expression dataset 
and a ligand-receptor interaction resource with iteratively more missing values, we then use 
LIANA to score communication in each sample of each iteration.  

To assess samples in a manner independent of the scoring method, we use LIANA’s 
aggregate ranking approach to generate a consensus score across the magnitude scoring types. 
Thus, we score communication using the methods that output a magnitude score only 
(CellPhoneDB, SingleCellSignalR, and Connectome/NATMI which both output the same 
magnitude score).  After obtaining the consensus score, we invert them using (1 - score) to give 
those interactions with more importance a higher value.  

We assign the following non-default parameters to the “liana_wrap” function: we set 
“expr_prop” to 0.05 and “return_all” to True. Decreasing expr_prop from the default value of 0.1 
allows for more interactions to be considered within a sample. This decreases the number of 
interactions that are present but thresholded out, thus allowing the assessment of missing tensor 
indices to be influenced more by their explicit exclusion. When the return_all parameter is set to 
True, the interactions that were present in the sample but did not receive a communication score 
due to thresholding are filled with the worst of the scored interactions. We set this to True because 
any missing values that were not explicitly simulated, i.e. thresholded out, are true biological 
zeros. Finally, we pass our simulated LR interaction network as the custom resource.  

4.6.1.3.3 Tensor Building and Decomposition 

4D-Communication tensors are built from the output of LIANA using the 
“liana_tensor_c2c” function with default parameters. Similarly, tensors are decomposed using the 
“decompose_tensor” function with default parameters, except that “tf_optimization” is set to 
“regular” and “init” is set to ‘svd’ when estimating the tensor rank. The rank is estimated on the 
gold-standard tensor using the automated elbow analysis described in the main text, and this rank 
is used to decompose tensors with omitted values (Fig. 4.7b). 

https://paperpile.com/c/SvXzJP/Vqo73
https://paperpile.com/c/SvXzJP/waJTi
https://paperpile.com/c/SvXzJP/HmJv
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The tensor built from the dataset with omitted values by default has the missing indices 
masked. The fraction of indices with missing values in the tensor is calculated by taking the total 
number of masked values and dividing it by the total number of interactions stored in the tensor. 
To assess the effect of filling these values with true biological zero in addition to NaN, we run the 
decomposition twice, once with these indices masked and a second time with them unmasked 
(and the communication scores as these indices being 0).  

Finally, both of the tensors generated from the dataset with omitted values are compared 
to the gold-standard tensor using the CorrIndex as previously described8. Briefly, the CorrIndex 
represents a dissimilarity between decomposition outputs and lies between 0 and 1; we convert 
this to a similarity metric by using (1-CorrIndex).  

4.6.2 Appendix B: Authors, Contributions, and Acknowledgments 

Authors: Hratch Baghdassarian*, Daniel Dimitrov*, Erick Armingol*, Julio Saez-Rodriguez, 
Nathan E. Lewis 

*contributed equally to work 
H.B., D.D, and E.A. conceived the project, adapted the computational tools, developed 

the protocol, and wrote the initial version of the manuscript. J.S.R. and N.E.L. revised the 
manuscript and supervised the project. H.B., D.D, and E.A. contributed equally. J.S.R. and N.E.L 
are both corresponding authors and have contributed equally. 

  

https://paperpile.com/c/SvXzJP/HmJv
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Chapter 5: Human ME-Models Refine Resource 

Allocation Principles and Extend Prediction of Biological 

Processes 

Genome-scale metabolic models use an optimality framework to  provide unique 

mechanistic insights to intracellular activity based on nutrient and energy resources. Such models 

provide a knowledge base of metabolism and can predict context-specific intracellular fluxes for 

specific cell objectives.  However, they do not explicitly and comprehensively account for 

machinery resources, which represent a major cost to the cell. ME-Models have addressed this 

by integrating metabolic models with expression reactions, but such models have only been 

developed for prokaryotes. Here, we present humanME, a Python tool to generate and analyze 

human ME-Models from input metabolic models. We demonstrate that the ME-Model has 

improved prediction accuracy of growth rate relative to metabolic models. Due to the additional 

constraints imposed by the ME-Model framework, we also identify more efficient and unique 

solutions for growth. Finally, we show that transcriptional fluxes can be used as a proxy for 

transcriptome measurements.   



 270 

5.1 Introduction 

A fundamental goal of systems biology is to quantitatively and accurately characterize how 

interactions between cellular components give rise to various phenotypes and physiological 

functions1. Integrating omics measurements with computational approaches to address this goal 

can reveal fundamental insights to biological function2 and improve cell engineering approaches3. 

Furthermore, computational models that can correctly predict cell and organismal phenotypes 

reveal the accuracy of model assumptions and relevant incorporated biological processes.  

Within systems biology, resource allocation provides a unique lens through which to view 

such relationships. Under the theoretical framework of resource allocation, cells are optimizing 

for a specific set of tasks (i.e., objectives) under resource constraints4. Cells integrate the 

information from their environment to determine their biological objective (e.g., growth5, 

secretion6, or cell migration7).   The availability of resources such as extracellular nutrient, 

bioenergy, and macromolecular machinery inform pathway activity such that cells can most 

efficiently complete these objectives. When a cell encounters multiple objectives,because there 

is a shared pool of limiting resources8,  it undergoes trade-offs. Such trade-offs are typically 

analyzed using a Pareto analysis9–11.  

Genome-scale models (GEMs) of metabolism (M-Models) have high utility because they 

implement this optimality framework, consolidate much biological knowledge as a database, and 

integrate omics data to predict phenotypes12. Furthermore, they maintain high-resolution 

molecular and mechanistic details such that specific reaction fluxes are also simulated. GEMs 

have provided key insights into wide-ranging biological systems, such as metabolic phenotypes 

underlying Alzheimer’s Disease13 and polyamine metabolism in T-helper 17 cell pathogenicity.14 

However, while they explicitly account for nutrient and bioenergetic resources, they can only 

indirectly account for macromolecular machinery (e.g., via context extraction15 or flux 

minimization16,17).  
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However, a comprehensive accounting of macromolecular machinery costs is crucial not 

only for improving model accuracy, but also to extend the mechanistic details of GEMs. This is 

because macromolecular synthesis costs represent a substantial portion of the overall cell 

resource budget18 and are demonstrated to affect cell activity. For example, cells have evolved 

ribosomal features that maximize auto-catalytic activity19, demonstrate reduced expression of 

energetically costly proteins6, and change their activity to minimize machinery costs20.  

In prokaryotes, genome-scale models of metabolism and expression (ME-Models)21,22 

have explicitly accounted for machinery by incorporating transcription and translation of reaction-

catalyzing enzymes23 and coupling24 these enzymes to their respective metabolic reactions (Fig. 

5.1). ME-Models encompass the entirety of the M-Model (the “metabolic module”). Thus, they can 

conduct the same type of analyses of an M-Model, but the additional machinery constraints 

improve some of the issues resulting from the fact that M-models are underdetermined20. Because 

ME-Models further encode transcription and translation reactions (the “expression module”), they 

uniquely enable variable RNA and protein biomass components and mechanistic insights to gene 

expression25,26. 

To date, ME-Models have not been built for eukaryotes, largely due to their additional 

complexities, such as multiple subcompartments, slow growth rates27,28, and non-growth 

objectives20. Here, we build on the approaches implemented in prokaryotes as well as a 

mammalian GEM that integrates metabolism with the secretory pathway6,20 to build human ME-

Models. We develop a tool that can take a user-provided, context-extracted human metabolic 

model as input and output a respective ME-Model. Our tool is implemented in Python and built on 

the COBRApy framework to enable user-friendly building and analysis of ME-Models. Like their 

prokaryotic counterparts, these ME-Models enable an exhaustive  and direct accounting of 

machinery costs of metabolic activity. Beyond metabolism, they also  simulate gene 

transcriptional, translational, and transport fluxes. Using the gene expression infrastructure, we’ve 

allowed the tool to flexibly produce user-specified non-machinery proteins in any cell compartment 
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of interest, including secretion of proteins to the extracellular matrix. As such,  the model can 

optimize for non-metabolic objectives such as migration.  

We use our tool to build a context-specific ME-Model of the K562 cell line from NCI-60. 

We demonstrate that this ME-Model has improved prediction accuracy of growth rate relative to 

metabolic models. Due to the additional constraints imposed by the ME-Model framework, we 

also identify more efficient and unique solutions for growth. Next, we show that transcriptional 

fluxes can be used as a proxy for transcriptome measurements.  
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5.2 Results 

5.2.1 A Tool for Building and Analyzing Human Genome-Scale Models of 

Metabolism and Gene Expression  

 

Figure 5.1: Key steps for building a ME-Model. 
(a) An input M-model is provided, which can account for the metabolic module, as well as nutrient and 
energy resources. This input is used to construct a ME-Model, which can additionally account for machinery 
costs and simulate the synthesis of non-metabolic proteins through the expression module. (b) tRNA and 
ribosomes are  synthesized from metabolic precursors. (c) Specific mRNAs and proteins are synthesized 
from metabolic precursors for each gene in the model. (d) A simplified reaction network of gene expression 
used to derive the coupling coefficients, i.e., parameters that link the different processes. Reactions for 
mRNA (blue captions) are coupled to reactions for protein (orange captions). Reactions for proteins are 
coupled to the respective metabolic (or expression) reactions that they catalyze (green caption). Black and 
gray arrows represent the gene expression reactions. The dashed arrow represents the fact that mRNA is 
not explicitly depleted by translation, but translation is dependent on mRNA concentration. The gray lines 
for dilution represent the fact that these reactions aren’t explicitly modeled for each macromolecule; rather, 
they are accounted for in the biomass dilution reaction. The red lines indicate which reactions are coupled 
to each other and are labeled by their respective coupling coefficient.  
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The Python tool, “humanME”, takes as input a context-specific extracted M-Model, based 

on Recon2.229. It subsequently returns a corresponding ME-Model with coupled reaction-

catalyzing enzymes (Fig. 1a). It does so in 5 key steps as outlined below (for details, see Methods 

- Building the ME-Model). humanME also can conduct downstream analyses of both the metabolic 

and expression module of this output. Due to the additional machinery constraints imposed by 

the ME-Model, it is crucial that an accurately curated M-Model is used as input to avoid issues 

with feasibility when solving (see Appendix AA). The steps for generating the ME-Model are as 

follow: 

 

Step 1: Generate expression reactions for ribosome biogenesis and tRNAs (Fig. 5.1b). 

While these are independent of the inputs, they are necessary for protein synthesis in the 

subsequent step (Fig. 5.1c).  

Step 2: Generate gene-specific expression reactions (transcription, translation, and 

degradation) for each protein participating in reaction catalysis, using the gene-protein-reaction 

(GPR) rules specified by the model (Fig. 5.1c). These proteins are also transported to the 

appropriate subcellular compartment where the reaction is occuring, and form complexes 

according to the GPR. Note that, because expression reactions themselves are catalyzed by 

enzymes (auto-catalytic), we recursively generate corresponding expression reactions until no 

new expression module enzymes are introduced.    

Step 3:  Couple24 mRNA to enzyme and enzyme to the metabolism in order to generate 

flux demand throughout the expression module (Fig. 5.1d, Methods - Reaction Coupling).  

Step 4: Re-formulate the M-Model biomass reaction to allow for variable RNA and protein 

biomass components (see Methods - Formatting the Biomass Reaction).  

Step 5: Conduct downstream analyses. This includes, for example, maximizing for growth 

rate and solving for non-growth objectives (by adapting FBA to include growth rate as a 
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parameter), flux variability analysis (FVA), comparing the metabolic module to the M-Model, and 

assessing the expression reaction fluxes.  

 

While humanME provides consensus gene features necessary for Steps 1-3 (termed the 

protein-specific information matrix (PSIM)), users may optionally provide their own PSIM to 

customize these features. Additionally, the tool can generate expression reactions for proteins 

that are not catalyzing any reactions in the M-Model, which enables exploration of such processes 

such as extracellular secretion. Overall, our tool provides a robust framework that allows users to 

generate a context-specific human ME-Model for their cell type or tissue of interest.  

5.2.2 The ME-Model Metabolic Module is More Efficient and Unique 

Compared to its M-Model Counterpart 

To assess the ME-Model, we adapted a previously generated30 context-specific M-Model 

of the K-562 cell line to use as input (see Methods - Refining NCI-60 Cell Line M-Model Inputs). 

While the M-Model predicted a growth rate of 0.0559 hr-1, the additional machinery constraints 

implemented in the ME-Model reduced the predicted growth rate 0.0266  hr-1.  While both models 

were within an order of magnitude of the reported experimental growth rate of 0.0354 hr -1 

(https://dtp.cancer.gov/discovery_development/nci-60/cell_list.htm), the ME-Model demonstrated 

slightly more higher prediction accuracy according to percent change and fold-change metrics 

(Table 5.1).  

Table 5.1: Relative discrepancy between predicted and experimental growth rate for K-562. 

 M-Model ME-Model 

Percent Change (%) 58.041 -24.679 

log2-Fold-Change  0.659 -0.412 
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Next, we explored the differences between the ME-Model’s metabolic module and the M-

Model. First, we tested if the additional machinery constraints resulted in a more efficient solution, 

as quantified by the total absolute flux through all metabolic reactions (Fig. 5.2a). We expected 

that the additional biosynthetic costs of gene expression will force the ME-Model to use its 

enzymes as efficiently as possible, thus reducing the flux through metabolic reactions unless 

absolutely necessary to achieve its objective. This expectation is analogous to the conceptual 

motivation for parsimonious flux balance analysis (pFBA)16,17 and the Max-Min Driving Force 

(MDF)31. To make this comparison fair, we assessed the efficiency of both models at the same 

growth rate (the maximum of the ME-Model, 0.0266 hr-1). We found that the ME-Model is ~3 

orders of magnitude lower than the FBA solution for the metabolic model (blue dashed line, Fig. 

5.2a), with total fluxes of 36.497 mmol/gDWcell/hr and 37,4034.383 mmol/gDWcell/hr, respectively. 

This difference is significant given that it lies far outside the solution space of the M-Model (blue 

kernel density estimate, Fig. 5.2a).  

We reasoned that, in part, this reduced flux is due to the elimination of thermodynamically 

infeasible cycles (type III loops32). Thus, we ran the M-Model FBA solution through the 

CycleFreeFlux algorithm33  to eliminate thermodynamically infeasible loops from this solution. We 

found that this resulted in a much more comparable efficiency. Interestingly, the efficiency of the 

ME-Model lies between that of pFBA (16.313 mmol/gDWcell/hr) and CycleFreeFlux (36.497 

mmol/gDWcell/hr). This indicates that beyond eliminating type III loops, the ME-Model is also 

accounting for the minimization of machinery costs. Given that pFBA also minimizes the flux 

through spontaneous reactions, it makes sense that the ME-Model total flux is higher than pFBA. 

Finally, given that the underdetermined nature of M-Models20 results in a large solution 

space34, we asked whether the addition of machinery constraints could help identify a more 

constrained solution. Thus, we conducted flux variability analysis (FVA) of M-Model and the ME-

Model at each of their respective maximum growth rates. Due to computational limitations in 

solving the ME-Model, we ran FVA for reactions from three selected pathways representing 
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different network topologies: a linear pathway (glycolysis), a cyclic pathway (the TCA cycle), and 

a branching pathway (purine biosynthesis). Comparing the flux ranges between the two models, 

it is apparent that the ME-Model solution is substantially more unique than the M-Model across 

all reactions (Fig. 5.2b).   
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Figure 5.2: Comparison of the ME-Model’s metabolic module with the M-Model. 
(a) Efficiency of the flux balance analysis (FBA) solution at a growth rate of 0.0266 hr-1, quantified by the 
total absolute flux (x-axis). The kernel density estimate (y-axis) of the M-Model from sampling the solution 
space (blue distribution) is shown across 1000 samples. Vertical lines represent solutions for FBA of the 
M-Model (blue dashed line), FBA output of the M-Model run through the CycleFreeFlux33 algorithm (orange 
dashed line), FBA of the ME-Model (red line), and pFBA16,17 of the M-Model (gray line). (b) Flux variability 
analysis (FVA) of the ME-Model (red) and the M-Model (blue) for reactions in glycolysis (left panel), the 
TCA cycle (middle panel), and purine biosynthesis (right panel). Individual reactions (x-axis) are plotted 
against minimum and maximum fluxes (y-axis, symlog scale) that maintain the maximum growth rate 
identified by each model.  

a

b
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5.2.3 The ME-Model Predicts Transcriptional Fluxes Indicative of Enzyme-

Mediated Bottlenecks of Oxidative Phosphorylation 

 

Figure 5.3: Comparison of simulated transcriptional fluxes with transcriptomic abundance. 
 (a) Scatterplot of RNA-Seq abundance and log10(mRNA flux). Blue line is an ordinary least squares 
regression with 95% confidence interval. Histograms for either variable are displayed. (b) Same as (a), but 
colored by over- (Pearson residual ≥ 0.8 and log10(flux) ≥ -14, green), accurately- (absolute value of 
regression Pearson residual is ≤ 0.7, blue), and under- (Pearson residual ≤ 0.8 and flux ~ 0, red) predicted 
genes. (c) Top 10 terms (x-axis) as indicated by -log10(q-value) (y-axis) from over-representation analysis 
of under-predicted genes. (d) Line-plot of maximum flux value for Oxidative Phosphorylation (y-axis) at 
each corresponding growth rate ranging from 0 to the maximum feasible growth rate (0.0266 hr-1). Red 
dashed line identifies the growth rate at which Oxidative Phosphorylation is maximized.  
 

Because the ME-Model simulates gene expression fluxes, using the same K-562 ME-

Model, we asked the extent to which simulated mRNA transcriptional fluxes could serve as a 

proxy for relative macromolecular abundance. For each gene expressed by the ME-Model, we 

retrieved the net mRNA flux by taking the flux for mRNA formation (i.e., transcription, processing, 

and export) and subtracting the flux for mRNA degradation. Comparing these simulated fluxes to 

transcriptomic abundance (“Supplementary Data 1” from ref35), we found a Spearman correlation 

of 0.288 (Fig. 5.3a). While this demonstrates a moderately positive effect size, we found that ~⅓ 

d

a b c
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of the genes are expressed but have little to no flux (Fig. 5.3b) (“under-predicted”), decreasing 

the overall correlation.  

Since our ME-Model solution was maximizing growth, we thought that these under-

predicted genes may be related to non-growth associated tasks. However, upon running an over-

representation analysis through Metascape36, we found that four of the ten top enriched terms 

were related to the electron transport chain (ETC) (Fig. 5.3c). However, when setting the objective 

to reactions associated with ETC, the correlation values did not improve substantially (data not 

shown). Alternative reasons for the model inaccuracy of under-predicted genes could include 

inaccuracies in the transcriptomic data or in the model assumptions. With regards to 

transcriptomic data, this may include 1) noise in measurements for this pathway or 2) mRNA 

abundance not serving as a good proxy for enzymatic activity (e.g., due to PTMs). With regards 

to the model, it may 1) not be accounting for  cell hedging for other objectives or 2) have lenient 

coupling constraints reducing expression demand. These are all potential avenues to explore in 

the future.  

Of note, when testing the various ETC objectives, we consistently observed that their 

optimal values changed as a parabolic function of growth rate, increasing up to a growth rate of 

~0.015 hr-1 and decreasing again through to the maximum growth rate (Fig. 5.3d). Given that the 

model was set up with unlimited oxygen transport and no forced glucose uptake or lactic acid 

secretion, this indicates that machinery constraints alone can emulate the Warburg effect, and is 

also worthy of future investigation.  

5.3 Discussion 

Here we present humanME, a Python tool that enables one to build ME-Models from 

context-specific human metabolic models. We demonstrate that, when compared to the M-Model, 

the additional machinery constraints imposed in the ME-Model find more efficient solutions that 

https://paperpile.com/c/ELtU58/dOo2
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eliminate thermodynamically infeasible loops and that they reduce the solution space. We also 

demonstrate that, with additional fine-tuning, simulated gene expression fluxes may serve as a 

good proxy for macromolecular abundance.  

The ME-Model has limitations that may be addressed in the future. These include 

limitations in the metabolic models that it builds on, such as the fact that these models do not 

incorporate regulatory networks and, when using FBA, cannot account for dynamic contexts in 

which metabolite concentrations are not at steady-state. Furthermore, because the ME-Model 

adds many reactions, solving times begin to get lengthy, particularly when trying to run whole-

model analyses such as FVA of all reactions. Finally, in developing the gene expression reactions, 

a number of assumptions were made  (e.g., 1:1 stoichiometric ratios of enzyme complex subunits) 

that can be refined to improve prediction accuracy. 

Altogether, the ME-Model represents an advance towards whole-cell modeling in 

mammalian cells. In the future, this can be used to explore detailed mechanisms outside of 

metabolism, e.g., the relationship between gene expression and phenotypes such as growth rate5 

or expanding the proteostasis network to explore protein folding in different contexts37. The ME-

Model could also serve as a building block to multicellular tissue modeling, by adapting methods 

used for multicellular M-Models13,38 or integrating with other modeling approaches such as those 

for deciphering cell-cell interactions39. 

5.4 Methods 

5.4.1 Building the ME-Model 

5.4.1.1 Protein-Specific Information Matrix (PSIM) 

We construct a gold-standard PSIM containing all the gene features needed for the 

expression of genes in Recon2.2 and expression module machinery (Table 5.2). While we include 

https://paperpile.com/c/ELtU58/9OZw
https://paperpile.com/c/ELtU58/9P19
https://paperpile.com/c/ELtU58/2zJCl+C7Na
https://paperpile.com/c/ELtU58/WmEJ
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other genes (e.g., for expression of non-machinery), we only ensure completeness of features for 

machinery genes. For sequence features, cDNA and protein sequences were taken from MANE 

Select40. In instances where MANE did not contain information for a given gene, Refseq Select41 

was used in its place. Refseq Select is a superset of MANE Select. Refseq and MANE Select 

together gave specific isoform protein and transcript sequences for 18495 unique genes. Of the 

2353 combined genes in the metabolic and expression module, 78 were not covered by this. For these 

remaining 78, we use APPRIS42. We choose the isoform with the highest “PRINCIPAL” rating. The 

number of exons and gene sequences were downloaded from the ENSEMBL rest API. pre-mRNA 

and mRNA sequences were obtained by transcribing the gene and cDNA sequences respectively. 

Details on other features in Table 5.2 are provided in corresponding subsections within “Building the 

ME-Model” in which those features are used.  

https://paperpile.com/c/ELtU58/fVRK
https://paperpile.com/c/ELtU58/HKcO
https://paperpile.com/c/ELtU58/4lL8
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Table 5.2: Gene features in the PSIM. 

Name Description Default Value (if not 
present) 

Source 

HGNC_IDa The gene ID in HGNC format 
(HGNC:####). There should 
be an entry for all genes that 
are included in the M_Model 
GPR and in non-machinery. 

  

PREMRNA_
SEQb 

The gene pre-mRNA 
sequence.  

Technically none, but 
preprocess.correct_inputs.cor
rect_psim will fill incorrect 
values with the gold-standard 
PSIM values. Requirements 
include that values can only 
include 'A', 'C', 'G', 'U', the 
sequence length must be >= 
mrna sequence length, and 
the sequence length must be 
>= 3*protein sequence length. 

40–42 

MRNA_SEQb The gene mRNA sequence 
(isoform specific). 

Technically none, but 
preprocess.correct_inputs.cor
rect_psim will fill incorrect 
values with the gold-standard 
PSIM values. 

40–42 

PROTEIN_S
EQb 

The gene protein sequence 
(isoform specific).  

Technically none, but 
preprocess.correct_inputs.cor
rect_psim will fill incorrect 
values with the gold-standard 
PSIM values. Requirements 
include values can only 
include one-letter amino-acid 
codes and the sequence 
length <= (mrna sequence 
length/3) 

40–42 

POLYA_LEN
GTHc 

The length of the mature 
mRNA polyA tail. 

If not provided, randomly 
draws from a johnsonsu 
distribution 

43 

N_EXONSc The number of exons in the 
premrna (isoform specific). 
Use to estimate the number of 
introns (as # of exons - 1). 

Estimated as (pre-mRNA 
sequence length)/6700 

 

TMDd The number of 
transmembrane domains 
contained in the sequence. 

0 6 

DSBd The number of disulfide bonds 
in the protein. 

0 6 

  

https://paperpile.com/c/ELtU58/fVRK+HKcO+4lL8
https://paperpile.com/c/ELtU58/fVRK+HKcO+4lL8
https://paperpile.com/c/ELtU58/fVRK+HKcO+4lL8
https://paperpile.com/c/ELtU58/y24a
https://paperpile.com/c/ELtU58/KrBk
https://paperpile.com/c/ELtU58/KrBk
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Table 5.2: Gene features in the PSIM. 

Name Description Default Value (if not 
present) 

Source 

GPId Whether a GPI anchor is 
present in the protein. 0 if not 
present, 1 otherwise 

0 6 

OGd The number of utilized O-
linked glycosylation sites in 
the protein. 

0 6 

ALPHA_Mc The mRNA 
degradation/turnover rate (hrs-

1). Used in calculating 
coupling constraints. 

0.06 hrs-1 (median value from 
Source) 

44 

ALPHA_Pd The protein 
degradation/turnover rate (hrs-

1). Used in calculating 
coupling constraints. 

0.02 hrs-1 (median value from 
Source) 

45,46 

PTRc A gene-specific, tissue-
independent protein to RNA 
ratio. Used in calculating the 
coupling constraints.  

65163 (median value from 
Source) 

47 

LOCATION The final location of the 
protein. Required for non-
machinery, disregarded for 
machinery (pipeline infers 
location from the reaction 
compartments). 

  

a: default values unavailable, must be provided by user (or from gold-standard PSIM) 
b: default values unavailable, but if not provided or incorrect, will fill in with the gold-standard PSIM values 
when available (otherwise will error out) 
c: standard default values used when not provided 
d: these are only used for proteins that will be processed via the secretory pathway (ER, Golgi, extracellular 
membrane, plasma membrane, lysosome).  

https://paperpile.com/c/ELtU58/KrBk
https://paperpile.com/c/ELtU58/KrBk
https://paperpile.com/c/ELtU58/nSEa
https://paperpile.com/c/ELtU58/2hZ9+tmYd
https://paperpile.com/c/ELtU58/gZvk
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We also include additional information in the gold-standard PSIM that is not used for 

building the ME-Model. This includes a “Machinery” column indicating whether a protein is 

considered machinery according to the full Recon2.2 ('Metabolic'), the GPRs for expression 

reactions ('Expression'), both ('Both'), or neither ('Non-Machinery') and “Source” indicating which 

database the isoform sequences were attained. 

5.4.1.2 Preprocessing Inputs 

Two inputs to the ME-Model building are preprocessed. The first is an M-Model obtained 

from a context-extraction of  Recon2.2 (i.e., it should be a subset of Recon2.2), which is a required 

input. The second is the PSIM, which defaults to the gold-standard if not provided by the user.  

For the M-Model, first we check whether any reaction GPRs have the same enzyme 

repeated more than once. If they do, we remove them. In Recon2.2, this is the case for the 

following reactions: ACCOAC, OIVD1m, OIVD2m, OIVD3m, PFK, PI5P3K. We also ensure that 

exchange reactions are formatted as in Recon2.2, meaning that they are spontaneous and introduce 

metabolites to the model in two steps: 1) bounded input flux into the boundary compartment, and 2) 

an unbounded, reversible flux from the boundary compartment to the extracellular matrix. If present, 

we remove the gene “HGNC:4686”, which is involved in catalysis of the reaction “GUACYC”, because 

it is a pseudogene with no affiliated protein sequence. If present, we re-format genes with the format 

“HGNC:HGNC:#” to “HGNC:#”. In Recon2.2, genes formatted this way are HGNC:HGNC:987 and 

HGNC:HGNC:2898. Next, there is a set of required metabolites for generating the gene expression 

reactions. If the M-Model does not contain these metabolites, first, we check whether it is present in 

another compartment and if it is, we add a transport reaction. If it’s not present at all in the M-

Model, we add it to the model using a sink reaction. Note that this results in the metabolite being 

generated at no resource cost to the model. We also add transport of hydrogen between the 

nucleus and cytosol, which is not present in Recon2.2. Finally, since the biomass reaction has to 
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be reformatted (see Methods - Formatting the Biomass Reaction), we remove the biomass 

reaction as well as the biomass component formation reactions.   

For a user-provided PSIM, preprocessing will ensure that the gene sequence features are 

present. The gold-standard PSIM is used to fill in missing values as well as any missing machinery 

genes. For other features, default values (Table 5.2) are used to fill in missing values.  

5.4.1.3 tRNA Expression 

Currently, tRNA reactions and molecules are constant. However, we note that humanME 

is constructed in a manner to accommodate custom mature tRNA, 5’ leader 3’ trailer, and intronic 

sequences48. The consensus tRNA sequence length was set to 72 bps for the mature tRNA, 6 

bps for the 5’ leader, and 9 bps for the 3’ trailer, the most frequent values from “Table S4” of ref49. 

From this table, a position-independent consensus sequence was obtained from the frequency of 

each base in its relative position (i.e., normalized to total sequence length).   

https://paperpile.com/c/ELtU58/d1ke
https://paperpile.com/c/ELtU58/KzZO
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Figure 5.4: Reaction network for mature tRNA synthesis. 

 

Reactions for tRNA synthesis50,51 (Fig. 5.4) include nuclear pre-tRNA synthesis by 

RNAP352, nuclear tRNA processing (e.g., 5’ leader cleavage by RNase P53, 3’ trailer cleavage by 

RNase Z54, addition of CCA55, and splicing56), export to the cytosol 57, degradation of mature 

cytosolic tRNA51, and tRNA charging58.  

5.4.1.4 Ribosome Biogenesis 

Ribosomal proteins are expressed59 according to the gold-standard PSIM as all other 

genes (see Methods - Gene Expression). RPL40 and RPS27A also have cleavage of ubiquitin by 

UCHL360.  

rRNA sequences are obtained from NCBI. rRNA endonucleolytic cut sites are identified 

from ref61,62 and scaled according to the NCBI sequence lengths. 5S rRNA is transcribed63, 

processed59,64, complexed with RPL5 and RPL11, and exported to the nucleus65. 18s, 5.8S, and 

47S rRNA expression61,62,64 includes 47S transcription66 processing of intermediate pre-rRNAs.  

pre-RNA processing occurs alongside formation of ribonucleoprotein complexes 

64,67,6862,64,67–70 and nucleocytosolic export71, ultimately resulting in 60S and 40S subunits that are 

https://paperpile.com/c/ELtU58/bjBw+dnNa
https://paperpile.com/c/ELtU58/ZSWg
https://paperpile.com/c/ELtU58/79fK
https://paperpile.com/c/ELtU58/vtcz
https://paperpile.com/c/ELtU58/hYGl
https://paperpile.com/c/ELtU58/Z9Eg
https://paperpile.com/c/ELtU58/mOwB
https://paperpile.com/c/ELtU58/dnNa
https://paperpile.com/c/ELtU58/cp34
https://paperpile.com/c/ELtU58/axFN
https://paperpile.com/c/ELtU58/L0H3
https://paperpile.com/c/ELtU58/ItJ2+CGhr
https://paperpile.com/c/ELtU58/y8Ed
https://paperpile.com/c/ELtU58/axFN+nkxk
https://paperpile.com/c/ELtU58/sStj
https://paperpile.com/c/ELtU58/ItJ2+CGhr+nkxk
https://paperpile.com/c/ELtU58/5s0M
https://paperpile.com/c/ELtU58/8alx+nkxk+jRs3
https://paperpile.com/c/ELtU58/8alx+nkxk+jRs3+EHrB+oA5b+CGhr
https://paperpile.com/c/ELtU58/vqP6
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joined72 to form an active ribosome.  Complex formation steps are irreversible, but the final active 

ribosome in the cytosol can dissociate into its individual subunits. rRNAs can be degraded in the 

cytosol by the exosome upon ribosome complex dissociation.  

5.4.1.5 Gene Expression: RNA 

Gene expression reactions to produce mRNA and proteins that are involved in catalyzing 

each model reaction are generated. First, nuclear pre-mRNAs are elongated from nuclear 

ribonucleoside triphosphates. Next, pre-mRNAs are processed, including addition of a 5’ cap73, 

3’ polyA tail74,75, and splicing.  

polyA tail lengths were obtained from the HeLA and iPSC organoid values in “Dataset 3” 

of ref43. Taking the average between these datasets, we fit a number of distributions to the lengths 

and found that the “johnsonsu” distribution had the best fit (lowest SSE and only distribution with 

a KS test p-value > 0.05). If the polyA tail length is not provided in the PSIM, it is randomly drawn 

from the fitted distribution. If it is provided, the polyA tail will be randomly drawn  from a normal 

distribution, with the mean as the provided value and the standard deviation calculated as 

described by an ordinary-least squares regression. Specifically, to get an expected standard 

deviation at a given length, we fit the regression predicting the standard deviation from the mean 

of polyA tails (both of these values are provided in “Dataset 3” for each gene). While the polyA 

tail is degraded over lifetime, we assume it to be degraded in one single reaction.  

In instances where the number of exons is provided by the PSIM, the number of introns is 

estimated to be the number of exons - 1 because there is an average of 1 fewer introns than 

exons per gene76,77. Otherwise, we estimate the number of introns as a function of the pre-mRNA 

sequence length (1 intron per 6.7 kbp77). The number of introns is used to calculate the total ATPs 

hydrolyzed during splicing, at a rate of 10 ATP per intron18. Lariats are degraded with the number of 

phosphodiester hydrolyzation events equal to the number of introns.  

https://paperpile.com/c/ELtU58/Wbk6
https://paperpile.com/c/ELtU58/xJ4T
https://paperpile.com/c/ELtU58/Eyb4+p48L
https://paperpile.com/c/ELtU58/y24a
https://paperpile.com/c/ELtU58/s0go+7Cnv
https://paperpile.com/c/ELtU58/7Cnv
https://paperpile.com/c/ELtU58/FQoT
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 Next, processed products are exported to the cytosol via TREX78–81. Since transcription, 

processing, and export reactions are linear, there is an option to merge them into one reaction to 

reduce the total number of reactions and reduce solving time.  Finally, mRNA is degraded82 to 

ribonucleoside monophosphates in the 5’ to 3’ direction, including decapping by Nudix83. We note 

that humanME has the 3’ to 5’ degradation mechanisms implemented as well, but defaults to the 

5’ to 3’ direction to have a single degradation reaction to use in the coupling (see Methods - 

Reaction Coupling).  

5.4.1.6 Gene Expression: Protein 

Once cytosolic mRNA is produced, the protein expression reactions depend on the final 

location of the protein. Proteins are transported to the final location wherein the reaction occurs. 

If the reaction occurs across more than one compartment, one is selected. If the extracellular 

matrix is one of those compartments, the protein location is the plasma membrane. Otherwise, if 

the cytosol is one of those compartments, it is disregarded. Next, the compartment with the most 

metabolites is assigned as the final location.  If there is a tie, one is randomly selected. We 

categorize those proteins with final locations in the cytosol, nucleus, mitochondrial matrix, 

mitochondrial intermembrane space, and peroxisome as “Cytosolic Transport” (i.e., they are 

transported to those compartments directly from the cytosol84). We categorize those proteins with 

final locations in the endoplasmic reticulum (ER), Golgi apparatus, lysosome, plasma membrane, 

and extracellular matrix as “Secretory Transport” (i.e., they are transported to those compartments 

via the secretory pathway).  

For proteins that undergo Cytosolic Transport, they are translated85 in the cytosol. For 

proteins that undergo Secretory Transport, they undergo co-translational translocation. We 

estimate 1 GTP hydrolysis event per amino acid during translation85. Proteins destined for the 

cytosol, peroxisome86,87, and nucleus that are longer than 100 amino acids88 undergo irreversible 

post-translational folding by HSP70 and HSP4089–91 in the cytosol. Proteins destined for the 

https://paperpile.com/c/ELtU58/3fT9+0HY1+Fntl+6krE
https://paperpile.com/c/ELtU58/HxwY
https://paperpile.com/c/ELtU58/CsmB
https://paperpile.com/c/ELtU58/j5PX
https://paperpile.com/c/ELtU58/w2zK
https://paperpile.com/c/ELtU58/w2zK
https://paperpile.com/c/ELtU58/0yJb+zWH2
https://paperpile.com/c/ELtU58/TGhK
https://paperpile.com/c/ELtU58/1JnA+5tCG+ct4S
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mitochondria undergo folding during transport. They are first translocated to the mitochondrial 

matrix92, and those destined for the intermembrane space are further  transported via the OXA 

complex93. Proteins destined for the nucleus can either undergo passive diffusion (if < 40kDa84) 

or classical nuclear import94. 

Cytosolic proteins undergo degradation via the ubiquitin-proteasome pathway (Fig. 5.5), 

since this accounts for 70% of protein degradation95. Ubiquitin is expressed like other cytosolic 

proteins for UBC and UB genes, without folding and converted to monomers using the 

deubiquitinase USP596. Proteins targeted for degradation are polyubiquitinated by 4 monomers  

via the E1-E3 ligases. 1 ATP is consumed per monomer97. Next, proteins are degraded by the 

26S proteasome98, with 2 ATP hydrolysis events per amino acid97. This ATP hydrolysis rate is 

also assumed for all other degradation and translocation reactions unless otherwise specified. 

Proteins destined for the cytosol, peroxisome, ER and Golgi via retro-translocation and ERAD, 

and nuclear proteins that can undergo passive nucleocytoplasmic diffusion can be degraded by 

this mechanism. Nuclear proteins can otherwise be degraded by a nuclear proteasome. 

Mitochondrial matrix and intermembrane proteins are degraded by LON protease99, with 2 ATP 

hydrolyzed per amino acid, and i-AAA protease100, respectively. Peroxisomal proteins can also 

https://paperpile.com/c/ELtU58/wVnq
https://paperpile.com/c/ELtU58/Z8j1
https://paperpile.com/c/ELtU58/j5PX
https://paperpile.com/c/ELtU58/Vcg3
https://paperpile.com/c/ELtU58/V4rW
https://paperpile.com/c/ELtU58/aJxJ
https://paperpile.com/c/ELtU58/fesA
https://paperpile.com/c/ELtU58/gLur
https://paperpile.com/c/ELtU58/fesA
https://paperpile.com/c/ELtU58/AME5
https://paperpile.com/c/ELtU58/zOCQ
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be degraded directly in the peroxisome via LONP286, with 2 ATP hydrolyzed per amino acid.

 

Figure 5.5: Reaction network for cytosolic protein degradation. 
 

Transport reactions for proteins that undergo secretory transport are adapted from ref6, 

with the addition of degradation reactions. Proteins that are destined for the Golgi and ER undergo 

degradation via ERAD101,102. They are irreversibly “misfolded”, retro-ranslocated, and then 

undergo cytosolic degradation. Plasma membrane proteins and lysosomal proteins undergo 

lysosomal degradation via cathepsins. Plasma membrane proteins are targeted to the lysosome 

by first undergoing ubiquitination103 and then endocytosis104. 

Once transported to their final location, proteins that are subunits of a complex (i.e., GPRs 

that contain “AND” boolean logic) are joined via non-covalent interactions formed in a 

spontaneous reaction. The reversibility of complex formation reactions is a user-provided input, 

defaulting to being reversible. The reasoning behind making this reversible is for the ME-Model 

to be more resource efficient, as the monomeric subunits can then individually be degraded or, if 

they participate in other reactions as part of other enzymes, they can be re-used without having 

to be completely synthesized again. The individual subunits and the complexes have associated 

degradation reactions. For enzyme complexes, any parameters used in coupling (see Methods - 

https://paperpile.com/c/ELtU58/0yJb
https://paperpile.com/c/ELtU58/KrBk
https://paperpile.com/c/ELtU58/Hmgv+CdyF
https://paperpile.com/c/ELtU58/Ykxe
https://paperpile.com/c/ELtU58/9For
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Reaction Coupling) are taken as the median across all subunits in the complex. Currently, since 

GPRs do not specify complex stoichiometry, complexes are assumed to form at a 1:1 ratio; 

however, humanME is set up to accept specified subunit stoichiometries in the future.  

5.4.1.7 Reaction Coupling 

After creating the gene expression reactions, we must use reaction coupling to create 

demand for gene expression reaction fluxes. mRNA reactions must be coupled to protein 

reactions, and protein reactions must be coupled to metabolic reactions (Fig. 5.1d). Coupling 

constraints not only provide a way to link biological layers within the GEM framework, but they 

can also improve accuracy of models by explicitly linking dependent biological processes.   

Let’s say reaction 1 looks like this: A + B → C, and reaction 2 looks like this: D → E + F. 

In general the flux through reaction 1, v1, can be coupled to the flux through reaction 2, v2 such 

that v1 = cv2, where c is “coupling coefficient.” This can be done in one of two methods. The first 

method combines the two reactions with the coupling coefficient: A + B + cD → C + cE + cF. The 

second method is to use one of the reaction products (or introduce a “proxy” metabolite product 

with no mass) in reaction 1 as a substrate in reaction 2, scaled by the coupling coefficient. 

Reaction 1 would be A + B → C + P, where P is the proxy metabolite. Reaction 2 would be cP + 

D → E + F. In humanME, we always use method 2.  
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Figure 5.6: The expression reaction network for a given gene in the ME-Model. 
All labels as described in Fig. 5.1. Brackets represent a series of typically linear reactions that are collapsed 
into a single reaction for simplification during coupling derivation. The gray dashed line indicates that 
complex formation only exists when the GPR contains “AND” boolean logic, otherwise the final monomeric 
protein product that is transported to its final location is the enzyme.  
 

To derive coupling coefficients, we first simplify the reaction network (from that shown in 

Fig. 5.6 to that shown in Fig. 5.1d). This simplification merges linear series of reactions and allows 

for a simpler derivation of coupling constraints under steady-state. Variations of this reaction 

network (Fig. 5.1d) are commonly used to characterize genome-scale central dogma rates 27,105–

107.  

Using this network, we derive two coupling coefficients that couple the mRNA layer to the 

protein layer(Fig. 5.1d). Specifically, c1 couples mRNA formation to protein synthesis and c2 

couples mRNA degradation to protein synthesis. Similarly, we derive two coupling coefficients 

that couple the protein layer to the respective reactions that they catalyze. Specifically, c3 couples 

enzyme formation to the catalyzed reaction and c4 couples enzyme degradation to the catalyzed 

reaction. Note that c4 is not implemented in prokaryotic ME-Models that assume growth rates are 

https://paperpile.com/c/ELtU58/ng5cF+0Tuw0+Va2hX+LE95u
https://paperpile.com/c/ELtU58/ng5cF+0Tuw0+Va2hX+LE95u
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much larger than protein degradation rates.  Reaction GPRs are parsed to identify isozymes (“OR” 

boolean logic). During building of the ME-Model, each isozyme is separately expressed, and 

separately coupled to the reaction it is catalyzing. For example, if a catalysis reaction is associated 

with two isozymes, the ME-Model will contain two versions of the catalysis reaction. Each version 

will contain the same metabolites and stoichiometry, except that they will be coupled with the c3 

and c4 coefficients associated with the respective isozymes.  

Typically, the final reaction in the series of linear reactions is the reaction that is coupled. 

For example, if the active enzyme is a complex, the complex formation reaction is coupled to the 

catalyzed reaction in c3; alternatively, if the enzyme is a monomer, the final transport reaction to 

the cell compartment is coupled to the catalyzed reaction in c3,. The exception is in the protein 

synthesis reaction (denominator, Equations (11) and (12)) for c1 and c2. In this case, it is the first 

protein synthesis reaction (translation or co-translational translocation for Cytosolic and Secretory 

Transport enzymes, respectively) that is coupled to the final mRNA formation reaction. Logically, 

this makes sense because we are limiting the coupling to one branch point (i.e., a multi-localizing 

protein that is both cytosolically translated and co-translationally translocated). 

For orphan reactions, i.e., those without a GPR, we assign a cytosolic dummy protein to 

catalyze them (“deorphaning”). We reason that this is a more accurate representation of 

machinery resource costs than allowing the reaction to proceed spontaneously. The dummy 

protein represents a typical gene calculated from the features in the PSIM, limited to genes in 

Recon2.2. pre-mRNA and mRNA sequence lengths are calculated as the median across those in 

the PSIM. Protein sequence lengths are 1⁄3 this mRNA length. The base pair or amino acid in 

each position is assigned according to the relative frequency in that position as done for the 

consensus tRNA sequences (see Methods - tRNA Expression). Other features are calculated as 

the median of the values in the PSIM. Reactions that are not orphaned include: exchange 

reactions, demand reactions, expression module reactions that we curated and deliberately left 

without a GPR (e.g., complex formation), and some transport reactions. For transport reactions, 
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we do not de-orphan those where all transported metabolites are less than 504 kDa108 or if the 

reaction name contains “via diffusion”. 

Table 5.3: Term definitions for coupling constraints. 

Term/Notation Definition Units 

[X] Concentration of metabolite X mmol/gDWcell 

i mRNA of a specific gene  

j Protein of a specific gene  

τ1/2, i mRNA half-life  hr 

αm,i First-order mRNA 
degradation constant 
Calculated as ln(2)/τ1/2, i 

hr-1 

αp,j First-order protein 
degradation constant 

hr-1 

kp,j First order rate constant for 
protein synthesis  

hr-1 

MWj Molecular weight of protein j kDa 

SASAj Protein solvent accessible 
surface area 
Estimated as MWj

0.75 

 

kcat,j Enzyme catalytic rate hr-1 

PTRi,j The protein-to-rna ratio for a 
given gene. 

 

μ Cell growth rate  hr-1 

 

To improve biological accuracy, we derive coupling constraints from first principles 

according to the simplified network above. They include a growth-dependent (dilution) and 

growth-independent (degradation) term. Growth-dependent terms account for dilution of 

molecules due to cell division. Since the biomass dilution reaction is a sink, these components do 

not contribute to consumption and are not mass-balanced (see Methods - Formatting the Biomass 

Reaction for technical details).  

https://paperpile.com/c/ELtU58/ECJz
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For c1 and c2, we wanted to derive coupling coefficients using context-independent 

parameters, i.e., those that we can expect to be fairly consistent across conditions. To this end, 

we utilize PTRi,j, which, while being gene-specific, is demonstrated to be tissue-independent109,110. 

We also formulate coupling coefficients in terms of degradation rates rather than production rates, 

as degradation rates don’t change a genes’ distribution in Crick space, have a smaller dynamic 

range, and smaller contribution to the overall steady-state protein levels106.  

5.4.1.7.1 Coupling Coefficient Derivations 

Coupling coefficients c1 and c2 are derived as follows: 

From steady-state: 

 (1) 

 (2) 

 

From first-order reaction laws: 

 (3) 

 (4) 

 (5) 

 (6) 

 

Additionally: 

(7) 

 

Substituting (4) and (6) into (2): 

 (8) 

 

https://paperpile.com/c/ELtU58/yYE6F+mwTUx
https://paperpile.com/c/ELtU58/0Tuw0
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Substituting (7) into (8): 

 (9)  

 

Substituting (3) and (5) into (1): 

 (10) 

 

Finally, if we define: 

 (11) 

(12) 

 

Then, we can substitute (9) and (10) into the denominator and numerator of (11), respectively: 

 (13) 

And we can substitute (9) and (5) into the denominator and numerator of (12), respectively: 

 (14) 

 

Coupling coefficients c3 and c4 are derived as follows: 

Assuming Michaelis-Menten kinetics: 

(15) 

assuming Km << [S]: 

 (16) 

 

If we define: 
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 (17) 

 (18) 

 

Then, we can substitute (8) and (16) into the numerator and denominator of (17), respectively: 

(19) 

And we can substitute (6) and (16) into the denominator and numerator of (18), respectively: 

 

(20) 

5.4.1.7.2 Coupling Coefficient Parameter Values 

The right-hand side of (13), (14), (19), and (20) are all parameters that are reported in the 

PSIM or can be calculated from the PSIM. PTRi,j is obtained from ref47, and for genes that do not 

have a reported value, the median of 65163 is used. αm,i is obtained from ref44, and for genes that 

do not have a reported value, the median of 0.061 hr-1 is used. αp,j is obtained from ref111. Without 

replacing any intersecting genes, additional values for proteins reported as short-lived were 

obtained from “Table S2” of ref46. For genes that do not have a reported value, the median of 0.02 

hr-1 is used.  

Since in vitro measurements of kcat,j are not widely available, we estimate the value from 

the SASAj as in COBRAme21. Specifically, we can set: 

(21) 

Where Mj represents the median. The median SASA is calculated by taking all unique 

metabolic enzymes (unique complexes or single-proteins). Across 5, 785 Recon2.2 enzymes, 

including complexes, the median SASA is 25.85. To get a median enzyme catalytic rate, we query 

https://paperpile.com/c/ELtU58/gZvk
https://paperpile.com/c/ELtU58/nSEa
https://paperpile.com/c/ELtU58/10K9
https://paperpile.com/c/ELtU58/tmYd
https://paperpile.com/c/ELtU58/jWCj
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the BRENDA database112 for human enzymes. We disregard proteins reported as “mutants” in 

the comments. When a range was provided for a particular enzyme, the average was taken. 

Altogether, we retrieved 1638 catalytic rates from 238 unique EC-classes and 259 unique EC-class-

protein pairs. For each EC-class-protein pair, we took the average across all reported values. We 

arrive at Mj(kcat) = 14338.8 hr-1.  

5.4.1.8 Formatting the Biomass Reaction 

The ME-Model has a different formulation for the biomass reaction than the M-Model 

(Appendix B) to enable variable RNA and protein mass fractions. This can be directly modified 

from the M-Model biomass reaction as formatted in Appendix B (equations B-1 and B-5). In the 

ME-Model, each biomass component has a separate 1:1 input to the total biomass (see Table 4 

for notation): 

(22) 

This 1:1 stoichiometry can be interpreted as follows: Each gram of the biomass component 

i produced contributes to 1 g of total biomass. This allows RNA and protein to be input to biomass 

at variable proportions. With this 1:1 ration, using the same logic equation (B-4), the units of flux 

through (22) reactions simplify to hr-1. (22) has a lower bound of zero and an upper bound of 1000, 

but is constrained by μ as explained below. Given this 1:1 ratio, to enforce mass fraction of 

biomass components other than RNA and protein, each biomass component formation reaction 

must be reformatted from (B-5) to: 

(23) 

 The flux bounds of (23) are constrained to growth (i.e., lower bound = μ and upper bound 

= μ).  Units of pi and (pi*sj,i) are the same as in Appendix B. Since biomasstot directly determines 

growth rate (see description of biomass dilution reaction below), constraining the flux bounds of 

(23) by μ ensures that only pi counts of biomassi can contribute to biomasstot in (22). In other 

https://paperpile.com/c/ELtU58/kPTj
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words, when the flux through (23) = μ, the production rate of biomass, = piμ. Note, (B-7) mass 

balance for (B-5) can be rewritten as below for (23): 

(24) 

 For the variable biomass components (protein and RNA), instead of (23), biomass is 

produced (and consumed) directly in the gene expression reactions. For example, let’s imagine 

a generic protein synthesis reaction produces k units of proteinA, where k is the stoichiometric 

coefficient (Reaction A: amino acids → (k)proteinA). Considering the units of k (Table 4 row 1) and 

molecular weight (Table 4 row 3), this can be converted to the amount of protein biomass 

produced by scaling k by the molecular weight of the protein: 

k*MW(proteinA) = biomassprotein (25) 

 This matches the units of (B-3): 

(26) 

 

 Thus, we can add biomassprotein as a product in Reaction A (amino acids → (k)proteinA + 

(k)(MW(proteinA))biomassprotein). Each reaction that forms or degrades RNA or protein, excluding 

coupled macromolecules (see Methods - Reaction Coupling section for reasoning), produces or 

consumes biomass in this manner. For consumption, the biomass term is in the substrates rather 

than the products. Finally, we can create a biomass dilution reaction that is analogous to the 

biomass consumption reaction in Appendix B, with the only difference being that in the ME-Model, 

this is bounded by  μ. This biomass dilution reaction serves as the objective in the linear program 

(see Methods - Solving the ME-Model section for details).  
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 We note that RNA and protein can only vary within their total mass fraction. Let’s say that 

all other biomass components sum up to a mass fraction of F, where F < 1. Then, while each of 

pRNA and pprotein
 can vary, they are constrained by pRNA + pprotein

 = 1 - F (from equation B-2).  

Many biomass objectives include an ATP hydrolysis that represents GAM energetic 

costs113. In M-Models, the GAM ATP hydrolysis is often included in the protein biomass 

component formation reaction, as in Recon2.2. Thus, the elimination of the (B-5) format of the 

RNA and protein biomass components generally will eliminate the ATP hydrolysis for growth-

associated maintenance (GAM). However, GAM is typically implemented in the protein biomass 

component formation reaction because protein synthesis costs represent a large portion of GAM 

costs and thus can be used as a proxy for GAM (see step 32 of ref113). While there are other 

energetic costs which are not accounted for in the ME Model, e.g. error-checking and114 

replication, we reason that removal of the explicit GAM ATP hydrolysis term by the ME-Model 

should not substantially underestimate the GAM costs, since the ME model explicitly accounts for 

transcript and protein expression costs which constitute an overwhelming majority of GAM 

costs18. 

5.4.2 Solving the ME-Model 

Given the large order of magnitude differences between standard stoichiometric 

coefficients and coupling coefficients, we needed to use a high-precision solver. Thus, we 

implemented the qMINOS solver115 through the QMINOS class in solveME116. Since some 

parameters in the ME-Model are a function of the variable μ (e.g., coupling constraints and 

biomass reactions), to create a Linear Program (LP), we must first substitute in a floating value 

for this variable. Once a value of μ is assigned, the model can be solved as in the M-Model; in 

other words, we can optimize for an objective of interest at a particular value of growth rate. In 

this case, if the objective of interest is growth rate, the solution will identify a flux equal to the 

assigned value. Thus, to maximize growth, we must identify the boundary at which the ME-Model 

https://paperpile.com/c/ELtU58/JE6e
https://paperpile.com/c/ELtU58/JE6e
https://paperpile.com/c/ELtU58/FI3I
https://paperpile.com/c/ELtU58/FQoT
https://paperpile.com/c/ELtU58/2top
https://paperpile.com/c/ELtU58/fYaC


 302 

becomes infeasible. To do this, we implement a binary search algorithm as described in 

COBRAme21.  

Finally, we implement an algorithm to maximize for an objective other than growth rate (as 

in Fig. 5.3d). To do so, we first need to identify the maximum growth rate μ*. Next, using growth 

rate values at a specified number of intervals within the feasible growth range [0, μ*], we can solve 

the LP and store the objective value. Next, we estimate the objective value as a function of μ 

using the scipy function “interp1D”. Finally, we estimate the objective value across 1000 growth 

rate values specified at even intervals within the feasible growth range. We take the maximum 

estimated objective value across these 1000 growth rate values as the optimized objective value. 

We must do this rather than directly solving across 1000 growth rate values because the time it 

takes to run the LP is computationally limiting.  

5.4.3 Refining NCI-60 Cell Line M-Model Inputs 

Input M-models were adapted from those generated in ref30. Specifically, we took the 

mCADRE117-extracted M-models (not “Protected”) and made the following adaptations: 1) 

changes to the biomass reaction, 2) changes to the exchange reaction bounds, and 3) addition 

of missing reactions that prevented model feasibility (see Appendix A for details on point 2-3).  

Reasoning for changes to the biomass reaction can be found in Appendix B. First, the 

biomass reaction was re-formatted from the net reaction to reactions for formation of each 

biomass component separately, matching the format of Recon 2.2. In ref30, the biomass reaction 

stoichiometric coefficients were calculated from “Table S1” from the “Supplementary Information” 

of ref’15. We combined the “resolved” and “unresolved” lipid mass fractions, representing mass 

fractions of 7.98e-2 and 2.27e-2, respectively, into a single lipid component by taking the sum 

(lipid mass fraction = 1.025e-1). Additionally, ATP hydrolysis for growth-associated maintenance 

(GAM) (“Growth-associated” and “Unresolved other components” from “Table S1”15.) has a mass 

fraction of 4.37e-2. However, GAM ATP hydrolysis should not have a direct mass fraction. Since 

https://paperpile.com/c/ELtU58/jWCj
https://paperpile.com/c/ELtU58/tz98
https://paperpile.com/c/ELtU58/HBST
https://paperpile.com/c/ELtU58/tz98
https://paperpile.com/c/ELtU58/kCVV
https://paperpile.com/c/ELtU58/kCVV
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Recon2.2 incorporates GAM ATP hydrolysis into the formation reaction for the protein biomass 

component, we do the same here. We add the associated substrates to the protein formation 

component, and we add the 4.37e-2 mass fraction to the existing specified mass fraction for 

protein, 7.21e-1, for a final protein mass fraction of 7.647e-1. We set the “Resolved small 

molecules” from “Table S1”15 as the “other” biomass component. Next, for each biomass 

component formation reaction, if equation (B-7) does not hold, substrate coefficients were re-

scaled to do so. Here, i represents a substrate in the biomass component formation reaction, s is 

the stoichiometric coefficient of that substrate, and MW is the molecular weight of that substrate 

in kDa. For the carbohydrate biomass component specifically, the molecular weight of glycogen 

specified in “Table S1” is less than that of a glucose monomer; so, we use the Recon2.2 molecular 

weight while re-scaling. 

 In ref30, exchange reaction bounds were specified using measurements reported in “Table 

S2”. Exchange reactions that were removed during mCADRE model-extraction but experimentally 

reported in this table were not retained. Here, we added those reactions back, assuming that if 

they were experimentally measured, they were present in the cell line despite results of the model 

extraction step.  

5.4.4 K-562 Cell Line ME-Model Analysis 

To compare M-Model fluxes with ME-Model fluxes of the metabolic module, we 

aggregated certain reactions from the ME-Model solution. During ME-Model building, isozymes 

(reactions with an “OR” in the GPR) are each split into a separate reaction. Additionally, reversible 

reactions are split into their forward and reverse directions, separately. Reactions that were split 

due to isozymes were aggregated by taking the sum of their fluxes. Next, reversible reactions that 

were split into their forward and reverse directions were aggregated by subtracting the flux for the 

reaction in the reverse direction from that in the forward direction.  

https://paperpile.com/c/ELtU58/kCVV
https://paperpile.com/c/ELtU58/tz98
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 To compare model efficiency, all solving was run by setting the objective to the biomass 

reaction and the biomass reaction was bounded to be the maximum growth rate of the ME-Model 

(0.0266 hr–1). In this manner, discrepancies in total absolute flux were not due to one solution 

generating more overall biomass. FBA solutions for the M-Model and ME-Model were identified 

using the qMINOS solver. The M-Model solution without thermodynamically infeasible loops was 

found by taking the FBA solution and running it through the CycleFreeFlux algorithm33 via 

cobrapy’s “loopless_solution” function. The pFBA solution was also identified using cobrapy’s 

“pfba” function.The solution space distribution was identified by sampling it 1000 times using 

cobrapy’s “sample” function.  

FVA reaction bounds of the M-Model were identified using cobrapy’s 

“flux_variability_analysis” function while holding the biomass reaction at its maximum value 

(0.0559 hr-1). FVA reaction bounds of the ME-Model were found by iterating through each reaction 

and maximizing and minimizing the upper and lower bounds, respectively, while holding the 

biomass reaction at its maximum value (0.0266 hr-1). In this case, growth rates were held at their 

respective maximum values, rather than being the same between models, to ensure that flux 

ranges were limited by the respective constraints in each model and did not have additional 

flexibility available to fluxes by not performing optimally.  

For over-representation analysis via Metascape36, the background was set to be all genes 

in the context-specific M-Model.Finally, the “Oxidative Phosphorylation” objective (Fig. 5.3d) was 

set to be the sum of the reactions for each step in the electron transport chain (Recon2.2 reaction 

IDs: “NADH2_u10m”, “FADH2ETC”, “CYOR_u10m”, “CYOOm2”), the proton pump (Recon2.2 

reaction ID: “ATPS4m”), and a few additional associated reactions (Recon2.2 reaction IDs: 

“SUCD1m_F”, “ETFQO”, “FCLTm”).  

https://paperpile.com/c/ELtU58/ofR7
https://paperpile.com/c/ELtU58/dOo2
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5.5 Appendix 

5.5.1 Appendix A: Additional Machinery Constraints Identify Missing Key 
Reactions in M-Model  

When first constructing the ME-Model for the K-562 cell line, we observed that it was not 
feasible, even at very low growth rates. The additional machinery constraints imposed by the ME-
Model caused infeasibility due to key reactions being missing. Due to fewer constraints in the M-
Model, these were not identified in the original M-Model. Reactions included those in the glycerol-
3-phosphate shuttle for co-factor recycling, transport of a number of metabolites, exchange 
reactions (see Methods - Refining NCI-60 Cell Line M-Model Inputs for details), and proline 
biosynthesis. Upon adding these reactions that were originally present in Recon2.2 but not the 
mCADRE extracted M-Model, the ME-Model became feasible. This demonstrates that the ME-
Model can help in further refining the metabolic reactions that should be included in analyses.  

Additionally, in instances where the M-Model forced flux through reactions, we relaxed the 

boundaries. In other words, if the lower bound was ≥ 0, we set it to 0, and if the upper bound was 

≤, we set it to 0. This change to flux bounds was applied to exchange reactions as well, which 

somewhat deviates from in vivo accuracy since these bounds were set according to experimental 

measurements as reported in “Table S2” of ref30, but was necessary for model feasibility.  

5.5.2 Appendix B: M-Model Biomass Reaction 

Here, we outline how the M-Model biomass reaction is formulated, which is important for 
appropriately re-formatting it for the ME-Model (see Methods - Formatting the Biomass Reaction). 
 
  

https://paperpile.com/c/ELtU58/tz98
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Table 5.4: Term definitions for biomass. 

Term/Notation Definition Units 

[X] Concentration of metabolite X 
Held by the stoichiometric 
coefficient 

mmol/gDWcell 

v Reaction flux 
Metabolite 
consumption/production rate 

mmol/gDWcell/hr 

MW metabolite/macromolecule 
molecular weight 

kDa = g/mmol 

μ Cell growth rate  hr-1 

i Indexing of biomass 
components 

 

biomassi Biomass component i  
Typically: DNA, RNA, Lipid, 
Carbohydrate, Lipid, Other 

 

n The total number of biomass 
components 

 

pi Mass fraction of biomass 
component i (of the total 
biomass of the cell, what relative 
proportion does biomass 
component i represent?) 

g biomassi/gDWcell (see equation 
B-3) 

j Indexing of metabolite 
substrates that form biomassi 

 

m The total number of metabolite 
substrates that form biomassi 

 

 
The biomass reaction is formulated as the sum of its components, each with a 

stoichiometric coefficient representing its mass fraction: 
 

 (B-1) 
 Given the definition of pi (Table 4) and for mass balance we have: 

 (B-2) 
 Unlike other reactions, the biomass reaction flux has special units. Since the biomass tot is 
the same as the cell dry weight (DWcell), 1g of biomasstot must be produced per 1gDWcell. Next, 
given the definition of pi, the units must be: 

(B-3) 
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 Given (B-2) and (B-3), we get the following flux units for the biomass reaction (i.e., the 
total biomass production rate): 

 (B-4) 
 Each biomassi has its own component formation reaction: 

(B-5) 
 Note, (B-5) and (B-1) are often combined to create a net biomass reaction as follows: 

(B-6) 
 For the ME-Model, the M-Model input should be formulated as (B-1) and (B-5), rather than 
(B-6). Thus, if your M-Model is formulated as (B-6), divide each coefficient by pi to get the 
coefficients for (B-5). We know the units of pi from (B-3) and the units of pi*sj,i from Table 4 (row 
1). Thus, the units of sj,i should be mmol/(g biomassi). To achieve mass balance analogous to (B-
2), we have: 

(B-7) 
(B-7) tells us that with the stoichiometric amount (sj,i) of Xj,i, (B-5) produces 1 g biomassi. 

Finally, there is a biomass consumptions reaction to consume biomasstot and prevent it from 

accumulating, generating mass balance (biomasstot → ). 

5.5.3 Appendix C: Data Availability 

Files needed for building the ME-Model can be found at 
https://github.com/hmbaghdassarian/human_me_data.  

5.5.4 Appendix D: Authors, Contributions, and Acknowledgements 

Authors: Hratch M. Baghdassarian, Juan Tibocha-Bonilla, Erick Armingol, Laurence Yang, 
Nathan E. Lewis.  

H.M.B., and N.E.L. conceived the work. All authors provided important insights for 
formulating and analyzing the ME-Model. J.T.B. and L.Y. provided input on deriving the coupling 
coefficients. J.T.B provided input on formulating the biomass reaction. L.Y. provided input on 
implementing the solver. E.A. provided input on improving model feasibility and implemented code 
to parse reaction GPRs. H.B. implemented the humanME package and performed analyses of 
the K-562 cell line. H.M.B. wrote the paper and all authors carefully reviewed, discussed and 
edited the paper.  

https://github.com/hmbaghdassarian/human_me_data
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