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Abstract 
Everyone agrees that feelings and actions are intertwined, but cannot agree how. According to 
dominant models, actions are directed by estimates of value, and these values shape or are shaped 
by affect. I propose instead that affect is the only form of value that drives actions. Our mind 
constantly represents potential future states and how they would make us feel. These states 
collectively form a gradient reflecting feelings we could experience depending on actions we take. 
Motivated behavior reflects the process of traversing this affective gradient, towards desirable 
states and away from undesirable ones. This Affective Gradient Hypothesis solves the puzzle of 
where values and goals come from, and offers a parsimonious account of apparent conflicts 
between emotion and cognition. 
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I can’t stop this feeling… 
More often than not, it seems that the answer to why we did or didn’t do something carries 
a feeling at its core [1] (see Glossary). We choose a restaurant, movie, or vacation destination 
because of how much we think we would enjoy it relative to others. We go to the gym or persist 
with a mentally demanding task because doing so will make us feel good (at least in the long term) 
and/or because failing to do so would make us feel bad. It can seem at times as though feelings 
carry us through our moment-to-moment decisions about what to think and how to act as we move 
through our day and consider aspects of our environment, both observed (e.g., the behavior and 
expressions of those around us) and imagined (e.g., how they would react to our words and actions).  
 
And yet, when contemporary models seek to explain what gives rise to a set of actions, feelings 
often fade into the background. Instead, “cold” estimates of value take center stage. Value-based 
accounts have sought to explain how we direct our thoughts [2,3] and actions [4,5], whether 
deliberately (goal-directed behavior) or impulsively (Pavlovian behavior) [6–8]. I will refer to 
these collectively as motivated behaviors, distinguishing them primarily from behaviors that are 
determined through “value-free” (e.g., habitized) processes [9]. I will argue that prevailing 
accounts of motivated behavior are inside out –feelings not only play a bigger role than previously 
acknowledged, but that they may, on their own, be sufficient to explain the causes of all motivated 
behavior. 
 

In the shadow of (a different sort of) value: Feeling’s place in theories of motivated behavior 
For over a hundred years, dominant models of motivation and decision-making have built on 
insights from economic theory that describe how a person determines the best course of action in 
a given situation [5,10]. At their core, these models propose that people integrate information about 
potential future outcomes (e.g., lunch options or job offers) to determine a unitary scalar estimate 
of the expected reward (or utility) associated with each, and then choose actions that will maximize 
this value. Over the years, researchers have proposed multiple ways in which feelings (under the 
rubric of affect and/or emotion) might intersect with the core of this framework (Fig. 1). 
 
At one extreme is the proposal that feelings are merely epiphenomena of value (Fig. 1A). Under 
this account, value is derived from aspects of one’s internal and external environment, and 
particular configurations or transformations of these values produce experiences of certain feeling 
states. For instance, some accounts propose that regret can reflect counterfactual representations 
of foregone value [11]; that happiness can reflect aggregated prediction errors [12]; and/or that 
mood states can reflect the aggregate expected reward in one’s environment [13,14].  
 
Another possibility is that value is shaped by feelings. One version of this account proposes that 
values are learned from (i.e., originate in) the feelings that arise while experiencing a given 
outcome (experienced utility) – for instance, our enjoyment or distaste when eating at a particular 
restaurant gets transformed into a value that in turn drives decision-making [15–17] (Fig. 1B).  
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Figure 1. The role of feelings in decision-making models. Existing models of decision-
making propose several potential roles for feelings (e.g., affect, emotion, mood): (A) as a read-
out of ongoing evaluations; (B) as learning signals that are abstracted into an estimate of value 
or utility; (C) as relevant (integral) or irrelevant (incidental) inputs to estimates of decision 
value; and (D) as drivers of a separate (“hot” or Pavlovian) system for action control. These 
roles are illustrated individually, but contemporary accounts often combine several of these, 
in some cases differentiated by the types of feelings evoked (e.g., shorter- vs. longer-lasting). 
(E) Independent of their specific role(s) for feelings, all of these accounts maintain that a 
separate system exists to evaluate potential outcomes in a way that abstracts from or sidesteps 
feelings. The current account proposes that feelings alone (in the form of affect; cf. 
experienced utility) may be sufficient to account for all motivated behaviors, without the need 
for a separate system for “colder”/more goal-directed evaluations. 

 
Other accounts propose that decision values are informed by feelings at the time of a decision, 
through one of two routes: (a) deliberate consideration of feelings about possible future outcomes 
(e.g., risks) [18–23] or (b) ongoing feelings (e.g., mood states) that co-occur with a decision [24,25] 
(Fig. 1C).  
 
Feelings have also been proposed to drive a more primitive system that exerts direct control over 
actions (e.g., a Pavlovian or “hot” system), separately and/or in competition with a system that 
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determines action based on more deliberate evaluations of future outcomes (e.g., goal-directed or 
“cold” systems) [7,8,26–28] (Fig. 1D). For instance, cravings may drive reward-related impulses 
that hijack a decision towards an unhealthy food rather than a healthy one.  
 
These accounts all share the assumption that there is a form of value that drives behavior 
independent of feelings. However, in doing so, they force us to contend with deeper puzzles that 
remain far from resolved. If value can be determined independently of feelings (e.g., Fig. 1A, D), 
what other ways do we have to assess value? And how are these two sets of values weighed against 
one another to determine our actions? If values are derived from feelings (e.g., Fig. 1A-C), what 
transformations take place that allow us to abstract feelings about everything from meals to movies 
to partners to vacations into a common value representation (while remaining robust to changing 
goals and contexts [29,30])? These puzzles may yet be solvable, but they also create an opening 
for a radical alternative – that feelings may, alone, be sufficient to account for the same range of 
behaviors as are currently driven by “cold” values (Fig. 1E). 
 

Nothing more than feelings?  
The idea that feelings may be the only form of value is not entirely new (see especially work by 
Zajonc [1], De Sousa [31], and Damasio [32]), but it has been largely absent from formal accounts 
of motivation and decision-making. There are at least two reasons why such models have felt the 
need to distinguish – and center on  –  a valuation system separate from feelings, both of which 
serve as barriers to adopting a feelings-only account. 
 
One reason for skepticism: Feelings as relatively infrequent 
First, feelings-related constructs (e.g., affect, emotion, mood) are often used to refer to subjective 
states that are particularly salient (i.e., “non-neutral”), extended in time, and/or involve an aroused 
bodily state [22,33]. Feelings like these are not constant occurrences for most people, and are 
therefore limited in the range of behavior they can account for. This seems to call for a 
supplemental system to account for “cold” evaluations that drive behavior when we are not in these 
more extreme states (e.g., mundane decisions/tasks) [26,34].  
 
This barrier can be overcome by focusing our definition of feelings on an established use of the 
term affect (or core affect) [35,36]. At the broadest level, affect refers to a feeling that varies 
continuously along multiple dimensions (e.g., valence and arousal), including ones that might be 
referred to as ‘neutral’ and small variations around those (e.g., feeling moderately positive or 
negative about one’s lunch). Affect is not directly synonymous with categorizable emotions like 
sadness, anger, and schadenfreude, but likely underpins them. Affect is also not synonymous with 
specific bodily states (e.g., changes in heart rate or gastric motility), but may abstract over these 
[37,38]. Further, affect can refer to feelings that occur over very brief periods (e.g., a fleeting 
reminder of a funny joke you heard earlier, the dreaded possibility that you forgot to bring your 
coffee to work with you, or the premonition of an impending collision between one’s toddler and 
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the nearest coffee table). Finally, and critically, affect is not unitary within any particular moment 
– we can hold multiple competing feelings at once (or in rapid alternation), and these can be tied 
to multiple sources (e.g., pain in your joints simultaneous with enjoyment of a meal) and/or to a 
common source (e.g., feeling both excited and anxious about performing a task) [39,40].  
 
Affect has all of the necessary characteristics to serve as an all-purpose guide to motivated 
behavior. It is a fundamental property of our phenomenal experience [1,35,36], emerging at the 
earliest stages of development [41] and accessible to us throughout our waking (and dreaming) life 
[42]. Most importantly, affect also has an evaluative quality [35,40,43] – we have a sense of how 
something feels to us relative to a feeling we would like to be having in that moment or in the 
future (e.g., whether it is something we would like to approach or avoid) [44]. This value signal is 
analogous to what has been referred to as experienced or hedonic utility [16,17].  
 
Another reason for skepticism: Feelings as involuntary 
A second reason that feelings have been previously viewed as insufficient for holding together 
models of motivated behavior stems from a view that they are involuntary reactions to aspects of 
our environment. To the extent this is the case, it is easier to envision feelings as drivers of 
instinctive actions (e.g., impulses) than of complex forms of deliberation and planning (e.g., 
writing a grant). It is hard to imagine achieving the level of flexibility and goal-directedness 
required of the latter tasks with only a reflexive valuation process.  
 
Adopting the definition of affect above, I will argue that this additional barrier can be overcome 
if, instead of viewing affect as arising through reflex rather than deliberation, we view affect as a 
property of thoughts that can arise through either reflexive or deliberative means. To elaborate on 
this argument – and pave a path towards reconciling an affect-centered viewpoint with prevailing 
models of learning and decision-making – I will begin by describing how affect can be understood 
as a general property of our internal model of potential future states of our environment. I will then 
go on to describe how motivated behavior can emerge naturally from optimizing behavior along 
this dynamically changing state space, without requiring any additional value representations.  
 

An affect-infused state space 
It is now well-established that humans and other animals maintain an internal model of their 
environment [45,46], consisting of rich and structured associative maps relating potential 
locations/contexts, objects, episodes, and concepts [47–49]. These maps enable us to revisit past 
states of our environment and project into potential future states [50–52], a process that can 
transpire voluntarily (e.g., through directed search) or involuntarily (e.g., through an automatic 
spreading of associations; cf. priming) [50,53–55].  
 
These state-space representations form a critical interface between perception, memory, and action. 
I will argue that, in so doing, they enable action to be dynamically influenced by affective content 
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embedded in these state representations. To ground this argument, I begin by extrapolating from 
existing work the basic principles underlying such an embedded structure (Fig. 2): 
 
1) There are affective qualities or features to every state that a person can represent. The 

state of eating a meal, being given negative feedback, or paying one’s bills all have affective 
features that carry a specific identity (e.g., the taste of a particular food) and scalar intensities 
along a limited set of dimensions (e.g., valence and arousal) (Fig. 2A). In other words, affect 
is both multivariate and – similar to perceptual features like color and depth [31,56] – evoked 
by any stimulus or context that is brought to mind.  

2) Affective features can be evoked by experienced, recalled, or imagined states. Affective 
features are evoked while a person is in a relevant state (e.g., eating a meal) and when those 
states are brought to mind through recollection (e.g. recalling a recent meal) or prospection 
(e.g., imagining having that meal at a restaurant tonight) (cf. [18,44]; Fig. 2B). 

3) Affective features can be evoked in a “bottom-up” or “top-down” fashion. A particular 
state can be brought to mind via an external prompt (e.g., a poster for a particular restaurant) 
and/or subsequent spreading of associations (e.g., being reminded of meals you’ve eaten at this 
restaurant and other similar restaurants), thus evoking the affect tied to that situation in a 
“bottom-up” fashion [57–59]. These same states can also be brought to mind through forms of 
directed search (e.g., considering potential dinner options), constituting a “top-down” route to 
accessing the same affective experience (cf. [7,51,60,61]) (Fig. 2C).  

4) Multiple affective features can be evoked in parallel. A person can (near-)simultaneously 
bring to mind states relevant, for instance, to (a) an immediate decision (e.g., different 
approaches to writing a section of a grant); (b) their overall task (e.g., whether to try to meet 
the upcoming grant deadline); (c) other potential activities (e.g., checking their e-mail); and (d) 
basic survival instincts (e.g., hunger, pain from a recent injury) (cf. [39]) (Fig. 2D). 

5) The salience of an affective feature scales with the salience of its associated state. Anything 
that make a given state more accessible also increases the salience of associated affective 
features (cf. [17,19,62]). Conversely, variables known to decrease accessibility (or render a 
state more “psychologically distant” [63]) should similarly weaken the relevant affective 
experience – this includes factors that make a given outcome seem improbable, spatially or 
temporally distant, or otherwise unlikely to impact oneself. This should be true independent of 
the affective content, in that more vivid outcomes should produce more salient affective 
experiences whether neutral, intensely positive, or intensely negative (cf. [64,65]). For instance, 
the grant writer might be motivated by the possibility of this grant being funded and/or the 
possibility of failing to secure any grant funding, but the affective features of these states may 
be less salient than those of states they perceive as more immediate and likely, such as the 
possibilities of successfully submitting the grant or missing the deadline (Fig. 2E).  

 



 7 

 
Figure 2. Affect as a feature within an internal state space. According to the current 
account, every internally represented state (e.g., episode) carries affective features. A) Each 
of these states (e.g., current hunger level, eating a muffin, submitting a grant late, having a 
grant awarded) are represented along a limited set of affective dimensions (e.g., valence and 
arousal). B) States can be brought to mind through experience, recall, or prospection (e.g., 
current, past, or future meal), and in each case evoke the associated affective features (e.g., 
positive feelings towards eating the food in question). C) States and associated features can 
be brought to mind through bottom-up cueing (e.g., an image on the screen) or directed search 
(e.g., choosing a lunch venue). D) A person can have in mind affective features associated 
with multiple states at the same time (or in rapid alternation) (e.g., current feelings of hunger 
and mental fatigue, future outcomes related to success or failure at the current task). E) States 
that are most accessible and/or vivid (e.g., ones that are perceived to be more immediate or 
likely) will have more salient affective features. 

 
Traversing an affective gradient: From affect to motivation 
So far, I’ve proposed that affective content is embedded into representations of current and 
potential future states, and that affective experiences are therefore constantly generated to varying 
degrees by all states under consideration. Thus, at any given time, a person can represent feelings 
associated with, among other things, options they are evaluating; consequences of persevering with 
or disengaging from their current task; and other potential tasks they would like to pursue.  
 
The landscape of affective features being held in mind at any given moment can also serve as a 
guide for how to adjust behavior in that moment. States that are expected to improve one’s affect 
serve as attractive landmarks (those to be reached), whereas states that are expected to worsen 
one’s affect serve as repulsive landmarks (to be avoided). The actions afforded by one’s current 
environment can each be described in terms of their relationship with these states: to what extent 
does taking that action increase the likelihood of reaching more positive states and/or avoiding 
more negative states (Fig. 3A)? Each action can thus be described as occupying a location along a 
multidimensional gradient (Box 1), and this location identifies the expected affective 
consequences of taking that action (Fig. 3B). For instance, checking your e-mail reduces aversive 
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uncertainty and/or increases the potential for positive surprise arising from a recent notification 
[66,67]; focusing on the task you’ve just started reduces the likelihood that you will miss a deadline 
or have to stay late; and stopping to eat your lunch reduces growing hunger and momentarily 
increases feelings of satisfaction and enjoyment. 
 
The affective gradient hypothesis (AGH) proposes that the gradient formed out of currently 
accessible states acts as an objective function for guiding motivated behavior, and that actions 
and control states are actively and dynamically mobilized in service of this objective function. In 
other words, expectations of potential future affect promote actions and control states that 
minimize expected negative affect and maximize expected positive affect, and suppress behavior 
that achieves the opposite ends.  
 
AGH builds on previous gradient-like accounts that have been used to describe the push-pull 
influence of potential reward and punishment on approach and avoidance behavior [68–70] (Box 
1). For instance, an animal can be simultaneously drawn towards a positively-valenced outcome 
(e.g., food) and away from a negatively-valenced outcome (e.g., shock). These drivers of approach 
and avoidance have traditionally been characterized as reflecting primitive (Pavlovian) forms of 
value-based control, too rigid and reflexive to account for the goal-directedness that characterizes 
most human behavior [6]. However, a more expansive view of when and how affect is generated 
(Fig. 2) – one that ties affective features to states accessed either automatically or deliberately – 
paves a path for a Pavlovian-like form of value (i.e., affective features in my model) to scaffold 
complex goal-directed behaviors.   
 
Consider a person faced with a grant deadline. They might have in mind potential consequences 
of submitting or failing to submit a grant, each of these a state carrying corresponding affective 
features (e.g., feeling good about submitting) and further associated states (e.g., being awarded the 
grant) (Fig. 3A). Traversing this affective gradient entails pursuing a particular course of action 
(e.g., writing the grant) (Fig. 3B). The persistent availability of these and other affective 
consequences further scaffolds the rest of the writing process – to make progress towards 
submitting the grant (e.g., to avoid negative outcomes), individual parts need to be completed, and 
completing each of those entails evaluation of other states (e.g., the viability of different sub-aims).  
 

Canonical value-based models revisited 
As the previous example makes clear, AGH inverts affect’s typical role in models of motivation 
and decision-making (Fig. 1A-D). These models typically start from the imperative to make a 
choice (e.g., presentation of options), and work outwards to incorporate affect into the process of 
evaluation and/or response selection. AGH instead centers on fluctuations in expected affect (e.g., 
how one would feel if they did or did not act in a certain way), and proceeds outward to determine 
decisions and actions. Expectations that one’s affect could be improved or worsened promote 
actions aimed at achieving the former and/or avoiding the latter (to the extent the person perceives 
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such actions as being under their control [71,72]). Thus, affect does not serve to drive decisions; 
rather, decisions are made because they serve to optimize affect. By the same token, AGH predicts 
that expected affect should determine not only which options are chosen, but also whether and 
how a decision is made [73].  
 

 
Figure 3. Expected affect motivates behavior. A) While working on a given task (e.g., grant-
writing), a variety of states may become accessible, some with positive affective features (e.g. 
grant being awarded, uncovering the contents of an incoming e-mail) and others with negative 
affective features (e.g., hunger, mental fatigue, missing a deadline), each varying in its salience 
(Fig. 2E). Each of these may bring to mind actions (e.g., walking to store, attending to grant, 
attending to e-mail) that can make a given state more likely (solid arrows) or less likely 
(dashed arrows) to occur. B) The relationship between a given action (e.g., attending to grant) 
and a given state (e.g., grant being awarded) can be described by a gradient, with increased 
attention making it more likely that the person will experience the affect associated with that 
state (e.g., elation). Other actions (e.g., attending to e-mail) produce different gradients with 
respect to this and other potential consequences (e.g., feelings associated with reading the e-
mail). AGH proposes that actions are optimized so as to maximize expected positive affect 
and minimize expected negative affect, for instance in this case by maintaining focus on the 
task at hand. C) Applying this model to a value-based decision task (e.g., whether to eat sushi 
or tacos), both AGH (blue) and traditional models (yellow) predicts that actions should be 
guided by the affect expected from obtaining a given option (e.g., based on past experiences 
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with each). AGH diverges from these models in how it accounts for one’s engagement in the 
task (e.g., level of attentional focus, threshold for making a decision; see Box 1). Traditional 
models assume that the task serves as its own goal and participants adjust control when 
performance worsens (e.g., by monitoring for errors or conflict). AGH instead proposes that 
task engagement is directly determined by the salience of potential performance outcomes 
(e.g., likelihood that one would be perceived to be performing the task poorly) and how these 
outcomes would feel. Thus, actions (e.g., left vs. right) and control states (e.g., levels of 
attention and threshold) are both determined by expected affect. Rather than maintaining a 
task goal explicitly, a person need only represent contingencies between action and 
performance (e.g., task rules) and the consequences of performing well or poorly. This account 
generalizes across task rules, including those that focus only on visual features of stimuli (e.g., 
size or form) rather than their affective features. 

 
Consider a study participant who is asked to choose which of two options they prefer. AGH’s 
account of the focal decision is similar to common integral affect-based theories (Fig. 1C) [18–21] 
– participants draw on relevant affective experiences (e.g., associated with monetary loss or 
consumption of a given food) and choose the option that they anticipate will produce the greatest 
positive/least negative affect. These accounts share the prediction that, in cases like these, 
measures of affect will predict decision outcomes better than objective estimates of reward value 
(e.g., [74–76]), and choices will be shaped by biases and constraints in representing affect [44,62].  
 
However, this shared account of the focal decision falls short of explaining why the person decides 
to make a choice in the first place (rather than, e.g., pressing buttons randomly or walking out of 
the experiment). For a given task, this gap can be filled by assuming that participants maintain an 
instructed goal (e.g., choose the best option), and allocate control (e.g., selective attention) in 
service of that goal [77] (Fig. 3C, left). AGH offers a more generalizable solution to this problem, 
by instead simply assuming that participants represent relevant control contingencies (e.g., 
likelihood that a given control configuration produces a correct or incorrect response) and the 
affective features of each of those outcomes (Fig. 3C, right). These affective expectations can 
promote persistence and/or increased effort when stakes increase and/or become more salient (e.g., 
following an error [78–80]); they can also promote effort divestment and task-switching as stakes 
decrease or outcomes seem more assured (e.g., easy tasks) (cf. [81]). In providing an account of 
the dynamics of motivated behavior that generalizes within and across tasks, AGH thus also helps 
resolve a deeper puzzle within research on goal-directed behavior: how do people know which 
goal to pursue at a given time (Box 2)? 
 

Broader implications 
Warming up: You’re hot, then you’re (not) cold 
One of the oldest and most persistent dichotomies in psychology distinguishes between emotional 
and cognitive processes. Within models of judgment and decision-making, this distinction has 
manifested in a dichotomy between “hot” and “cold” systems or modes of evaluation [26,28,34]. 
The traditional assumption is that the “hot” system can be activated by triggering certain affective 
reactions (e.g., with vivid images or environmental stressors), and that doing so biases a person to 
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act in a way different than they would if they were performing a “cold” evaluation of those same 
options.  
 
Under the current account, there are no “cold” (i.e., affect-free) evaluations; affect serves as the 
underpinning for all motivated behavior, whether reflexive/Pavlovian or deliberate/goal-directed. 
Thus, processes that were previously distinguished as hot versus cold don’t reflect differences in 
whether affect is involved, but rather how it is involved (e.g., with varying intensities or levels of 
arousal). Accordingly, AGH predicts that evaluation should always entail representing the 
affective features of expected outcomes. Moreover, identical outcomes could share overlapping 
neural codes, whether accessed automatically (e.g., Pavlovian) or deliberately (e.g., goal-directed).  
 
Recasting intrapersonal conflict: One self, many feels 
Accounts of self-regulation describe conflicts that arise between one’s current inclinations and 
those of an idealized actor, where the latter can reflect, for instance, projections to a future self 
(e.g., one that has health, wealth, and happiness) or other forms of social norms or moral ideals 
(e.g., being a good person, doing what’s right) [82]. Popular (yet controversial [28,83]) accounts 
cast these intrapersonal conflicts in terms of competing agents (selves) within one’s mind, each 
with its own objective function (e.g., maximizing immediate vs. long-term reward, serving 
personal vs. group/societal interests) [84,85].  
 
Under AGH, such conflicts can instead simply reflect the representation of multiple competing 
affective consequences of one’s actions (cf. ambivalence [39,86]) – e.g., it would feel good to 
enjoy this dessert, but would feel bad to be judged negatively if I gain weight; it would feel bad to 
sacrifice some of my money, but would feel good to think of others benefiting as a result; it would 
feel good to kick this habit, but would feel bad if I didn’t satisfy my craving [87]. AGH predicts 
that the manner in which these conflicts resolve (e.g., whether self-regulation “succeeds” or “fails”) 
will depend on the relative strength and salience of these affective representations (Box 3), rather 
than the strength with which a particular self is represented.  
 
Common objectives without the need for a common currency 
A standard assumption across most neuroeconomic models is that the brain integrates different 
sources of value into a common currency, which it uses to compare the values of different options 
and select the best one [5,88,89]. Under AGH, the same could be true – e.g., affective features 
could be integrated and compared along a composite measure of valence and intensity (cf. [20,43]) 
– but it need not be. Instead, motivated behavior can arise from affective features influencing 
relevant actions and control states directly and in parallel (Box 1, Fig. 3) (cf. [90,91]).  
 
By obviating the need for a common currency, AGH can also avoid the significant theoretical and 
empirical challenges these accounts face [92,93], for instance in explaining how people compare 
option values that differ in the dimensions along which they are valued (cf. Box 2). With its focus 
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on state-specific affective features, AGH arguably magnifies this concern (e.g., it’s hard to conjure 
up a feeling associated with the difference between having sushior tacos for dinner), and thus 
reinforces the possibility that potential states can only be compared with one another in terms of 
their influence on potential actions.  
 
If affective features can’t be compared directly, AGH goes further to predict that people will also 
have trouble representing counterfactuals to a decision (e.g., how much they might regret taking a 
certain action) strictly in terms of the marginal benefits of the chosen option relative to the best 
alternative (as prescribed by economic theory [94]); instead, these evaluations might be shaped by 
the values of each option being considered (cf. [95]). Similarly, neural signals that appear to reflect 
scalar comparisons (e.g., the value of one option relative to others [88,96]) would have to instead 
reflect representations of individual options (e.g., positive affect associated with obtaining a given 
option, negative affect associated with sacrificing alternatives) or metacognitive (e.g., task-level) 
representations (e.g., likelihood and consequences of choosing in/correctly [77,97,98], Fig. 3C). 
 

Concluding remarks 
The account I have offered forces significant revisions to dominant views across psychology and 
neuroscience. While this may give pause in accepting the underlying premise, it’s important to 
recall the current state of affairs, absent this alternative: Researchers agree that affect is a persistent 
feature of our experience and plays critical roles in shaping evaluations and actions – sometimes 
intentionally [18,19,22], sometimes less so [24,25] – and have sought to distinguish these roles 
from a separate mode of decision-making that is driven by an affect-less form of value [1,26]. But 
in doing so, we have ended up with a mobius strip of unresolved transformations and interactions 
(Fig. 1). Research into goal-directed behavior more generally has been built on a foundation of 
goals that each effectively serve the role of middle managers (providing directions in the service 
of their designated aims) but without a clearly articulated objective function (“CEO”) to determine 
how goals are prioritized relative to one another in a given moment (e.g., should I be more 
concerned with completing this task or satisfying my hunger?), nor even clear and consistent 
boundaries to define those goals (e.g., is my current goal to complete this task, to perform a certain 
way, to be a team player, or to avoid thinking about food?). Meanwhile, research across these areas 
has been largely unmoored from the rich mental life we occupy outside of these well-studied tasks, 
one that includes thoughts and feelings that come to mind both spontaneously (e.g., mind-
wandering, rumination) and deliberately (e.g., reflection, imagination) [42,50].  
 
I have proposed that affect can be construed as an evaluative feature of one’s mental state space, 
and that in this role it can serve as a rich source of experiences of one’s immediate, past, and future 
environments, while at the same time serve to motivate thoughts and actions towards achieving 
better affective experiences and avoiding worse ones. On this account, affect is not an input to or 
output of some other form of value. Rather, affect is the only form of value driving behavior, one 
that is phenomenologically accessible (cf. experienced utility) and multitudinous rather than 
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abstracted and unitary. Furthermore, on this account, goals don’t need to be prioritized relative to 
one another. Rather, goals reflect the collective affective priorities of the individual at a given 
moment in time (Box 2, Fig. 3; cf. [31]). 
 
This account lays the groundwork for future work aimed at building on this framework, and points 
toward fruitful avenues for doing so. Methodologically, it suggests that researchers would benefit 
from assaying affective features and affordances that may be available to a participant throughout 
an experiment [99,100], including those unrelated to the task itself [50]. These assays can borrow 
from any element of the standard toolbox for measuring affect (e.g., self-report, peripheral 
physiology, neuroimaging) [101–103], as well as recent advances in decoding neural 
representations of states [45,48] and their associated affective features [104–106]. Computational 
models should similarly seek to account for potential actions the person may consider outside the 
immediate task, including forms of “meta-control” [77] and alternative tasks or activities [107]. 
More broadly, AGH suggests that understanding within- and between-person variability in 
processes like motivation and self-regulation – including in the context of development and 
psychopathology – will ultimately require understanding how people vary in the states they bring 
to mind in support of these functions (Box 3).  
 
Important gaps remain in this account (see Outstanding Questions), and addressing these 
represents its own challenge. However, the size and scope of existing gaps suggests that the time 
is ripe to give this new, affect-centered, approach a try. Perhaps, just to see how it feels. 
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Box 1. The role of gradients in motivation and other forms of optimization 
Gradients have long played a central role in research on motivation. Early observations that 
animals sped up as they neared the end of a learned maze formed the basis of Hull’s proposal that 
motivation increased progressively with decreasing distance to one’s goal (the “goal-gradient 
hypothesis”) [108]. This prediction has since been generalized to humans  pursuing goals over 
both short and long timescales [109,110]. Further research examined distinct gradients that 
emerged as a function of approach-related motivation (towards desirable outcomes) versus 
avoidance-related motivation (away from undesirable 
outcomes), which can overlay on top of each other to promote 
the same goal (e.g., working hard on a term paper to get a good 
grade and avoid letting down one’s parents) or different goals 
(e.g., wanting to get a good grade but not wanting to exert 
effort) [68,70,111] (Fig. I). These approach and avoidance 
gradients described competing forces that could promote 
dynamic changes in behavior and physiology in the service of 
each goal, and corresponding affective states related to goal 
pursuit (e.g., expectations of success and failure) and goal 
conflict (e.g., boredom, fatigue) [70,112,113].  
 

Gradients also play a critical role across fields like computer science, statistics, and engineering, 
where they describe the direction to move in a multidimensional space to optimize for a particular 
objective. Research on motivation and decision-making has increasingly drawn on these 
optimization approaches by characterizing action selection as a process that seeks to optimize 
one’s future expected reward [4,114], including to describe 
how approach and avoidance gradients can be integrated to 
select among several choice options [20]. AGH builds on this 
work in two ways. First, drawing on research on motor and 
cognitive control, it assumes that the output space is 
multivariate, meaning that people can simultaneously 
evaluate multiple potential actions and control states to 
identify joint configurations across these (e.g., varying levels 
of flexion/tension of different muscle groups, varying levels 
of attention to different aspects of their environment) [115] 
(Fig. II). Second, it assumes that the objective function is also 
multivariate, consisting of a heterogeneous set of currently 
accessible affective features (e.g., distinct consequences of an 
action), each encoding a vector of scalar values (e.g., valence, 
arousal) (cf. [116,117]). Thus, optimization entails a many-
to-many mapping between affective features and the potential 
actions that increase or decrease the likelihood of reaching 

Fig. I. Approach and avoidance 
gradients. These describe directional 
influences of appetitive and aversive 
outcomes (e.g., cheese vs. shock) on 
action, as a function of distance from 
outcome state. Adapted from 
McNaughton et al. [70].  

Fig. II. Optimizing multivariate 
control. To optimize cognitive control, 
previous work has generated scalar 
estimate of the value of control across 
each combination of control settings, 
including different levels of attentional 
focus (reflected in rates of evidence 
accumulation) and different thresholds 
for responding based on available 
evidence. The optimal control 
configuration (dashed arrows) can be 
identified by the maximal point within 
this gradient (black circle). Adapted 
from Leng et al. [97]. 
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their corresponding states, collectively achieving a form of multi-objective optimization [118] (see 
Box 2). 
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Box 2. Affect as a solution to the “homungoalus” problem 
Early models of cognitive control described how controllers (e.g., feature-specific attention) could 
intervene on stimulus-driven processes to improve performance, but failed to describe how the 
controllers knew that control should be enacted (Fig. I, left). This “homunculus problem” was 
subsequently resolved by proposing that the brain could monitor for particular sources of 
information (e.g., errors, conflict) to determine when and how much control is warranted, based 
on deviations from their goal [2,115,119,120]. However, these models – along with nearly all other 
models of cognition – still rely on a clear definition of the agent’s current goals. This is 
straightforward enough when goals are instructed (e.g., attend to a word’s color) or defined by a 
well-constrained reward function (e.g., points in an Atari game), but is much harder to resolve 
when broadening out to most real-world examples. 
How does the person writing a grant know that this is 
the right goal to have, and/or when they should shift 
priorities to other tasks, or to instead take a phone call, 
eat a snack, or go to the gym? This can theoretically 
be resolved by integrating expected rewards across all 
putative goals, but it is far from clear how this is done, 
particularly given that rewards are themselves known 
to depend on goals [29,30]. Thus, we are left with a 
“homungoalus” problem (Fig. I, right) – we know 
more about how thoughts and actions are coordinated 
once a goal is selected than we do about the ultimate 
objective function that determines which goals are 
selected, when, and for how long.  
 

One way out of this problem is to assume that people are always optimizing many goals (e.g., 
metabolic, social, intrinsic, etc.) [113,116,121,122], but this requires a clear definition of these 
discrete goal dimensions and how they are prioritized relative to one another. This can be tractable 
if there is a clear hierarchy and/or a common currency linking these goal values, but putative 
hierarchies seems potentially violable (e.g., hunger and pain can be withstood to achieve social 
goals) and conversion into a common currency has its own challenges (see Broader Implications). 
AGH solves this problem by instead removing goals from their traditional explanatory role in 
coordinating behavior. Under this account, behavior is dynamically reconfigured based on the 
affective associations that are currently accessible (e.g., related to failing to complete a task or 
committing a social faux pas). Goals can be viewed as an emergent property of this process – a 
person may continue to pursue their current task because they anticipate that doing otherwise 
would lead to greater negative affect, but soon after switch to another task because the associated 
increase in positive affect becomes more salient. This accounts for dynamics within and between 
tasks (Fig. 3C), while also capturing influences of task-independent objectives on moment-to-
moment behavior (e.g., attending to a nearby conversation, adjusting posture and facial 
expressions to satisfy social conventions).    

Fig. I. The “Homungoalus” Problem. Cognitive 
control requires a guide (Homunculus Problem), 
which can be achieved by monitoring performance 
relative to a goal. But this still leaves open the 
question of how goals are guided/prioritized. 
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Box 3: Variability in motivated behavior within and across individuals 
People vary considerably in their motivation to engage in various acts, in ways that can be 
maladaptive. At one extreme are cases where one lacks the motivation necessary to engage in daily 
activities (e.g., apathy, amotivation [123,124]). At the other extreme are behaviors that can be 
described as reflecting an excess of motivation for outcomes that are detrimental to their long-term 
health and wellbeing (e.g., drug use [87,125]). From the perspective of AGH, understanding what 
motivates a person to perform a certain action requires knowing what feelings they expect (a) when 
performing that action (e.g., effort); (b) as a result of that action (e.g., approval), (c) as a result of 
inaction (e.g., reprimand); and (d) as a result of other actions (e.g., foregone opportunities). For 
instance, someone can behave impulsively because of their positive feelings about the expected 
outcome (e.g., drug high), negative feelings about not achieving that outcome (e.g., frustrated 
craving), and/or lack of negative feelings about longer-term risks (e.g., addiction) (cf. [57,87,126]). 
Understanding how motivation differs across people, and over the lifespan, requires understanding 
variability in these same affective expectations.  
 

Notably, these affective expectations each center on particular future outcomes (varying from 
immediate to longer term). Variability in these expected future states will not always be reflected 
in common instruments that assess summary estimates of a person’s feelings in the moment or in 
the recent past (e.g., [127]). Instead, a more comprehensive approach is necessary to inventory 
each of the outcomes a person considers when weighing a given activity; how salient (e.g., 
probable) those outcomes seem; and how they would feel if a given outcome were to occur (i.e., 
the affective features of this outcome) (cf. measures of outcome ‘expectancies’; [128]).   
 

There is also research to suggest that people vary in the levels of affect they find most desirable 
[129,130]. For instance, some people strive for high-arousal positive states (e.g., elation) whereas 
others strive for low-arousal positive states (e.g., serenity), leading them to pursue different kinds 
of activities (e.g., skiing vs. hiking). It is possible that some of these affective goals emerge from 
the combination of states that are most accessible 
to a person (e.g., people who engaged in more vs. 
fewer high positive arousal activities growing up) 
and their associated affective features (e.g., linking 
arousing activities with more vs. less downside 
potential). Alternatively, such goals could reflect 
individual differences in which configurations of 
affective features (e.g., settings of valence and 
arousal) are most desirable. This could be 
conceptualized as a meta-parameter that alters the 
orientation of affective features with respect to 
potential actions (cf. [116]), effectively motivating 
behavior towards maximizing the desired levels of 
affect, whatever these may be (Fig. I).   

Fig. I. Affective goals as a meta-parameter on the 
affective gradient. Affective goals can theoretically 
alter the motivational impact of a given affective 
configuration (e.g., high-arousal positive affect), 
such that states with these features are either more 
or less attractive or repulsive. This would, in turn, 
promote actions that increase the likelihood of 
achieving this experience (e.g., skiing vs. hiking). 
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Glossary 
 
• Affect: feelings that vary along multiple dimensions (e.g., valence, arousal) and reflect the 

influence of a given aspect of one’s environment on the individual. Affect is distinct from 
(but contributes to) categorizable emotions (e.g., sadness, anger).  

• Affective goal: the type of affective experience that a person seeks to achieve, encompassing 
the concepts of ideal affect (e.g., preferences for high- vs. low-arousal positive affect [129]) 
and emotion goals (e.g., preferences for sadness vs. anger [130]). 

• Ambivalence: experiencing a mixture of positive and negative feelings about a given 
situation or action, either at the same time or in alternation with one another.  

• Common currency: an integrative representation of value that enables different types of 
states or items/goods to be compared directly with one another (i.e., by converting the 
specific value of those states into a common currency and then comparing the common 
currency values with one another).  

• Emotion: a subjective experience of one’s bodily, affective, and/or motivational state that 
can be assigned a conceptual label (e.g., sadness, anger, elation, envy). 

• Experienced utility: the hedonic experience associated with reaching a given outcome. 

• Feeling: lay term encompassing changes in bodily, affective, and/or emotional state in 
response to an exogenous or endogenous stimulus. For a more circumscribed definition of 
feelings as pertains to the current model, see ‘Affect.’ 

• Goal-directed actions: actions that are determined by considering the outcomes they would 
achieve, based on the individual’s current understanding of their environment.  

• Gradient: a set of continuous values that define the direction one needs to move within a 
space in order to achieve an objective or set of objectives. 

• Motivated behavior: consists of actions that have been classified as value-based (driven by 
the value of expected outcomes), whether reflexively (e.g., impulses, Pavlovian actions) or 
through planning/deliberation.  

• Objective function: definition of what an agent is trying to optimize (e.g., maximize) within 
a given environment. 

• Pavlovian actions: evolutionarily hard-wired approach or avoidance behavior that is 
triggered by a learned cue-outcome association.  

• State space: an internal representation of discrete states (e.g., locations or episodes) that a 
person can transition into, each defined by a set of features. 

• Value: an estimate of reward expected from arriving in a given state (e.g., states achieved by 
selecting a particular option or performing a particular action), in some cases discounted by 
expected costs incurred to reach that state (e.g., delay or effort). 
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Highlights 
 
• Models of motivated behavior suggest that feelings (e.g., affect, emotions) interact with other 

types of evaluations to drive action. I propose instead that affect is, on its own, sufficient to 
drive all motivated behavior. 

• People represent potential multiple potential affective consequences at any given time. These 
describe the ways in which expected affect can be improved or worsened by one’s actions 
(the affective gradient), which in turn drives dynamic adjustments in behavior. 

• This affective gradient hypothesis recasts past accounts of multiple systems (e.g., hot vs. 
cold) and/or selves (e.g., present vs. future) driving behavior, centering instead on affect as 
the sole driver of behavior generated reflexively or deliberately. 

• This account also helps resolve a longstanding puzzle of how goals are prioritized and 
maintained. It proposes that goals are an emergent property of the affective associations 
under consideration at a given time. 

 
Outstanding Questions 
 
• AGH proposes that motivation is underpinned by affective features of expected outcomes, 

but how are these features learned (e.g., as an integration or abstraction of current 
interoceptive and exteroceptive states)? To what extent do emotion categories or cognitive 
appraisals play additional roles in further shaping behavior)? 

• Affect is argued to take the place of value in driving behaviors previously characterized as 
“value-based,” but to what extent can elements of motivated behavior persist without 
affective input, including through putatively “value-free” actions (reflexes and certain forms 
of habits and rule-guided behavior) and/or other mechanisms that might enable continued 
engagement of task goals (e.g., recurrence)?  

• AGH proposes that the structure of affective representations is scaffolded on the structure of 
one’s mental state space, itself consisting of associative representations of episodic memories 
as well as potentially more abstract cognitive representations (e.g., concepts). The structure 
of that state space– including what defines the boundaries of an individual state and what 
factors determine the accessibility of a given state – remains poorly understood.  

• AGH proposes that people optimize over many-to-many mappings between affective features 
and potential actions, but how this optimization is implemented remains an important open 
question. How are associations formed between particular affective features and particular 
actions, and to what extent are these tuned by evolution (e.g., relating pain-related affect to a 
subset of controllers), experience, and/or simulation? Is the objective for this optimization 
process to maximize along a particular affective axis (e.g., attain the greatest positive 
arousal) or to maintain a particular affective set-point? What determines a person’s affective 
goals (cf. Box 3)? 
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