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The Necessity of Relay Selection
Erdem Koyuncu, and Hamid Jafarkhani,Fellow, IEEE

Abstract

We determine necessary conditions on the structure of symbol error rate (SER) optimal quantizers

for limited feedback beamforming in wireless networks withone transmitter-receiver pair andR parallel

amplify-and-forward relays. We call a quantizer codebook “small” if its cardinality is less thanR, and

“large” otherwise. A “d-codebook” depends on the power constraints and can be optimized accordingly,

while an “i-codebook” remains fixed. It was previously shownthat any i-codebook that contains the

single-relay selection (SRS) codebook achieves the full-diversity order,R. We prove the following:

Every full-diversity i-codebook contains the SRS codebook, and thus is necessarily large. In general,

as the power constraints grow to infinity, the limit of an optimal large d-codebook contains an SRS

codebook, provided that it exists. For small codebooks, themaximal diversity is equal to the codebook

cardinality. Every diversity-optimal small i-codebook isan orthogonal multiple-relay selection (OMRS)

codebook. Moreover, the limit of an optimal small d-codebook is an OMRS codebook.

We observe that SRS is nothing but a special case of OMRS for codebooks with cardinality equal to

R. As a result, we call OMRS as “the universal necessary condition” for codebook optimality. Finally,

we confirm our analytical findings through simulations.

Index Terms

Wireless relay networks, relay selection, diversity, quantizer optimality.

I. INTRODUCTION

T HE availability of channel state information (CSI) can greatly affect the performance and reliability

of amplify-and-forward (AF) cooperative relay networks. With available CSI, each relay can adap-

tively adjust its transmit power and transmit phase. This network beamforming scheme has been shown to

achieve maximal diversity and array gains [1]–[3]. In contrast, without any CSI at the relays, distributed

space-time coding schemes can also achieve maximal diversity, but they also incur an unbounded array

gain loss compared to network beamforming [4], [5].

For networks with parallel relays, the optimal beamformingpolicy requires one or two real numbers to

be broadcasted from the receiver to the relays. A more practical assumption is that there is only partial

CSI at the relays. For such networks, it has been shown that beamforming with quantized instantaneous

CSI can achieve not only the maximal diversity gain but also avery high array gain with only a few

feedback bits [3], [6].

A special case of quantized feedback for relay networks is single-relay selection (SRS) [7]–[13], which

uses⌈log2 R⌉ feedback bits per channel state for a network withR relays. It allows only one of the relays
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to cooperate given a constant fading block. This simple quantization scheme has been shown to achieve

full-diversity for a very broad class of network topologies[3], [14], [15], and even under suboptimal

selection criteria [13].

In this work, we consider a network with one transmitter-receiver pair andR parallel AF relays. We

assume that there is no direct link between the transmitter and the receiver. The transmitter and the relays

have their own short-term power constraints. We assume thatthe receiver has full CSI, while each relay

knows only the magnitude of its own receiving channel and hasB bits of partial CSI. The feedback bits

are conveyed from the receiver to the relays via error-free and delay-free feedback channels, and they

represent a quantized beamforming vector. Our performancemeasure is the symbol error rate (SER).

A well-known performance measure that is closely related toSER is diversity. We define the diversity

measure for our network model as follows: LetP0 andPi, i = 1, . . . , R represent the transmitter and relay

power constraints, respectively. We allow these power constraints to vary linearly with a common power

constraintP asPi , piP, i = 0, . . . , R, wherepi are fixed positive real numbers that are independent

of P . Then, asP → ∞, the SER converges toaP−d, wherea andd represent thearray gain, and the

diversity gain, respectively. Since there areR independently fading paths between the transmitter and the

receiver, the maximal spatial diversity of our network isR, which we call the full-diversity order.

The set of all2B quantized beamforming vectors is the quantizer codebook. For clarity of exposition,

we classify the codebooks under two criteria, one of which iscardinality: We call a codebook “small”

if its cardinality is less than the number of relays, and “large” otherwise. We shall see later on that it

is necessary to use a large codebook in order to achieve full-diversity, and correspondingly, the diversity

provided by a small codebook is strictly less thanR.

The other criterion that we use is the codebooks’ dependenceon the transmitter and relay power

constraints, the motivation of which we now explain. In general, we can optimize the codebook with

respect to the power constraints, as demonstrated in [3]. Wecall such power-dependent codebooks as

“d-codebooks”. Note that, an optimal codebook given some power constraints will lose its optimality as

soon as any of the constraints are changed. Then, in order to achieve the best performance for any choice

of constraints, the receiver and the relays need to store a possibly large number of optimal codebooks. A

more practical approach might be to consider a power-independent codebook (i-codebook). In this case,

a single codebook is used for all possible constraints with the purpose of achieving high diversity and

array gains.

The main contributions of this paper can be summarized as follows: First, we show that every full-

diversity i-codebook necessarily contains the SRS codebook. We obtain an analogous result for power-

dependent codebooks: AsP → ∞, the limit of an optimal large d-codebook contains an SRS codebook,

provided that it exists. Both results show that full-diversity codebooks should incorporate the SRS

codebook structure, and are necessarily large.

For small codebooks, we show that the maximal achievable diversity is equal to the cardinality of

the codebook. We would like to note that, even though this result is well-known for the case of limited

feedback beamforming in multiple-input single-output (MISO) systems [16]–[19], its proof requires a

completely different approach in our case.

Having determined the best achievable diversity of small codebooks, we show that any optimal small
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i-codebook is an “orthogonal multiple-relay selection” (OMRS) codebook, meaning that it consists of

multiple-relay selection vectors that are pairwise orthogonal. We also show that the limit of an optimal

small d-codebook is an OMRS codebook. Both results demonstrate the necessity of OMRS for the

optimality of small codebooks. We believe that OMRS is also asufficient condition for optimality, but

rather surprisingly, a formal proof seems difficult and willnot be considered in this paper.

Finally, we observe that SRS is just a special case of OMRS forcodebooks with cardinality equal to

R. As a result, OMRS becomes the universal necessary condition for optimality.

Our results in this paper is in contrast to limited feedback beamforming in MISO systems, in which

any set of linearly independent beamformers guarantee maximal diversity [19], and the performance of

a codebook is invariant under unitary transformations [16]–[18]. In that sense, this paper also shows that

the vast literature on limited feedback beamforming for point-to-point systems is not directly applicable

to cooperative networks, and we need new methods of analysis.

The rest of the paper is organized as follows: In Section II, we introduce our system model, feedback

and data transmission schemes, and problem definition. In Section III, we present a fundamental lemma

that we frequently use in our proofs. In Sections IV and V, we state our main results on the necessity of

SRS for large codebooks, and the necessity of OMRS for small codebooks, respectively. The numerical

results are provided in Section VI. Finally, in Section VII,we draw our main conclusions. Some technical

proofs are provided in the appendices.

Notation: || · ||∞ indicates the infinite-norm.C, R, andN represent the sets of complex numbers,

real numbers, and natural numbers, respectively. Forz ∈ C, |z| indicates the absolute value. For a

random variableX, fX(·) andFX(·) represent the probability density function (PDF) and the cumulative

distribution function (CDF), respectively.CN (0, σ2) represents a zero-mean complex Gaussian random

variable with varianceσ
2

2 per complex dimension.E[X] is the expected value ofX. For any setsA
and B, A − B is the set of elements inA, but not inB. A ⊂ B meansA is a subset ofB. A ∩ B
and A ∪ B are the intersection and the union ofA and B, respectively.|A| is the cardinality ofA,

A+ , {x : x > 0, x ∈ A}, andAr = {(a1, . . . , ar)|a1, . . . , ar ∈ A}, r ∈ N+ is the cartesian power.

Finally, ∅ is the empty set,Q(·) represents the Gaussian tail function,Γ(·) is the gamma function,log(·)
is the natural logarithm, andsinh(·) is the hyperbolic sine.

II. N ETWORK MODEL AND PROBLEM STATEMENT

A. System Model

The block diagram of the system is shown in Fig. 1. We have a relay network with a transmitter-

receiver pair andR parallel relays. Letfr andgr denote the channel from the transmitter to therth relay,

and from therth relay to the receiver, respectively. Also, leth = (f1, g1, . . . , fR, gR) denote the channel

state of the entire network. We assume that the entries ofh are independent andfr ∼ CN (0, σ2
fr
), gr ∼

CN (0, σ2
gr ), r = 1, . . . , R.

Only the short-term power constraint is considered: For every symbol transmission, the average power

levels used at the transmitter and therth relay are no larger thanP0 and Pr, respectively. LetPi =

piP, i = 0, . . . , R, where∞ > pi > 0. In other words, we allow the power constraints of the transmitter

and the relays to vary linearly withP . In addition,P is the only network parameter that we allow to
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Fig. 1. System Block Diagram

vary. All the remaining parameters (the channel variancesσfr , σgr , r = 1, . . . , R and the power constraint

scalerspr, r = 0, . . . , R) can be arbitrary, but we assume that they are fixed positive constants that do

not depend onP .

We assume a quasi-static channel model, in which the channelrealizations vary independently from

one channel state to another, while within each state they remain constant. Also, we assume that the

receiver knows the channel state of the entire network,h; and therth relay knows|fr|. Each relay has

alsoB bits of partial CSI provided by receiver feedback.

B. Feedback Transmission Scheme

For anyP ∈ R+ and a finite number of feedback bitsB, the feedback transmission scheme operates as

follows: For each frame, the channel realizationh is quantized by a quantizerQP (h) , DECP (ENCP (h))

defined by the encoder and decoder mappingsENCP : C2R → I, andDECP : I → DP . In this definition,

DP represents the quantizer codebook for power levelP , andI , {1, . . . , 2B} denotes the index set for

the codebook elements. We assume throughout the paper that codebooks for different power levels have

the same cardinality, i.e.|DP | = 2B , ∀P .

The encoding operation is performed at the receiver, and thefeedback bits represent the encoder

output. Each relay uses the decoder to find the correspondingcodebook element. Each codebook element

corresponds to a quantized beamforming vector. To summarize, we have a collectionQ , {QP : P ∈
R+} of quantizers. For a givenP ∈ R+, we use the quantizerQP that provides the beamforming vector

QP (h) = x for somex ∈ DP .

Let D represent the mapping that maps a power levelP to its corresponding codebookDP . With some

abuse of language, we call the set-valued mapD a power-dependent codebook(d-codebook) in the sense

that for a givenP , the codebookDP is employed and can be optimized accordingly. Even though an
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optimal d-codebook can provide the best possible performance at anyP , its accommodation requires the

receiver and the relays to store a large number of codebooks.A more practical approach might be to use

a power-independent codebook(i-codebook)C as a special case of d-codebooks withDP = C, ∀P . We

will have more to say on the practicality of i-codebooks later on.

C. Data Transmission Scheme

We use a two-step AF protocol [2], [3]. In the first step, the transmitter selects a symbols from a

constellationS, where |S| < ∞, and sends
√
P0s. We normalizes asE[|s|2] = 1. Thus, the average

power used at the transmitter isP0. During the first step, there is no reception at the receiver,but the

rth relay receives

tr = frs
√

P0 + ηr, (1)

whereηr ∼ CN (0, 1).

Suppose thatQP (h) = x, for somex ∈ DP . Then, the relays use the beamforming vectorx to adjust

their transmit power and transmit phase. During the second step, the transmitters remain silent, but the

rth relay transmits

ur = xr
√
ρrtr, (2)

where

ρr ,
Pr

1 + |fr|2P0
. (3)

The average power used at therth relay can be calculated to be|xr|2Pr. We require0 ≤ |xr| ≤ 1 as a

result of the short term power constraint. The channel statedependent normalization factorsρr ensure that

the instantaneous transmit power of each relay remains within its power constraint with high probability.

Also, note that within the restriction of0 ≤ |xr| ≤ 1, ρr is the maximal normalization factor that we

can use. In other words, if a factorρ′′r satisfiesρ′′r > ρr for someh, then it violates the short term power

constraint. Still, one can employ another factorρ′r with ρ′r ≤ ρr, ∀h (e.g.ρ′r = Pr/(1 + |fr|3P0)). We

shall see later in Section III that a different choice of the normalization factor does not change the main

results of this paper.

After the two steps of transmission, the received signal at the receiver can be expressed as:

y =

R∑

r=1

xr
√
ρrfrgr

√
P0s+

R∑

r=1

xrgr
√
ρrηr + η0, (4)

whereη0 ∼ CN (0, 1) is the noise at the receiver. We assume that the noisesηi, i = 0, . . . , R and the

channels are all independent. It follows that the received SNR is given by

SNRP (x,h) ,
P0

∣∣∣
∑R

r=1 xrfrgr
√
ρr

∣∣∣
2

1 +
∑R

r=1 |xr|2|gr|2ρr
. (5)

Since we have assumed that the power constraint scalerspi are fixed, the received SNR depends only on

P (indicated by a subscript), the beamforming vectorx, and the channel stateh.
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In this work, our performance measure is the SER, and we present our results only for the case when

S = {+1,−1} is a binary constellation. Then, the SER achieved by the quantizer QP at power levelP

can be expressed as

SERP (QP ) , Eh[Q
√

2SNRP (QP (h),h)]. (6)

We would like to note that our results can be extended to any finite constellationS.

Using (6), the diversity achieved by the collectionQ of quantizers is given by

d(Q ) , lim
P→∞

− log SERP (QP )

log P
. (7)

Since there areR independently fading paths between the transmitter and thereceiver, the maximal spatial

diversity of our network model isR. In other words, for anyQ, d(Q) ≤ R. A more formal proof of

this argument can be found in [15, Theorem 1].

D. Problem Statement

Let |D| represent the common cardinality of each codebookDP . In other words,|D| = |DP | = 2B , ∀P .

We are interested in the structure of the optimal quantizersthat minimize the SER subject to|D| = 2B .

The following proposition from [3] determines the optimal quantizers given a fixed codebook.

Proposition 1. Given a fixed d-codebookD (i.e., for anyP , the codebookDP is fixed), the collection

of optimal quantizers that minimize the SER is given byQ⋆
D , {Q⋆

P,DP
: P ∈ R+}, where

Q⋆
P,DP

(h) , arg max
x∈DP

SNRP (x,h), P ∈ R
+. (8)

In particular, given a fixed i-codebookC, the collection of optimal quantizers is given byQ⋆
C , {Q⋆

P, C :

P ∈ R+}, where

Q⋆
P, C(h) = argmax

x∈C
SNRP (x,h), P ∈ R

+. (9)

In other words, for d-codebooks, given any power levelP and any fixed codebookDP for P , the optimal

quantizer encoder chooses the beamforming vector that maximizes the SNR atP . The interpretation of

Proposition 1 for an i-codebookC is analogous.

We would like to note that in practice,|DP | < ∞, and thusargmaxx∈DP
SNRP (x,h) in (8) will

always exist for anyh andP . In order to be able to handle codebooks with|DP | = ∞, we shall further

assume throughout the paper thatDP is compact for allP . Similarly, we assume that all i-codebooks

are compact without explicit specification.

The main motivation for our introduction of i-codebooks wasthe claim that they are more practical

than d-codebooks: One does not need to store different codebooks for different power levels. On the

other hand, (9) shows us that even if we use an i-codebook, thequantizer encoder will always depend

on P . In that sense, one might argue that i-codebooks are as impractical as d-codebooks since a large

number of quantizer encoders need to be stored anyway. Fortunately, for i-codebooks, we can observe

from (9) that the optimal encoder is a simple algebraic function of P . Therefore, we do not actually need

to store the entire set of encoders. In order for a similar situation to hold for d-codebooks though, one

needs a simple function that can map any power level to its corresponding optimal codebook. Finding
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such a function is an open problem. We thus present our results for both d-codebooks and i-codebooks,

due to the potential optimality of the former and the practicality of the latter.

We shall use the optimal encoder in Proposition 1 for the restof the paper. Then, the codebook uniquely

determines the performance of the system, and we setd(D) , d(Q⋆
D) for a d-codebookD, and similarly,

d(C) , d(Q⋆
C) for an i-codebookC. Any optimal codebook should obey the following proposition from

[3].

Proposition 2. If D is an optimal d-codebook, thenDP ⊂ X , ∀P , whereX = {x : x ∈ CR, ‖x‖∞ = 1}.

In particular, if C is an optimal i-codebook, thenC ⊂ X .

In other words, at least one component of every beamforming vector in the codebook should have unit

norm. Unless otherwise specified, we shall assume that all the codebooks in the rest of this paper are

optimal in the sense of Proposition 2.

One simple, yet effective structured i-codebook is the SRS codebook, given byCSRS(θ) , {er(θr) :
r = 1, . . . , R}, whereθ = [ θ1 · · · θR ], and er(θr) , [ er1(θr) · · · erR(θr) ] with erq(θr) =

ejθr , r = q anderq(θr) = 0, r 6= q. As an example, both

CSRS (0) =
{
[ 0 0 1 ], [ 0 1 0 ], [ 1 0 0 ]

}
(10)

and

CSRS
(
[ π

4
π
2

2π
3

]
)
=

{
[ ej

π

4 0 0 ], [ 0 j 0 ], [ 0 0 ej
2π

3 ]
}

(11)

are SRS codebooks for a network with3 relays, where0 represents the all-zero vector.

Even though there are infinitely many possible SRS codebooksgiven anyR, all of them provide the

same SER at any givenP . This follows immediately from

Proposition 3. For any beamforming vectorx and channel stateh, we have

SNRP (x,h) = SNRP (e
jθx,h), ∀θ ∈ R. (12)

Proof: The proof is straightforward once we use the definition ofSNRP (x,h) in (5).

Let CSRS = {CSRS(θ) : θ ∈ RR} represent the collection of all possible SRS codebooks. It was shown

in [3, Theorem 1] that anyCSRS ∈ CSRS achieves the full-diversity order,R. Our first goal is to show that,

in order to achieve diversityR, it is not only sufficient but also necessary to use SRS. To be more precise,

it is necessary to include the SRS vectors to the quantizer codebook to achieve full-diversity. Since there

areR SRS vectors, any full-diversity codebook has thus cardinality at leastR, and is necessarily large.

Clearly, we cannot choose the codebook cardinality freely at our will; given B feedback bits, we are

restricted to a codebook with cardinality2B . As a result, one needs to use at least⌈log2 R⌉ bits of

feedback to accommodate a large codebook and achieve full-diversity.

A low-rate application might require the number of feedbackbits to be less than⌈log2R⌉. In this

case, we are restricted to using small codebooks and full-diversity is no longer achievable. Optimality

conditions for small codebooks are more complicated than the ones for large codebooks and will be

discussed later on.

All of our results on the necessity of relay selection will bebased on a fundamental lemma that

provides a lower bound on the SER of a given i-codebook. We introduce this lemma in the next section
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together with some example applications. We discuss the necessity of SRS for full-diversity immediately

afterwards.

III. L OWER BOUNDS ON THEPERFORMANCE OFI-CODEBOOKS

We frequently use the following lemma to prove the main results in this paper. The proof of the lemma

can be found in Appendix A.

Lemma 1. For any i-codebookC, not necessarily withC ⊂ X , let

R(C) , {R : R ⊂ {1, . . . , R} and ∀x ∈ C, ∃r ∈ R, xr 6= 0} (13)

be a collection of index sets. Then, there are constants0 < Ψ0, C0, C1 < ∞ that are independent ofP

and C s.t. for all P ≥ Ψ0 andR ∈ R(C),

SERP (Q⋆
P, C) ≥ C0[ξ(C,R)]

3

2 exp

(
− C1

ξ(C,R)

)
P−|R|, (14)

whereξ(C,R) , infx∈C maxr∈R |xr|2.
Moreover, (14) holds for any relay normalization factorρ′r ≤ ρr, ∀r.

Since all of our main results will be based on the lower bound in (14), and a different relay normalization

factor will not improve this lower bound as stated in the lemma, we fixρr to be our relay normalization

factor for the rest of the paper.

Before we discuss the consequences of Lemma 1 regarding the necessity of relay selection, let us first

present a motivating example application. As an immediate corollary to Lemma 1, the following theorem

provides an upper bound on the diversity provided by any finite-cardinality i-codebook.

Theorem 1. For any i-codebookC with |C| < ∞, d(C) ≤ min{|R| : R ∈ R(C)}.

Proof: Since (14) holds for anyR ∈ R(C), we choose the setR′ in R(C) with the smallest

cardinality (if the number of such sets is more than one, we can choose any of them). By definition,

ξ(C,R′) is a positive constant that is independent ofP . It follows from Lemma 1 thatSERP (Q⋆
P,C) ≥

C0[ξ(C,R′)]3/2 exp(−C1/ξ(C,R′))P−|R′|, ∀P ≥ Ψ0. Thus,C provides at most a diversity of|R′|.
The rest of this section is devoted to some example applications of this theorem.

Example 1. For a network with3 relays, let

C1 =
{
[ 0 1 1 ]

}
, (15)

C2 =
{
[ 0 1 1 ], [ 1 0 1 ]

}
, (16)

C3 =
{
[ 0 1 1 ], [ 1 0 1 ], [ 1 1 0 ]

}
. (17)

Let us first find an upper bound on the diversity provided byC1. Using the definition in (13), we have

R(C1) = {{2}, {3}, {1, 2}, {2, 3}, {1, 3}, {1, 2, 3}}. Then, according to Theorem 1,d(C1) ≤ 1 since

min{|R| : R ∈ R(C1)} = min{|{2}|, |{3}|, |{1, 2}|, |{2, 3}|, |{1, 3}|, |{1, 2, 3}|} (18)

= min{1, 1, 2, 2, 2, 3} (19)

= 1. (20)
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Similarly, d(C2) ≤ 1 since R(C2) = {{3}, {1, 2}, {2, 3}, {1, 3}, {1, 2, 3}} and thusmin{|R| : R ∈
R(C2)} = 1. On the other hand, the “best” that we can say about the diversity of C3 is thatd(C3) ≤ 2

sinceR(C3) = {{1, 2}, {2, 3}, {1, 3}, {1, 2, 3}} with min{|R| : R ∈ R(C3)} = 2.

Example 2. None of the codebooksC1, C2 and C3 in Example 1 can achieve the maximal diversity

order 3. Now, suppose that a finite-cardinality i-codebookC4 achieves diversity3. Then, we should

have{1, 2}, {1, 3}, {2, 3} /∈ R(C4) (otherwise, if e.g.,{1, 2} ∈ R(C4), then according to Theorem 1,

d(C4) ≤ 2). Now, since{1, 2} /∈ R(C4), by the definition ofR(·) in (13), ∃x = [x1 x2 x3] ∈ C4 s.t.

|x1| = |x2| = 0. Also, as a result of Proposition 2,|x3| = 1, and thus∃θ3 ∈ R s.t. x3 = ejθ3 . In

other words,x = e3(θ3) is an SRS vector. Similarly, using the conditions that{1, 3} /∈ R(C4) and

{2, 3} /∈ R(C4), we can show that∃θ2 ∈ R, e2(θ2) ∈ C4 and ∃θ1 ∈ R, e1(θ1) ∈ C4, respectively.

Therefore, only if∃CSRS ∈ CSRS s.t. CSRS ⊂ C4, we can haved(C4) = 3. But, we also know from [3] that

∀CSRS ∈ CSRS, if CSRS ⊂ C4, we haved(C4) = 3. Hence, for a network with3 relays, a finite-cardinality

i-codebook can achieve diversity3 if and only if it contains an SRS codebook. In Section IV, we shall

generalize this result to networks with any number of relaysthat employ codebooks with possibly infinite

cardinality.

Example 3 (Comparison with MISO Systems). One of the most surprising conclusions that we can draw

from Theorem 1 is that, unlike a MISO system, in a relay network, (i) the performance of a codebook can

significantly vary under unitary transformations, and (ii)the existence of linearly independent codebook

vectors do not guarantee maximal diversity. We have demonstrated the latter phenomenon by codebooks

C2 andC3 in Example 1. Despite the fact thatC2 andC3 consist of2 and3 linearly independent codebook

vectors, respectively, we haved(C2) ≤ 1 andd(C3) ≤ 2.

We now demonstrate the former phenomenon. For that purpose,let C ·U , {xU : x ∈ C} denote the

transformation of the codebookC by a unitary matrixU.

In this example, we consider networks with a sum-power constraint P on relays. For such networks,

therth relay transmits with power|xr|2P given a beamforming vectorx, and we require
∑R

r=1 |xr|2P ≤
P =⇒ ‖x‖ ≤ 1. The sum-power constraint on relays makes sure that ifC is a feasible codebook, then

for any unitary matrixU, the codebookC ·U is also feasible.

Let us now consider the transformations of the codebookCSRS(0) in (10) by the unitary matrices

U1 =




1√
2

1√
2

0

− j√
2

j√
2

0

0 0 j


 , andU2 =

1

4




1 + j 1− 3j −
√
2 + j

√
2

−3− j 1− j
√
2 + j

√
2√

2 + j
√
2

√
2 + j

√
2 2 + 2j


 . (21)

Note that the codebooksCSRS(0) ·U1 andCSRS(0) ·U2 consist of the rows ofU1 andU2, respectively.

For limited feedback MISO systems with independent and identically distributed transmitter-to-receiver

channels [16]–[18], the performance of a quantizer codebook is invariant under unitary transformations.

Moreover, even in the case of arbitrary channel variances, the diversity of a codebook is preserved under

unitary transformations. On the other hand, for our examplenetwork, the application of Theorem 1 yields

d(CSRS(0) ·U1) ≤ 2, andd(CSRS(0) ·U2) ≤ 1, whereasd(CSRS(0)) = 3. In general, unlessU is diagonal,

it can be shown thatd(CSRS(0) ·U) ≤ 2. Therefore, in relay networks, even the diversity performance of
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a codebook is not preserved under unitary transformations.This unexpected behavior can be attributed

to the non-linear nature of the distortion function as well as the noise amplification at the relays.

IV. T HE NECESSITY OFSRS

With Lemma 1 at hand, we can now introduce our results on the necessity of relay selection. In

this section in particular, we determine the structure of optimal quantizers that achieve the full-diversity

order,R. First, we consider the power-independent i-codebooks, and show that every i-codebook that

achieves full-diversity necessarily contains the SRS codebook. We then focus on d-codebooks that can

be optimized with respect to the power levelP , and show that an optimal large d-codebook contains an

SRS codebook asymptotically asP grows to infinity.

A. The Necessity of SRS - I-Codebooks

In Example 2 in Section III, we showed that an i-codebook for anetwork with 3 relays can achieve

full-diversity if and only if it contains an SRS codebook. The following theorem generalizes this result

to networks with any number of relays that employ codebooks with possibly infinite cardinality.

Theorem 2. For any i-codebookC, d(C) = R if and only if ∃CSRS ∈ CSRS s.t. CSRS ⊂ C.

Proof: The “if” part was proved in [3]. Here, we prove the “only if” part by contradiction. Suppose

there is a compact i-codebookC with d(C) = R and∀CSRS ∈ CSRS, CSRS is not a subset ofC. The latter

condition implies that∃r ∈ {1, . . . , R}, ∀θr, er(θr) /∈ C (as otherwise,∀r ∈ {1, . . . , R}, ∃ϑr, er(ϑr) ∈ C
and thusCSRS([ϑ1 · · · ϑR]) ⊂ C). In other words,C does not contain the vector(s) that selects therth relay.

Let T2 , {er(θ) : θ ∈ R}. Note thatT2 is the product of the closure of the unit disk by the all-zero

vector of dimensionR− 1. Since all the factor sets are compact,T2 is compact.

We now show that

∃ǫ > 0, ∀t ∈ T2, ∀x ∈ C, ‖x− t‖ > ǫ. (22)

Let (x′, t′) = argmin(x,t)∈C×T2
‖x − t‖. The minimum will always exist asC × T2 is compact and

f(x, t) = ‖x− t‖ is continuous. Moreover, sinceC ∩ T2 = ∅, we havex′ /∈ T2, and thus‖x′ − t′‖ > 0.

Therefore, we can pick e.g.ǫ = 1
2‖x′ − t′‖ > 0, and (22) will hold.

According to (22), for anyx ∈ C, we have

|xr − ejθ|2 +
R∑

q=1
q 6=r

|xq|2 > ǫ2, ∀θ ∈ R. (23)

Also, sincex ∈ X , it follows that ∃r′ ∈ R, |xr′ | = 1. If r′ = r, we chooseθ′ = ∠xr′ . Then,

(23)=⇒ ∑
q 6=r |xq|2 > ǫ2 =⇒ maxq 6=r |xq|2 > (R− 1)−1ǫ2. Otherwise, ifr′ 6= r, then∃q 6= r, |xq| =

1 =⇒ maxq 6=r |xq|2 = 1. In either case,maxq 6=r |xq|2 > ǫ0, whereǫ0 , min{1, (R − 1)−1ǫ2} > 0.

Now, let U = {1, . . . , R} − {r}. Clearly,U ∈ R(C). Moreover,ξ(C,U) = infx∈C maxq 6=r |xq|2 ≥ ǫ0.

Using Lemma 1,SERP (Q⋆
P,C) ≥ C0ǫ

3/2
0 exp(−C1/ǫ0)P

−|U|, ∀P ≥ Ψ0. Therefore,d(C) ≤ |U| = R − 1,

which contradicts the assumption thatd(C) = R. This concludes the proof.

Therefore, an i-codebook can achieve diversityR if and only if it contains an SRS codebook.
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B. The Necessity of SRS - D-Codebooks

Let us now consider the necessity of SRS for power-dependentd-codebooks. In this paper, we are

interested in the asymptotic structure of optimal d-codebooks asP grows to infinity. As we have mentioned

in Section II-C, we can interpret any d-codebookD as a set-valued map that maps the power levelP ∈ R+

to the codebookDP ⊂ X ⊂ CR. Therefore, we use the well-established limit definitions for set-valued

maps [22] to characterize the asymptotic structure (or the limit) of any d-codebook.

Definition 1 (See, e.g. [22, Definition 1.4.6]). Let D be a d-codebook. For anyP andx ∈ CR, let

dP (x) , min
y∈DP

‖x− y‖ (24)

as the distance ofx to DP . The minimum in (24) always exists sinceDP is compact for allP .

We now define

lim sup
P→∞

DP ,

{
x ∈ C

R : lim inf
P→∞

dP (x) = 0

}
(25)

as the upper limit ofDP asP → ∞, and

lim inf
P→∞

DP ,

{
x ∈ C

R : lim
P→∞

dP (x) = 0

}
(26)

as the lower limit ofDP asP → ∞. The upper and lower limits always exist for any givenD.

If lim infP→∞DP = lim supP→∞DP = L, i.e. if the upper and lower limits agree, we say that the

d-codebook converges toL and write limP→∞DP = L.

We also use the shorthand notationlim inf D , lim infP→∞DP , lim supD , lim supP→∞DP , and

similarly, limD , limP→∞DP .

Given Theorem 2, we expect intuitively that the limit of any full-diversity d-codebookD contains an

SRS codebook provided thatlimD exists. The following theorem, whose proof can be found in Appendix

B, verifies this intuition:

Theorem 3. The following arguments hold for any d-codebookD with d(D) = R.

1) There areR distinct beamforming vectors̃er,P , r = 1, . . . , R in DP s.t. for all P > Ψ3,

|ẽr,P,q|2 ≤
C3

log P
, ∀q ∈ {1, . . . , R} − {r}, r = 1, . . . , R, (27)

where ẽr,P,q represents theqth component of̃er,P , and 0 < Ψ3, C3 < ∞ are constants that are

independent ofP andD.

2) If limD exists,

a) If |D| = R, ∃CSRS ∈ CSRS s.t. CSRS = limD.

b) If |D| > R, ∃CSRS ∈ CSRS s.t. CSRS ⊂ limD.

3) If limD does not exist,∃CSRS ∈ CSRS s.t. CSRS ⊂ lim supD.

Since we can achieve full-diversity using the SRS scheme, any SER-optimal large d-codebook should

achieve full-diversity as well. In that sense, the necessary conditions that we have stated in Theorem 3

hold for optimal large d-codebooks as well.
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Also note that the rate of convergence indicated in (27) is only a necessary condition. In other words,

a sequence of codebooks satisfying (27) do not necessarily provide maximal diversity. We conjecture that

a necessary and sufficient rate of convergence is1
P instead of 1

logP stated in the theorem.

In Theorem 3, we have also taken into account codebooks that may fail to converge. This is not a

limitation of the analysis that has been carried out: There exists optimal d-codebooks that do not converge

as we demonstrate by the following proposition:

Proposition 4. For anyR andB < ∞, there exists an optimal d-codebookD with |D| = 2B that does

not converge.

Proof: We prove the proposition for the trivial caseR = 1 and give a sketch of the proof forR > 1.

For R = 1, the received SNR is given by

SNRP (x,h) =
|x1|2|f1|2|g1|2P0P1

1 + |f1|2P0 + |g1|2P1
. (28)

Hence, at anyP , it is sufficient to use a single beamforming “vector”[x] with |x| = 1 to achieve the

best SER performance; it is needless to use a codebook with cardinality greater than1. As an example,

a d-codebookD with DP = {[1]}, ∀P is SER-optimal.

Let us now define another d-codebookD′ asD′
P = {[−1]} if n ≤ P < n + 1 for some nonnegative

integern, andD′
P = {[1]}, otherwise. Note thatD′ provides the same SER performance asD. On the

other hand, it is straightforward to show thatlim supD′ = {[1], [−1]}, and lim inf D′ = ∅, and hence

limD′ does not exist.

In general, for anyR and a finiteB, we can synthesize a non-convergent optimal d-codebook outof

a convergent optimal d-codebookD as follows: If n ≤ P < n + 1 for some nonnegative integern, we

replace a beamforming vectorx ∈ DP by ejθx for someθ ∈ R, and otherwise, leave it unchanged. As

a result of Proposition 3, the new d-codebook provides the same performance asD, and is thus optimal.

However, it fails to have a limit due to the artificial phase oscillations that we have introduced.

In this section, we have shown by Theorems 2 and 3 that one needs to include all the SRS vectors to

the quantizer codebook to achieve full-diversity. This requires the accommodation of a large codebook,

or equivalently, at least⌈log2R⌉ bits of feedback. On the other hand, the design constraints might require

that the number of available feedback bits is less than⌈log2 R⌉, in which case we are restricted to using

small codebooks and full-diversity is no longer achievable. Our goal in the next section is to determine

the optimal codebook structure for such low feedback rate applications.

V. SMALL CODEBOOKS AND THENECESSITY OFOMRS

In this section, we first determine the maximal achievable diversity with small codebooks. Then, we

find the optimal small codebook structure that can achieve maximal diversity. We show that a diversity-

optimal small i-codebook should contain multiple-relay selection vectors that are pairwise orthogonal, i.e.

it should be an OMRS codebook. We also demonstrate the necessity of OMRS for small d-codebooks.

Finally, we observe that SRS is actually a special case of OMRS for codebooks with cardinality equal

to R. Therefore, OMRS becomes the universal necessary condition for codebook optimality.
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A. Diversity Limitations of Small Codebooks

The following theorem shows that the maximal diversity provided by any small codebook is equal to

the cardinality of the codebook.

Theorem 4. For any d-codebookD, d(D) ≤ min{R, |D|}.

Proof: Let us first prove the theorem for an i-codebookC. For anyx ∈ X , let ι(x) ∈ {1, . . . , R}
be any index with|xι(x)| = 1. Note that as a result of Proposition 2,ι(x) always exists wheneverx is a

member of a quantizer codebook.

Now let T4 = {ι(x) : x ∈ C}. Note that|T4| ≤ min{R, |C|}, T4 ∈ R(C), and ξ(C,T4) = 1. Using

Lemma 1,∀P ≥ Ψ0, we have

SERP (Q⋆
P,C) ≥ C4P

−|T4| (29)

≥ C4P
−min{R,|C|}, (30)

whereC4 , C0 exp(−C1). Thus,d(C) ≤ min{R, |C|}, concluding the proof for i-codebooks.

One way to deal with the complications that arise from the power-dependency of d-codebooks is to

define a lower bound that treats each codebookD̺, ̺ ∈ R+ as an i-codebook. At a givenP , we can

calculate the SERs of allD̺, ̺ ∈ R+. The infimum of these SERs then gives us a lower bound on the

performance ofD at P . With this observation,∀P ≥ Ψ0, we have

SERP (Q⋆
P,DP

) ≥ inf
D̺:̺∈R+

SERP (Q⋆
P,D̺

) (31)

≥ inf
D̺:̺∈R+

C4P
−min{R,|D|} (32)

= C4P
−min{R,|D|}, (33)

where (32) follows from (30). This concludes the proof.

There are structured small codebooks that can achieve the diversity upper bound in Theorem 4. As

an example, for an i-codebookC′
SRS

(d,θ) = {ei(θi), i = 1, . . . , d} that containsd < R SRS vectors,

d(C′
SRS

(d,θ)) = d, ∀θ, as shown in [3]. In other words, an “incomplete” SRS scheme,in which the

selection of only a subset of the relays is considered, can achieve maximal diversity. What is left is thus

to determine the structure of a general diversity-optimal small codebook. Unlike large codebooks where

SRS is the only way to achieve maximal diversity, we show in the following that for small codebooks,

a more general OMRS structure can potentially provide maximal diversity.

B. OMRS

The necessity of SRS for large codebooks “generalizes” to the necessity of OMRS for small codebooks.

Let us first describe what we mean by OMRS in a more formal manner.

Definition 2 (OMRS). An i-codebookC is an OMRS codebook if and only if either|C| = 1, or ∀x,y ∈
C, y 6= x,

∑R
r=1 |xr||yr| = 0. OMRS is the scheme induced by an OMRS codebook.



14

In other words, an OMRS codebook contains multiple-relay selection vectors that are pairwise orthog-

onal.1 As an example,C5 = {[0 1 0 0.8], [0 0 1 0], [1 0 0 0]} is an OMRS codebook.

By definition, the cardinality of an OMRS codebook cannot be more thanR. An OMRS codebook

that has cardinality equal toR should be familiar: it is an SRS codebook.

C. The Necessity of OMRS - I-Codebooks

Now let us demonstrate the necessity of OMRS for i-codebooksby the following theorem:

Theorem 5. A diversity-optimal i-codebookC with |C| ≤ R is an OMRS codebook.

Proof: The case|C| = 1 is trivial. We prove the other cases by contradiction. Suppose that there

exists a non-OMRS i-codebookC with 1 < |C| ≤ R andd(C) = |C|. SinceC is not an OMRS,∃x,y ∈
C, y 6= x, ∃r ∈ {1, . . . , R}, |xr| 6= 0, |yr| 6= 0. Now, let T5 = {r} ∪ {ι(z) : z ∈ C − {x,y}}, whereι(z)

is any index that satisfies|zι(z)| = 1. Note that|T5| ≤ |C|−1, T5 ∈ R(C), andξ(C,T5) = min{|xr|, |yr|}.

Applying Lemma 1, we haved(C) ≤ |C| − 1. This contradicts the assumption thatd(C) = |C|.
In other words, an i-codebookC with |C| ≤ R achieves diversity|C| only if it is an OMRS codebook.

In particular, if |C| = R, d(C) = R if and only if C is an OMRS codebook, in which case it is also an

SRS codebook. Unlike the necessity and sufficiency of SRS forlarge codebooks, we can only show the

necessity of OMRS for small codebooks. We leave the sufficiency as a conjecture:

Conjecture 1. If a small i-codebookC is an OMRS codebook,d(C) = |C|.

D. The Necessity of OMRS - D-Codebooks

Let us now generalize our result on the necessity of OMRS for i-codebooks to d-codebooks by the

following theorem. Its proof can be found in Appendix C.

Theorem 6. Let O(c) denote the collection of all possible OMRS codebooks with cardinality c. The

following arguments hold for any optimal d-codebookD with 1 ≤ |D| ≤ R.

1) There are constants0 < C6, Ψ6 < ∞ that are independent ofP andD s.t. for all P > Ψ6,

max
x,y∈DP

x 6=y

R∑

r=1

|xr||yr| ≤
C6

log P
. (34)

2) If limD exists,∃O ∈ O(|D|) s.t.O = limD.

3) If limD does not exist,∃O ∈ O(|D|) s.t.O ⊂ lim supD.

Therefore, any two distinct beamforming vectors in an optimal d-codebookD with |D| ≤ R are

asymptotically orthogonal, and thusD converges asymptotically to an OMRS codebook. In particular,

for codebooks with cardinality equal toR, Theorem 6 provides the same arguments as Theorem 3. This

follows from our previous observation that an OMRS codebookwith cardinality equal toR is also an

SRS codebook.

1Note that this orthogonality condition is not the same as the“usual” orthogonality condition for complex vectors with respect
to the Hermitian inner product.
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From all the results that we have obtained up to now, we can conclude that OMRS is a universal nec-

essary condition in the sense that for any SER-optimal d-codebookD, there existsO ∈ O(min{R, |D|})
s.t. O ⊂ lim supD. In other words, asP grows to infinity, the upper limit of every optimal codebook

should contain an OMRS codebook with the largest possible cardinality.

VI. N UMERICAL RESULTS

In this section, we provide numerical evidence regarding the validity of our analytical results. For all

the figures, the horizontal and the vertical axes representP , and the SER, respectively.

A. Diversity Bounds for Finite-Cardinality I-Codebooks

In Fig. 2, we show the simulation results with i-codebooks for a 3-relay network with power constraints

p0 = 1, p1 = 0.5, p2 = p3 = 2, and channel variancesσ2
f1

= 1.2, σ2
f2

= 0.8, σ2
f3

= 1, σ2
g1 = 1.5,

σ2
g2 = 1.7, σ2

g3 = 0.7. The codebooksC1, C2, andC3 are as defined in (15), (16), and (17), respectively.

O1 = { [1 0 0], [0 −0.8 1]} is an OMRS codebook, andCSRS represents an arbitrary SRS codebook.

CSRS · U1 and CSRS · U2 represent the transformations of an arbitrary SRS codebookby the unitary

matricesU1 andU2 in (21), respectively. Note that all SRS codebooks provide the same SER at any

given P , as we have discussed in Section II-D and as shown by Proposition 3. Similarly, given any

unitary matrixU, all the codebooksCSRS ·U, CSRS ∈ CSRS provide the same SER at any givenP .

P (dB)

S
E

R

C1
C2
CSRS ·U2

O1

C3
CSRS ·U1

CSRS

0 10 20 30 40 50
10−6

10−5

10−4

10−3

10−2

10−1

100

Fig. 2. SERs with Different I-Codebooks.
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We can observe from Fig. 2 thatd(C1) ≤ 1, d(C2) ≤ 1, andd(C3) ≤ 2, verifying Theorem 1. Moreover,

both codebooks seem to actually achieve their diversity bounds dictated by the theorem. This suggests

that Theorem 1 also provides an accurate estimate on the diversity of any finite cardinality codebook.

Also, O1 yields second order diversity as we have conjectured, andCSRS provides full-diversity.

We have analytically shown earlier in Example 3 that unlike aMISO system, in a relay network,

(i) the performance of a codebook can significantly vary under unitary transformations, and (ii) the

existence of linearly independent codebook vectors do not guarantee maximal diversity. Regarding the

latter phenomenon, Fig. 2 demonstrates that even thoughC2 andC3 consist of2 and3 linearly independent

codebook vectors, respectively, we haved(C2) ≤ 1 andd(C3) ≤ 2. For the former phenomenon, despite

the fact thatd(CSRS) = 3, we haved(CSRS · U2) ≤ 1 and d(CSRS · U1) ≤ 2, as we can infer from Fig.

2. Hence, in relay networks, even the diversity provided by acodebook is not preserved under unitary

transformations.

As a final remark for this set of simulations, we would like to note that we have chosen the power

constraint scalers and channel variances in a random mannerso as to demonstrate the validity of our

results in “asymmetric” scenarios. We have obtained similar results for other (including identical) choices

of these parameters.

B. The Necessity of SRS

Let us now demonstrate the validity of Theorems 2 and 3 for a network with R = 2. We assume that

the power constraint scalers and the channel variances of the network are equal to unity. In this set of

simulations, we use a special type of codebook that we define in what follows: For any0 ≤ ǫ ≤ 1, let

C̃(ǫ, r) , {x : x ∈ X , |xr|2 ≥ ǫ}. (35)

In Fig. 3, we show the SERs for our2-relay network with i-codebooks̃C(ǫ, r), ǫ = 1, 1
4 ,

1
16 , r = 1, 2,

CSRS, X , and the d-codebooks̃Dr , C̃( 1
logP , r), r = 1, 2. Note that, as a result of our choice of the

network parameters, the SER with̃C(ǫ, 1) is the same as the SER with̃C(ǫ, 2) at any givenP . Similarly,

the SER withD̃1 is the same as the SER with̃D2 at any givenP .

We first demonstrate the validity of Theorem 2. Since{r} ∈ R(C̃(ǫ, r)), andξ(C̃(ǫ, r), {r}) = ǫ, by

Lemma 1,C̃(ǫ, r) provides at most a diversity of1 for any fixedǫ > 0. This is precisely what we observe

in Fig. 3. In general, we expect a similar behavior for any given ǫ > 0. Thus, if we use an i-codebookC
with eitherC ⊂ C̃(ǫ, 1) or C ⊂ C̃(ǫ, 2) for someǫ > 0, C will not be able to provide diversity more than

1. In other words, ifC ⊂ ⋃
ǫ>0 C̃(ǫ, 1) or C ⊂ ⋃

ǫ>0 C̃(ǫ, 2), thend(C) ≤ 1. Hence, ifC⋆ is an i-codebook

that achieves diversity2, then∃e⋆1, e⋆2 ∈ C⋆ s.t.

e⋆1 ∈
[
⋃

ǫ>0

C̃(ǫ, 1)
]c

=
⋂

ǫ>0

[
C̃(ǫ, 1)

]c
=

⋂

ǫ>0

{x ∈ X : |x1|2 < ǫ} = {x ∈ X : |x1| = 0}, (36)

ande⋆2 ∈ {x ∈ X : |x2| = 0}, whereCc , X − C. Note thate⋆1 ande⋆2 are SRS vectors. Therefore, ifC⋆

achieves full diversity, it should contain an SRS codebook.This verifies Theorem 2.

The verification of Theorem 3 is analogous: LetD⋆ denote an optimal d-codebook, andǫP , sup{ǫ :
D⋆

P ⊂ C̃(ǫ, 1) or D⋆
P ⊂ C̃(ǫ, 2)}. SinceD⋆ is an optimal d-codebook, it achieves full-diversity. Thus,
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Fig. 3. An illustration of the validity of Theorems 2 and 3 forR = 2.

using the same arguments in the previous paragraph,ǫP → 0 asP → ∞. On the other hand, by the

definition of ǫP , we have∃x⋆
r,P ∈ D⋆

P s.t. |x⋆r,P,r|2 ≤ ǫP + ǫ′r,P , r = 1, 2, whereǫ′r,P > 0 can be chosen

arbitrarily. Let us chooseǫ′r,P = ǫP , r = 1, 2. Then, we have|x⋆r,P,r|2 ≤ 2ǫP , r = 1, 2. This shows the

existence of two beamforming vectors inD⋆
P , namelyx⋆

1,P andx⋆
2,P , that converges to two distinct SRS

vectors asP → ∞. This verifies the limit arguments in Theorem 3.

Theorem 3 also provides an estimate on how fastǫP should decay. The performance of the d-codebooks

D̃1 and D̃2 in Fig. 3 demonstrate that the decay should be no slower than1
logP , and thus verifies the

theorem. On the other hand, since both codebooks do not provide maximal diversity, the estimate of

Theorem 3 might be rather loose.

C. The Necessity of OMRS

We now demonstrate the validity of Theorems 5 and 6 for a network with R = 3. We assume that

the power constraint scalers and the channel variances of the network are equal to unity. Our goal is to

determine the structure of optimal codebooks that have cardinality equal to2 and thus provide a diversity

of 2. For that purpose, similar to what we have done in Section VI-B, we use the special i-codebook

C̃(ǫ, r) as defined in (35).

In Fig. 4, we show the SERs for our3-relay network with i-codebooks̃C(ǫ, r), ǫ = 1, 1
4 ,

1
16 , r = 1, 2, 3,

CSRS, X , and the d-codebooks̃Dr , C̃( 1
logP , r), r = 1, 2, 3. As a result of our choice of the network
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parameters, for a givenǫ, the SERs with̃C(ǫ, 1), C̃(ǫ, 2) andC̃(ǫ, 3) are the same at any givenP . Similarly,

the SERs withD̃1, D̃1 andD̃3 are the same at any givenP .

P (dB)

S
E

R

C̃(1, 1), C̃(1, 2), C̃(1, 3)
C̃(14 , 1), C̃(14 , 2), C̃(14 , 3)
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C̃( 1
16 , 1), C̃( 1

16 , 2), C̃( 1
16 , 3)

CSRS
X
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Fig. 4. An illustration of the validity of Theorems 5 and 6 forR = 3.

We first demonstrate the validity of Theorem 2. We can observefrom Fig. 3 thatC̃(ǫ, r) provides at

most a diversity of1 for any fixedǫ > 0. In general, we expect a similar behavior for any givenǫ > 0.

Thus, if we use an i-codebookC with C ⊂ C̃(ǫ, r) for somer ∈ {1, 2, 3} and ǫ > 0, thend(C) ≤ 1.

As a result, using the same arguments in Section VI-B, ifd(C∗) = 2, then ∃yr ∈ C∗ s.t. y∗
r ∈ {y ∈

X : |yr| = 0}, r = 1, 2, 3. In other words, for anyr ∈ {1, 2, 3}, there exists a beamforming vector in

C∗ = {x∗
1,x

∗
2} with a vanishingrth component. Therefore,

∑3
r=1 |x∗1r||x∗2r| = 0, which means thatC∗ is

an OMRS codebook. This verifies Theorem 5.

In order to verify Theorem 6, letD⋆ with D∗
P = {x∗

1,P ,x
∗
2,P }, P ∈ R and|D⋆| = 2 denote an optimal

small d-codebook, andǫP , sup{ǫ : ∃r ∈ {1, 2, 3} s.t.D⋆
P ⊂ C̃(ǫ, r)}. SinceD⋆ is optimal, it achieves

second order diversity. Using the same arguments in the previous paragraph,ǫP → 0 asP → ∞. On

the other hand,∃y⋆
r,P ∈ D⋆

P s.t. |y⋆r,P,r| ≤ √
2ǫP , r = 1, 2, 3, by the definition ofǫP . As a result,∑3

r=1 |x∗1,r,P ||x∗2,r,P | ≤ 6ǫP , ∀P ∈ R, and
∑3

r=1 |x∗1,r,P ||x∗2,r,P | → 0 asP → ∞. In other words, the

two beamforming vectors inD∗
P should become asymptotically orthogonal. Finally, the performance of

the codebooks̃Dr, r = 1, 2, 3 in Fig. 4 demonstrate thatǫP should decay no slower than1
logP . These

verify Theorem 6.
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VII. C ONCLUSIONS

We have determined some necessary structural properties ofsymbol error rate optimal quantizers

for limited feedback beamforming in wireless networks witha single transmitter-receiver pair andR

parallel amplify-and-forward relays. We have shown that any power-independent codebook (i-codebook)

necessarily contains an orthogonal multiple-relay selection (OMRS) codebook with the largest possible

cardinality. In particular, if the cardinality of the codebook is no less thanR, an i-codebook achieves

maximal diversity if and only if it contains the single-relay selection (SRS) codebook. We have obtained

similar results for the general case of power-dependent codebooks (d-codebooks): An optimal d-codebook

should contain an OMRS codebook with the largest possible cardinality, asymptotically as the transmitter

powers grow to infinity.

APPENDIX A

PROOF OFLEMMA 1

Note thatR 6= ∅, since ifR = ∅ thenx = 0, ∀x ∈ C, contradicting Proposition 2.

Using (5), for any set of indicesR 6= ∅ and relay normalization factorsρ′r ≤ ρr, ∀r, the SNR with

any beamforming vectorx ∈ C, can be upper bounded by

SNRP (x,h) ≤
RP0

∑R
r=1 |xrfrgr|2ρ′r

1 +
∑R

r=1 |xrgr|2ρ′r
(37)

≤ RP0
∑R

r=1 |xrfrgr|2ρr
1 +

∑R
r=1 |xrgr|2ρr

(38)

=
R
∑R

r=1
|xr|2|fr|2P0|gr|2Pr

1+|fr|2P0

1 +
∑R

r=1
|xr|2|gr|2Pr

1+|fr|2P0

, (39)

where the first and the second inequalities follow from Hölder’s inequality, and the fact thatρ′r ≤ ρr, ∀r,

respectively. The proof of the lemma forR = 1 is now straightforward. IfR = 1, we have|x1| = 1, ∀x ∈
C, and thusξ(C,R) = 1 for any C andR (indeed the only availableR will be R = {1}). Using (39),

we haveSNRP (x,h) ≤ |f1|2P0|g1|2P1

1+|f1|2P0+|g1|2P1
≤ |f1|2P0. Since this final upper bound is the SNR of a fading

channel with single transmitter and receiver antennas, we haveSERP (Q⋆
P,C) ≥ C7P

−1 for some constant

0 < C7 < ∞ independent ofP .

For R ≥ 2, we shall further boundSNRP (x,h). For the numerator of (39), we have

R

R∑

r=1

|xr|2|fr|2P0|gr|2Pr

1 + |fr|2P0
≤ R

R∑

r=1

|fr|2P0|gr|2Pr

1 + |fr|2P0
≤ R

R∑

r=1

|gr|2Pr ≤ R2 max
r

|gr|2Pr

= R2P max
r

{σ2
grσ

−2
gr |gr|2pr} ≤ R2max

r
{prσ2

gr}P max
r

Zr. (40)

whereZr , σ−2
gr |gr|2. Note thatZr ∼ Γ(1, 1). Now, for the denominator of (39),

1 +

R∑

r=1

|xr|2|gr|2Pr

1 + |fr|2P0
≥

R∑

r=1

|xr|2|gr|2Pr

1 + |fr|2P0
≥ max

r
|xr|2 min

r

|gr|2Pr

1 + |fr|2P0

≥ max
r

|xr|2
minr∈R |gr|2Pr

maxr∈R(1 + |fr|2P0)
≥

maxr |xr|2minr{prσ2
gr}P minr Zr

max{1, p0 maxr σ
2
fr
}
(
1 + P

∑
r∈R σ−2

fr
|fr|2

) . (41)
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Now let V , Y Z with Y , 1
P +

∑
r∈R σ−2

fr
|fr|2 andZ , maxr Zr

minr Zr
. Using (41) and (40) in the final

upper bound in (39), and then taking the supremum over all possiblex ∈ C, we have

SNRP (Q⋆
P,C(h),h) ≤ C8PV, (42)

whereC8 , [ξ(C,R)]−1C9 is a finite constant withξ(C,R) is as defined in the statement of the lemma,

andC9 , R2max{1, p0 maxr σ
2
fr
}maxr{prσ2

gr}/minr{prσ2
gr}. Note that sinceC9 ≥ 1 andξ(C,R) ≤ 1,

we haveC8 ≥ 1.

Now, substituting (42) to (6), we have

SERP (Q⋆
P,C) ≥

∞∫

0

Q(
√

2C8vP )f(v)dv. (43)

In the following, we find a lower bound on the PDF ofV = Y Z. SinceY is the sum ofR independent

Γ(1, 1) random variables and a constant1
P , it follows a “shifted” gamma distribution:

fY (y) =
1

Γ(|R|)e
−(y− 1

P
)
(
y − 1

P

)|R|−1

, y ≥ 1

P
. (44)

Now, let us evaluatefZ(z). Note that forz < 1, FZ(z) = 0, and thusfZ(z) = 0, z < 1. For z ≥ 1, the

CDF of Z can be expressed asFZ(z) = P (E) whereE is the event thatmaxr Zr ≤ zminr Zr, with

Zr , |gr|2. Moreover,E is the union ofR(R−1) disjoint eventsEij , i 6= j, i, j ∈ {1, . . . , R}, whereEij

is the event thatZi = minZr, Zj = maxZr, Zi ∈ [0,∞), Zj ∈ (Zi, zZi], Zk ∈ (Zi, Zj), k 6= i, k 6= j.2

SinceZr are identically distributed, and eachEij has the same probability, forz ≥ 1, we have

FZ(z) = R(R−1)

∞∫

0

xz∫

x

y∫

x

· · ·
y∫

x︸ ︷︷ ︸
R−2 integrals

e−x−y−∑
i
wi

∏

i

dwidydx (45)

= R(R−1)

∞∫

0

xz∫

x

e−x−y(e−x − e−y)R−2dydx (46)

= R(R−1)

∞∫

0

xz∫

x

e−x−y
R−2∑

r=0

(
R− 2

r

)
(−1)re−yre−x(R−2−r)dydx (47)

= (R− 1)

R−2∑

r=0

(
R− 2

r

)
(−1)r(z − 1)

R+ (z − 1)(1 + r)
(48)

= (z−1)(R−1)

∞∫

0

e−x(R+(z−1))
R−2∑

r=0

(
R− 2

r

)
(−1)re−rx(z−1)dx (49)

= (z−1)(R−1)

∞∫

0

e−x(R+(z−1))(1−e−x(z−1))R−2dx (50)

= 2R−2(z−1)(R−1)

∞∫

0

e−xR(z+1)

2 sinhR−2

[
x(z − 1)

2

]
dx (51)

2We ignore the events that have zero probability, e.g. the event thatmaxZr = minZr
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=
Γ(R)Γ(1 + R

z−1)

Γ(R+ R
z−1)

(52)

=
Γ(R)

∏R−1
r=1 (r +

R
z−1)

, (53)

where (47) follows from the binomial expansion of the term(e−x − e−y)R−2 in (46). In order to obtain

(49), we have rewritten the denominator of the fraction in (48) in integral form by using the identity∫∞
0 e−αxdx = 1

α , α > 0. Also, (50) is a result of the fact that
∑R−2

r=0 (−1)rβr = (1 − β)R−1 for

0 ≤ β ≤ 1, and (52) follows from [20, Eq. 3.541.1]. In order to derive (53) from (52), we have used

the identityΓ(1 + x) = xΓ(x), x ∈ R, which impliesΓ(R + R
z−1) = (R − 1 + R

z−1)Γ(R − 1 + R
z−1) =∏R−1

r=1 (r +
R

z−1)Γ(1 +
R

z−1).

We can now find the PDF ofZ using (53). We have

fZ(z) =
∂

∂z
FZ(z) (54)

=
−Γ(R)

∏R−1
r=1 (r +

R
z−1)

2

∂

∂z

{
R−1∏

r=1

(
r +

R

z − 1

)}
(55)

=
−Γ(R)

∏R−1
r=1 (r +

R
z−1)

2

R∑

r=1

∂

∂z

{
r +

R

z − 1

}R−1∏

q=1
q 6=r

(
q +

R

z − 1

)
(56)

=
−Γ(R)

∏R−1
r=1 (r +

R
z−1)

2

R−1∑

r=1

−R

(z − 1)2

∏R−1
q=1 (q +

R
z−1)

r + R
z−1

(57)

=
Γ(R+ 1)

∑R−1
r=1 (r +

R
z−1)

−1

(z − 1)2
∏R−1

r=1 (r +
R

z−1)
(58)

≥
Γ(R+ 1)

∑R−1
r=1 (R+ R

z−1)
−1

(z − 1)2
∏R−1

r=1 (R+ R
z−1)

(59)

=
(R− 1)Γ(R + 1)

RR

(z − 1)R−2

zR
. (60)

Now, we find a lower bound on the PDF ofV = Y Z. It can be shown [21] that the PDF ofV is given

by fV (v) =
∫∞
−∞ fZ(x)fY

(
v
x

)
1
|x|dx. Substituting the PDF ofY in (44), and the lower bound in (60) on

the PDF ofZ, we have

fV (v) ≥
(R− 1)Γ(R + 1)

RRΓ(|R|)

vP∫

1

(
v

x
− 1

P

)|R|−1

e−(
v

x
− 1

P
) (x− 1)R−2

xR+1
dx (61)

=
R(R− 1)

Γ(|R|)

∞∫

0

(
vP − 1

(1 + w)P

)|R|−1

e
− vP−1

(1+w)P

(
w(vP − 1)

vP (1 +w)

)R+1 ( w + vP

w(vP − 1)

)3

dw (62)

≥ (R− 1)Γ(R + 1)

RRΓ(|R|)

(
vP − 1

vP

)R+|R|−3

e−vv|R|−1

∞∫

0

wR−2

(1 + w)R+|R| dw, (63)

where we have applied a change of variablesw = vP (x−1)
vP−x to obtain (62), and (63) follows from the

facts thatexp(− vP−1
(1+w)P ) = exp(−v vP−1

(1+w)vP ) ≥ exp(−v), and( w+vP
w(vP−1))

3 ≥ 1
w3 (

vP
vP−1 )

3.
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The integral in (63) is non-zero and finite forR ≥ 2. Thus,

fV (v) ≥ C10

(vP − 1

vP

)R+|R|−3
e−vv|R|−1, (64)

for some constant0 < C10 < ∞.

Combining (43), (64), and using the fact thatQ(x) ≥ 1√
2π

x
1+x2 exp(−x2

2 ), we have

SERP (Q⋆
P,C) ≥

C10√
2π

∞∫

1

P

v|R|−1e−v

(
vP − 1

vP

)R+|R|−3 √
2C8vP

1 + 2C8vP
e−vC8Pdv (65)

=
C10e

−C8− 1

P

√
πP |R|

∞∫

0

e−w(C8+
1

P
) wR+|R|−3

(1 + w)R−2

√
C8(1 + w)

2C8w + 1 + 2C8
dw (66)

≥ C10

√
C8e

−1−C8

(1 + 2C8)
√
πP |R|

∞∫

0

e−2C8wwR+|R|−3(1 +w)
1

2
−Rdw, (67)

where the equality follows from a change of variablesw = vP − 1. The second inequality follows from

C8 ≥ 1, and the assumption thatP > 1. Now let us find a lower bound for the integral in (67), i.e.

I ,
∫∞
0 e−αwwβ(1 + w)−γdw, whereα = 2C8, β = R+ |R| − 3, andγ = R− 1

2 . Note thatα, γ > 0

andβ ≥ 0. We have

I =

1∫

0

e−αwwβ(1 + w)−γdw +

∞∫

1

e−αwwβ(1 + w)−γdw (68)

≥ e−α2−γ

1∫

0

wβdw + 2−γ

∞∫

1

e−αwwβ−γdw (69)

≥ e−α2−γ

1 + β
+ 2−γ

∞∫

1

e−αww−β−γdw (70)

≥ e−α2−γ

1 + β
+ 2−γ

∞∫

1

e−αwe−w(β+γ)dw (71)

=
e−α2−γ

1 + β
+

2−γe−(α+γ+β)

α+ γ + β
(72)

≥ 21−γe−(α+γ+β)

1 + α+ γ + β
(73)

Substituting the values ofα, β andγ to (73), and combining with (67), we have

SERP (Q⋆
P,C) ≥

C10

√
C8e

−1−C8

(1 + 2C8)
√
πP |R|

2
3

2
−Re−(2C8+2R+|R|− 7

2
)

2C8 + 2R + |R| − 5
2

(74)

SinceC5 ≥ 1, and2R+ |R| − 5
2 > 0 for all R ≥ 2 and1 ≤ |R| ≤ R, we have

SERP (Q⋆
P,C) ≥

C10

√
C8e

−1−C8

3C8
√
πP |R|

2
3

2
−Re−(2C8+2R+R− 7

2
)

C8(2R + |R| − 1
2)

. (75)
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Finally, using the fact that2R+ |R|− 1
2 ≤ 3R on the denominator of the second fraction in (75), we can

show that (14) holds for anyR with constantsC0 = min{C7, C10C9
−3/2 23/2−R exp(−3R+ 5

2)/(9R
√
π)}

andC1 = 3C9 that are independent ofC andP . This concludes the proof.

APPENDIX B

PROOF OFTHEOREM 3

We carry out the proof in two parts: First we prove (27), and then the limit arguments in the statement

of the theorem.

A. Proof of (27)

For notational convenience, letϑP , SERP (Q⋆
P,DP

). Also, letT = {{1, . . . , R}−{r}, r = 1, . . . , R}.

Using Lemma 1, we have

∀P ≥ Ψ0, ∀T ∈ T ,

{
ξ(DP ,T ) >

2C1

logP
=⇒ ϑP >

C0(2C1)
3

2

P |T |+ 1

2 log
3

2 P

}
. (76)

This, using logical transposition, is equivalent to

∀P ≥ Ψ0,∀T ∈ T ,

{
ϑP ≤ C0(2C1)

3

2

P |T |+ 1

2 log
3

2 P
=⇒ ξ(DP ,T ) ≤ 2C1

log P

}
. (77)

SinceϑP ≤ C0(2C1)
3
2

PR− 1
2 log

3
2 P

=⇒ ϑP ≤ C0(2C1)
3
2

P |T |+1
2 log

3
2 P

, ∀P ≥ 1, it follows from (77) that

∀P ≥ Ψ7,∀T ∈ T ,

{
ϑP ≤ C0(2C1)

3

2

PR− 1

2 log
3

2 P
=⇒ ξ(DP ,T ) ≤ 2C1

log P

}
, (78)

whereΨ7 , max{1,Ψ0}. It was shown in [3] that

∀CSRS ∈ CSRS, SERP (Q⋆
P, CSRS

) ≤ C11P
−R, ∀P ≥ Ψ8, (79)

where0 < C11,Ψ8 < ∞ are constants that are independent ofP . This upper bound on the SER with

CSRS holds for any optimal codebook of cardinality at leastR. Thus,

ϑP ≤ C11P
−R, ∀P ≥ Ψ8. (80)

Moreover, there exists a constant0 < Ψ9 < ∞ that is independent ofP s.t.

C11P
−R ≤ C0(2C1)

3

2

PR− 1

2 log
3

2 P
, ∀P ≥ Ψ9. (81)

Combining (80) and (81), we have

ϑP ≤ C0(2C1)
3

2

PR− 1

2 log
3

2 P
, ∀P ≥ max{Ψ8,Ψ9}. (82)

Letting Ψ10 , max{Ψ7,Ψ8,Ψ9}, and noting that the left hand side of the implication in (78)does not

depend onR, we have

∀P ≥ Ψ10, ϑP ≤ C0(2C1)
3

2

PR− 1

2 log
3

2 P
=⇒ ∀P ≥ Ψ10, ∀T ∈ T , ξ(DP ,T ) ≤ 2C1

log P
. (83)
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According to (82), the left hand side of (83) is true. But (83)itself is true. We thus have

∀P ≥ Ψ11, ∀T ∈ T , ξ(DP ,T ) ≤ 2C1

log P
, (84)

whereΨ11 , max{Ψ10, exp(
2C1

0.6 )}. Note that we have also further restricted the power levels that we

consider by choosingP > exp(2C1

0.6 ) so that 2C1

logP < 0.6.

Now, consider a fixedΨ12 ≥ Ψ11. According to (84),

∀r ∈ {1, . . . , R}, ∃ẽr ∈ DΨ12
, ∀q ∈ {1, . . . , R} − {r}, |ẽrq|2 ≤

2C1

log P
+ ǫ, (85)

whereǫ > 0 can be arbitrary and̃erq represents theqth component of̃er. Let us chooseǫ = C1

logP . Note

that, with this choice ofǫ, any |ẽrq|2 in (85) satisfies|ẽrq|2 ≤ 0.9 < 1.

We now show by contradiction that̃ei 6= ẽj wheneveri 6= j. Suppose that̃ei = ẽj with i 6= j.

Then, |ẽir|2 < 1, ∀r, which contradicts the optimality ofDΨ12
due to Proposition 2. Therefore, for

any Ψ12 ≥ Ψ11, there should beR distinct vectors̃er, r = 1, . . . , R in DΨ12
with the rth satisfying

|ẽrq|2 ≤ 3C1

logP , ∀q ∈ {1, . . . , R} − {r}. This concludes the proof of (27).

B. Proof of the Limit Arguments

We can now prove the limit arguments in the statement of the theorem using (27).

Let E = {x ∈ X : |x1| = 1} represent the set of all SRS vectors that selects the first relay. First, we

show that∃e ∈ E s.t. e ∈ lim supP→∞DP .

Using (27), we have

∀P > Ψ3, ∃e ∈ E s.t. dP (e) = min
y∈DP

‖e− y‖ ≤ ‖e− ẽ1‖ ≤
√

3C1(R− 1)

logP
, (86)

and therefore,mine∈E dP (e) ≤
√

3C1(R−1)
logP . It follows that

lim
P→∞

min
e∈E

dP (e) = 0. (87)

Now, lete⋆P , mine∈E dP (e), ande⋆n, n ∈ N be a sequence of beamforming vectors. Sincee⋆n ∈ E , ∀n
andE is compact, by the Bolzano-Weierstrass theorem, the sequencee⋆n, n ∈ N contains a subsequence

e⋆ni
, i ∈ N with limi→∞ e⋆ni

= e⋆ for somee⋆ ∈ E .

Note that for anyy ∈ CR, ‖y − e⋆‖ ≤ ‖y − eni
‖ + ‖e⋆ − eni

‖ by triangle inequality. It follows

that miny∈Dni
‖y − e⋆‖ ≤ miny∈Dni

{‖y − eni
‖+ ‖e⋆ − eni

‖} = miny∈Dni
‖y − eni

‖ + ‖e⋆ − eni
‖.

Rearranging the terms, we havedni
(e⋆)− dni

(e⋆ni
) ≤ ‖e⋆ − e⋆ni

‖, ∀i ∈ N, and thus

lim inf
i→∞

(
dni

(e⋆)− dni
(e⋆ni

)
)
≤ lim inf

i→∞
‖e⋆ − e⋆ni

‖ (88)

= 0. (89)

The equality follows from the fact thatlimi→∞ e⋆ni
= e⋆.
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We now have

lim inf
P→∞

dP (e
⋆)− lim sup

P→∞
dP (e

⋆
P ) = lim inf

P→∞
dP (e

⋆) + lim inf
P→∞

(−dP (e
⋆
P )) (90)

≤ lim inf
P→∞

(dP (e
⋆)− dP (e

⋆
P )) (91)

≤ lim inf
i→∞

(
dni

(e⋆)− dni
(e⋆ni

)
)
, (92)

≤ 0, (93)

where (91) follows since

lim inf
x→∞

f(x) + lim inf
x→∞

g(x) ≤ lim inf
x→∞

(f(x) + g(x)) , (94)

for any functionsf andg. For (92), we have used the fact that the lower limit of a sequence is less than

the lower limit of any of its subsequences. For (93), we have used (89).

Now, sincelim infP→∞ dP (e
⋆)− lim supP→∞ dP (e

⋆
P ) ≤ 0 as shown in the derivation above, we have

lim inf
P→∞

dP (e
⋆) ≤ lim sup

P→∞
dP (e

⋆
P ) = lim sup

P→∞
min
e∈E

dP (e) = 0, (95)

where the last equality follows from (87). Therefore,lim infP→∞ dP (e
⋆) ≤ 0. On the other hand, obvi-

ously we havelim infP→∞ dP (e
⋆) ≥ 0. Combining the two inequalities yieldslim infP→∞ dP (e

⋆) = 0.

This shows the existence of an SRS vectore ∈ E (namelye⋆) that selects the first relay and satisfies

lim infP→∞ dP (e) = 0, or equivalently,e ∈ lim supP→∞DP . We can similarly show the existence of the

remainingR−1 SRS vectors in the upper limit ofD. Therefore,∃CSRS ∈ CSRS s.t.CSRS ⊂ lim supP→∞DP .

What is left is to show that if|D| = R, and limP→∞DP exists, we have∃C′
SRS

∈ CSRS s.t. C′
SRS

=

limP→∞DP . We have shown thatC′
SRS

⊂ lim supP→∞DP . If limP→∞DP exists, thenlim supP→∞DP =

limP→∞DP , and thusC′
SRS

⊂ limP→∞DP with | limP→∞DP | ≥ R. To complete the proof, it is therefore

sufficient to show that| limP→∞DP | ≤ R.

The following lemma shows that whenlimP→∞DP exists, its cardinality cannot be more than|D|,
and thus concludes the proof of the theorem.

Lemma 2. For any d-codebookD with |D| < ∞, if limP→∞DP exists, then| limP→∞DP | ≤ |D|.

Proof: Let L = limP→∞DP . Suppose that|L| ≥ |D|+ 1. Then,∃xi, . . . ,x|D|+1 ∈ L, with ∀i, j ∈
{1, . . . , |D|+1}, xi 6= xj ⇐⇒ i 6= j. SinceL = lim infP→∞DP as well, we have∀i ∈ {1, . . . , |D|+1},

limP→∞miny∈DP
‖y−xi‖ = 0 by the definition oflim infP→∞DP . This implies that∀i ∈ {1, . . . , |D|+

1}, ∀ǫ > 0, ∃Pi,ǫ > 0 s.t. ∀P > Pi,ǫ, miny∈DP
‖y − xi‖ ≤ ǫ. Letting Pǫ = maxi Pi,ǫ, we have

∀ǫ > 0, ∃Pǫ > 0 s.t. ∀P > Pǫ, ∀i ∈ {1, . . . , |D|+ 1}, min
y∈DP

‖y − xi‖ ≤ ǫ. (96)

Now, let

δ = min
i,j∈{1,...,|D|+1}

i 6=j

‖xi − xj‖, (97)

setǫ = δ/4, and consider a fixedP0 > Pδ/4. Also, letyi = argminy∈DP0
‖y − xi‖, i = 1, . . . , |D|+ 1.

Since|DP0
| = |D|, yk = yℓ , ỹ for somek 6= ℓ. Note that, as a result of (96) and the definition ofỹ,

we have‖ỹ − xk‖ ≤ δ/4 and‖ỹ − xℓ‖ ≤ δ/4.
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However, by triangle inequality,‖xk − xℓ‖ ≤ ‖xk − ỹ‖ + ‖xℓ − ỹ‖ ≤ δ/4 + δ/4 = δ/2, and this

contradicts (97). Therefore, the cardinality ofL cannot be more than|D|, concluding the proof.

APPENDIX C

PROOF OFTHEOREM 6

Similar to what has been done in the proof of Theorem 3, we carry out the proof in two parts: First

we prove (34), and then the limit arguments in the statement of the theorem.

A. Proof of (34)

Let T represent the collection of all subsets of{1, . . . , R} with cardinality no greater than|D| − 1.

Then, using the same ideas as in the proof of Theorem 3, we have

∀P > Ψ13, ∀T ∈ T , ξ(DP ,T ) ≤ C12

log P
, (98)

for constants0 < C12, Ψ13 < ∞ independent ofP . Let us set the constants in the statement of the

theorem asC6 = RC12 and Ψ6 = Ψ13. We now prove (34) by contradiction. Suppose that (34) is

false. Then,∃Ψ14 > Ψ6 = Ψ13, ∃x,y ∈ C, x 6= y,
∑R

r=1 |xr||yr| > RC12

logP . This implies that∃r ∈
{1, . . . , R}, |xr||yr| > C12

logP . Hence, either we have|xr| > ( C12

logP )
1/2 or |yr| > ( C12

logP )
1/2.

Now, let T6 = {r} ∪ {ι(z) : z ∈ DΨ14
− {x,y}}, whereι(z) is any index that satisfies|zι(z)| = 1.

Since |T6| ≤ |D| − 1, T6 ∈ T . Also, eithermaxt∈T6
|xt|2 > C12

logP or maxt∈T6
|yt|2 > C12

logP . More-

over, ∀z ∈ DΨ14
− {x,y}, maxt∈T6

|zt|2 = 1 by the construction ofT6. Therefore,ξ(DΨ14
,T6) =

infx∈DΨ14
maxt∈T6

|xt|2 > C12

logP . But, this contradicts (98), and thus concludes the proof of(34).

B. Proof of the Limit Arguments

We can now prove the limit arguments in the statement of the theorem using (34).

Let O = {o1, . . . ,o|D|} represent an OMRS codebook given a beamforming codebook cardinality

1 ≤ |D| ≤ R. For any OMRS codebookO, we define its “vectorized” versionvec(O) , [o1 · · · o|D|] as

an alternative representation forO. Also, letO ,
⋃

O∈O
vec(O) represent the collection of all vectorized

OMRS codebooks.

We now need the following lemma to proceed:

Lemma 3. For anyDP that satisfies (34),∃o ∈ O s.t.min
y∈D|D|

P

‖o− y‖ ≤ C6

√
R|D|

logP .

Proof: Let DP = {x1, . . . ,x|D|}. For convenience, we rewrite the condition in (34) as

max
i,j∈{1,...,|D|}

i 6=j

R∑

r=1

|xir||xjr| ≤ δ, (99)

where δ = C6

logP . Now, (99) implies that for alli, j ∈ {1, . . . , |D|} with i 6= j we have|xir||xjr| ≤
δ, ∀r ∈ {1, . . . , R}. Then, given anyr ∈ {1, . . . , R}, either |xir| ≤

√
δ, ∀i ∈ {1, . . . , |D|}, or there

exists only one indexi⋆r ∈ {1, . . . , |D|} s.t. |xi⋆r ,r| >
√
δ, and|xir| ≤

√
δ, ∀i ∈ {1, . . . , |D|} − {i⋆r}.
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Let us now define the functionf : C → C with f(x) = x if |x| >
√
δ, and f(x) = 0, otherwise.

Now, let oir = f(xir), i = 1, . . . , |D|, r = 1, . . . , R. As a result of the properties off andxir, not only

o ∈ O is an OMRS codebook, but also,

min
y∈D|D|

P

‖o− y‖ = min
y∈D|D|

P

√√√√
R∑

r=1

|D|∑

i=1

|oir − yir|2 (100)

≤

√√√√
R∑

r=1

|D|∑

i=1

|oir − xir|2 (101)

≤

√√√√
R∑

r=1

|D|δ2 (102)

=
√

R|D|δ, (103)

and this concludes the proof.

In other words, ifD is an optimal d-codebook, for allP sufficiently large, we can find an OMRS

codebooko ∈ O s.t. o is as close as
C6

√
R|D|

logP to DP . We thus have

lim
P→∞

inf
o∈O

min
y∈D|D|

P

‖y − o‖ = 0. (104)

We now prove thatO is a compact set so that we can replace the infimum in (104) by a minimum.

Lemma 4. O is compact.

Proof: It is sufficient to show thatO is bounded and closed. SinceO ⊂ X |D| andX |D| is bounded,

O is bounded. We prove thatO is also closed by showing that it can be expressed as the unionof a

finite number of closed sets. First, we need the following definitions:

• Let V represent the set of all vectors[ α1 · · · α|D| β1 · · · βR−|D| ] that satisfy the following:

1) α1, . . . , α|D|, β1, . . . , βR−|D| are positive integers.

2) 1 ≤ α1, . . . , α|D| ≤ R.

3) ∀i, j ∈ {1, . . . , |D|}, αi 6= αj ⇔ i 6= j.

4) 1 ≤ β1, . . . , βR−|D| ≤ |D|.
Note that|V| = R(R− 1) · · · (R− |D|+ 1)|D|R−|D|.

• Let DISK = {x ∈ C : ‖x‖ ≤ 1} andCIRC = {x ∈ C : ‖x‖ = 1} represent the unit disk and the unit

circle, respectively.

• Givenv = [ α1 · · · α|D| β1 · · · βR−|D| ] ∈ V, let Xv represent the collection of all vector-

ized codebooks[ x1 · · · x|D| ] = [ x11 · · · x1R · · · x|D|,1 · · · x|D|,R ] with the follow-

ing properties:

1) ∀i ∈ {1, . . . , |D|}, xiαi
∈ CIRC, ∀j ∈ {1, . . . , |D|} − {i}, xjαi

= 0.

2) ∀i ∈ {1, . . . , R − |D|}, xβiγi
∈ DISC, ∀j ∈ {1, . . . , R − |D|} − {βi}, xjγi

= 0, whereγ1 <

· · · < γR−|D| satisfy{γ1, . . . , γR−|D|} = {1, . . . , R} − {α1, . . . , α|D|}.

According to these properties, for any givenv ∈ V, Xv can be expressed as a finite cartesian product

of the closed setsDISC, CIRC and{0}. Hence,Xv is closed for anyv.
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It is straightforward to show thatXv is a set of OMRS codebooks for any givenv ∈ V, and thus

o ∈ ⋃
v∈V Xv =⇒ o ∈ O. Eachv ∈ V actually corresponds to a particular OMRS structure. As an

example, forR = 2 and|D| = 1, letw = [ 1 3 1 1 ]. Then,Xw is the union of all OMRS codebooks

of structure[ x11 x12 0 x14 0 0 x23 0 ], wherex11, x23 ∈ CIRC andx12, x14 ∈ DISC.

We now show the converse, i.e.o ∈ O =⇒ o ∈ ⋃
v∈V Xv. Consider someo ∈ O. We shall

construct av = [ α1 · · · α|D| β1 · · · βR−|D| ] ∈ V s.t.o ∈ Xv. Sinceo is an optimal codebook,

by Proposition 2, at least one component of every beamforming vector ino has unit norm, and thus we

choose theαi in such a way that|oiαi
| = 1, or equivalently,oiαi

∈ CIRC. Also, sinceo is an OMRS

codebook, we haveojαi
= 0, ∀j 6= i by definition. This satisfies the first property in the definition of

Xv.

Now, let γ1 < · · · < γR−|D| satisfy {γ1, . . . , γR−|D|} = {1, . . . , R} − {α1, . . . , α|D|}. For any given

γi, there are two possibilities:

1) xjγi
= 0, ∀j ∈ {1, . . . , |D|}. In this case we can pick any1 ≤ βi ≤ |D|.

2) Sinceo is an OMRS codebook, there is at most one non-zeroxjγi
, j = 1, . . . , |D|. Suppose that

xj′γi
6= 0. Then, we setβi = j′.

This satisfies the second property in the definition ofXv. Therefore, for the particularαs andβs we

have chosen,o ∈ Xv, and thus in generalo ∈ O =⇒ o ∈ ⋃
v∈V Xv. Combining this with the fact that

o ∈ ⋃
v∈V Xv =⇒ o ∈ O, we haveO =

⋃
v∈V Xv. HenceO is the union of a finite number of closed

sets. Therefore, it is closed, and this concludes the proof.

Hence, we can rewrite (104) as

lim
P→∞

min
o∈O

min
y∈D|D|

P

‖y − o‖ = 0. (105)

Note that this equality has the same form as (87). Using the exact same steps as in Appendix B, we can

show that

∃o⋆ ∈ O s.t. lim inf
P→∞

min
y∈D|D|

P

‖y − o⋆‖ = 0. (106)

Now, we have

0 = lim inf
P→∞

min
y∈D|D|

P

‖y − o⋆‖ (107)

≥ lim inf
P→∞

min
y∈D|D|

P

1√
|D|

|D|∑

i=1

‖yi − o⋆i ‖ (108)

=
1√
|D|

lim inf
P→∞

min
y1∈DP

· · · min
y|D|∈DP

|D|∑

i=1

‖yi − o⋆i ‖ (109)

=
1√
|D|

lim inf
P→∞

|D|∑

i=1

min
yi∈DP

‖yi − o⋆i ‖ (110)

≥ 1√
|D|

|D|∑

i=1

lim inf
P→∞

min
yi∈DP

‖yi − o⋆i ‖, (111)

where (108) follows from Hölder’s inequality. For (111), we have used (94).
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Finally, using (111),∀i ∈ {1, . . . , |D|}, we havelim infP→∞miny∈DP
‖y − o⋆i ‖ = 0, or equivalently

o⋆i ∈ lim supP→∞DP . This shows the existence of an OMRS codebookO⋆ ∈ O(|D|) s.t. O⋆ ⊂
lim supP→∞DP . If the limit exists, according to Lemma 2,O⋆ = limP→∞DP , concluding the proof.
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