
UCLA
UCLA Electronic Theses and Dissertations

Title
Reinventing Datacenter System Stacks for Resource Harvesting

Permalink
https://escholarship.org/uc/item/92d6k84v

Author
Qiao, Yifan

Publication Date
2024
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/92d6k84v
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA

Los Angeles

Reinventing Datacenter System Stacks for Resource Harvesting

A dissertation submitted in partial satisfaction

of the requirements for the degree

Doctor of Philosophy in Computer Science

by

Yifan Qiao

2024



© Copyright by

Yifan Qiao

2024



ABSTRACT OF THE DISSERTATION
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The rise of cloud computing and recent AI breakthroughs have radically expanded the demand

for datacenter hardware resources, including CPU, memory, and accelerators such as GPUs.

Despite the critical need to improve resource utilization and reduce operational cost, current

datacenter system stacks—comprising OSes and runtime systems—struggle to fully utilize

hardware resources due to high load variability and stringent performance requirements of

datacenter workloads, leading to substantial waste of compute and memory resources.

This dissertation demonstrates that it is feasible to safely and efficiently harvest stranded

datacenter resources, even when they are intermittently available and dispersed across servers.

Specifically, we identify two previously overlooked resource harvesting opportunities in today’s

data center system stacks. First, although datacenter applications often have varying and

potentially large resource demands, they typically include elastic components that can be

safely discarded under resource pressure, making them ideal for utilizing idle resources with

temporal availability. Existing operating systems and runtime systems, though, lack proper

interfaces for applications to convey such semantics and take advantage of idle resources.
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Second, while the availability of resources per server is unpredictable, combining stranded

resources across servers can offer better overall availability. However, this opportunity is

unavailable to many datacenter workloads that were designed for running on a single machine.

Driven by these insights, this dissertation rethinks the datacenter system stack and

introduces holistic designs for OS abstractions, the OS kernel, and application runtime

systems for resource harvesting. The contributions of this dissertation are fourfold.

First, we investigate how to harvest resources, especially memory which is inelastic and

hard to re-assign between applications, within a single server. We introduce Midas, an

OS memory abstraction that allows applications to use idle memory for storing their soft

state. Midas efficiently manages soft memory with a kernel-runtime co-design, achieving

near-optimal performance for four real-world datacenter applications and responding to

extreme memory pressure quickly enough to avoid running out of memory.

Second, we explore how to harvest resources across servers. We present Hermit, a

redesigned OS kernel paging/swap system that enables applications to harvest idle memory

on remote servers with full transparency and efficiency. Hermit allows any application to

harness remote memory without changing a single line of code, making it practical for legacy

real-world datacenter applications. It also achieves three orders of magnitude lower tail

latency and up to 1.87 times higher throughput for latency-critical and batch-processing

applications, respectively.

Third, built atop Hermit, Canvas is a resource isolation mechanism for the kernel swap

system that allows multiple applications to share remote memory without performance

interference. By segregating resource usages and access patterns of co-running applications,

Canvas further adaptively optimizes kernel swap for each application. Our evaluation and

performance study with a wide range of datacenter applications demonstrate that Canvas

reduces performance variation by a factor of 7 and improves their throughput by an average

of 3.5 times when multiple applications share remote memory.

Finally, we demonstrate that our insights can be generalized to accelerators and emerging
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AI workloads. We develop Concerto, a preemptive GPU runtime for large language model

serving that harnesses idle GPU resources for offline inference tasks. By opportunistically

batching offline inference tasks when online serving cannot fully saturate GPUs, Concerto

significantly increases GPU utilization by an average of 2.35 times. By reactively preempting

offline tasks upon online load bursts, Concerto reduces online serving latency by two orders

of magnitude.

Together, these systems form a new datacenter system stack that synergistically enhances

performance, resource utilization, and cost efficiency, offering a transformative approach to

modern datacenter management.
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CHAPTER 1

Introduction

Over the past few decades, datacenters have greatly changed the landscape of computing. They

become the key infrastructure behind cloud computing [20], artificial intelligence [86, 189, 243],

and other services such as online shopping and social networks that affect our daily lives. As

a result, cloud providers have seen unprecedentedly rapid growth in their demand for servers

to build datacenters, incurring huge costs of server maintenance and energy. It is extremely

important to improve resource utilization for datacenters, as even small improvements could

be greatly amplified by the great number of servers in datacenters. It is estimated that even

1% utilization improvement could save around seven billion dollars and 140M kilowatt-hours

annually [42, 88, 104, 253]. Despite the huge potential cost savings and carbon footprint

reductions, improving resource utilization in datacenters remains a notoriously difficult

challenge. As reported by major cloud providers such as Google, Azure, Alibaba, and

Snowflake, the average CPU and memory utilization in their datacenters is only around

40–60% [78, 150, 246, 256]. The situation can be even worse for GPUs, whose utilization can

be as low as 20–50% [150, 264].

One of the major causes of resource inefficiency is rooted in the datacenter workloads, which

expose strict performance requirements and high load variability. For example, the load of

Google’s mail service can increase by more than two times during peak hours than in non-peak

hours [19]. It is also reported that ChatGPT [189] can experience two orders of magnitude

higher request rates during load bursts [263]. To avoid running out of resources during peak

hours, datacenter operators often have to overprovision resources for the application’s peak

usage, causing severe resource waste.
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One promising solution to improve datacenter utilization is to harvest resources by

consolidating workloads and colocating another best-effort application using idle resources

left by the performance-critical application [16, 76, 78, 97, 194, 212, 217, 218, 225]. Unlike

performance-critical applications that have strict quality-of-service requirements and demand

for high availability, best-effort applications usually come with loose or no quality-of-service

requirement and can tolerate interruptions. Consequently, datacenter operators can run

best-effort applications at a lower priority when idle resources are available, and kill or shrink

them to free up resources when the server is overloaded. Typical examples of best-effort

applications include batch-processing applications such as Spark [274] and machine-learning

training frameworks such as PyTorch [197] and TensorFlow [9]. When the performance-critical

application encounters a load burst, a cluster manager can reactively reassign resources

to them by punishing and reclaiming resources from the best-effort applications. The

resource reclamation can be cooperative such as letting the best-effort applications themselves

checkpoint their states and exit, or done in an enforced manner such as leveraging the

operating system kernel to swap out best-effort applications to second-tier storage. Later,

when the load burst subsides, the victim application can resume by loading its checkpoint or

swapping in its data, ensuring the server operates at maximum utilization.

In this dissertation, we focus on two critical yet challenging resources to harvest in

datacenters: memory and GPUs, while leaving the discussion of other resources, such as CPU,

network, and storage, in future work (§7.1). We argue that memory and GPUs not only

power the most demanding modern workloads, such as web services, big data analytics, and

AI models, but also represent significant cost and energy challenges in datacenter operations.

First, many traditional datacenter applications, such as web services, big data analytics,

and machine learning systems, are in-memory workloads. To support them, datacenters

must continuously expand their memory capacity to satisfy increasing demands. Meanwhile,

with the slowing of Moore’s law and Dennard Scaling, hardware vendors face challenges in

improving DRAM storage density and reducing manufacturing costs per unit [132]. As a
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result, memory has become a significant driver of hardware costs and energy consumption in

datacenters. The high cost of memory, coupled with its generally low utilization, suggests

substantial potential for harvesting memory. Yet, memory is difficult to harvest. Unlike

CPU cores, which can be overcommitted with multiple threads and reassigned between

processes, memory is inherently inelastic once allocated and holding application data, making

it challenging to reassign without disrupting application performance.

At the same time, recent advances in AI, particularly large language models, have spurred

significant demand for accelerators like GPUs. While GPUs continue to improve performance

to meet AI’s high computational demands, they come with steep hardware and energy costs.

High-end GPUs, such as the Nvidia H100 or AMD MI300X, can cost around $20,000 each,

and modern datacenters often need thousands of such GPUs. Despite the urge need to make

full use of GPUs, today’s datacenters still suffer from low GPU utilization. This is due to

the inherent challenges in harvesting GPU resources. GPU workloads typically have high

compute demands and large memory footprints, making it difficult to co-locate multiple

applications on the same device. Additionally, the lack of comprehensive virtualization and

resource-sharing support for GPUs limits opportunities for overcommitment and resource

reclamation, further reducing utilization efficiency.

1.1 Challenges

The fundamental challenge hindering the efficient harvesting of resources in existing sys-

tem stacks is the speed at which resources can be reassigned. While it is acceptable for

performance-critical applications to temporarily lend reserved but unused resources to the

other applications, these resources must be reclaimed quickly upon load bursts to avoid vio-

lating performance requirements or worse still out-of-resource killing. And given that load of

datacenter applications can ramp up quickly within seconds [76, 194, 204, 263], the underlying

system stacks, including the application runtime and the operating system, must reclaim
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resources from the best-effort application and grant them to the demanding performance-

critical application at the same or even finer timescales (e.g., sub-second timescales). For

example, ChatGPT, a popular large-language-model-based chatbot running on GPUs, can

experience 10× load fluctuations in just a few seconds [263]. To serve all the requests, the

chatbot needs to allocate proportional GPU memory to store the per-request state commonly

referred to as the KV cache [193]. The underlying GPU runtime hence must repartition

the GPU and free up enough GPU memory fast enough (i.e., within seconds), or else the

incoming requests will be blocked and quickly queued up, leading to catastrophic tail latency

degradation. The situation can be even worse for traditional workloads and resources such as

memory. For example, microservices running on Linux can allocate 1 GiB memory within just

100 ms [208, 218], and they will get killed if the OS kernel cannot reclaim enough memory at

the same speed from best-effort applications before the server runs out of memory.

Unfortunately, such a strict speed requirement for reassigning resources is far beyond

the capability of existing datacenter system stacks, which can only reclaim resources at the

timescale of seconds or even minutes. Traditionally, the OS kernel leverages memory paging, a

classic idea that dates back to the 1960s, to swap overcommitted memory pages to secondary

storage to resolve memory pressure. However, due to the limited bandwidth of the storage

and software overheads of the kernel swap system, kernel paging is orders of magnitude slower

than the memory allocation speed. More recently, people have been investigating more flexible

resource harvesting techniques at the virtual machine (VM) level. Major cloud providers now

offer spot VMs [15, 87, 164], which co-locate with regular VMs but run at a low priority to

utilize vacant resources. Spot VMs are evicted under resource pressure to free up capacity.

However, preempting a spot VM is inefficient, as the best-effort applications running on

them may lose partially completed work, requiring them to restart the entire process. On the

other hand, alternative VM designs, such as resource-harvesting VMs [16, 78, 212, 283] and

deflatable VMs [225], support gracefully adjusting VMs’ resource usage, thereby avoiding

disruption to the best-effort applications running on them. Although these designs achieve
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higher efficiency, they do so at the expense of slower resource reassignment, often taking

minutes to reconfigure a VM. This delay can be unsafe for performance-critical applications,

as they may run out of resources during the reassignment process.

In summary, existing resource harvesting techniques struggle to balance efficiency and

safety. This limitation stems from today’s datacenter system stacks, originally designed for

traditional applications with relatively static and stable loads, where resource reallocation was

a rare event. As modern datacenter applications become increasingly dynamic with highly

fluctuating loads, it is crucial to rethink the design principles of datacenter system stacks,

prioritizing resource reassignment speed in order to make resource harvesting practical.

This dissertation aims to answer the following question: can we harvest stranded resources

in datancenters with both efficiency and safety? With efficiency, the application should

be able to proportionally trade additional resources for better performance, rather than

being disruptively killed and wasting work it has already done. With safety, the application

should be able to rapidly release and return previously harvested resources, so that it can get

resources timely to preserve quality of service even under drastic load fluctuations.

1.2 Insights

This dissertation introduces a reinvented datacenter system stack based on two independent

yet complementary insights.

First, existing datacenter system stacks are mainly capable of managing resources for

applications’ static components, but they lack interfaces and mechanisms to support elastic

components—those that can benefit from additional resources when available but can be safely

discarded without disrupting the application. For instance, many applications use caches to

reduce disk or network traffic and improve performance [22, 30]. Caches are well-suited for

idle memory, as they can be discarded during memory pressure and later regenerated from

backend storage. By introducing appropriate abstractions and interfaces and mapping elastic
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components to idle resources, we can efficiently utilize vacant resources when available and

safely release them under resource pressure.

Second, current datacenter system stacks primarily focus on reallocating resources within

a single server, overlooking the potential of utilizing idle resources across multiple servers.

With advancements in modern datacenter networks [137, 162, 219], it is now feasible to run

applications using resources distributed across several servers [12, 89, 224]. This opens up

a unique opportunity for applications to harvest remote resources and gradually shift their

resource usage to other servers under pressure, rather than abruptly disrupting execution.

Moreover, while resource availability on a single server can be unpredictable, aggregating

resources across a cluster could offer greater stability and capacity. Consequently, enabling

remote resource harvesting could significantly enhance overall resource utilization. However,

this opportunity is not available to many datacenter applications, because they are designed

to run on a single machine and require manual adaptation to function across multiple servers.

Additionally, even for applications for which distribution is possible, the high OS kernel

software overhead in cross-server communication can diminish the benefits of additional

resources. We propose that by redesigning the application runtime and OS kernel, we

can enable single-machine applications to transparently and efficiently utilize idle resources

distributed across servers.

1.3 Dissertation Statement

It is feasible to safely and efficiently harvest idle resources in datacenters, even if they are only

intermittently available and spread across servers. Specifically, this can be achieved with new

interfaces that allow applications to specify their elastic components, OS/runtime co-designs

that enable applications and the underlying operating system to co-manage idle resources, and

semantics-guided operating system designs that improve efficiency and practicality by allowing

applications to use idle resources on remote servers.
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1.4 Contributions

This dissertation makes the following contributions:

OS Abstractions for efficient and safe local memory harvesting. We first identify

the semantics gap between the application soft state, which can benefit from additional

memory and be safely discarded, and the operating system kernel, which is in charge of

memory management but unaware of the most beneficial data to spend idle memory on.

To effectively manage and dynamically scale soft state, we propose soft memory, an elastic

virtual memory abstraction with unmap-and-reconstruct semantics that makes it possible for

applications to use idle memory to store whatever soft state they choose while guaranteeing

both safety and efficiency. We present Midas, a soft memory management system that

contains (1) a runtime that is linked to each application to manage soft memory objects

and (2) OS kernel support that coordinates soft memory allocation between applications

to maximize their performance. Our experiments with four real-world applications show

that Midas can efficiently and safely harvest idle memory to store applications’ soft state,

delivering near-optimal application performance and responding to extreme memory pressure

without running out of memory.

Transparent and Efficient OS kernel swapping for remote memory harvesting.

We then explore techniques that enable applications to scale out beyond a single machine

and harvest resources on remote servers. We identify the OS paging/swap system as a

viable approach to practical remote memory harvesting. However, its current design, which

originally targets slow hard drives, is ill-suited for today’s fast datacenter networks and

significantly hinders efficiency. We present Hermit, a redesigned swap system that overcomes

inefficiencies and offers applications a transparent and efficient way to harvest remote memory.

The core technique of Hermit is adaptive, feedback-directed asynchrony, which takes non-

urgent but time-consuming operations (e.g., swap-out, cgroup charge, I/O deduplication,
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etc.) on the fault-handling path and executes them asynchronously. Additionally, Hermit

collects runtime feedback from applications and uses it to direct how asynchrony should be

performed—i.e., whether asynchronous operations should be enabled, the level of asynchrony,

and how asynchronous operations should be scheduled. An evaluation with a set of latency-

critical applications shows that Hermit delivers low-latency remote memory. For example, it

reduces the 99th percentile latency of Memcached by 99.7% from 36 ms to 91 µs. Running

Hermit over batch applications improves their overall throughput by up to 1.87×. These

results are achieved without changing a single line of user code, demonstrating the feasibility

of memory elasticity with transparent and efficient remote memory.

Isolated and adaptive remote memory harvesting for multi-applications. A critical

step towards the practical deployment of remote memory harvesting systems is ensuring

that multiple applications can share remote memory without interference. To address this

challenge, we propose Canvas, a redesigned swap system that fully isolates swap paths for

remote-memory applications. Canvas allows each application to possess its dedicated swap

partition, swap cache, prefetcher, and RDMA bandwidth. Swap isolation further lays a

foundation for adaptive optimization techniques based on each application’s own access

patterns and needs. We develop three such techniques: (1) adaptive swap entry allocation,

(2) semantics-aware prefetching, and (3) two-dimensional RDMA scheduling. A thorough

evaluation with a set of widely deployed applications demonstrates that Canvas minimizes

performance variation and dramatically reduces performance degradation.

Large language model runtime system for GPU harvesting. Recent breakthroughs

in artificial intelligence and large language models have significantly increased the demand for

GPUs and accelerated computing. To democratize these AI advancements for a broader range

of users and applications, it is crucial for datacenter system stacks to manage GPU resources

for AI workloads efficiently to achieve both high performance and optimal GPU utilization. To

address this need, we introduce Concerto, a large language model (LLM) runtime that harvests
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stranded GPU resources for offline LLM inference tasks such as document summarization

and model evaluation. Unlike online inference tasks that are latency-critical, offline tasks

usually run in a batch-processing fashion with much looser latency requirements, making

them a good fit for stranded resources that are only available shortly. Concerto contains

(1) an execution engine that preempts offline tasks timely in response to online load bursts,

(2) an incremental checkpointing mechanism that minimizes the amount of recomputation

required by preemptions, and (3) a scheduler that adaptively batches offline tasks with online

tasks to maximize GPU utilization. Our evaluation demonstrates that Concerto not only

achieves consistently low online serving latency but also enables a linear trade-off between

online serving throughput and offline serving throughput without interference. As a result,

Concerto improves the average GPU utilization by 2.35× and reduces 99th percentile serving

latency by 98.8%.

1.5 Dissertation Organizations

We organize this dissertation as follows. Chapter 2 first sets the context for our contributions

with the necessary background on datacenter workloads and existing system stacks on

improving resource utilization. The rest of the dissertation consists of four parts.

• Part 1 deals with the memory inefficiency within a server due to the semantics gap

between the application soft state and the OS kernel memory management. Chapter 3

presents Midas, a new OS virtual memory abstraction, and how the abstraction enables

the coordination between the kernel and the runtime to harvest idle memory for

application-managed soft state.

• Part 2 includes the OS kernel redesign contributions of this dissertation, which enable

applications to harvest idle memory on remote servers transparently and efficiently.

Chapter 4 introduces Hermit, a redesigned OS kernel paging/swap system that allows

applications to transparently scale out by efficiently swapping data to idle memory on
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remote servers, improving both application performance and overall resource utilization.

Based on Hermit, Chapter 5 then discusses Canvas, an extension to kernel swap system

that provides isolation support and adaptive optimizations for multi-application settings.

In consequence, Canvas enables co-running applications to share remote memory without

performance interference. More importantly, Canvas exploits the swap semantics of each

isolated application, so that it can automatically adapt the swap system to the specific

needs of each application to maximize hardware utilization and overall application

performance.

• Part 3 generalizes our methodology to harvest GPUs for AI workloads. Chapter 6

presents Concerto, a GPU runtime system that harvests idle GPU resources for offline

large language model serving. Concerto colocates and schedules online and offline

requests within the runtime and entirely eliminates the overheads associated with

cluster re-partitioning and GPU reassignment in lower-level system stacks. This design

enables Concerto to achieve low online latency, high offline throughput, and high GPU

utilization simultaneously.

• Part 4 describes future research directions and concludes the dissertation (Chapter 7).

Bibliograhpic Notes

Portions of this dissertation draw on work that I previously conducted and published with

the guidance of my advisors Guoqing Harry Xu and Miryung Kim, and the support of other

outstanding collaborators. Chapter 3 extends a conference paper published in NSDI ’24

with Zhenyuan Ruan, Haoran Ma, Adam Belay, Miryung Kim, and Guoqing Harry Xu [208].

Chapter 4 is based on a conference paper published in NSDI ’23 with Chenxi Wang, Zhenyuan

Ruan, Adam Belay, Qingda Lu, Yiying Zhang, Miryung Kim, Guoqing Harry Xu [207].

Chapter 5 is based on a conference paper published in NSDI ’23 with Chenxi Wang , Haoran

Ma, Shi Liu, Yiying Zhang, Wenguang Chen, Ravi Netravali, Miryung Kim, Guoqing Harry

10



Xu [260]. Note that Canvas was co-authored with Chenxi Wang.

11



CHAPTER 2

Background

2.1 Characterizing Datacenter Workloads

With the prevailing cloud computing paradigm, modern datacenter applications are evolv-

ing into increasingly complex forms, involving larger scales, more stringent performance

requirements, and heterogeneous resource demands. Typical examples of such applications

include web search engines, social networks, online shopping platforms, and emerging big data

analytics and machine learning frameworks. After years of widespread adoption, researchers

and practitioners have identified three major characteristics of contemporary datacenter

workloads, each posing unique challenges to datacenter system stack design.

Microsecond tail latency. Many datacenter applications, such as web search engines,

social networks, and AI-powered chatbots, are essentially large-scale distributed systems.

To ensure a smooth user experience, they must consistently perform well when serving

millions or billions of requests. These systems are extremely sensitive to tail latencies,

as even microsecond-scale outliers can significantly degrade service quality [64, 66]. The

evolution of datacenter applications toward microservice architectures has further intensified

this sensitivity. In microservice architectures, a single service could comprise dozens of or

even hundreds of microservices that are distributed across multiple servers in a complex

fan-in/fan-out pattern [54, 55, 80, 236]. Consequently, the overall response time of a user

request is dictated by the slowest-performing microservice [64]. In practice, these microservices

often have strict tail latency service-level objectives (SLOs), such as 99th or 99.9th percentile
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(a) Load variation over 24 hours. (b) Load variation over 15 minutes.

Figure 2.1: User traffic to ChatGPT within a campus [263] exposes high load variability at

both macro (2.1a) and micro (2.1b) time scales.

latency in microsecond timescale [26, 103, 157], to ensure consistently low end-to-end response

latency.

Meeting these stringent tail latency requirements requires not only high-performance

hardware but also highly efficient system stacks that operate at the same or even finer

timescale [26]. For instance, if the resource harvesting system exploits idle resources left by a

latency-critical application but fails to return them in time when needed, it can easily ramp

up the application’s tail latency by orders of magnitudes, leading to vast SLO violations that

hurt user experience and the reliability of the entire service.

High load variability. Real-world datacenter applications exhibit significant load vari-

ability and diurnal patterns [19, 22, 194] which pose new challenges for efficient resource

management. This variability arises from two primary factors. First, many datacenter

applications are interactive and user-facing, meaning their load depends heavily on user

activity. As a result, traffic peaks during busy hours and drops during off-peak periods.

For example, Figure 2.1a illustrates how user traffic to ChatGPT [189] fluctuates over a

24-hour period within a university campus [263]. As seen, the load during the afternoon

(between 𝑡 = 15h and 18h) is nearly two orders of magnitudes higher than during the late

night (between 𝑡 = 1h and 7h).
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However, load variability is not confined to macro timescales; it is also intrinsic at micro

timescales, even within short time periods. Figure 2.1b zooms into a 15-minute window during

peak hours to highlight significant micro load bursts and fluctuations. At time 𝑡 = 5min and

𝑡 = 9min, the load surges and then drops by more than two times. Similar patterns also recur

frequently during time 𝑡 = 10min−15min, where multiple load bursts occur.

These high levels of load variability and frequent micro bursts create significant challenges

for datacenter resource management. System stacks must dynamically and quickly re-allocate

resources in real-time to accommodate sudden load changes to prevent resource contention

and maintain optimal application performance.

Heterogenous resource demands. Machine learning and artificial intelligence (AI)

applications [9, 189, 197, 213, 247] are rapidly emerging as some of the most popular and

resource-diverse workloads in datacenters. Unlike traditional workloads that primarily depend

on CPU, memory, network, and storage resources, AI workloads heavily leverage specialized

accelerators, such as GPUs, for their computational tasks. However, while CPUs and memory

can be managed directly by the operating system and are readily accessible to applications,

accelerators depend on vendor-specific drivers and runtimes. For instance, Nvidia GPUs rely

on specialized drivers and the CUDA runtime, compelling developers to manually implement

accelerated compute logic using CUDA libraries that are separate from their main application

logic.

Additionally, on the hardware side, next-generation datacenter networks and storage

devices [3, 36, 103, 133] are becoming increasingly configurable, offering internal channels

and tuning knobs that allow applications to customize hardware for maximum performance.

However, realizing the full potential of this type of configurable hardware requires a hardware-

software co-design approach, where the application is rewritten with specialized runtimes

and programming libraries such as DPDK [73] and SPDK [3].

In summary, the rise of AI workloads and the advent of configurable high-performance
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hardware present significant challenges for efficient resource management. To fully exploit

these advancements, it is crucial for system stacks to manage heterogeneous applications and

hardware resources with flexibility and efficiency, ensuring that the full potential of both

software and hardware is unleashed.

2.2 Existing Datacenter System Stacks for Resource Harvesting

This section provides essential background on existing techniques for resource harvesting in

datacenter system stacks. We categorize these techniques based on the specific layer of the

system stack they operate within, as detailed in the following subsections.

2.2.1 Operating System Kernel Paging/Swap System

Historically, the OS kernel is designed to allow memory overcommitment with its virtual

memory abstraction and the paging/swap mechanism. Paging was designed to extend the

addressable memory space with a slow but large secondary storage (usually a mechanical

disk). Under memory pressure, the kernel pages out cold pages to disk and marks them as

absent from memory. Later, if a process accesses any of those pages, the memory management

unit (MMU) raises a page fault exception which transparently traps the control flow into

the kernel to page in the data and updates the corresponding page table entry (PTE). The

process can then resume its execution and access the page normally. Ideally, with the support

of paging, the OS kernel can support a best-effort application to run with limited physical

memory left unused by the performance-critical application, and it can swap out the data of

the best-effort application to return memory to the performance-critical application under

load bursts, thereby achieving high overall utilization.

Linux implements paging in its swap subsystem, and Figure 2.2 illustrates the detailed

stages when swapping in a page in Linux kernel. In Linux swap, the backend storage (e.g.,

local disks for local swapping, and network-attached storage for remote swapping) is mapped
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Figure 2.2: Stages that a swapped-in page undergoes in the Linux kernel’s paging/swap

system.

into the host server as a swap partition where application data will be swapped out. The

swap partition is split into a set of 4KB swap entries, each mapping to an actual remote

memory cell and has a unique entry ID. Upon a page fault, the kernel uses the swap entry ID

contained in the corresponding page table entry (PTE) to locate the swap entry that stores

the page.

The first step in handling the fault is to look up the swap cache, which serves as a

centralized component that prevents race conditions. It uses a set of radix trees to track the

information of swapped-in pages and ongoing swap-out requests at the granularity of a block

(e.g., 64MB) of swap entries. If a page can be found there, it gets mapped to a virtual page

and removed from the swap cache. Otherwise, the kernel needs to perform a demand swap-in.

Before fetching the page, the kernel first does cgroup accounting to inspect if there is

enough physical memory to swap in the page. If there is, the kernel issues an I/O read

request. As the demand swap occurs, the kernel prefetches a number of pages that will likely

be accessed in the future. This number depends on the swap history at the past few page

faults. For example, if the pages fetched follow a sequential or a strided pattern, the kernel

will use this pattern to fetch a few more pages. If no pattern is found, the kernel reduces the

number of prefetched pages until it stops prefetching completely. Once these demand and
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prefetched pages arrive, they are placed into the swap cache. Their swap entries in remote

memory are then freed.

If cgroup accounting deems that local memory is insufficient for the new page, the kernel

must reclaim memory by evicting pages using the CLOCK algorithm [57]. Evicting a page

unmaps it and pushes it into the swap cache. When memory runs low, the kernel releases

existing pages from the swap cache to make room for newly fetched pages. Clean pages can

be removed right away and dirty pages must be written back. To write back a page, the swap

system must first allocate a swap entry using a free-list-based allocation algorithm. Then, an

I/O write request is generated and the page is written into the newly allocated swap entry.

Linux iteratively reclaims pages until the available memory rises above a low threshold.

Finally, Linux updates kernel metadata, including the page table entry (PTE) and the

swap entry to mark the finish of the swap-in. During the entire swap-in process, extensive

locking is needed for swap cache lookup, swap entry allocation, and metadata update—shared

allocation metadata (e.g., free list) must be protected when multiple applications/threads

request swap entries simultaneously.

The architecture of the OS kernel swap has remained relatively stable since its inception,

when disks were slow (10 ms, 200 MB/s). In the era of these slow disks, paging/swapping

was typically used as a last resort to prevent out-of-memory (OOM) killing rather than as

a viable way to harvest memory, as the swap rate is seriously limited by disk performance.

However, today’s advanced NVMe SSDs (20 µs, 8 GB/s) and fast datacenter networks (4

µs, 12 GB/s) offer significantly higher I/O throughput and bandwidth, which suggest the

potential to revive paging as a practical solution for memory harvesting. Nevertheless, the

design of today’s swap systems, which originally targeted slow, disk-based storage, is rendered

obsolete and incurs high software overheads. As will be discussed in Chapters 4 and 5, the

legacy swap system software stack now becomes a critical bottleneck when modern datacenter

applications attempt to leverage it for efficient memory harvesting, and we must redesign

the swap system to align with current hardware capabilities to make memory harvesting
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practical.

2.2.2 Resource-Harvesting Runtime Systems

In addition to the OS kernel support, another line of work focuses on userspace runtime

techniques to scale out applications for better resource utilization.

Distributed Shared Memory

Distributed shared memory (DSM) is one type of pioneer work on distributing an application

to leverage available resources on remote servers. Its idea can be dated back to 1980s [38, 40,

41, 71, 138, 140, 165, 237], and there are still many active research efforts [34, 121, 153, 178,

223, 240, 261]. DSM runtimes provide applications with a unified, contiguous memory view,

allowing them to run with distributed compute and memory resources. However, despite

years of research efforts, DSM systems still struggle to achieve practical adoption due to

their high communication and coherence overheads that stem from the need to maintain

data consistency across distributed nodes. For example, a recent study [153] reported that

even a modern DSM system with a 40Gbps network will still incur a 77% coherence overhead

when accessing another server, which can slow down the application by 2.4×. Even worse,

due to the potentially exponential communication complexity of the number of servers, DSM

systems cannot scale to a large cluster, further hindering their adoption.

Resource-Disaggreged Runtimes

To mitigate extensive communication and synchronization costs, another line of work, ex-

emplified by resource-disaggregated runtimes, trades off transparency for efficiency. The

key idea behind resource disaggregation is to break the physical server boundary using fast

network interconnections such as RDMA [162] and CXL [61, 137]. While this approach

initially requires new datacenter architectures [69, 81], it can also be adapted to existing
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datacenters by abstracting resources across servers into logical pools (e.g., logical memory

pools [14] and logical CPU pools). This adaption enables applications to run with logically

disaggregated resources, thereby improving resource utilization. To facilitate applications

to operate with resources scattered across multiple servers, many resource-disaggregated

programming frameworks and runtimes explicitly expose the physical separation of resources

to the application, requiring developers to write code that is aware of the disaggregated

architecture.

For example, memory-disaggregated programming frameworks like AIFM [216], Mira [95],

and Atlas [44] introduce remote-able pointers and data structures to facilitate remote-

memory-aware applications. Developers can use these programming primitives to rewrite

applications, allowing them to offload specific data to remote memory. These frameworks’

runtimes can then automatically manage data swapping to remote memory under pressure

and retrieve it upon pointer dereference.

Compute-disaggregated runtimes like Nu [218] and Zenix [96] provide another example,

decoupling processes into fine-grained components, such as Nu’s “proclets” or Zenix’s serverless

threads, with separate functions and data. These components can be offloaded to different

servers to utilize their available CPU cores and memory, and they interact with each other

via remote procedure calls (RPCs) to allow distributed application execution.

Through their primitives and abstractions, resource-disaggregated runtimes can capture

rich program semantics (e.g., data locality, access patterns, and shared data) and corre-

spondingly apply runtime-level optimizations such as caching, prefetching, and locality-aware

scheduling, thereby achieving higher efficiency than traditional DSM systems. However,

they sacrifice transparency and require significant porting efforts, which may make them

impractical for many legacy applications running in datacenters that were not originally

designed with disaggregation in mind.
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CHAPTER 3

Midas: A New OS Abstraction for Memory Harvesting

As a first step toward building a resource-efficient datacenter system stack, we focus on

improving memory efficiency, which is critical since memory accounts for a substantial portion

of datacenter operating costs. However, harvesting memory is challenging because the OS

cannot easily reclaim or reassign memory once it has been granted and used for storing

application data.

To tackle this problem, we revisit the first insight discussed in Section 1.2, which highlights

that many datacenter applications possess elastic components that can utilize idle resources

with unpredictable availability. In this chapter, we focus on application soft state—data that

increases performance but is not required for correctness—as one concrete example of “elastic

application components”. To effectively manage and dynamically scale soft state, we introduce

soft memory, an elastic virtual memory abstraction with unmap-and-reconstrct semantics that

makes it possible for applications to use idle memory to store whatever soft state they choose

while guaranteeing both safety and efficiency. We present Midas, a soft memory management

system that implements this abstraction through an application-integrated runtime and a

global coordinator within the OS kernel, achieving near-optimal application performance and

memory efficiency.

3.1 Introduction

A wide range of applications can benefit from storing soft state in memory, including web

applications [222], databases [168], key-value stores [163], CDN services [37, 176], and model
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serving frameworks [30]. Data is considered soft state when it is helpful for efficiency, but

discarding it does not impact correctness because it can easily be reconstructed if it is later

needed. For example, caches and memoization are both common forms of soft state. Soft

state enables applications to trade extra memory consumption for better performance, and

these gains generally increase with the amount of memory available [225, 241]. A significant

fraction of memory is left idle in today’s datacenters [150, 246], suggesting there is a large

untapped opportunity to improve overall efficiency by using idle memory to store soft state.

While spending memory on soft state can improve performance, it must not compete with

the need to store regular application data. For example, if too much memory is spent on

soft state, this could lead to swapping to disk or worse still, out-of-memory errors, which can

result in failures. Because of this, developers often limit their storage of soft state to a small

static amount, for fear that they may run out of memory. In other words, it is a challenge to

allocate enough soft state to consume all available idle memory, but to not go beyond the

point where it would cause performance issues or failures.

Existing OS abstractions for elastically responding to changes in available idle memory

are too limited. For example, the Linux Kernel maintains a page cache that automatically

fills idle memory but it can only be used to cache disk blocks. This constrains idle memory

to storing just a single type of soft state which may or may not provide the most utility for

applications.

An ideal abstraction would instead democratize access to idle memory so that each

application could choose how to best spend it (i.e., the type of soft state that is most

beneficial). For example, suppose an application does not rely much on local storage, but

frequently accesses objects stored in a key value store over the network. Instead of being

limited to the page cache, idle memory could be spent on caching the key-value store’s objects

locally, resulting in a much greater benefit.

This problem is further complicated in today’s multi-tenant cloud. It is common for each

server to run multiple applications, and they may come from different users and exhibit
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dramatically different performance sensitivity to the amount of soft state. At the same

time, adding memory to one application can lead to reductions in the performance of others.

Consequently, determining how to dynamically balance the soft state needs of different

applications in a way that maximizes overall memory utility/performance is a challenge.

Insight. In this chapter, we aim to answer the following question: can we provide a new

virtual memory abstraction for soft state (herein referred to as “soft memory”) that developers

can use to coordinate with the kernel so that they can take full advantage of all available

memory? In other words, our goal is to no longer limit idle memory to the page cache, and

to instead allow its use to be customized by each application in a way that maximizes overall

utility.

Unlike existing systems that perform caching entirely in the user space [2, 30, 163], we

propose Midas, a system that coordinates with the kernel to dynamically provision soft memory

between applications. The advantage of this approach is two-fold. First, application developers

can program with the illusion of an “unlimited cache”, and are thus freed of the burden of

manually managing their soft state. To avoid running out of memory, the kernel responds to

memory pressure by rapidly unmapping soft memory pages. To transparently recover any lost

soft state, later accesses will automatically trigger the application to reconstruct the missing

soft state. Second, the kernel has global visibility of all applications, their memory usage, and

the amount of idle memory, making it possible to understand each application’s sensitivity

to memory size and automatically coordinate soft memory allocation between applications.

Midas also incorporates the page cache by treating it as another source of soft memory.

Challenges. Midas is a soft memory management system that achieves (1) programming

flexibility and (2) dynamic memory provisioning, with unmap-and-reconstruct semantics, to

guarantee both safety and efficiency. Realizing these benefits requires overcoming four major

challenges:
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First, what interfaces shall we expose to developers? To improve usability, Midas provides

developers with a soft memory pointer abstraction (similar to C++ smart pointers) to access

soft memory easily and safely (see §3.4.1). Midas offers a set of high-level key-value store

APIs, which are similar to those of popular cache services (such as Memcached [163], Redis [2],

CacheLib [30], etc.), but enhanced to allow the exposure of more semantics to the runtime.

A critical interface we expose to developers is data structure reconstruction—developers not

only register soft memory objects but also specify their (re)construction logic, so soft state

can be transparently regenerated if it is later accessed after it was evicted.

Second, how shall soft memory be managed? Program data is allocated as objects on the

heap but the kernel cannot recognize them, as it is only aware of memory pages. As a result,

if we let the kernel manage soft memory alone, it could only reclaim space in coarse-grained

units without knowledge of what objects the space contains. For example, reclaiming hot

(i.e., frequently accessed) objects in a soft-state cache can lead to significant slowdowns. In

addition, it is undesirable to reclaim space from the programs that would benefit the most

from soft state when others need it less, but such performance sensitivity information is

invisible to the kernel.

To solve the problem, we propose a runtime library that can be linked into each application

to recognize object behaviors, letting the runtime and the kernel co-manage soft memory.

The Midas runtime offers a log-structured allocator [220] and a concurrent evacuator that

continuously identifies and compacts hot objects into a small soft memory space. This

information (of hot and cold regions) is shared with the kernel so that it can focus its

reclamation on regions with cold objects (see §3.4.2).

Third, how can we coordinate soft memory allocation between applications? The runtime

can only see each application’s individual behavior without any global knowledge of the

server’s available memory and other applications’ needs. Furthermore, the runtime can

only manage objects in user space, but cannot dynamically add/remove memory between

applications. To overcome this challenge, we propose a global coordinator inside the Linux
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kernel. The coordinator periodically probes each application by communicating with the

runtime to request information regarding the application’s sensitivity to cache size. Cold

regions of soft memory from applications that are less sensitive to size changes will be

reclaimed and memory will be given to those that are more sensitive (and hence benefit more

from a larger cache) by the kernel (see §3.4.3).

Finally, how can the kernel quickly reclaim soft memory without disrupting a running

application? Since the kernel operates at page granularity, a natural idea is to swap out pages

that contain soft-state data. Unfortunately, swapping is disruptive—swapping out a page

blocks all incoming memory allocations and hence all threads of the application; frequently

swapping pages can introduce significant overheads that prevent applications from reaching

service-level agreements (SLA) [216] (see §3.2).

To maintain high efficiency, Midas instead uses the kernel to unmap pages directly (which

is much faster than swapping them to disk). When pages are unmapped, their underlying data

is lost—this is acceptable for soft state because it can be regenerated. Without coordination,

however, the kernel cannot distinguish soft state from application data, making unmapping

potentially unsafe.

To solve this problem, our runtime is designed in a way that is resilient to data loss. A

soft pointer-based interface detects data loss through segmentation faults that are triggered

by the runtime’s functions. These functions are carefully designed to capture faults and

transparently invoke a reconstruction interface to regenerate the needed data (see §3.4.2.3).

Compared to paging, Midas does not freeze the execution when shrinking soft memory,

resulting in less disruption to the application. Furthermore, reconstruction focuses on

recovering the individual objects that are needed and hence is much more fine-grained

and can be more efficient than swapping, which brings back entire pages. Reconstruction

may require more computation than paging (the amount of computation depends on exact

soft state data). Therefore, Midas provides a profiling tool that warns developers when

reconstruction incurs a high cost (discussed in §3.4.4).
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Results. With Midas, one can easily allow applications to take advantage of soft state that

do not currently support it. It is also easy to port legacy code that uses an existing cache

system to use Midas instead. Our evaluation shows that Midas can efficiently and safely

harvest idle memory to store applications’ soft state and achieve near-optimal performance

while reacting to extreme memory pressure quickly enough to avoid running out of memory.

By effectively granting soft memory to the applications that benefit the most, Midas achieves

1.34× higher overall throughput than Cliffhanger (a state-of-the-art caching system). Midas

is available at https://github.com/uclasystem/midas.

3.2 Motivation

Many types of applications can benefit from soft state. For example, a web frontend

could cache content locally after loading it from a backend to reduce network traffic and

improve response times; a database could cache the results of user queries to reduce disk I/O

and improve throughput; and a data analytic or machine learning system could memoize

intermediate computation results to eliminate redundant computations.

To gain a high-level understanding of how much improvement can be achieved by storing

soft state, we experimented with three datacenter applications: SocialNet (from DeathStar-

Bench [80]), MongoDB [168], and HDSearch (from µSuite [236]). Each of these applications

are capable of using soft state. SocialNet [80] is a web forum built using microservices; it

employs Memcached and Redis to cache user data in its frontend services. MongoDB [168] is

a NoSQL database; it has a built-in, in-memory caching engine that caches recently queried

data. HDSearch is an image search service that memoizes the feature vectors of the images

in its corpus, generated by a GPU-based DNN.

Figure 3.1 shows the throughput of each application with varying amounts of soft state.

The 𝑥-axis represents the percentage of each application’s working set cached in memory, and

the 𝑦-axis shows the normalized throughput (to its performance without soft state). Soft
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Figure 3.1: The throughput of all three applications increases by caching more soft state, but

the benefit varies: SocialNet is 1.8× faster by caching 70% of its working set, while HDSearch,

in contrast, achieves a 3.3× throughput increase by caching 50% state.
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memory at 𝑡 = 8min and it experiences a throughput collapse.

state is helpful to all applications but the amount of benefit it provides varies. SocialNet is

the least sensitive to its soft state size; however, it still sees a 1.8× speedup by storing 70% of

its soft state. HDSearch, in contrast, is more sensitive to the soft state size—its throughput

increases by more than 3× with only 50% of its soft state.

Real-world datacenter applications can access a massive amount of data. For example,

a web forum like Twitter generates petabytes of new data every day [249]. Thus, blindly

storing soft state in memory without a proper limit can hurt application performance. An

example of this problem is shown in Figure 3.2. Storing soft state increases the throughput of

SocialNet up to a point. However, when idle memory becomes exhausted, the kernel begins
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becomes underprovisioned which limits performance.

to swap out pages (at 𝑡 = 8min), leading to a severe collapse in throughput.

A simple strawman solution is to statically provision a limited memory capacity for storing

soft state so that memory use does not grow unbounded. However, provisioning the right

capacity is extremely challenging in practice.

First, for each application, we must find its sweet spot of cache capacity; underprovisioning

limits performance while overprovisioning wastes memory. In addition, datacenter applications

often have phased behaviors and load variability [19, 22], making it impossible to have a

simple static configuration that is optimal at all times. For example, Figure 3.3 shows the

results of SocialNet when statically provisioning it with 4 GiB for storing soft state. It takes

about 5 minutes to fully fill this memory, leading to a suboptimal utilization during this

period. Performance increases with more usage until it exhausts the soft state limit. After

that, performance flattens out despite the possibility of higher throughput if additional soft

state memory were available (the optimal line).

Second, as shown by Figure 3.1, different applications gain different amounts of benefits

through caching. To achieve optimal overall performance with a limited amount of memory,

one must grant space correctly to the applications that benefit the most. For example, initially
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MongoDB’s performance is most sensitive to the amount of soft state (the left side of Figure

3.1), and thus we should prioritize its need. However, the return diminishes quickly after

caching 30% of its state. To make the best use of the remaining memory, we should respond

by granting memory to HDSearch.

These problems call for a new system that can provide elastic access to soft state for

applications and dynamically coordinate usage among applications in response to each one’s

execution phase and sensitivity to soft state size. To be efficient, soft state should be able to

quickly scale up and down its capacity with little disruption. To be safe, the system should

be resilient to data loss caused by scaling down. To be responsive, the system should conduct

coordination among applications quickly. Finally, to be practical, the system should provide

familiar programming abstractions for developers to store and access soft state.

3.3 Midas Overview

As shown by Figure 3.4, Midas consists of three main components: a programming abstraction

for using soft memory (§3.4.1), an application-integrated runtime that manages soft-memory

objects (§3.4.2), and a global coordinator that arbitrates soft memory usage across different

applications (§3.4.3).

Midas provides programming abstractions that enable simple and efficient use of soft

memory through familiar APIs. At a low-level, programmers can interact with Midas through

soft memory pointers, an abstraction that provides object ownership similar to C++ smart

pointers. However, it differs in that underlying objects can be forcibly released when under

memory pressure, even if still in scope. If a released object is later accessed, a reconstructor

function is invoked to regenerate the missing object (e.g., by fetching it from a database over

the network).

Building upon soft memory pointers, Midas provides a higher-level library of familiar

STL-style soft data structures—including arrays, hash tables, and queues. These hide
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Figure 3.4: Midas enables developers to utilize soft memory easily and efficiently with three

major components: a familiar programming abstraction, an application-integrated runtime,

and a global soft-memory budget coordinator.

the complexity of managing individual soft memory pointers, and can be used as drop-in

replacements for existing data structures. For example, a developer building a key-value

store similar to Memcached could use a soft hash table to store soft memory objects. Midas’s

high-level interface is generally sufficient for most use cases, but developers are free to build

their own custom soft data structures through use of soft memory pointers.

Midas manages soft memory objects through a runtime that is linked as a library with the

application. It serves as an allocator for soft memory objects. It works cooperatively with the

coordinator (discussed next) to determine the best memory to release (i.e., idle memory first,

then cold objects, and finally hot objects). To achieve this, the runtime provides a moving

allocator that embraces the idea of log-structured memory [220] to organize soft memory into
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different segments. An evacuator thread scans and compacts logs to segregate hot objects,

cold objects, and dead objects. This helps both to coordinate which memory should be freed

and to reduce fragmentation.

However, the runtime is not trusted for correct operation. If it fails to respond quickly

enough or if memory pressure becomes too severe, pages will be unmapped in an uncoordinated

fashion to avoid swapping. In the event such forcible revocation happens, the runtime is

designed to safely tolerate page faults when accessing unmapped memory. To achieve this,

we developed a set of page-fault-resilient functions and used them as primitives to build our

runtime.

Midas’s global coordinator dynamically adjusts the soft memory budget among applications

to optimize their overall performance. It periodically probes the marginal utility of soft

memory for each application by granting a small amount of additional memory and observing

the effect on performance. Using this information, the coordinator can optimize the allocation

of soft memory by granting it to the applications that benefit the most. The coordinator

defines the global utility function as the weighted average of all applications’ performance

and employs a hill-climbing algorithm to approach the global optimal point. Midas allows

operators to specify the weight of each application to indicate relative significance, similar to

the nice interface of Linux.

3.4 Design

3.4.1 Soft Memory Abstraction

Soft memory is a new type of memory that can be revoked under memory pressure. In Midas,

soft memory is backed by physical pages that can be unilaterally unmapped and reclaimed

by the OS kernel. Accessing reclaimed soft memory will trigger a reconstruction event to

rebuild the missing data. Midas provides a smart-pointer-like API to enable developers to

easily use soft memory, hiding the complex details of soft memory allocation/deallocation,
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1 template <typename T, typename ... ReconArgs >

2 class SoftMemPool {

3 SoftMemPool(std::function <T(ReconArgs ...)> reconstructor);

4 SoftUniquePtr <T, ReconArgs ...> new_unique ();

5 SoftSharedPtr <T, ReconArgs ...> new_shared ();

6 };

7

8 template <typename T, typename ... ReconArgs >

9 class SoftUniquePtr {

10 ~SoftUniquePtr ();

11 T read(ReconArgs ... args);

12 void write(T newval);

13 bool cmpxchg(const T &oldval , T newval);

14 };

Listing 3.1: Midas’s soft memory pool and unique pointer interface.

page-fault handling, and data reconstruction (§3.4.1.1). Furthermore, Midas offers high-level

data structure libraries as composable building blocks (§3.4.1.2).

3.4.1.1 Soft Memory Pointer

Listing 3.1 shows Midas’s soft memory pool and pointer interface. To use soft memory,

developers first need to create a soft memory pool which can later be used to allocate soft

memory pointers. The pool abstraction conceptually groups together soft pointers whose

objects can be reconstructed in a similar way. Midas exposes the pool as a C++ template

class whose parameters consist of two parts: T, which is the object type of soft pointers to

allocate, and ReconArgs, which are the types of arguments used for reconstructing a missing

object. Developers can initialize a pool with a reconstructor function and then allocate
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pointers using new_unique (for soft unique pointers, similar to C++’s std::unique_ptr)

and new_shared (for shared pointers).

Soft memory pointers support automatic lifetime management through reference counting.

Developers can use its read API to get the value of the pointed object. In case the underlying

soft memory has been reclaimed, Midas will automatically reconstruct the missing object

using the reconstruction arguments passed into read (we will show a concrete example soon

in §3.4.1.2). Midas hides the raw reference and returns the value by copying. This is critical as

the underlying reference may become invalid any time when the soft memory gets reclaimed.

With copying, Midas restricts potential faulting sites to stay inside Midas’s internal code,

thereby freeing developers from handling complicated page faults in the application code. The

copying design incurs negligible performance overheads (only a few additional cache accesses).

write enables developers to update the object value. However, different from read, write

does not require reconstruction arguments as Midas can directly rebuild the object using the

new value. Soft pointers also support atomic operations like compare-and-exchange, enabling

developers to atomically update object values to support multi-threaded applications.

With its smart pointer design, Midas is able to capture rich application semantics for

effectively managing soft memory. For example, since all soft object accesses go through the

read/write API, Midas can accurately track the hotness information of each object which can

be leveraged by Midas runtime for making intelligent object placement and eviction decisions

(details in §3.4.2). Soft pointer’s automatic lifetime management enables cascading eviction,

improving the efficiency of using soft memory. For instance, in a web forum application, a

forum post object may contain a soft unique pointer to an attached picture. Under memory

pressure, Midas may decide to evict the post object in which case the reference count of

the picture pointer will automatically drop to zero and trigger evicting the dangling picture

object cascadingly.
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1 template <typename T> class SoftArray {

2 SoftArray(size_t size , std::function <T(size_t)> reconstructor);

3 T read(size_t idx);

4 void write(size_t idx , T t);

5 bool cmpxchg(size_t idx , const T &oldval , T newval);

6 };

7

8 class BlockCache {

9 BlockCache(size_t sz) : array_(sz, []( size_t idx) {

10 return read_from_storage(idx); }) {}

11 Block read(size_t idx) { return array_.read(idx); }

12 void write(size_t idx , Block block) {

13 array_.write(idx , block);

14 write_to_storage(idx , block);

15 }

16 SoftArray <Block > array_;

17 };

Listing 3.2: Midas’s soft array interface and a simple user-level storage block cache (similar

to Linux’s page cache) built using soft array.

3.4.1.2 Soft Data Structures

To further reduce the programming effort of using soft memory, Midas offers high-level data

structures as convenient building blocks. Midas’s built-in data structures include soft arrays,

soft hash tables, and soft queues; developers can also easily build more based on the soft

pointer abstraction.

Listing 3.2 presents the interface of soft array (lines 1-6). Developers can create a soft

array by specifying its size and reconstructor (which rebuilds the array element of a given
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index). Soft array supports standard read, write, and atomic operations by index. Under the

hood, a soft array is simply implemented via an ordinary array of soft pointers.

Lines 8-17 present a user-level storage block cache as a simple illustrative application,

similar to Linux’s page cache. BlockCache internally wraps a soft array whose elements are

storage blocks (line 16). This enables it to efficiently leverage idle memory to cache storage

blocks in a best-effort manner. For each block read request, it simply retrieves the result

from the soft array (line 11). Upon an element miss, the array automatically reconstructs

the element by reading the block back from the storage device (lines 13-14). For each block

write request, BlockCache updates both the cache in array and the data in storage.

3.4.2 Application-Integrated Runtime

Midas runtime is the key component that manages soft objects to enable efficient use of

soft memory. It includes a log-structured memory allocator that serves memory allocation

requests and organizes objects into a list of segments (§3.4.2.1), a concurrent evacuator that

constantly compacts hot objects and releases cold and dead objects (§3.4.2.2). Page faults can

happen in Midas runtime when the soft memory it is accessing gets reclaimed and unmapped

because of memory pressure. To ensure robustness, we carefully built the runtime using a set

of page-fault-resilient functions which are able to capture page faults and gracefully recover

from them (§3.4.2.3).

In Midas, the runtime as well as the soft memory it manages are linked directly into

each application’s address space. Compared to traditional cache services (e.g., Memcached)

that run in a separate process, our design offers several important advantages. First, it

provides direct and efficient soft memory accesses for applications, eliminating the inter-

process communication (IPC) overhead. Second, it enables our runtime to profile the

application and collect semantics, greatly facilitating semantics-aware optimizations. Third,

since each application has its own runtime, we can easily enforce soft memory isolation among

applications and adaptively customize the memory management policy of each application.
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Figure 3.5: Midas organizes soft memory using a free segment list and a used segment

list (sorted by segment’s hotness, useful for Midas’s evacuator in §3.4.2.2). It employs a

log-structured allocator to serve memory allocation requests. Each object has a 10-byte

header, which includes a liveness bit, an evacuating bit, hotness bits, an object size field, and

a reversed pointer field.

3.4.2.1 Log-structured Soft Memory Allocator

Midas embraces the idea of log-structured memory [220] to manage soft memory; it reduces

memory fragmentation through compaction, thereby achieving higher efficiency in utilizing

soft memory.

Midas’s log-structured allocator organizes soft memory using a free segment list and a

used segment list, illustrated in Figure 3.5. Segments are the units for Midas to perform

evacuation to compact objects and reclaim space (details in §3.4.2.2). The total size of all

segments (used and free) equals the soft memory budget that the linked application receives

from the global coordinator (§3.4.3). For each memory allocation request, the allocator

allocates space from a free segment; if the current one is full, it will pop a new one from the

free list. Midas backs each segment using a 2 MiB huge page; this reduces TLB pressure and

page table walk cost. While small objects reside in only one segment (i.e., they do not cross

the segment boundary), big objects whose sizes are larger than 2 MiB span across multiple

segments. Since the free list does not provide any address contiguity guarantee for segments,

Midas breaks the big object into smaller pieces—each one fits into a single segment—and
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chains them together using segment headers. The decomposition is transparent to application

developers; upon object read, Midas automatically reads all segregated pieces and stitches

them back. This is possible thanks to Midas’s pass-by-copy interface (§3.4.1).

Each allocated object has a 10-byte header inlined with its data, used for tracking the

object’s runtime information. This includes 1) a liveness bit, indicating whether the object

has been deallocated; 2) an evacuating bit, marked by the evacuator to synchronize evacuation

with object accesses; 3) hotness bits, a counter that will be incremented (or unchanged when

it has reached the maximum) each time the object gets accessed; 4) a size field, indicating

the total size of the object; 5) a reverse pointer field, used by the evacuator, if it moves the

object, to rewrite the soft pointer.

3.4.2.2 Soft Memory Evacuator

As the allocation goes on, the application may eventually deplete the free segment list. It is

the responsibility of Midas’s evacuator to constantly release cold and dead objects, ensuring

the best use of soft memory by only storing hot objects. In addition, the evacuator tracks

segments in order of hotness in a used list (see Figure 3.5), to simplify the design and improve

the speed of memory reclamation, in which the kernel forcibly unmaps application’s soft

memory pages under intense memory pressure (§3.4.3).

Midas’s background thread continuously monitors the free segment ratio and triggers

evacuation if it falls below a configurable threshold (our default value is 90%). The evacuation

mainly consists of three stages:

Scanning Stage. The evacuator first scans through all objects in the used segment list.

For each scanned object, it decrements the embedded hotness counter (similar to the CLOCK

algorithm [57]). The evacuator treats objects with a zero pre-scanning hotness value, in

addition to deallocated objects, as dead objects; they will be released in the compaction

stage. The evacuator calculates the live ratio of each segment (i.e., the percentage of live
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bytes) during scanning, and then uses it to sort all scanned segments to decide their priority

for compaction. The segment with the lowest live ratio will be compacted first as it yields

the largest benefits (in terms of the reclaimed space).

Compaction Stage. The evacuator compacts one segment at a time. For each live object,

it first relies on the evacuation bit to synchronize with application threads to avoid data

race (similar to AIFM [216]). It then copies the object into a new segment and leverages

the reversed pointer field to rewrite the address of the corresponding soft pointer. After

evacuating all live objects, it moves the segment from the used list into the free list.

Sorting Stage. After compaction, the evacuator calculates the segment-level hotness value

for all segments in the used list, defined as
∑
∀𝑜𝑏 𝑗∈𝑠𝑒𝑔 𝑆𝐼𝑍𝐸 (𝑜𝑏 𝑗) · 𝐻𝑂𝑇𝑁𝐸𝑆𝑆(𝑜𝑏 𝑗). It finally

sorts the used list by segment-level hotness in ascending order.

3.4.2.3 Page-Fault-Resilient Functions

Midas runtime directly manipulates soft memory during allocation and evacuation. Since

the kernel may unmap soft pages to reclaim memory under pressure (details in §3.4.3), the

runtime has to be aware of page faults and be able to recover from them gracefully. We

carefully built the runtime to achieve this goal. First, we stored the important metadata

(e.g., the free and used segment lists) in normal memory instead of soft memory, therefore it

will not be lost under memory pressure. This is viable as the metadata only consumes little

memory (less than 10 MiB). Second, we introduced page-fault-resilient functions and used

them as primitives to build the runtime.

A page-fault-resilient function is able to capture any internal page fault that stems from

dereferencing unmapped soft memory and respond to it by reverting all side effects and

throwing a SoftMemUnmapped(fault_addr) exception to the caller. As a concrete example,

in Midas we internally implemented a page-fault-resilient memory copy function, which is
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1 for each segment S to compact {

2 D = pick_destination_segment ();

3 for each object O in S {

4 try {

5 // A wrapper around our PF-resilient memcpy

6 copy_object_into(O, D);

7 } catch (SoftMemUnmapped &exception) {

8 if (exception.fault_addr belongs to O)

9 break; // Skip S as it has gone

10 else // It must belong to D

11 goto line2; // Pick a new D and restart

12 }

13 }

14 }

Listing 3.3: Midas implements its evacuator’s compaction code using a page-fault-resilient

memory copy function.

used to build the evacuator’s compaction code to withstand page faults (see Listing 3.3).

Page faults can happen when copying objects from the old segment into the new segment.

To deal with this case, Midas uses its resilient memory copy function (line 6) to capture and

handle the potential exception (lines 7-12).

Midas registers its own signal handler to facilitate capturing and handling all soft-

memory-related page faults. Additionally, a page-fault-resilient function satisfies the following

requirements to ensure resilience:

• It embeds a fault recovery code block for aborting the partial execution and rolling back

side effects. Midas runtime maintains a mapping from resilient functions to their recovery

blocks so that when page fault happens the handler can invoke the corresponding recovery
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code.

• All of its inner non-resilient functions have to be inlined to prevent the control flow

from jumping out of its scope. Otherwise, the page fault handler is unable to find the

corresponding recovery code.

• It preserves its stack frame base pointer (by disabling the compiler optimization) so that

the fault handler can easily unwind its stack and throw an exception back to its caller.

3.4.3 Global Soft Memory Coordinator

Midas’s global coordinator is responsible for granting server’s idle memory to applications

as soft memory and coordinating the budget across applications to optimize the overall

performance.

3.4.3.1 Soft Memory Management Mechanism

The coordinator maps idle memory pages directly into an application’s address space as soft

memory segments. For each application, the coordinator dynamically maps or unmaps pages

to readjust its soft memory budget. To facilitate the management, the application’s runtime

shares its free segment list and used segment list with the coordinator.

To grant more soft memory to an application, the coordinator maps more pages to it and

inserts them into the free segment list. Similarly, to reclaim memory from an application, the

coordinator unmaps pages. The coordinator first tries to pop out and unmap the segments

from the free list; since they do not hold any useful live objects, unmapping them does not

incur any impact on the application’s performance. Meanwhile, the runtime strives to avoid

the exhaustion of the free list by triggering evacuation (§3.4.2.2).

The synergy between the runtime and the coordinator is able to handle moderate memory

pressure (i.e., the common case). However, under severe pressure, the evacuation may fall

behind, leading to an empty free segment list. To avoid depletion, the coordinator reacts by
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unmapping used segments which may induce performance disruption in two folds. First, when

the application later tries to access an unmapped object, the runtime will experience a page

fault which incurs overhead. Second, the runtime has to spend additional time reconstructing

the missing object. To alleviate this issue, the coordinator prioritizes cold segments over hot

segments. Thanks to the evacuator, the segments in the used list have been ordered by their

hotness (§3.4.2.2). Therefore, the coordinator can realize prioritization by simply unmapping

segments based on their order in the list.

3.4.3.2 Coordination Policy

Midas continuously adjusts each application’s soft memory budget by solving the following

optimization problem:

maximize
𝑚

∑︁
∀𝑖∈𝐴𝑃𝑃𝑆

𝑤𝑖Γ𝑖 (𝑚𝑖) , subject to
∑︁

∀𝑖∈𝐴𝑃𝑃𝑆
𝑚𝑖 = 𝑀

For each application 𝑖, 𝑤𝑖 denotes its weight (which is either specified by the operator or

uses the default value 1) and Γ𝑖 denotes its performance utility when assigned soft memory

of size 𝑚𝑖. The server-wide overall utility is defined as the weighted sum of all application’s

utilities. 𝑀 denotes the server’s total idle memory.

By default, the coordinator estimates Γ𝑖 as −𝑅𝐶𝑂𝑆𝑇𝑖, where 𝑅𝐶𝑂𝑆𝑇𝑖 is the application’s

CPU usage spent on reconstructing missing objects. Midas’s runtime can easily collect this

per-application information and report it to the coordinator. Developers can also plug in the

real performance metric reported by applications—which already exists in many datacenter

applications [33]—for a more faithful Γ𝑖.

Midas solves the optimization problem using the hill climbing approach [221]. It periodi-

cally probes every application’s marginal utility benefit 𝜕Γ𝑖 (𝑚𝑖)
𝜕𝑚𝑖

by additionally assigning a

small portion of memory Δ𝑚𝑖
and monitoring the change of utility ΔΓ𝑖 . Midas regrants the

soft memory budget from the application with the lowest marginal utility benefit to the one

with the highest benefit.
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In contrast, Cliffhanger (a recent cache service) [52] adopts a coordination policy that

optimizes for the overall cache hit rate, but this does not necessarily optimize the overall

performance. For example, caching objects that are frequently accessed may not be helpful if

they can be cheaply reconstructed. Midas avoids this issue by using both access frequency

and reconstruction cost as metrics for optimization.

3.4.4 Discussion

Though Midas is mainly designed for caching hot data and memoizing intermediate compu-

tation results, developers have the freedom to put any data into soft memory as long as it

is reconstructible. However, storing data that is expensive to reconstruct but infrequently

accessed can lead to performance issues. Midas provides a profiling tool that generates

runtime warnings if such cases are detected. In addition, Midas offers a debugging mode

where we validate the reconstruction logic by calling the user-defined reconstruction function

and comparing its result with the actual cached object using the object’s comparison operator.

Bugs are reported if these objects are not identical.

Midas also incorporates Linux’s page cache by simply treating it as another per-application

soft memory pool. For each application, Midas’s shim layer intercepts all POSIX file operations

and caches the file data using a soft hash table, whose keys are file inode numbers along with

block-aligned offsets and values are file blocks. The reconstructor rebuilds the missing block

by performing the actual file read.

3.5 Implementation

Midas is implemented in C++ and includes bindings for C. Our implementation has 2,814

LOC for the soft memory abstraction (§3.4.1), 3,866 LOC for the runtime (§3.4.2), and 1,029

LOC for the global coordinator (§3.4.3).

Soft data structures store their metadata (e.g., a hash table’s bucket array that stores
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indices) in normal memory and store their data payload (e.g., a hash table’s key-value pairs)

in soft memory using soft pointers.

The log-structure allocator enforces 16-byte alignment for allocated data to make it

GCC-compatible. The evacuator adopts a concurrent pauseless design similar to AIFM [216].

The evacuator ensures atomicity when evacuating or reconstructing large objects that span

across multiple soft memory segments. Midas registers its own SIGSEGV handler. For each

segmentation fault, the handler checks whether the faulting memory address belongs to a

soft memory region and whether the faulting program counter (PC) belongs to a page-fault-

resilient function; for faults that do not meet these conditions, the handler treats them as

unrecoverable exceptions and aborts the program. To facilitate the PC check, Midas leverages

a linker script to place all resilient functions into a separate code segment whose layout is

known at compile time.

During each application’s initialization, the runtime registers itself to the global coordinator

using ioctl and uses mmap to create a shared memory region for exposing information—

including its free segment list and used list (implemented as arrays) and the application’s

reconstruction cost (implemented as a counter)—to the coordinator.

We implemented the global coordinator as a user-space daemon (that runs the coordi-

nation policy) and a privileged kernel module (that executes the coordination decision by

mapping/unmapping pages to/from user processes directly). Every 5 seconds, the coordinator

probes the marginal utility of each application and makes a new adjustment to soft memory

budgets. It probes an application by either granting or revoking 64 MiB soft memory and

monitoring its performance change. In each adjustment, it regrants up to 256 MiB soft

memory from the application with the lowest marginal utility to the one with the highest

utility. To avoid oscillation, it refrains from granting more soft memory to the application

until it has consumed the additional memory offered in the previous round.
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Applications
Abstractions

used

Porting

effort (LOC)

CPU

cores

Normal

mem. (GiB)

Peak soft

mem. (GiB)

Reconstruction

cost (µs/obj.)
Dataset

HDSearch [236] Soft hash table 36 12 1.7 13.6 1244.2 OpenImg [127], 1.9M images

WiredTiger [169] Soft pointer 332 12 3.7 21.3 20.6 Facebook USR [22], 50M KV

Storage Server [124] Soft array 29 4 1.1 20.4 10.5 multilate [108], 16 GiB disk

SocialNet [80]
Soft hash table

Soft queue
175 20 1.3 12.2 99.1–3227.7

Socfb-Penn94 [214],

41.5K nodes, 1.4M edges

Table 3.1: We ported four applications into Midas with low programming effort. All four

applications extensively use soft memory while their data reconstruction costs vary drastically.

3.6 Programming with Midas

We present general guidelines of programming with Midas (§3.6.1) followed by concrete

examples of porting four real applications (§3.6.2).

3.6.1 Guidelines

When is it safe to use soft memory? Developers can generally use soft memory to

store any application data that follows the unmap-and-reconstruct semantics. To support

evacuation, developers have to implement copy constructors for objects stored in soft memory.

When is it beneficial to use soft memory? Developers should generally consider using

soft memory when applications can opportunistically benefit from having additional memory.

Typical use cases include caching in web applications and memoization in data analytics

systems. They often have unknown marginal utility and unbounded memory footprint,

making them hard to handle efficiently through static provisioning. Midas can benefit them

by automatically rightsizing their soft memory budget and harvesting idle memory.

How to migrate from traditional cache services? Existing applications that employ

local cache services (e.g., Memcached [163] or Redis [2]) can directly use Midas as a drop-
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in replacement. Existing applications that employ distributed cache services (e.g., AWS

ElastiCache [1]) can use Midas as a fast local cache tier to reduce the overhead of accessing

remote cache.

3.6.2 Application Case Studies

We ported four applications to Midas. They cover a range of CPU usage, normal and soft

memory usage, data reconstruction cost, and Midas’s abstraction usage (see Table 3.1).

HDSearch [236] is an image search service based on content similarity. For each query,

a feature extraction backend transforms the input image into a feature vector via a DNN

(running on GPU), and then caches the result along with a hash of the image (using Memcached

for memoization). To port this application, we replaced Memcached with our soft hash table,

which only involves 36 LOC changes. It has 1.7 GiB normal memory usage and 13.6 GiB

peak soft memory usage. Reconstructing KV pairs is expensive (1244.2 µs per object) as it

requires re-performing transformation on GPU.

WiredTiger [169] is a NoSQL key-value storage engine used by MongoDB [168]. It

persists all key-value pairs in storage indexed via an in-memory B+ tree. It has a built-in

in-memory caching engine that caches the data of B+ tree’s internal nodes and leaf nodes to

reduce expensive storage I/Os. To port WiredTiger, we implement its caching engine using

Midas’s soft memory pool and pointer abstractions; we created a soft memory pool with a

reconstruction method that wraps WiredTiger’s existing code for handling cache misses, and

replaced ordinary B+ tree pointers with soft memory pointers allocated from the pool. This

only involves 332 LOC changes. With our port, WiredTiger has 3.7 GiB normal memory

usage and 21.3 GiB peak soft memory usage. Reconstructing a tree node object requires

reading its content from the disk and rebuilding the index, which takes 20.6 µs.

Storage Service is an NVMe-based block storage service similar to Reflex [124]. It

exposes a standard block I/O interface using RPC to support accessing 4KiB storage blocks

remotely. Its original design uses SPDK [3] to communicate with the storage block device,
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which bypasses Linux’s page cache. To port it, we cache the block data using a soft array,

similar to the BlockCache design in Listing 3.2. This requires adding 29 LOC. With our

port, it uses 1.1 GiB normal memory and 20.4 GiB peak soft memory. Reconstructing an

array element requires a block I/O which takes 8.5 µs to finish.

SocialNet is a twitter-like latency-critical web service from DeathStarBench [80]. It is

built using 12 microservices with sophisticated fan-out patterns and call dependencies. Its

original design uses Memcached/Redis to cache users’ data and memoize results of certain

queries, and employs pools to cache TCP connections/RPC sessions. Since each microservice

has its own binary and runs within its own process, Midas treats SocialNet as 12 different

applications. To port it, for each microservice, we replace its Memcached/Redis usage with

Midas’s soft hash table and connection pool with Midas’s soft queue; this involves 175 LOC

changes. With our port, it uses 1.3 GiB normal memory and 12.2 GiB peak soft memory. It

takes 99.1–3227.7 µs to reconstruct an object depending on its type; for example, it takes

only 99.1 µs to re-establish an RPC session but requires 3227.7 µs to re-fetch a user’s post.

3.7 Evaluation

Setup. We conducted experiments on one server that equips a 48-core Intel Xeon Gold

6252 CPU and 128 GiB memory. The server ran Ubuntu 20.04 with Linux 5.14. In line with

prior work [207], we enable hyperthreading, but disable dynamic CPU frequency scaling,

transparent huge pages, and kernel mitigations for transient execution attacks. For interactive

services (e.g., SocialNet), we use a separate server to generate load, which connects to the

application server via a 10 GbE network. For all four applications, we generated requests

with Zipfian distribution, consistent with the study of real datacenter workloads [30].

Our evaluation seeks to answer the following questions:

1. Can Midas judiciously coordinate soft memory among applications to optimize overall

performance? (§3.7.1)
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2. Can Midas quickly and reactively harvest available idle memory to improve utilization

and performance? (§3.7.2)

3. Can Midas quickly react to memory pressure to avoid out-of-memory killing while

maintaining good performance? (§3.7.3 and §3.7.4)

4. How does the data reconstruction cost of an application affect its performance? (§3.7.4)

3.7.1 Coordinating Soft Memory

In this experiment, we investigated whether Midas can judiciously coordinate soft memory

usage among applications to optimize overall performance.

We provisioned the server with 20 GiB idle memory and co-ran all four applications (§3.6)

using Midas. Initially, all applications start with the same amount of soft memory (i.e., 5

GiB), but Midas will dynamically adjust it. SocialNet has 12 loosely-coupled microservices

and we start by evenly splitting the 5 GiB budget across them. We measured the overall

throughput (defined as the average of all applications’ throughput normalized to their ideal

throughput) and the soft memory usage. We compared Midas with three different baselines.

The first baseline overprovisions soft memory for each application to cache all of possible soft

state. This leads to a 67.5 GiB soft memory usage that is impossible to achieve under 20 GiB

idle memory; thus, this represents the ideal throughput. The second baseline limits itself to

the 20 GiB soft memory budget and statically partitions it across four applications in an even

manner (i.e., each application gets 5 GiB soft memory). The third baseline is Cliffhanger

[52]. Similar to Midas, it dynamically coordinates soft memory among applications. However,

it adopts a different coordination policy of maximizing the global cache hit rate as opposed

to maximizing the overall performance utility. As the original version of Cliffhanger only

supports Memcached, we emulated Cliffhanger by implementing its coordination policy atop

Midas.

A good result for Midas would show that it quickly reaches an equilibrium by judiciously

coordinating soft memory usage among applications and achieves good overall throughput
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Figure 3.6: When co-running four applications with 20 GiB idle memory, Midas dynamically

coordinates their soft memory budgets and reaches an equilibrium in around 20 minutes.

Overall, it harvests 19.6 GiB idle memory as soft memory and achieves 75.0% of the ideal

throughput (measured by overprovisioning soft memory for all applications regardless of the

20 GiB total budget constraint).

close to the ideal throughput (of the overprovisioning baseline). In contrast, the overall

throughput of the static provisioning baseline should be suboptimal, as it equally treats all

applications and fails to prioritize the soft memory need of applications that can benefit the

most. On the contrary, Cliffhanger does coordinate soft memory among applications, but it

optimizes for the overall cache hit rate which does not guarantee optimal overall performance

(§3.4.3.2). Therefore, we expect Cliffhanger to achieve overall throughput better than the

static baseline but worse than Midas.
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Figure 3.6 shows the results. The top figure presents the overall throughput of four

systems normalized to the ideal value. The bottom figure presents soft memory usage; we

leave out the usage of the overprovisioning baseline as it is much higher (67.5 GiB) than

the amount of idle memory (20 GiB). Midas’s overall throughput converges in around 20

minutes and achieves 75.0% of the ideal throughput by harvesting 98.0% idle memory. It also

reduces SocialNet’s 99th percentile latency by 58.4% from 5.5ms to 2.3ms. In contrast, the

static provisioning baseline only achieves 48.7% of the ideal throughput and fails to improve

SocialNet’s tail latency due to the lack of coordination. It also uses 3.1 GiB less soft memory

than Midas as some microservices of SocialNet fail to fully use their statically-provisioned

soft memory budgets due to small soft memory footprints. Cliffhanger uses a similar amount

of soft memory to Midas. Due to its coordination policy, it converges on the overall cache hit

rate (not shown due to the space constraint) but oscillates in terms of the overall throughput.

Therefore, it only achieves 56.0% throughput on average.

Figure 3.7 presents the per-application soft memory usage of Midas and Cliffhanger. For

each application, the gray line represents the soft memory budget it receives, while the

colorful line represents the amount of soft memory it uses. Because of the difference in their

coordination policies, Midas and Cliffhanger make very different allocations of soft memory

between applications except for the storage server. For example, since it is time-consuming

to reconstruct HDSearch’s objects (as it involves recomputing the feature vectors of images),

Midas scales up HDSearch’s soft memory to cache more objects. However, since HDSearch

has a relatively low request skewness (compared to other applications) and consequently a

lower cache utility (in terms of hit rate), Cliffhanger deprioritizes it by scaling down its soft

memory, significantly impacting its performance (and therefore the overall performance).

In summary, the experiment demonstrates that Midas can efficiently utilize available

memory as soft memory and judiciously coordinate soft memory among applications, achieving

high overall performance close to the ideal one that requires 3.4× more memory.
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Figure 3.7: Midas and Cliffhanger converge to different allocations of soft memory between

applications because of fundamental differences in their coordination policies.

3.7.2 Harvesting Available Idle Memory

In this experiment, we investigated whether Midas can quickly and reactively harvest addi-

tional idle memory—whenever it is available—to improve memory utilization and application

performance.

We ran each of the four applications using Midas and dynamically added idle memory to

the server. A good result for Midas would show that it quickly detects any new idle memory

and reactively grants it to the application as additional soft memory to improve performance.
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(d) Storage server.

Figure 3.8: With Midas, applications effectively harvest additional idle memory by scaling

up their soft memory usage, improving both throughput and tail latency.

Additionally, we expect that the marginal benefit decreases as the application uses more soft

memory and caches more hot items.

Figure 3.8 presents the results of all four applications. We focus on SocialNet (Figure 3.8a)

for detailed analysis, as the other applications demonstrate similar trends, leading to the

same conclusion. Initially, the server has 2 GiB idle memory (the dark gray line). With

Midas, SocialNet fully utilizes them as soft memory (the blue line) and achieves 13 MOPS

throughput (the pink line). At 𝑡 = 5min, we added 4 GiB more idle memory to the server.

Midas immediately detects this change and rapidly ramps up its soft memory usage; it only

takes around 3 minutes for SocialNet to reach a new steady state. Benefiting from more

soft memory, SocialNet’s throughput increases by 46% from 13 MOPS to 19 MOPS, and

its 99th percentile latency decreases by 27% from 5.5ms to 4ms (the light brown line). At

𝑡 = 15min, we again added 4 GiB more idle memory. This time we observed a reduced
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(d) Storage server.

Figure 3.9: Under moderate memory pressure (𝑡 = 5min-15min), Midas is able to reactively

scale down each application’s soft memory usage to avoid running out of memory with

moderate performance impact.

marginal benefit as SocialNet has already cached most hot items; it takes 15 minutes to reach

a new equilibrium (i.e., 8.5 GiB soft memory usage) and yields a 43% improvement of 99th

percentile latency (from 4ms to 2.3ms).

In summary, these results highlight Midas can quickly detect idle memory and reactively

scale up its soft memory usage to improve memory utilization and application performance.

3.7.3 Reacting to Memory Pressure

In this experiment, we investigated whether Midas can quickly react to memory pressure to

avoid out-of-memory killing and studied its impact on application performance.

Similar to §3.7.2, we ran each of the four applications using Midas, but dynamically
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Figure 3.10: Midas is able to avoid out-of-memory killing even under extreme memory

pressure (𝑡 = 5min and 𝑡 = 10min). The victim application experiences brief throughput

collapses and tail latency spikes but quickly recovers to normal once the pressure is finished.

decreased the server’s idle memory with a colocated memory antagonist. We measured the

impact on the victim application’s soft memory usage and performance.

Under moderate memory pressure, ideally, Midas’s global coordinator should reactively

unmap free soft memory segments while Midas’s evacuator should be able to replenish them

(by evicting cold objects and evacuating hot objects) to match the coordinator’s unmapping

rate. A good result for Midas would show that the victim application’s throughput degrades

gradually and mildly as the pressure persists, since Midas prioritizes the eviction of cold and

dead objects over hot objects.

Under intense memory pressure, we expect the coordinator to also unmap the used soft

memory segments as the evacuator cannot keep up with the high unmapping rate. In this
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case, the victim application may experience a sudden throughput collapse due to the loss of

hot objects. However, a good result for Midas would show that the victim application is still

able to operate without experiencing any out-of-memory killing. In addition, immediately

after the pressure is finished, the victim application’s performance should be able to recover

to normal by reconstructing back hotter objects and evicting colder objects.

Figure 3.9 presents the results under moderate memory pressure. Similarly, We focus

on SocialNet (Figure 3.9a) for detailed performance analysis, and the other applications

demonstrate similar trends. Initially, the server has 10 GiB soft memory. The application

uses around 9.6 GiB of it as soft memory and achieves around 20 MOPS throughput and

2.3ms 99th percentile latency. At 𝑡 = 5min, the memory antagonist starts to allocate 8 GiB

more memory at a moderate rate of 0.8 GiB/min, resulting in the decrease of idle memory

until 𝑡 = 15min. As shown by the bottom figure, Midas is able to reactively scale down

SocialNet’s soft memory usage through reclamation to avoid running out of memory. As

shown by the top figure, SocialNet’s throughput and 99th percentile latency remain unaffected

in the beginning, as Midas prioritizes the reclamation of cold soft memory. After running

below 5 GiB idle memory, SocialNet experiences a mild throughput drop and latency increase,

as Midas starts to reclaim hotter soft memory.

Figure 3.10a presents the results under intense memory pressure. In this case, the

antagonist allocates memory as fast as Linux permits (7 GiB/s), making it an extremely

challenging case to handle. Despite the high rate, Midas is still able to avoid out-of-memory

killing by rapidly scaling down SocialNet’s soft memory usage. In this case, Midas has to

unmap the used soft memory segments, inevitably causing brief throughput collapses and

latency spikes (at 𝑡 = 5min and 𝑡 = 10min). However, once the memory pressure is finished,

SocialNet’s throughput and latency quickly recovers to the normal level, consistent with the

numbers reported in Figure 3.8a and 3.9a.

In summary, these results demonstrate that Midas can always quickly react to memory

pressure to avoid out-of-memory killing while maintaining good application performance
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[read|write] Average Median P90

Latency (cycles) read/write read/write read/write

C++ unique_ptr 367 / 199 382 / 176 510 / 332

SoftUniquePtr 400 / 393 370 / 368 516 / 500

(a) Small objects (32 B).

[read|write] Average Median P90

Latency (Mcycles) read/write read/write read/write

C++ unique_ptr 0.97 / 1.39 0.94 / 1.36 0.99 / 1.37

SoftUniquePtr 1.77 / 1.15 1.75 / 1.14 1.77 / 1.18

(b) Large objects (4 MiB).

Table 3.2: Midas’ soft pointer only adds moderate dereferencing cost compared to C++’s

ordinary smart pointer.

whenever it is possible.

3.7.4 Design Drill-Down

Soft Pointer Dereference Cost. We measured the latency of dereferencing a soft pointer

and compared it to the latency of dereferencing an ordinary C++ unique_ptr, when the

pointer and data pointed to are originally in memory (i.e., not in CPU’s cache). Table 3.2

shows the results of small objects (32 B) and large objects (4 MiB).

For small objects that fit into CPU’s cache line (Table 3.2a), Midas is able to deliver

comparable read latency as its extra object copying overhead is negligible. Midas achieves

higher write latency (< 200 cycles) as it has to additionally update the metadata in the

object header.

For large objects (Table 3.2b), Midas achieves ≈800K cycles (82%) higher read latency
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Live Object Ratio 10% 30% 50% 70% 90%

Reclamation Cooperative 312.5 243.1 173.6 104.2 34.7

Tput. (MiB/s) Direct 8268.5

Table 3.3: Midas’s cooperative reclamation reclaims memory at the throughput of 35 MiB/s-

313 MiB/s, depending on the live object ratio of soft memory. Midas’s direct reclamation

trades off reclamation quality for faster speed; it achieves a throughput of 8269 MiB/s,

exceeding the rate at which the Linux kernel can allocate memory.

since now the additional object copying happens in memory (rather than in CPU’s cache).

However, Midas achieves lower write latency than unique_ptr thanks to its optimized memory

copy implementation.

Memory Reclamation Speed. We measured Midas’s memory reclamation throughput

using a synthetic microbenchmark. Under moderate memory pressure, the coordinator

reclaims memory with the cooperation from the runtime (Figure 3.9a); we refer to it as

cooperative reclamation. Under severe memory pressure, the coordinator directly unmaps soft

memory segments (Figure 3.10a); we refer to it as direct reclamation.

Table 3.3 presents the throughput of both reclamation methods. The speed of cooperative

reclamation depends on the live object ratio of soft memory; the lower the live ratio, the

easier to make room by compacting hot objects, thereby yielding faster reclamation speed.

It achieves a throughput of 313 MiB/s under 10% live ratio and 35 MiB/s under 90% live

ratio. To handle intense memory pressure, direct reclamation trades off reclamation quality

for faster reclamation speed; it achieves a significantly higher throughput of 8269 MiB/s,

unrelated to the live object ratio. This exceeds the rate at which the Linux kernel can allocate

memory (7-8 GiB/s measured in our machine), therefore Midas can always safely harvest

server’s idle memory without leading to OOM killing.
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Performance Impact of Data Reconstruction. To examine the performance impact of

using soft memory, we conducted an experiment using a synthetic application; we measured

its performance with varying data reconstruction costs under different soft memory ratios

(i.e., the ratio of cached soft state). Intuitively, the cheaper the data reconstruction, the

lighter the performance impact it incurs.
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Figure 3.11: Midas’s efficiency (𝑦-axis) as a function of data reconstruction cost normalized to

the ideal throughput of caching all soft state. Midas’s efficiency increases as the reconstruction

cost decreases, delivering >80% efficiency for applications with <1024 µs/object reconstruction

cost when caching 80% of soft state.

Figure 3.11 shows the result. When the soft memory ratio is 20%, Midas is able to deliver

>80% efficiency when the reconstruction cost is <128 µs/object. When the soft memory ratio

is higher, Midas can tolerate a higher cost as reconstruction happens less frequently; thus, it

is able to provide >80% efficiency for applications with <256 µs/object reconstruction cost

under 50% memory ratio and <1024 µs/object under 80% memory. This suggests that Midas

can still achieve high performance with moderate data reconstruction costs.

3.8 Related Work

Resource Harvesting and Deflation. Datacenters today suffer from low resource uti-

lization [16, 78, 253]. To make use of vacant resources, major cloud providers now offer

spot VMs [15, 87, 164], which run at a low priority and get evicted under resource pressure.

56



Others propose new VM designs to gracefully adjust VMs’ resource usage. Harvest VM is a

new type of VM that grows and shrinks according to the amount of unallocated resources

at its underlying server, including CPU [16], memory [78], and storage [212]. Similarly,

deflatable VM [225] codesigns the hypervisor, VM, and the application to reclaim resources

from applications under memory pressure. These approaches focus on VMs only, and take

minutes to re-configure a VM to release resources.

Resource Disaggregation and Remote Memory. Resource disaggregation and remote

memory systems are another trending approach for improving utilization, thanks to faster

datacenter networking [81, 137, 162]. Their key idea is to break the server hardware boundary

with a fast network interconnection to exploit stranded resources on a remote server. Various

systems have established the viability of disaggregated storage [102, 124], accelerators [184,

254], and memory [12, 89, 224, 260]. While some provide remote memory transparently via

OS paging, it is also possible to use a library-based approach that modifies the application to

bypass the OS. AIFM [216] proposes remote-able data structures to build remote-memory-

aware applications. Semeru [258], Mako [152], and MemLiner [259] co-design the JVM with

the kernel to offer transparent remote memory for Java programs. Like Midas, these systems

adopt customized pointer formats for their remote-able objects. Unlike Midas, they do not

consider the unmap-and-reconstruct semantics and suffer from swapping or out-of-memory

killing under intense memory pressure. In Chapters 4 and 5, we will explore remote memory

systems in greater detail, providing comprehensive performance analyses and comparisons to

highlight these differences.

Cache Services. Improving cache performance is important to datacenter applications,

especially in a shared setting [31, 206]. Fairride [206] and RobinHood [31] provide fair and

latency-aware cache-sharing policies, and CliffHanger [52] uses a hill climbing method to

incrementally optimize cache allocation across applications. Memshare [53] further improves

the cache partitioning with a log-structured allocator for higher hit rates. However, existing
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cache service systems still rely on static memory allocation, and cannot efficiently use idle

memory. CacheLib [30] provides a library-based approach for caching, but it again relies on

static provisioning and lacks global coordination, hindering its ability to manage memory

across multiple applications.

Cooperative Memory Revocation. In parallel with our work, researchers are also

exploring the benefits of soft state by managing it at the application level [77]. Midas instead

uses kernel coordination and unmap-and-reconstruct semantics, which enables it to reclaim

pages even if applications do not cooperate or are slow to respond. This makes it possible to

react to severe memory pressure without running out of memory.

3.9 Summary

In this chapter, we presented Midas, a system that efficiently and safely harvests idle memory

to store the soft state that is most beneficial to each application, improving both memory

utilization and application performance. Midas provides familiar high-level programming

abstractions and maximizes overall performance through coordination between an application-

integrated runtime and a global coordinator. Our evaluation demonstrates that Midas is

able to effectively use soft memory to achieve near-optimal performance and can respond to

extreme memory pressure fast enough to avoid running out of memory.

While the main focus of Midas is harvesting local memory within a server, the soft memory

abstraction is not restricted by the physical server boundaries. A promising direction for

future work (see §7.1) is to extend Midas across multiple servers, which allows applications

to benefit even more by harvesting idle memory in the entire cluster. However, to use

Midas across servers, developers must first rewrite the single-machine applications into their

distributed variants, which requires significant programming effort. In the next chapter, we

explore an alternative approach: leveraging the OS kernel’s paging and swap mechanisms,
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but redesigning them for high performance, enabling applications to harness idle memory on

remote servers efficiently without code changes.
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CHAPTER 4

Hermit: Transparent and Fast Remote Memory

Harvesting

In Chapter 3, we explored the use of Midas to exploit soft state semantics for local memory

harvesting. While Midas offers superior efficiency and flexibility, it is limited by the physical

boundaries of a single machine, preventing applications from scaling beyond a single server.

However, the large number of servers within a cluster, together with their potentially

imbalanced loads, suggests significant untapped opportunities to aggregate idle resources

across the cluster and use them to scale applications.

In this chapter, we revisit the second insight discussed in Section 1.2, that we can achieve

much higher aggregated resource availability and capacity if combining idle resources across

servers. To mitigate the potentially high programming efforts to port a single-machine

application to its distributed alternative, we piggyback on existing OS kernel swap systems,

which allow unmodified applications to transparently swap to idle memory on another server

to scale out. To overcome the high kernel software overheads, we rethink the OS kernel

swap system in the era of fast datacenter network, and redesign it with a novel technique

called adaptive, feedback-directed asynchrony. These efforts result in Hermit, a new kernel

swap system that takes non-urgent but time-consuming operations (e.g., swap-out, cgroup

charge, I/O deduplication, etc.) off the fault-handling path and executes them asynchronously.

Additionally, Hermit collects runtime feedback and uses it to direct how asynchrony should be

performed—i.e., whether asynchronous operations should be enabled, the level of asynchrony,

and how asynchronous operations should be scheduled. These contributions enable Hermit
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to reduce the tail latency by three orders of magnitude and also substantial throughput

improvement for real datacenter applications without changing a single line of code.

4.1 Introduction

Techniques enabling datacenter applications to use remote memory [12, 36, 81, 89, 129, 158,

216, 224, 258] have gained traction due to their potential to break servers’ memory capacity

wall, thereby significantly improving datacenters’ resource utilization. Compared to clean-

slate techniques [36, 216] that provide new primitives for developers to efficiently manage

remote memory, swap-based techniques [12, 89, 161, 224, 258, 259] that piggyback on existing

paging/swap mechanisms in the OS kernel are more practical as they offer transparency,

allowing legacy code to run as is on a far-memory system.

The main drawback of swap-based remote access is the overhead incurred by the kernel’s

paging system. For example, when running Memcached using Fastswap [12], the current

state-of-the-art swapping system for Linux, a remote access takes an average of 14 µs, of

which only 9 µs are spent on network (RDMA) operations—the software-induced overhead

is above 50% ! This large fault-handling overhead significantly increases operation latency,

precluding the use of remote memory with latency-critical applications.

In addition, long remote-access time can further block subsequent instructions depen-

dent on these accesses, leading to substantial reductions in application throughput. For

example, the performance of garbage collection in a managed language runtime is highly

sensitive to memory access latency due to its pointer-chasing nature. Reductions in GC

performance can lead to delayed object creations, dramatically reducing the application’s

overall throughput [152, 258, 259].

The underlying reason for such high overhead is a mismatch in the design of today’s

swap-based paging systems, which originally targeted slow, disk-based storage, and modern

datacenter networks (e.g., 100-400 GbE) that can deliver pages much faster. For example,
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through profiling, we reveal the following performance bottlenecks that persist in Linux

(§4.2):

• Page reclamation blocks the critical path: To make room to fault in new pages, the

OS must reclaim memory by swapping out cold pages. Linux is designed to handle this

asynchronously by swapping out pages in a separate thread. However, when Linux fails to

keep up with the demand for new pages, the page fault handler must block and wait for

reclamation to finish.

• Duplication checks are too conservative: Linux is designed to never make duplicate

I/O requests for the same page. Although this occasionally prevents wasted bandwidth,

it comes at a high cost in terms of synchronization overhead, such as during swap cache

lookup and insertion.

• Opportunities for batching are not exploited: Batching can be an effective opti-

mization when it does not harm page fault handling latency. For example, when Linux

performs page reclamation, it first selects a set of victim pages and then swaps out each

page individually. A better strategy would be to process victim pages in batches, reducing

the cost of TLB shootdowns, I/O writes, and cgroup accounting.

State of the Art. The conventional wisdom is that software overheads can be overcome

by bypassing the kernel [202, 216, 278]. This approach typically requires application-level

modifications or the use of custom APIs, making it impractical to deploy transparently across

all applications. Our aim is to answer the following question instead: Can we eliminate

performance bottlenecks in the kernel directly, allowing the benefits of fast remote memory to

be exposed to all applications transparently?

Recent work, such as Fastswap [12] and InfiniSwap [89], has made some progress in

optimizing the kernel’s swap subsystem, such as the use of RDMA to deliver remote pages

more efficiently. Fastswap, the current state-of-the-art, also modifies the Linux Kernel to

offload page reclamation to a dedicated core and executes it asynchronously. This increases
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swap-out efficiency, and reduces the time that a page fault handler must block waiting for

reclamation to finish. However, Fastswap leaves other opportunities for asynchrony on the

table. In addition, a single, dedicated core is insufficient to accommodate changes in demand

for swap-out throughput under time-varying memory pressure, limiting the conditions where

Fastswap can perform well (§4.2).

Insights. This work builds on three insights, all centering around asynchrony. First,

asynchrony can be used to reduce the latency of page fault handling. For example, during a

page fault, the kernel first looks for the page in the swap cache. If the page is present, it will

be mapped at the faulting address and the kernel does not need to issue a fetch. However,

this check is protected by a lock, which incurs a non-trivial overhead. Instead, fetching a page

via RDMA, even if the page is already in the swap cache, is extremely fast: its only penalty

is slightly wasted network bandwidth (i.e., bandwidth is rarely saturated). By always issuing

the fetch asynchronously and overlapping it with the check, we can reduce the fault-handling

latency.

Second, only page faults handlings are latency critical, so it is safe to aggressively optimize

all other operations for throughput via batching. For instance, when TLB shootdowns

are batched, it reduces the number of interrupts that have to be sent across cores. As

another example, RDMA writes of multiple swapped-out dirty pages can be batched into a

single transfer. These opportunities are only possible because such operations are conducted

asynchronously; otherwise, batching would delay critical swap-in operations.

Third, to achieve optimal performance, the use of asynchrony (e.g., number of cores) must

be adjusted dynamically. For example, it is critical that swap-out throughput is perfectly

balanced with swap-in throughput. If swap-out throughput is too low, the page fault handler

will block and delay the application. If it is too high, it will leave a substantial portion of

local memory underutilized, impacting application performance. This is especially challenging

because the swapping rate depends on the workload, its inputs, and even the different phases
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within its execution.

Hermit. This chapter presents Hermit, a new paging/swap system that exploits these

(previously-unknown) opportunities for asynchrony. Hermit employs feedback-directed asyn-

chrony as the major principle in the paging system design, simultaneously enabling full

code transparency (i.e., any legacy code can run as is), low remote access latency, and high

application throughput. Hermit employs different types of asynchrony to tackle the three

bottlenecks (i.e., blocked swap-ins, conservative checks, lack of batching), as elaborated

below:

First, page reclamation is moved into a set of reclaim threads, which eagerly evict (least-

recently used) pages and aggressively batch expensive operations involved in each swap-out

(§4.3.2). In particular, Hermit batches page unmapping, TLB shootdown, RDMA writes,

polling, and cgroup uncharging in swap-out threads, reducing the amounts of computation

involved in swap-outs and improving their throughput (§4.3.4).

Second, Hermit opportunistically bypasses the swap-in duplication check and issues I/O

read requests eagerly, delaying such checks to the synchronous PTE update stage. Since

only one thread can successfully update the PTE, all other competing threads will eventually

release their duplicate pages, guaranteeing safety (§4.3.3).

Third, inspired by optimistic locking [134], Hermit makes page I/O fully asynchronous

during swap-in to further reduce latency. We split the swap-in procedure into two components:

one that can still successfully run and is reversible even if there are concurrent updates,

and a second that may either abort or create irreversible side effects in the presence of

concurrent updates. Hermit moves the first component out of the critical section to overlap

it with the page I/O (details are in Figure 4.4). Hermit checks the validity before the critical

section finishes (i.e., whether concurrent updates have occurred) and if they have, reverts

the speculatively executed operations.

Finally, we create a feedback control system for each type of asynchronous operation, using
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Figure 4.1: The life cycle of a remote memory page fault in Linux swap.

execution profiles to adjust whether and how asynchrony should be applied. In particular, we

use (1) page turnaround (i.e., time between a page’s swap-in and previous swap-out), (2) page-

in/-reclamation throughput, and (3) conflict rates (i.e., how often concurrent updates occur),

as metrics to adjust our asynchrony in dealing with reclamation timing, reclamation intensity,

eager swap-in, conservative checks, respectively. Hermit profiles and collects these signals

throughout the execution to dynamically adapt to the application’s changing behaviors.

Results. Hermit was implemented in Linux 5.14. We evaluated Hermit with a set of

real-world applications including both latency-critical (Memcached, SocialNet, and Gdnsd)

and batch-processing applications (Apache Spark, XGBoost, and Apache Cassandra). Our

evaluation on Memcached demonstrates that Hermit outperforms Fastswap [12] by 99.7% in

latency, reducing the 99th percentile latency from 36 ms to 91 µs. For batch processing

applications, Hermit improves throughput by up to 1.87× with a geometric mean of 1.24×.

Hermit also scales much better with the number of cores than Fastswap. These results

demonstrate that low tail latency and high throughput can be achieved at the same time

without bypassing kernel, making Hermit a practical solution for enabling remote memory.

Hermit is available at https://github.com/uclasystem/hermit.
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4.2 Understanding Existing Swap Systems

Section 2.2.1 has provided a high-level overview of the kernel swap system. In this section,

we delve deeper by conducting a detailed performance study and breaking down the costs

associated with each stage when swapping in a page in the context of remote memory.

Following this analysis, we examine Memcached [163], a widely-used cloud cache service, to

identify and analyze the root causes of kernel swap inefficiencies in real-world scenarios.

4.2.1 The Life Cycle of Remote Memory Access

The legacy design of Linux swap imposes high overheads on accessing remote memory. To

better understand the root cause of its inefficiencies, we conducted a performance study by

running Memcached on Fastswap [12] (the state-of-the-art swap system). Figure 4.1 shows

the stages of a remote memory access and breaks down their costs. We discuss each stage in

more detail as follows:

1○ Lookup swap cache. The swap cache serves as a centralized component that prevents

race conditions. It tracks the information of swapped-in pages and ongoing swap-out requests.

First, the faulting page may have been fetched by another process or the OS prefetcher. By

looking up the swap cache, Linux detects this and jumps to stage 6○. Second, it is possible

that the faulting page is being swapped out by another process. In this case, naïvely fetching

the remote page will see the stale copy. With the swap cache, Linux detects the race and

cancels the ongoing swap-out. Looking up the swap cache takes an average of 0.6 µs.

2○ Deduplicate swap-ins. At the same time, there can be multiple threads swapping in

the same page. Linux guarantees that only one thread can succeed by synchronizing with

lock primitives. The remaining threads will be busy waiting until the page gets fetched. This

design saves I/O bandwidth but impacts latency and hurts scalability. This stage takes an

average of 2.8 µs.
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3○ cgroup accounting. Before fetching the page, Linux must ensure that the current

process has sufficient free memory by performing cgroup accounting. For the lucky process

with enough memory, it jumps to stage 5○ directly. The accounting stage takes an average

of 0.4 µs. Otherwise, Linux must go through stage 4○ to reclaim pages to make room, as

elaborated below.

4○ Direct page reclamation. Linux iteratively reclaims pages until the size of the

available local memory is above the low-water mark. Linux swaps out a single page for each

iteration. Swap-out is expensive as it involves operations such as TLB shootdown, PTE

unmapping, etc. This stage exists only when the local memory runs low, but it is also the

longest one that takes an average of 1180 µs. To reduce direct reclamation, Fastswap performs

this stage asynchronously with a dedicated core.

5○ Fetch and prefetch page. Linux issues an I/O request to fetch the faulted page.

Meanwhile, it may issue multiple prefetching requests. This stage takes an average of 9.1 µs.

6○ Update metadata. Finally, Linux updates kernel metadata, including page table

entries (PTEs), swap entries, and page reverse mapping (rmap). This stage takes 0.9 µs.

4.2.2 Root Causes of Inefficiencies

To understand the bottleneck imposed by Fastswap’s single, dedicated reclamation core, we

ran several experiments with Memcached. Figure 4.2 shows Memcached’s 99th percentile

latency with respect to its offered load when running with 70% local memory. The baseline for

comparison is Memcached running locally (100% local memory without swapping), which is the

rightmost curve and achieves >4.4 Mops load throughput with good tail latency. Memcached

on Fastswap (the blue curve), however, can only offer ≈1 Mops load before the dedicated core

gets saturated and its latency increases dramatically. The reason is that Fastswap’s single
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under 70% local memory.

dedicated core cannot keep up with the increasing demand for page reclamation. We then

modified Fastswap’s original implementation to offload page reclamation onto multiple cores,

denoted as Fastswap∗ in the figure, as a naïve strawman approach.
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Figure 4.3: Direct page reclamation ratio of Memcached on Fastswap under 70% local memory.

Using more dedicated cores can indeed help reduce the direct reclamation ratio, as shown

in Figure 4.3. With 4 dedicated cores, Fastswap∗ is able to eliminate direct page reclamation,

thus providing the highest throughput among all Fastswap variants. However, Fastswap

uses static core provisioning, which is insufficient in practice due to the phased behaviors

and shifts in load that occur within datacenter applications. First, the number of required

dedicated cores depends on the application’s working set, the available local memory, and

the swap-in intensity, making it impossible for a statically determined number to work
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universally for different applications or even different phases of the same application. Second,

over-provisioning dedicated cores does not always lead to greater end-to-end performance;

in many cases, using more cores only shifts the bottleneck from page reclamation to the

application itself, as more dedicated cores for reclamation imply fewer available cores for

application threads. As shown in Figure 4.2, increasing the number of dedicated cores in

Fastswap from 1 to 4 (Fastswap∗-4 cores) improves performance, but further allocating

cores degrades performance (Fastswap∗-8 cores). Furthermore, although Fastswap∗-4 cores

eliminates direct page reclamation (i.e., reducing latency), it still loses ∼45% performance

(i.e., reducing throughput). The performance loss is due to three major kinds of inefficiencies

induced by Linux swap, as elaborated below.

Swap-out blocks swap-in. As explained earlier, Memcached experiences high memory

access latency when running short of local memory, as it has to reclaim pages. Page

reclamation is expensive as it requires finding victim pages and unmapping them, followed by

a number of expensive operations for consistency such as TLB shootdown. This significantly

impacts its tail latency, leading to violations of the service-level agreement (SLA).

Fastswap tackles this issue by allocating a dedicated core to reclaim pages asynchronously

in the background. However, as discussed earlier, it is nearly impossible to statically identify

the optimal number of cores due to load variability.

Unoptimized for fast I/O. Linux swap was designed for slow secondary storage like

hard-disk drives whose performance is two to three orders of magnitude lower than today’s

remote memory in both bandwidth and latency. Since disk bandwidth is often the bottleneck,

Linux applies aggressive optimizations in its page fault handling path to reduce I/O traffic

(stage 2○). While they were effective in the era of slow disks, these optimizations become

irrelevant in the context of remote memory whose bandwidth is close to the bandwidth of main

memory. Even worse, the outdated optimization generates an adversarial performance impact;

it prolongs remote memory access latency, hurting scalability (e.g., due to synchronization).
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For latency-critical applications like Memcached, prolonged remote memory accesses can

significantly increase the time for serving incoming requests, imposing super-linear effects

on tail latency. Modeled by queueing theory [66], for instance, 10% longer service time can

potentially double the 99th percentile latency, leading to vast SLA violations.

Additionally, since the disk latency (ms-scale) is significantly higher than the CPU time in

page fault handling (µs-scale), Linux adopts a serial-execution model for simplicity. As shown

in Figure 4.1, the I/O read stage is executed separately from other stages; after issuing the

I/O read request, Linux either busy waits for the I/O response or re-schedules the faulting

thread (which hurts latency of fast I/O requests), relinquishing the opportunity of overlapping

the waiting period with other stages.

Unoptimized for CPU overhead. Linux swap is a mechanism aimed at avoiding OOM

killing. Inherently, treating swapping as a rare event, it was designed to optimize for

responsiveness, not for CPU efficiency. For example, during page reclamation (stage 4○),

Linux swaps out only one page at a time, under the assumption that by releasing the space

more timely it can unblock the OOM process sooner. Unfortunately, this amplifies the CPU

usage as it must invoke expensive operations such as TLB shootdown for every reclaimed page.

While overhead is acceptable when swapping is rare, it grows significantly in the scenario of

remote memory (which is swapping-intensive). In the case of Memcached, 12.6% of the total

CPU time is spent on reclaiming pages, not on application tasks. To make matters worse,

Linux swap heavily relies on locks to synchronize page reclamation and scales poorly. Hence,

the overhead will further increase with the number of concurrent swapping operations.

Key takeaway. Linux swap imposes high overheads to remote memory access primarily

due to the above three issues. Fastswap, the state-of-the-art swap system, partially tackles the

first issue, but neglects the last two. For the first issue, Fastswap uses statically provisioned

cores to run swap-out tasks; as shown in Figure 4.2, static core provisioning cannot adapt to

dynamic load changes, leading to either insufficient or wasted CPU resources.
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4.3 Hermit Design

4.3.1 Design Overview

To overcome the aforementioned inefficiencies, we developed Hermit, a new swap system

based on the principle of feedback-directed asynchrony. Our key insight is that asynchrony

should be used aggressively (to overlap nonurgent and urgent operations to reduce latency),

but this must be done in a controlled manner—whenever asynchrony cannot bring benefits,

we should switch back to the conventional synchronous design. Figure 4.4 illustrates Hermit’s

design.

First, Hermit optimizes tail latency of accessing remote memory by moving page reclama-

tion from the critical path into the background (§4.3.2). Instead of following the design of

Fastswap, which statically reserves a certain number of dedicated cores, Hermit relies on a

reclaim scheduler to dynamically schedule reclaim threads. The scheduler leverages feedback

from cgroup counters to determine the right timing and the appropriate number of cores for

reclamation.

Second, the swap-in path of Hermit was designed with fast remote memory in mind

(§4.3.3)—for remote memory, it is reasonable to trade off network usage for end-to-end

performance as modern datacenter network offers abundant bandwidth (100-400 Gbps). In

the common case, Hermit detects idle network bandwidth and opportunistically bypasses

swap-in duplication checks (stage 2○ in §4.2) to improve scalability and reduce latency. This

bypassing has a consequence: in the (rare) case that multiple threads are fetching the same

page at the same time, they will all transfer the same page over the network. Note that

this will not lead to correctness issues because only one copy will be mapped by the PTE

in the last stage, and any other requests will abort and release their page. However, it may

potentially waste some network bandwidth when duplicate pages are requested. Therefore,

instead of bypassing blindly, we use the conflict rate (in the last stage) as a control signal to

determine whether it is beneficial to enable bypassing. To further optimize the critical-path
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latency, Hermit also overlaps the I/O read stage with other swap-in operations (e.g., cgroup

accounting, metadata updating, etc.).

Finally, we structured Hermit to operate in a swap-intensive environment to match the

reality of using remote memory (§4.3.4). Hermit carefully optimizes the CPU usage of page

reclamation so that more CPU resources are available for applications. Enabled by Hermit’s

reclaim scheduler, which reduces the “urgency” of reclamation tasks, Hermit opportunistically

handles reclamation requests in batches to amortize the overhead. In addition, Hermit

bypasses the expensive reverse mapping operation when swapping out a private page (which is

common). As a result, Hermit not only reduces the remote access latency but also significantly

improves the application’s throughput.
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Figure 4.4: The life cycle of a remote memory page fault in Hermit.

4.3.2 Reclaim Scheduling

In Linux swap, the direct page reclamation in the swap-in path significantly impacts the tail

latency of accessing the remote memory. To reduce tail latency, Hermit moves reclamation

off the critical path into background threads; the reclaim scheduler monitors the free memory

size and proactively starts reclamation before memory exhaustion. The scheduler uses the
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application’s swap throughput as a feedback signal to auto-tune the number of reclaim

threads.

Designing such a scheduler is challenging because it must determine both the right timing

and the appropriate amount of CPU resources for reclamation. (1) As for the timing, if

the scheduler starts reclamation too early, a substantial portion of local memory would be

underutilized, impacting application performance; on the flip side, if the scheduler starts

reclamation too late, the application would exhaust the local memory and suffer from direct

reclamation. (2) As for CPU resources, under-provisioning cores for reclamation (i.e., the

case of Fastswap) make it unable to keep up with the local memory consumption rate, leading

to memory exhaustion, while over-provisioning cores is also undesired as it contends with the

application and reduces its performance.
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Figure 4.5: Adaptive reclaim scheduler.

Figure 4.4 shows the design of the reclaim scheduler, which leverages counters from cgroup

to schedule reclamation. Since the timing for reclamation is critical to performance, our

reclaim scheduler has to be very reactive to free memory size changes (in µs-level). Instead of

using a dedicated core to poll the memory usage which waste CPU cycles, Hermit adopts

a decentralized reclaim scheduler; it inlines the scheduler code into the cgroup charging, an

indispensable step for swap-ins. This design enables us to discover any sudden change in the

free memory size with only a few CPU cycles.

Hermit’s scheduling policy follows the conventional wisdom of random early detection
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[72] to gradually increase its asynchronous reclaim throughput. Specifically, Hermit starts

asynchronous reclamation when application’s memory budget is running low, but Hermit will

only enable a small number of reclaim threads first and gradually increase the number of

reclaim threads after observing constantly increasing memory usage. The intention of the

design is to handle a burst of swap-ins within the memory limit with as few reclaim threads

as possible, and thus minimizing asynchronous reclamation’s interference to the application.

On the other hand, when the application is about to run out of memory, Hermit must

unleash the full power of asynchronous reclaim threads to match the reclaim throughput

to swap-in throughput to avoid direct reclamation, offering the application maximum swap

performance. Figure 4.5 depicts Hermit’s adaptive scheduling policy, which determines the

number of cores for page reclamation given the application’s current local memory usage. The

curve can be divided into three phases, marked by the low-water mark and the high-water

mark to differentiate the urgency of asynchronous reclamation.

When the application does not swap intensively and its local memory usage is below the

low-water mark, the number of reclamation cores is zero, indicating that the asynchronous

page reclamation is disabled now to let application threads have all CPU cores. When the

application’s local memory usage is between the low-water mark and the high-water mark, it

indicates that the application is under memory pressure, and the scheduler will assign one

core for asynchronous reclamation to relieve the memory pressure with minimal compute to

minimize its interference to application’s threads.

Finally, when the application hits the high-water mark, it indicates that the application

is about to run out of memory. Page reclamation is an urgent task now to prevent the

application from triggering direct page reclamation. As such, the reclaim scheduler must

assign more cores for reclamation to match the reclaim throughput with application’s swap-

in throughput. As Figure 4.5 shows, during this phase, the number of cores assigned for

reclamation is proportional to the local memory usage, reaching the maximum value when

the local memory usage equals the memory limit.
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Hermit leverages the kernel’s runtime statistics to auto-tune the low and high memory

watermarks, as elaborated below.

High memory watermark. Hermit dynamically adjusts the high memory watermark

based on the application’s current swap intensity. We define swap intensity as the overall

swap-in throughput divided by the per-core page reclamation throughput, representing the

number of cores needed for reclamation to match the swap-in speed. Intuitively, when

the swap intensity increases, we should lower the high-water mark to start ramping up

reclamation earlier; and when the swap intensity decreases, we should raise the high-water

mark accordingly. Hermit sets the high-water mark as MEM_LIMIT −𝛼 ·SWAP_INTENSITY ,

where 𝛼 = 128 works well in practice.

Low memory watermark. Initially, Hermit sets the low-water mark to be the same

as the high-water mark. Then it gradually probes its optimal value based on the average

page turnaround time (APT), defined as the average duration for swapped-out pages to

remain untouched. When APT does not increase, Hermit attempts to lower the low-water

mark, as now it can potentially start reclamation earlier without impacting the application

performance. However, when APT increases, Hermit immediately raises back the low-water

mark to revert the negative impact on the application performance.

4.3.3 Adapt Swap-in to Fast Remote Memory

As shown in Figure 4.4, Hermit re-architects the swap-in path for the fast remote memory

with two main innovations.

Eager swap-in. Hermit opportunistically bypasses the swap-in duplication check to min-

imize latency. As such, it is now possible that multiple threads issue swap-in requests for

the same page. To ensure that only one of them will succeed, Hermit synchronizes them
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in the final stage (updating PTE) using a fine-grained lock. All other failed threads will

release their swapped-in pages—CPU cycles consumed by them are wasted and considered as

penalty. Hermit collects the conflict rate and the penalty as feedback to reassess whether it

is still beneficial to enable eager swap-in and disable it if it impacts performance.

Asynchronous I/O. Hermit further shortens the critical path of swap-ins by overlapping

the I/O read with other operations, for example, cgroup charging. If later the cgroup check

shows no memory, Hermit discards the I/O read response and updates the failure counter.

Hermit falls back into synchronous I/O when the failure ratio is high. This happens very

rarely in practice thanks to Hermit’s asynchronous reclamation (§4.3.2).

4.3.4 CPU-Efficient Page Reclamation
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Figure 4.6: Hermit’s asynchronous page reclamation path.

As shown in Figure 4.6, Hermit carefully optimizes the CPU overheads of page reclamation

to minimize its performance impact to applications.

Batched reclamation. As illustrated in §4.2, Linux’s page reclamation is mainly designed

for slow disk devices where swapping occurs infrequently—it trades off CPU efficiency for

responsiveness by only swapping out one page at a time. However, Hermit overcomes the

responsiveness loss with its asynchronous reclamation design, which relaxes the responsiveness
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requirement of page reclamation, thereby creating opportunities for batching. As depicted in

Figure 4.6, Hermit batches expensive operations, including TLB shootdowns, I/O writes, and

cgroup accountings—to amortize their overheads in the asynchronous page reclamation path.

Reverse mapping elimination. To avoid race conditions during reclamation, Linux has

to ensure that the page is immutable before writing it back to remote memory. Linux achieves

this goal by using rmap (reverse page mapping) to identify and unmap all the virtual pages

mapped to the reclaimed physical page. rmap walk is expensive as it involves several memory

accesses and lock synchronizations. A key observation in Hermit is that most reclaimed

pages are private pages (i.e., only referenced by one virtual page). For private pages, Hermit

eliminates the expensive rmap walk by inlining the virtual page address into the physical page

metadata in Linux. This approach trades a tiny portion of local memory (0.2% in the worst

case) for better performance.

4.4 Implementation

We implemented Hermit atop Linux 5.14. We added or modified 9704 lines of kernel code,

mainly re-implementing Linux’s swap-in and swap-out code paths.

We built our RDMA-based swap backend atop Fastswap’s implementation. The original

Fastswap uses Linux’s frontswap interface which only supports blocking I/O. We extended it

with an asynchronous I/O interface to enable asynchronous batched I/O writes during page

reclamation.

For the swap-in path, we stored the feedback signals swap_stats, used by Hermit to

decide whether to bypass the swap-in deduplication, in Linux’s process context mm_struct.

swap_stats contains two atomic counters representing the numbers of successful and aborted

swap-ins respectively. The page fault handler reads and updates swap_stats when swapping

in the page.
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For the swap-out path, we implemented per-cgroup reclaim threads as Linux kernel threads.

We stored the feedback signals swap_ctrl, used by Hermit to decide the swap-out timing, in

Linux’s memory cgroup mem_cgroup. swap_ctrl contains two counters representing the total

number of charged pages and reclaimed pages. Hermit updates swap_ctrl during cgroup

charging and page reclamation. The reclaim scheduler reads swap_ctrl periodically (per 128

charges in our implementation) to calculate the swap intensity for updating the high-water

mark. We use Linux’s existing mechanism of tracking the page re-fault distance to calculate

the average page turnaround (APT) for updating the low-water mark. Hermit batches 32

pages per NUMA node for its asynchronous page reclamation to keep low amortized overheads

while ensuring most reclamations can finish timely (within 1 ms). To batch reclamation while

ensuring consistency, we carefully ordered the operations (see Figure 4.6). Hermit first selects

and unmaps a batch of pages, and then issues a single TLB flush before writing all dirty pages

to remote memory. After which, Hermit rechecks each page to ensure it remains untouched

and free it. Otherwise, the page must have been faulted on and re-mapped into the process’

page table, so Hermit skips freeing this page and returns it back to the application. To bypass

the rmap walk, we stored the virtual address of private pages using a global array. We did

not directly embed the virtual address into Linux’s per-page metadata to avoid breaking its

cache alignment.

4.5 Evaluation

Our evaluation seeks to answer the following questions:

1. Can Hermit maintain low tail latency (§4.5.2) and high throughput (§4.5.3) while

delivering remote memory?

2. How does Hermit’s performance compare to standard Linux and Fastswap [12]? (§4.5.2-

§4.5.3)

3. What contributes to Hermit’s better performance? (§4.5.4)
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Setup. We ran experiments in a cluster with one CPU server and one memory server,

connected by a 100 GbE network. Each server equips a 24-core AMD 7402P CPU and

128 GB memory. Both Hermit and Fastswap ran on Ubuntu 20.04 with Linux 5.14. For

latency-critical applications, we generated load from another server, which connects to the

CPU server via a 25 GbE network. We followed common practices to tune these servers for

low latency [194], including disabling CPU frequency scaling, machine-check exceptions, and

transparent hugepages. We also disabled OS security mitigations as recent CPUs have fixed

these vulnerabilities. We enabled hyperthreading as it improves the performance of remote

memory systems.

Methodology. We compared Hermit with the ideal system that only uses local memory

and the state-of-the-art kernel-based remote memory system, Fastswap [12]. To enable a fair

comparison, we also ported Fastswap to Linux 5.14, the same kernel version that Hermit uses.

4.5.1 Real-world Applications

We used six real-world datacenter applications for evaluation, as shown in Table 4.1.

Category Application Dataset Size

Memcached [163] Facebook’s USR [22] like 32M KVs

Latency-Critical SocialNet [80] Socfb-Penn94 [214] 41.5K nodes, 1.4M edges

Gdnsd [82] Custom 75M sites

Batch-Processing

Spark [274] Wikipedia EN [126] 188M points

XGBoost [48] HIGGS [24] 21M instances

Cassandra [18] YCSB [56] 20M records

Table 4.1: Applications used in the evaluation.
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Latency-critical applications. Memcached [163] is a popular in-memory key-value store.

It only performs a hash table lookup for each request, leading to a small per-request memory

footprint. It has low compute intensity and poor spatial locality. We followed Facebook’s USR

distribution to generate load with 99.8% GET and 0.2% PUT [22]. SocialNet (a part of the

DeathStarBench [80]) is a twitter-like interactive web application built with microservices. It

has a fan-out pattern in which each client request is served by multiple microservice instances.

This leads to a larger per-request memory footprint than Memcached. It has medium

compute intensity and poor spatial locality. We rewrote DeathStarBench’s python-based load

generator using C++ to increase its throughput. Gdnsd is an authoritative-only DNS server.

It performs a tree lookup for each DNS query. It has a small per-request memory footprint

and low compute intensity. Different from previous applications, Gdnsd has good spatial

locality. We generated queries with random domain names for evaluation. For all three

applications, we generated requests with keys followed Zipf distribution using the skewness

parameter 𝑠 = 0.99, to be consistent with the standard YCSB benchmark suite [56].

Batch applications. Apache Spark [274] is a big data analytics engine. We used the

logistic regression model from its official example suite for evaluation, in which Spark trains

the model iteratively by scanning the dataset to update the model parameters. It has high

compute intensity and a large memory footprint. XGBoost is a gradient boosting library

for machine learning. We ran binary classification for evaluation. It initializes a group of

decision trees and trains them iteratively by splitting the tree leaves with input data. It has

dynamic parallelism and a medium memory footprint. Apache Cassandra [18] is a large-scale

NoSQL database. It uses a storage structure similar to a log-structured merge tree, which has

medium compute intensity and good spatial locality. Different from other batch applications,

it also periodically persists in-memory data to disk. We used YCSB [56] as its workload for

evaluation. Both Spark and Cassandra are Java-based and run atop OpenJDK-11. Java’s

garbage collection makes them more memory intensive. XGBoost is a native C++ application.
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Figure 4.7: Hermit significantly outperforms Fastswap and Linux in terms of 99% latency

under the same fixed load and varying local memory ratio. Hermit enables applications to

operate in a more challenging regime of less local memory while still maintaining < 500 µs

99% latency.

4.5.2 Tail Latency of Latency-Critical Applications

To better quantify the tail latency overhead introduced by Hermit, we use low-latency

applications enabled by Shenango (a recent datacenter library OS) [194], for evaluation. With

Shenango’s low-latency threading runtime and network stack, these applications achieve

sub-millisecond tail latency, making it an extremely challenging case for swap systems. We

also rerun the same applications with their vanilla (Linux-based) versions. Following previous

studies [64, 118, 278], we primarily focus on applications’ 99th percentile latency in our

evaluation. A more detailed evaluation, including the results of other percentiles such as

median and 99.9th, can be found in the original paper [207].

We first ran applications with a fixed load (50% of load capacity measured with only using

local memory) and varying local memory ratios. We measured the application performance

on Linux, Fastswap, Hermit, and the ideal setup that only uses local memory (see Figure 4.7).

The original Linux does not have an RDMA-based swap backend. To enable a fair comparison,

we extended it to use Fastswap’s RDMA backend. On Figure 4.7, the X-axis shows the ratio

of the local memory provisioned; the Y-axis shows the 99th percentile latency achieved by
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Linux, Fastswap, Hermit, and the ideal setup.

Intuitively, both Fastswap and Hermit achieve ideal performance when only using local

memory. When we decrease the local memory ratio, latency increases as remote accesses

become more frequent. However, Hermit’s latency increases slower than Fastswap, revealing

it is more tolerant to remote accesses. This is because Hermit’s overhead of accessing remote

memory is lower, thanks to its shorter swap-in path and its reclaim scheduler that eliminates

direct reclamation (§4.5.4.1). As Hermit adaptively changes the number of reclaim threads

to match the reclamation rate with the swap-in rate, it can result in competition for CPU

resources if the local memory ratio is small enough. Eventually, both systems encounter a

“hockey-stick” when they cannot handle the excessive remote memory accesses. Compared to

Fastswap, Hermit enables applications to operate in a more challenging regime of less local

memory while still maintaining < 500 µs 99th percentile latency.

Specifically, the low compute intensity of Memcached and Gdnsd aligns with Hermit’s

optimizations well; they only require a few CPU cores for serving load, leaving the rest of

the cores for reclamation. Moreover, thanks to their small per-request memory footprints,

they only require a small number of reclaim threads. For Memcached, Hermit has to rely

on more than four reclaim threads to keep up with frequent swap-ins when Memcached

runs under < 60% local memory ratio. The CPU contention gets more severe when local

memory gets smaller, and the system reaches 70% CPU utilization under 58% local memory

ratio. Afterward, Hermit’s reclaim threads can heavily interfere and block Memcached’s

threads, thus ramping up the tail latency. Similarly, Gdnsd on Hermit used ∼72% CPU

cycles when running under 56% local memory ratio, and the system can no longer maintain

low 99th percentile latency afterward. Fastswap’s single dedicated core fails to keep up with

the increasing page reclamation demand when local memory ratio is lower than 76% and 82%

for Memcached and Gdnsd, respectively, which ramps up their 99th percentile latency. To

conclude, Hermit pushes the operating regime in terms of local memory ratio from 75% (i.e.,

Fastswap) to 55% for Memcached, and from 80% to 55% for Gdnsd. Gdnsd has a slightly
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Figure 4.8: Hermit achieves significantly lower 99% latency than Fastswap and Linux under

the same fixed local memory ratio and varying load. For Memcached and Gdnsd, Hermit

achieves 99% latency close to the ideal local-only case. SocialNet is more challenging due to

its higher per-request memory footprint, but Hermit still achieves 74% load capacity of the

ideal case.

better result due to its better spatial locality. SocialNet is a more challenging application

that has a higher compute intensity and a larger per-request memory footprint. It requires

more reclaim threads which compete with application threads more heavily under low local

memory ratios. The system used 70% of its CPU resources under 65% local memory ratio,

and saturated all CPU cores under 60% local memory ratio. Hermit pushes its regime from

75% local memory ratio to 65%. In summary, Hermit enables applications to store an average

of 20% more working set in remote memory without breaking the tail latency target, thereby

harnessing stranded memory resources more efficiently.

Next, we fixed the local memory ratio to 70% and measured the tail latency of applications

with varying load (see Figure 4.8). Under low load, both Fastswap and Hermit encounter

higher latency than the local-only case due to additional remote memory accesses. Hermit

delivers lower latency than Fastswap due to the cheaper remote accesses it offers. For

Memcached and Gdnsd whose per-request memory footprint is smaller, Hermit reduces 99th

percentile latency by 3–9 µs, whereas for SocialNet, Hermit reduces latency by 43–86 µs.

Under high load, the latency gap becomes wider because of the CPU contention between
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Figure 4.9: We measured the throughput of batch applications achieved by different swap

systems normalized to the ideal local-only setup. Hermit outperforms other baselines. The

number in the parenthesis shows the ideal execution time.

application and asynchronous reclaim threads. In this case, application threads access remote

memory intensively, therefore triggering memory reclamation frequently. The asynchronous

reclaim threads impact application performance by contending CPU resources. Hermit

experiences lower performance degradation because of its asynchronous and more CPU-

efficient design of memory reclamation (§4.5.4.2). By eliminating blocking induced by direct

reclamation and shifting more CPU resources from reclamation to application, Hermit handles

higher load than Fastswap under the same local memory ratio while still maintaining < 500

µs 99th percentile latency. Hermit improves the load capacity by 3.2× (from 1.1 Mops to 3.5

Mops) for Memcached, and 1.7× (from 4.0 Mops to 6.8 Mops) for Gdnsd. Notably, compared

to the ideal local-only case, Hermit enables these applications to enjoy the benefit of remote

memory with only an average of 20% decrease in their load capacity. It is more challenging

to handle SocialNet well due to its larger per-request memory footprint and higher compute

intensity. As a result, the number of reclaim threads needed increases quickly with the load,

deteriorating the contention with application threads. Even though, Hermit still improves

SocialNet’s capacity by 1.5× (from 0.75 Mops to 1.15 Mops).
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4.5.3 Throughput of Batch Applications

In this section, we evaluate the throughput of batch applications under varying local memory

ratios (see Figure 4.9). Hermit outperforms both Fastswap and Linux. It only requires

45%–70% local memory to achieve at least 80% of the ideal throughput for all applications.

In contrast, Fastswap (i.e. the better baseline) has to use an average of 20% more local

memory to achieve the same throughput. Even under the extremely challenging case of 20%

local memory, Hermit is still able to preserve 40%–60% of applications’ ideal throughput.

This leads to 1.23×–1.87× improvement over Fastswap.

When Spark runs atop Fastswap, its throughput drops significantly when running with <

40% local memory. Our profiling reveals that swapping becomes extremely frequent in this

case, triggering the scalability bottleneck in kernel’s page reclamation path. Hermit does

not suffer from the same issue due to two reasons. First, Hermit significantly reduces the

direct reclamation ratio by performing reclamation asynchronously and timely. Therefore, it

confines reclamation into a small number of reclaim threads rather than all the application

threads (in direct reclamation). Second, Hermit’s CPU-efficient reclamation design reduces

the number of threads needed, further alleviating the scalability issue.

4.5.4 Design Drill-Down

We now evaluate specific aspects of Hermit’s design to understand their individual contribu-

tions to overall performance.

4.5.4.1 Remote Memory Access Latency

Hermit reduces remote memory access latency by shortening the critical path of swap-ins.

Figure 4.10 breaks down the improvements brought by specific optimizations, including bypass-

ing deduplication and using asynchronous I/O. The results are measured using Memcached.

Without Hermit’s optimizations, the original Linux spends 2.8 µs on swap-in deduplication.
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Figure 4.10: Hermit reduces the remote memory access latency in Memcached from 13.8 µs

to 10.2 µs with two optimizations, i.e., bypassing deduplication and using asynchronous I/O.
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Figure 4.11: Hermit entirely eliminates direct reclamation for Memcached, thanks to its

asynchronous reclamation design. Fastswap fails to serve > 2.4 Mops load due to CPU

congestion.

Hermit eliminates this overhead entirely by opportunistically bypassing the deduplication, see

Figure 4.11. After enabling asynchronous I/O, Hermit further overlaps I/O read with other

swap-in operations (e.g., cgroup accounting and metadata updating), reducing the swap-in

latency by another 0.9 µs. With both optimizations turned on, Hermit reduces the page

fault handling latency by 35%, from 13.8 µs to 10.2 µs. The RDMA backend spends 9 µs on

performing a 4KiB-page I/O. This indicates that Hermit reduces the overhead of the swap

system by a factor of four, from 4.8 µs to only 1.2 µs.
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Figure 4.12: Eliminating reverse mappings and enabling more batching makes reclamation

2.9× more efficient.

4.5.4.2 Page Reclamation Efficiency

To demonstrate Hermit’s improvements on page reclamation efficiency, we ran Memcached

and measured the per-thread reclamation throughput, see Figure 4.12. As shown by the

leftmost bar, the original Linux achieves 77K pages/s reclamation throughput. Hermit’s

rmap elimination optimization effectively improves the throughput by 37%, as most of pages

are private in Memcached. Batching TLB shootdowns and cgroup accountings amoritizes

their overheads and brings an additional 27% and 3% improvement, respectively. Finally,

Hermit batches I/O writes for dirty pages and overlaps them with the page release phase.

This significantly reduces the time wasted on polling for the write completion, generating a

75% further improvement. Our further profiling reveals that Hermit reduces the per-page

overhead of rmap by 59% from 1.70 µs to 0.69 µs, TLB shootdown by 92% from 2.45 µs to

0.20 µs, and I/O writes by 88% from 6.47 µs to 0.76 µs. To summarize, Hermit improves

the single-thread page reclamation throughput from 77K pages/s to 221K pages/s, making

reclamation 2.9× more efficient.

4.5.4.3 Effectiveness of Feedback-directed Asynchrony

To demonstrate the importance of Hermit’s feedback-directed asynchrony, we modified

Hermit’s reclaim scheduler to use Fastswap’s static scheduling policy. The new version
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Figure 4.13: Hermit’s feedback-directed asynchrony is indispensable for achieving superior

performance. Hermit considerably outperforms all Hermit∗s—the modified versions that adopt

Fastswap’s static scheduling policy for reclamation.

Hermit∗ uses a fixed number of reclaim threads and starts reclamation only when the free

local memory size falls below 8 MiB. Figure 4.13 shows the results of Memcached.

Hermit consistently outperforms all variants of Hermit∗, regardless of the number of

reclaim threads statically configured. Our further profiling reveals that the memory pressure

during Memcached’s execution varies over time. In most cases, it only requires ≤2 reclaim

threads to mitigate the pressure. However, upon sudden bursts of requests, it needs up to 4

threads to fully keep up with the demand. Hermit’s reclaim scheduler dynamically adjusts

the number of reclaim threads to adapt to the changes in demand, thereby achieving superior

performance to its static counterparts.

4.5.4.4 Breaking Down End-to-End Speedup

We evaluated the individual contribution of each of the three optimizations (§4.5.4.1-§4.5.4.3)

to the overall application performance.

For latency-critical applications, we used Memcached as the representative. We re-

ran Memcached with the same configuration as Figure 4.8 (a) with optimizations enabled

incrementally. Figure 4.14 reports the results. Linux even fails to handle low load of 0.5 Mops

under 70% local memory, as it frequently triggers direct reclamation which can easily prolong

Memcached’s 99th percentile latency by hundreds of microseconds. Fastswap outperforms
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Figure 4.14: All three of Hermit’s optimizations work in tandem to improve Memcached’s

latency and throughput. Results are measured with 70% local memory.

Linux by offloading reclamation to a dedicated core. However, the application quickly

saturates the core’s reclamation capacity once the load reaches 1.1 Mops, and starts to trigger

direct reclamation again (see Figure 4.11). This prevents Fastswap from maintaining low

99th percentile latency afterward.

With the reclaim scheduler (§4.3.2), Hermit can handle a much higher load, 2.5 Mops,

before the latency starts to spike. This is because Hermit’s reclaim scheduler proactively and

timely starts asynchronous reclamation, eliminating the blocking caused by direct reclamation.

Optimizations in the reclamation path (§4.3.4) reduce the amount of CPU resources required.

This alleviates the contention between reclaim threads and application threads, adding

0.4 Mops to the load capacity. Finally, optimizations in the swap-in path (§4.3.3) make

remote memory accesses faster and reduce the per-request processing time, thereby enabling

Memcached to achieve higher load with the same amount of compute. Putting them all

together, Hermit helps Memcached reach 3.5 Mops using 70% local memory while maintaining

99th percentile latency under 250 µs.

For batch applications, we used Spark as the representative and re-ran it under 20%

local memory with the same configuration as Figure 4.9(a). Figure 4.15 breaks down the

performance improvements. Our reclaim scheduler again improves the application throughput

by a large margin (31%) due to the following reasons. First, batch applications usually follow
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Figure 4.15: All three of Hermit’s optimizations collectively improve Spark’s throughput.

The Y-axis shows the execution time normalized to the ideal local-only time (68.4s). Results

are measured under 20% local memory.

the epochal hypothesis [182], whose compute and memory behaviors vary during an epoch

but repeat across epochs. Asynchronous reclamation unleashes the hidden parallelism by

speculatively reclaiming pages, making it possible for reclaim threads to efficiently harness

idle compute resources in each epoch. Second, Linux swap frequently triggers massive direct

reclamations instantaneously, causing severe lock contentions between page faults handlings

(swap-in) and reclamation. Hermit avoids the burst of reclamation and greatly alleviates the

contention by reclaiming asynchronously and proactively. Further, optimizations on the page

reclamation path and the swap-in path collectively improve the swap efficiency: they yield

an additional 10% and 4% throughput improvement, respectively.

4.5.4.5 Resource Consumption of Swap Operations

Network Bandwidth. Hermit performs swap operations eagerly to improve performance.

It opportunistically bypasses swap-in deduplication to reduce swap-in latency (§4.3.3) and

proactively schedules asynchronous reclaim threads to avoid direct reclamation (§4.3.2). These

optimizations offer performance benefits potentially at the cost of additional network usage.

For example, Hermit might swap in the same page several times in the presence of concurrent

page faults. To confirm that Hermit does not incur excessive network traffic, we measure the
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Figure 4.16: Hermit’s optimizations do not incur additional network usage during swap-ins/-

outs compared to Fastswap.

network bandwidth used for swap-ins and swap-outs, and compare it with Fastswap’s usage.

Figure 4.16 shows the results when running Memcached. The X-axis shows the offered

load while the Y-axis shows the average network bandwidth. The error bar quantifies the

bandwidth fluctuation during the application’s execution. With higher offered load, both

Fastswap and Hermit use more network bandwidth as Memcached swaps memory more

frequently. The bandwidth usage in swap-outs is lower than in swap-in as clean pages do not

need to be written back during reclamation.

For swap-in, Hermit incurs similar network bandwidth usage compared to Fastswap. This

is consistent with our further investigation which reveals that the conflict rate (i.e. the ratio

of concurrent page faults that swap in the same page) is less than 0.07%. Therefore, Hermit’s

swap-in optimization barely introduces any extra network overhead in practice.

For swap-out, we break down the total bandwidth consumption into the usage of asyn-

chronous swap-out and direct swap-out. Hermit is able to constantly perform asynchronous

reclamation without using additional network bandwidth compared to Fastswap. This makes

sense as Hermit’s optimizations to reclamation timing and efficiency do not inflate the number

of reclaimed pages.
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Figure 4.17: Hermit saves ∼30% CPU cycles under varying load compared with Fastswap,

which is the key enabler to achieve low 99th percentile latency under high load.

CPU Cycles. We also profiled the CPU usage of applications running on Fastswap and

Hermit, revealing that Hermit can serve much higher load with the same amount of CPU

resources. Figure 4.17 depicts the total CPU usage of Memcached and Hermit’s reclaim

threads under 70% local memory ratio and varying load. When increasing load, both Fastswap

and Hermit use more CPU cycles as Memcached swaps more frequently. We observed that

Memcached fails to use > 70% CPU cycles due to its internal lock contention on hot slabs

under skewed workloads. Even though Hermit can spawn more reclaim threads than Fastswap

(when needed), it uses 20%–30% fewer CPU resources overall, thanks to its feedback-directed

asynchrony and more effective use of batching. Therefore, Hermit is able to offer 32% higher

load capacity for Memcached compared to Fastswap.

4.6 Related Work

In addition to the related work covered in §2.2, we categorize the subsequent related work by

specific topics.

Kernel-based Remote Memory. To provide transparency to existing applications, the

kernel-based approach leverages OS paging to access and manage remote memory. Most
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kernel-based systems build upon Linux, including Hermit. Infiniswap [89] is an early work

that integrates Linux’s swap subsystem with an RDMA-based block device backend. Later,

Fastswap [12] leverages the lightweight frontswap interface to reduce overhead and offloads

page reclamation to a dedicated core. Leap [158] improves Linux’s prefetcher to achieve a

higher local memory hit rate. The ongoing advances of Linux’s virtual memory subsystem in

the kernel community also benefit Linux-based remote memory. These include, but are not

limited to multi-generational LRU [74], speculative page faults [134], maple-tree-based VMAs

[100], and DAMON-based proactive page reclamation [196]. Finally, other kernel-based work

like LegoOS [224] builds new OS, hoping for better performance with its clean-slate approach.

Library-based Remote Memory. The library-based approach bypasses OS to reduce

the kernel overhead and overcome the granularity restriction imposed by paging. It trades

application transparency for performance; application developers often have to significantly

rewrite their code using the new remote memory APIs. FaRM [68] and KVDirect [135]

expose remote memory with an external key-value store interface which mismatches with

the construction of existing applications. Distributed shared memory (e.g., [139, 179]), on

the other hand, provides an object-oriented interface that is more user-friendly. AIFM [216]

proposes remote-able data structures to capture rich application semantics, but requires

programmers to re-write the code with its APIs. Semeru [258], Mako [152], and MemLiner [259]

are JVM-based remote memory runtimes, offering transparency for Java applications by

co-designing the JVM and the kernel.

Hardware-accelerated Remote Memory. Another type of work proposes novel hardware

designs, thereby unlocking new opportunities for optimizing remote memory. Hermit focuses

on the software layer and benefits from the advance of the underlying hardware. PBerry

[35] and Kona [36] overcome the granularity restriction of paging and enable cache-line-level

remote memory access. Clio [94], StRoM [235], and RMC [13] reduce the expensive network

traffic by offloading tasks into the customized hardware of the memory server. Finally,
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the emerging CXL bus [137] is promising to lower the bar of accessing remote memory by

delivering performance close to local DRAM.

4.7 Summary

In this chapter, we present Hermit, a re-architected swap system that leverages the novel

technique of adaptive, feedback-directed asynchrony. Our evaluation shows that Hermit

significantly outperforms Fastswap (the state-of-the-art swap system) in real datacenter

applications; it reduces the 99th percentile tail latency by 99.7% and improves the through-

put by 1.24×. Hermit defies the conventional wisdom about kernel-based remote memory,

demonstrating that it is possible to achieve both full transparency and high performance

simultaneously.

The success of Hermit also unveils a deeper challenge in today’s multi-tenant cloud

environments, where servers often colocate multiple applications. However, because the

kernel swap system is shared globally by all applications running on a server, it can introduce

resource contention and performance interference when multiple applications share remote

memory. In the next chapter, we quantify the interference effect and address this challenge

by introducing a comprehensive swap isolation and fair share mechanism.
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CHAPTER 5

Canvas: Isolated and Adaptive Remote Memory

Harvesting

In Chapter 4, we illustrated how Hermit enables an application to scale out and harvest idle

resources on a remote server. However, in the real production environment, it is common

for multiple applications to co-locate on the same server [106, 282]. Consequently, these

applications can share remote memory, including the swap system code path, the network,

the local swap cache, and other swap resources. Unfortunately, today’s OS kernel swap

system is not well prepared for such resource-sharing scenarios, as it focuses on the efficiency

of a single application setting only, overlooking the need to isolate co-running applications,

leading to significant performance interference when applications share remote memory.

In this chapter, we first perform a detailed performance study to understand the sources

of this performance interference, and quantify their performance impact on co-running

applications. Based on these findings, we introduce Canvas, an isolation mechanism for the

OS kernel swap system that holistically isolates swap resources (e.g., swap partition, swap

cache, prefetcher, and RDMA bandwidth) for each application. Furthermore, because swap

isolation segregates each application’s access patterns and needs, it enables the OS kernel

to capture per-application semantics and adaptively optimize the swap system for optimal

efficiency. Specifically, Canvas incorporates three such optimizations: (1) adaptive swap

entry allocation, (2) semantics-aware prefetching, and (3) two-dimensional RDMA scheduling.

With its isolation mechanism, Canvas minimizes performance interference between co-running

applications; with its adaptive optimizations, Canvas further enhances performance for each
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individual application beyond the isolation benefits.

5.1 Introduction

A typical swap system in the OS uses a swap partition and swap cache for applications to

swap data between memory and external storage. The swap partition is a storage-backed swap

space. The swap cache is an intermediate buffer between the local memory and storage—it

caches unmapped pages that were just swapped in or are about to be swapped out. Upon a

page fault, the OS looks up the swap cache; a cache miss would trigger a demand swap and a

number of prefetching swaps. Swaps are served by RDMA and all fetched pages are initially

placed in the swap cache. The demand page is then mapped to a virtual page and moved out

of the swap cache, completing the fault handling process.

Problems. Current swap systems run multiple applications over shared swap resources (i.e.,

swap partition, RDMA, etc.). This design works for disk-based swapping where disk access is

slow—each application can allow only a tiny number of pages to be swapped to maintain an

acceptable overhead. This assumption, however, no longer holds under far memory because

an application can place more data in far memory than local memory and yet still be efficient,

thanks to RDMA’s low latency and high bandwidth.

As such, applications have orders-of-magnitude more swap requests under far memory

than disks. Millions of swap requests from different applications go through the same

shared data path in a short period of time, leading to severe performance interference. Our

experiments show that, with the same amounts of CPU and local-memory resources, co-

running applications leads up to a 6× slowdown, an overhead unacceptable for any real-world

deployment.

State of the Art. Interference is a known problem in datacenter applications and a large

body of work exists on isolation of CPU [28, 50, 141], I/O [91, 234], network bandwidth [25,
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83, 113, 173, 203, 232] and processing [122]. Most of these techniques build on Linux’s cgroup

mechanism, which focuses on isolation of traditional resources such as CPU and memory, not

swap resources such as remote memory usage and RDMA. Prior swap optimizations such as

Infiniswap [89] and Fastswap [12] focus on reducing remote access latency, overlooking the

impact of swap interference in realistic settings. Justitia [284] isolates RDMA bandwidth

between applications, but does not eliminate other types of interference such as locking and

swap cache usage.

Contribution #1: Interference Study (§5.2). We conducted a systematic study with

a set of widely-deployed applications on Linux. Our results reveal three major performance

problems:

• Severe lock contention: Since all applications share a single swap partition, extensive

locking is needed for swap entry allocation (needed by every swap-out), reducing throughput

and precluding full utilization of RDMA’s bandwidth. Our experience shows that in windows

of frequent remote accesses, applications can spend 70% of the windows’ time on swap

entry allocation.

• Uncontrolled use of swap resources (e.g., RDMA): The use of the shared RDMA

bandwidth is often dominated by the pages fetched for applications with many threads

simultaneously performing frequent remote accesses. For example, aggressively (pre)fetching

pages to fulfill one application’s needs can disproportionally reduce other applications’

bandwidth usage. Further, even within one application, prefetching competes for resources

with demand swaps, leading to either prolonged fault handling or delayed prefetching that

fails to bring back pages in time.

• Reduced prefetching effectiveness: Applications use the same prefetcher, prefetching

data based on low-level (sequential or strided) access patterns across applications. However,

modern applications exhibit far more diverse access patterns, making it hard for prefetching

to be effective across the board. For example, co-running Spark and native applications
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reduces Leap [158]’s prefetching contribution by 3.19×.

These results highlight two main problems. First, interference is caused by sharing a

combination of swap resources including the swap partition/cache, and RDMA (bandwidth

and SRAM on RNIC). Although recent kernel versions added support [105] for charging

prefetched pages into cgroup, resolving interference requires a holistic approach that can

isolate all these resources. Furthermore, interference stems not only from resource racing, but

also from fundamental limitations with the current design of the swap system. For instance,

reducing interference between prefetching and demand swapping requires understanding

whether a prefetching request can come back in time. If not, it should be dropped to give

resources to demand requests, which are on the critical path. This, in turn, requires a redesign

of the kernel’s fault handling logic.

Second, cloud applications exhibit highly diverse behaviors and resource profiles. For

example, applications with a great number of threads are more sensitive to locking than

single-threaded applications. Furthermore, managed applications such as Spark often make

heavy use of reference-based data structures while native applications are often dominated

by large arrays. The application-agnostic nature of the swap system makes it hard for a

one-size-fits-all policy (e.g., a global prefetcher) to work well for diverse applications. Effective

per-application policies dictates (1) holistic swap isolation and (2) understanding application

semantics, which is currently inaccessible in the kernel.

Contribution #2: Holistic Swap Isolation (§5.3). To solve the first problem, we

develop Canvas, a fully-isolated swap system, which enables each application to have its

dedicated swap partition, swap cache, and RDMA usage. In doing so, Canvas can charge

each application’s cgroup for the usage of all kinds of swap resources, preventing certain

applications from aggressively invading others’ resources.
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Contribution #3: Isolation-Enabled Adaptive Optimizations (§5.4). To solve the

second problem, we develop a set of adaptive optimizations that can tailor their policies

and strategies to application-specific swap behaviors and resource needs. Our adaptive

optimizations bring a further boost on top of the isolation-provided benefits, making co-

running applications even outperform their individual runs.

(1) Adaptive Swap Entry Allocation (§5.4.1) Separating swap partitions reduces

lock contention at swap entry allocations to a certain degree, but the contention can still

be heavy for multi-threaded applications. For example, Spark creates many threads to fully

utilize cores and these threads need synchronizations before obtaining swap entries. The

synchronization overhead increases dramatically with the number of cores (§5.5.4.1), creating

a scalability bottleneck. We develop an adaptive swap entry allocator that dynamically

balances between the degree of lock contention (i.e., time) and the amount of swap space

needed (i.e., space) based on each application’s memory behaviors.

(2) Adaptive Two-tier Prefetching (§5.4.2) Current kernel prefetchers build on

low-level access patterns (e.g., sequential or strided). Although such patterns are useful for

applications with large array usages, many cloud applications are written in high-level, man-

aged languages such as Java or Python; their accesses come from multiple threads or exhibit

pointer-chasing behavior as opposed to sequential or strided patterns. As effective prefetching

is paramount to remote-memory performance, Canvas employs a two-tier prefetching design.

Our kernel-tier prefetcher prefetches data for each application into its private swap cache

based on low-level patterns. Once this prefetcher cannot effectively prefetch data, Canvas

adaptively forwards the faulty address up to the application tier via a modified userfaultfd

interface, enabling customized prefetching logic at the level of reference-based or thread-based

access patterns.

(3) Adaptive RDMA Scheduling (§5.4.3) Isolating RDMA bandwidth alone for

each application is insufficient. As there could be many more prefetching requests than

demand swap requests, naïvely sending all to RDMA delays demand requests, increasing
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fault-handling latency. On the other hand, naïvely delaying prefetching requests (as in

Fastswap [12]) reduces their timeliness, making prefetched pages useless. We built a two-

dimensional RDMA scheduler, which schedules packets not only between applications but

also between prefetching and demand requests for each application.

Results. Our evaluation (§5.5) with a set of 14 widely-deployed applications (including

Spark [274], Cassandra [18], Neo4j [180], Memcached [163], XGBoost [47, 48], Snappy [85], etc.)

demonstrates that Canvas improves the overall application performance by up to 6.2× (average

3.5×) and reduces applications’ performance variation (i.e., standard deviation) by 7×, from

an overall of 1.72 to 0.23. Canvas improves the overall RDMA bandwidth utilization by 2.8×

for co-run applications. Canvas is available at https://github.com/uclasystem/canvas.

5.2 Motivating Performance Study

To understand the impact of interference, we conducted a study with a set of widely-

deployed applications including Apache Spark [274], Neo4j [180], XGBoost [48] (i.e., a

popular ML library), Snappy [85] (i.e., Google’s fast compressor/decompressor), as well as

Memcached [163]. Spark and Neo4j are managed applications running on the JVM, while

the other three are native applications. They cover a spectrum of cloud workloads from

data storage through analytics to ML. In addition, they include both batch jobs (such as

Spark) and latency-sensitive jobs (such as Memcached). Co-running them represents a typical

scenario in a modern datacenter where operators fill left-over cores unused by latency-sensitive

tasks with batch-processing applications to improve CPU utilization [27]. For example, in a

Microsoft Bing cluster, batch jobs are colocated with latency-sensitive services on over 90,000

servers [106]. Google also reported that 60% of machines in their compute cluster co-run at

least five jobs [282].

We ran these programs, individually vs. together, on a machine with two Xeon(R) Gold
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Figure 5.1: Slowdowns of co-running applications compared to running each individually.

6252 processors, running Linux 5.5. Another machine with two Xeon(R) CPU E5-2640 v3

processors and 128GB memory was used for remote memory. Each machine was equipped

with a 40 Gbps Mellanox ConnectX-3 InfiniBand adapter and inter-connected by one Mellanox

100 Gbps InfiniBand switch. Using cgroup, the same amounts of CPU and local memory

resources were given to each application throughout the experiments. RDMA bandwidth was

not saturated for both application individual runs and co-runs. The amount of local memory

configured for each application was 25% of its working set.

Performance Interference and Degradation. To understand the overall performance

degradation and how it changes with different applications, we used two managed applications:

Spark and Neo4j. Figure 5.1 reports each application’s performance degradation when co-

running with other applications compared to running alone. The blue/orange bars show the

slowdowns when the three native applications co-run with Spark/Neo4j. Clearly, co-running

applications significantly reduces each application’s performance. We observed an overall

3.9/2.2× slowdown when native applications co-run with Spark/Neo4j. Spark persists a

large RDD in memory and keeps swapping in/out different parts of the RDD, while Neo4j is

a graph database and holds much of its graph data in local memory and thus does not swap

as much as Spark.

Another observation is that the impact of interference differs significantly for different

applications. Applications that generate high swap throughputs aggressively invade swap
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Figure 5.2: Prefetching contribution of Leap: the percentage of page faults served by Leap-

prefetched pages (%).

and RDMA resources of other applications. In our experiments, Memcached, XGBoost, and

Spark all need frequent swaps. However, Spark runs many more threads (> 90 application

and runtime threads) than Memcached (4 threads) and XGBoost (16 threads), resulting in

a much higher swap throughput. As such, Spark takes disproportionally more resources,

leading to severe degradation for Memcached and XGBoost.

Reduced Prefetching Effectiveness. Sharing the same prefetching policy reduces the

prefetching effectiveness when multiple applications co-run. Figure 5.2 reports prefetching

contribution—the percentage of page faults served by prefetched pages—the higher the

better; if a prefetched page is never used, prefetching it would only incur overhead. We used

Leap [158] as our prefetcher. The left six bars report such percentages for the applications

running individually. When applications co-run, the rightmost three bars report the average

percentages across applications. As shown, co-running dramatically reduces the contribution.

Note that Leap [158] uses a majority-vote algorithm to identify patterns across multiple

applications. However, when applications that exhibit drastically different behaviors co-run,

Leap cannot adapt its prefetching mechanism and policy to each application. Furthermore,

Leap is an aggressive prefetcher—even if Leap does not find any pattern, it always prefetches

a number of contiguous pages. However, aggressive prefetching for applications such as Spark

with garbage collection (GC) is ineffective—e.g., prefetching for a GC thread has zero benefit
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and only incurs overhead. Detailed evaluation of prefetching can be found in §5.5.4.
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Figure 5.3: Swap entry allocation throughput when applications run individually (a) and

together (b).
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Figure 5.4: RDMA swap-in bandwidth when applications run individually (a) and together

(b).

Lock Contention. We observed severe lock contention in the swap system when applications

co-run, particularly at swap entry allocation associated with each swap-out.

We experimented with Spark (Logistic Regression), XGBoost, and Snappy. Our results

show that in windows of frequent remote accesses, co-running applications can spend up to

70% of the window time on obtaining swap entries. Lock contention leads to significantly
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Figure 5.5: Latency of prefetching and on-demand swapping.

reduced swap-entry allocation throughput, reported in Figure 5.3. The total lines in Fig-

ure 5.3(a) and (b) show the total throughput (i.e., the sum of each application’s allocation

throughput). The co-running throughput (b) is drastically reduced compared to the individual

run’s throughput (a) (i.e., ∼450Kps to ∼200Kps).

Reduced RDMA Utilization. Figure 5.4 compares the RDMA read bandwidth (for

swap-ins) when applications run individually and together. Similarly, the total line represents

the sum of each application’s RDMA bandwidth. The total RDMA utilization is constantly

below ∼1000MBps in Figure 5.4(b), which is 3.28× lower than that in Figure 5.4(a) due to

various issues (e.g., locking, reduced prefetching, etc.). The RDMA write bandwidth degrades

by an overall of 2.80×.

Demand v.s. Prefetching Interference. Optimizations such as Fastswap [12] improve

swap performance by dividing the RDMA queue pairs (QP) into sync and async. The

high-priority synchronous QP is used for demand swaps, while the low priority async QP

is used for prefetching requests. This separation reduces head-of-line blocking incurred by

prefetching. However, when applications co-run, this design adds a delay for prefetching.

Figure 5.5 depicts the CDF of the latency of RDMA packets from demand and prefetching

requests, when the four applications co-run on Leap. As shown, 99% of the on-demand
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requests are served within 40µs. However, the latency of 36.9% of prefetching requests is

longer than 512µs and it can reach up to 52ms! Long latency renders prefetched pages useless

because prefetching is meant to load pages to be used soon. Our profiling shows that among

the prefetched pages that are actually accessed by the application, 90% are accessed within

70µs, indicating that ∼70% of the pages prefetched return too late. A late prefetch of a page

would subsequently block a demand request of the page when it is accessed by the application.

This problem motivates our two-dimensional RDMA scheduling (§5.4.3).

Problem Description Performance Impact Canvas’s Solution

Unlimited use of swap Apps generating higher swap thruput Holistic isolation of swap system and RDMA

RDMA resources use disproportionately more resources isolation and scheduling (§5.3, §5.4.3)

Lock contention at swap
Reduced swap-out throughput

(1) Swap parti. isolation (§5.3);

entry allocation (2) adaptive entry alloc. (§5.4.1)

Single low-level prefetcher Increased fault-handling latency Two-tier adaptive prefetching (§5.4.2)

prefetching v.s. demand interfere Increased fault-handling latency Two-dimensional RDMA scheduling (§5.4.3)

Table 5.1: Summary of major issues and Canvas’s solution.

Takeaway. The root cause of performance degradation is that multiple applications, whose

resource needs and swap behaviors are widely apart, all run on a global swap system with

the same allocator and prefetcher. Table 5.1 summarizes these problems, their performance

impact, and our solutions.

5.3 Swap System Isolation

Canvas extends cgroup for users to specify size constraints for swap partition, swap cache,

and RDMA bandwidth. We discuss the kernel support to enforce these new constraints,

laying a foundation for adaptive optimizations in §5.4.
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Swap Partition Isolation. In Linux, remote memory is managed via a swap partition

interface, shared by all applications. If there are multiple available swap partitions, they

are used in a sequential manner according to their priorities. As a result, data of different

applications are mixed and stored in arbitrary locations.

Canvas separates remote memory of each cgroup to isolate capacity and performance. The

user creates a cgroup to set a size limit of remote memory for an application. Canvas allocates

remote memory in a demand-driven manner—upon a pressure in local memory, Canvas

allocates remote memory and registers it as a RDMA buffer. Canvas enables per-cgroup swap

partitions by creating a swap partition interface and attaching it to each cgroup. For each

cgroup, a separate swap-entry manager is used for allocating and freeing swap entries. Swap

entry allocation can now be charged to the cgroup, which controls how much remote memory

each application can use. Our adaptive swap entry allocation algorithm is discussed in §5.4.1.

Canvas explicitly enables a private swap cache for each cgroup (a default value of 32MB),

whose size is charged to the memory budget specified in the cgroup. As a result, the size of

an application’s swap cache changes in response to its own memory usage, without affecting

other applications.

For each demand swap-in, Canvas first checks the mapcount of the page, which indicates

how many processes this page has been mapped to before. If the page belongs only to one

process, it is placed in its private swap cache. Otherwise, it has to be placed in a global swap

cache (discussed shortly). To release pages (e.g., when the application’s working set increases,

pushing the boundary of the swap cache), Canvas scans the swap cache’s page list, releasing

a batch of pages to shrink the cache.

RDMA Bandwidth Isolation. For each cgroup, Canvas isolates RDMA bandwidth with

a set of virtual RDMA queue pairs (VQPs) and a centralized packet scheduler. Users can

set the swap-in/swap-out RDMA bandwidth of a cgroup with our extended interface. Our

RDMA scheduler works in two dimensions. The first dimension schedules packets across
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applications, while the second dimension schedules on a per-application basis—each cgroup

has its sub-scheduler that schedules packets that belong to the cgroup between demand

swapping and prefetching.

VQPs are high-level interfaces, implemented with lock-free linked lists. Each cgroup

pushes its requests to the head of its VQP, while the scheduler pops requests from their tails.

At the low level, our scheduler maintains three physical queue pairs (PQP) per core, for

demand swap-in, prefetching, and swap-out, respectively. The scheduler polls all VQPs and

forwards packets to the corresponding PQPs, using a two-dimensional scheduling algorithm

(see §5.4.3).

Handling of Shared Pages. Processes can share pages due to shared libraries or memory

regions. These pages cannot go to any private swap cache. Canvas maintains a global swap

partition and cache for shared pages. When a page is evicted and ummapped, Canvas checks

its mapcount and adds it to the global swap cache if the page is shared between different

processes. All pages in the global swap cache will be eventually swapped out to the global

partition using the original lock-based allocation algorithm. Conversely, pages swapped in

(and prefetched) from the global swap partition are all placed into the global swap cache. For

typical cloud applications such as Spark, Cassandra and Neo4j, the number of shared pages

is much smaller than process-private pages, using locks in a normal way would not incur a

large overhead. We cannot charge applications’ cgroups for pages in the global swap cache,

because which process(es) share these pages is unknown before they get mapped into processes’

address spaces. Canvas allows users to create a special cgroup, named cgroup-shared, to

limit the size of the global swap cache/partition.

One limitation of our cgroup-based approach is that cgroup can only partition resources

statically while applications’ resource usage may change from time to time and static

partitioning could lead to resource underutilization. However, the focus of this chapter is

to ensure isolation and future work could incorporate max-min fair allocation to improve
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resource utilization.

5.4 Isolation-Enabled Swap Optimizations

On top of the isolated swap system, we develop three optimizations, which dynamically adapt

their strategies to each application’s resource patterns and semantics.

5.4.1 Adaptive Swap Entry Allocation

As discussed in §5.2, swap entry allocation suffers from severe lock contention under frequent

remote accesses—allocation is needed at every swap-out. To further motivate, we use a simple

experiment by running Memcached alone on remote memory with different core numbers. As

the number of cores increases, the average entry allocation time grows super-linearly—it grows

from 10µs under 16 cores quickly to 130µs under 48 cores due to increased lock contention (see

Figure 5.12). Creating a per-application swap partition mitigates the problem to a certain

degree. However, applications like Spark run more than 90 threads; frequent swaps in these

threads can still incur significant locking overhead.

To further reduce contention, we develop a novel swap entry allocator that adapts

allocation strategies in response to each application’s own memory access/usage. Our first

idea is to enable a one-to-one mapping between pages and swap entries. At the first time

a page is swapped out, we allocate a new swap entry using the original (lock-protected)

algorithm. Once the entry is allocated, Canvas writes the entry ID into the page metadata

(i.e., struct page). This ID remains on the page throughout its life span. As a result,

subsequent swap-outs of the page can write data directly into the entry corresponding to this

ID. We pay the locking overhead only once for each page at its first swap-out.

This approach requires a swap entry to be reserved for each page. For example, if the

local memory size is S and the remote memory allocation is 3S, with one-to-one mapping the

remote memory allocation would be 4S (i.e., each page residing in local memory also has a
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remote page, resulting in a 33% overhead). However, this overhead may not be necessary.

For example, modern applications exhibit strong epochal behaviors. Under the original

allocator, swap entries for pages accessed in one epoch can be reused for those in another

epoch. Under this approach, however, all pages in all epochs must have their dedicated swap

entries throughout the execution, which can lead to an order-of-magnitude increase in remote

memory usage.

Our key insight is: we should trade off space for time if an application has much available

swap space, but time for space when its space limit is about to be reached. As such, when

the remote memory usage is about to reach the limit specified in cgroup (i.e., 75% in our

experiments), Canvas starts removing reservations to save space. The next question is which

pages we should consider first as our candidates for reservation removal. Our idea is that we

should first consider “hot pages” that always stay in local memory and are rarely swapped.

This is because hot pages (i.e., data on such pages are frequently accessed) are likely to stay

in local memory for a long time; hence, locking overhead is less relevant for them. On the

contrary, “cold” pages whose accesses are spotty are more likely to be swapped in/out and

hence swap efficiency is critical. Here “hot” and “cold” pages are relatively defined as they are

specific to execution stages—a cold page swapped out in a previous stage can be swapped in

and become hot in a new stage.

To this end, we develop an adaptive allocator. Canvas starts an execution by reserving

swap entries for all pages to minimize lock contention. Reservation removal begins when

remote-memory pressure is detected. Canvas adaptively removes reservations for hot pages.

We detect hot pages for each application by periodically scanning the application’s LRU

active list—pages recently accessed are close to the head of the active list. Each scan identifies

a set of pages from the head of the list; a page is considered “hot” if it appears in a consecutive

number of sets recently identified.

Removing the reservation for a hot page can be done by (1) removing the entry ID from

the page metadata and (2) freeing its reserved swap entry in remote memory, adding the
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Figure 5.6: FSM describing our page management when remote-memory pressure is detected.

entry back to the free list. Once a hot page becomes cold and gets evicted, it does not have

a reservation any more, and hence, it goes through the original (lock-protected) allocation

algorithm to obtain an entry. In this case, the page receives a new swap entry and remembers

this new ID in its metadata.

Figure 5.6 shows the page state machine, which describes the page handling logic. A cold

page (to be evicted) can be in one of the two states: state 2 and state 5. A page comes to

state 2 if it is (1) a brand new page that has never been swapped out or (2) previously a hot

page but has not been accessed for long. Once it reaches state 2, the page does not have a

reserved swap entry ID and hence, swapping out this page goes through the normal allocation

path. In the case of swap-in (state 5), the swap entry ID is already remembered on the page.

The next swap-out will directly use this entry and be lock-free. If the page becomes hot (from

state 5 to 3), Canvas removes the entry ID and releases the entry reservation. The entry is

then added back to the free list.

Performance Analysis. To understand the performance of the adaptive entry allocation

algorithm, let us consider the following two scenarios. In the first scenario, the application

performs uniformly random accesses. As a result, Canvas cannot clearly distinguish hot/cold

pages, and thus randomly cancels their reservations. However, due to the random process,

when a page is swapped out, it has a certain probability of still possessing a reserved swap

entry (depending on the ratio of remaining reservations) and hence Canvas can still improve
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the allocation performance.

In the second scenario, the application follows a repetitive pattern of accessing a page a

few times (making it hot) and then moving on to accessing another page; it will not come

back to the page in a long while. Under our allocation algorithm, every page will be identified

as a hot page, leading to the cancellation of its reservation. However, each page will be

swapped out when it is cold enough; at each swap-out, the page has to go through the original

allocation algorithm. This is the worst-case scenario, and even in this case, Canvas has the

same (worst-case) performance as the original Linux allocator, which allocates an entry at

each swap-out.

Some of the recent patches submitted to the Linux community also attempt to reduce

lock contention for swap entry allocation.

5.4.2 Two-Tier Adaptive Prefetching

Problems with Current Prefetchers. Current prefetchers all focus on low-level (stream-

ing or strided) access patterns. While such patterns exist widely in native array-based

programs, applications written in high-level languages such as Python and Java are domi-

nated by reference-based data structures—operations over such data structures involve large

amounts of pointer chasing, making it hard for current prefetchers to identify clear patterns.

Furthermore, cloud applications such as Spark are heavily multi-threaded. Modern

language runtimes, such as the JVM, run an additional set of auxiliary threads, e.g., for GC

or JIT compilation. How these user-level threads map to kernel threads is often implemented

differently in different runtimes. Consequently, kernel prefetchers such as Leap [158] cannot

distinguish patterns from different threads.

To develop an adaptive prefetcher, Canvas employs a two-tier design, illustrated in

Figure 5.7. At the low (kernel) tier, Canvas uses an existing kernel prefetcher that prefetches

data for each application into its own private swap cache (unless data comes from the
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global swap partition). A kernel prefetcher is extremely efficient and can already cover a

range of (array-based) applications. For applications whose accesses are too complex for

the kernel prefetcher to handle, we forward the addresses up to the application level, letting

the application/runtime analyze semantic access patterns at the level of threads, references,

arrays, etc.

Prefetching Logic. In Canvas, we adopt the sync/async separation design in Fastswap [12],

which prevents head-of-line blocking. As stated earlier, we use three PQPs per core, one

for swap-out, one for (sync) demand swap-in, and one for (async) prefetching. Canvas polls

for completions of critical (demand) operations, while configuring interrupt completions for

asynchronous prefetches.

Canvas determines whether to use an application-tier prefetcher based on how successful

kernel-tier prefetching is. If the number of pages prefetched for an application is lower than a

threshold at the most recent N (=3 in our evaluation) faults consecutively, Canvas starts

forwarding the faulting addresses up to the application-tier prefetcher (discussed shortly)

although the kernel-tier prefetcher is still used as the first-line prefetcher.

Canvas stops forwarding whenever the kernel-tier prefetcher becomes effective again. Our

key insight is: the kernel-tier prefetcher is efficient without needing additional compute

resources (as it uses the same core as the faulting thread), while the application-tier prefetcher

needs extra compute resources to run. As such, we disable application-tier prefetchers as long

as the kernel-tier prefetcher is effective. To pass a faulting address to the application, we

modify the kernel’s userfaultfd interface, allowing applications to handle faults at the user

space. Our modification makes the kernel forward the faulting address only if the kernel’s

prefetcher continuously fails to prefetch pages.

Runtime Support for Application-tier Prefetching. A major challenge is how to

develop application-tier prefetchers. On the one hand, application-tier prefetchers should
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Figure 5.7: Canvas’s two-tier prefetcher: App A is an array-based program while B is a

modern web application that uses reference-based data structures. The low-tier prefetcher

successfully prefetches pages for A, but not for B. Hence, Canvas forwards the addresses up

to B’s high-tier prefetcher.

conduct prefetching based on application semantics, of which the kernel is unaware. On

the other hand, application developers may not be familiar with a low-level activity like

prefetching; understanding memory access patterns and developing prefetchers can be a

daunting task for them.

Our insight is: applications that benefit from application-tier prefetching are mostly

written in high-level languages and run on a managed runtime such as the JVM. Inspired by

previous work on using language runtime to solve memory efficiency problems for data analytics

applications [155, 177, 181–183], Canvas currently supports application-tier prefetching for

the JVM as a platform. However its support could be easily extended to other managed

runtimes for high-level languages like Go and C#. Leveraging language runtime solves both

problems discussed above—it has access to semantic information such as how objects are

connected and the number of application threads; furthermore, the burden of developing an

application-tier prefetcher is shifted from application developers to runtime developers. Thus,

it is not necessary to supply a custom application-tier prefetcher per application, but define

it once for each language runtime.

In this work, we develop an application-tier prefetcher in Oracle’s OpenJDK as a proof-
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of-concept. It works for all (Java, Scala, Python, etc.) programs that run on the JVM. Our

JVM-based prefetcher considers two semantic patterns : (1) reference-based (i.e., accessing an

object brings in pages containing objects referenced by this object) and (2) thread-based (i.e.,

accesses from different application threads are separately analyzed to find patterns).

For (1), we modify the JVM to add support that can quickly find, from a faulting address,

the object in which the address falls. We use write barrier, a piece of code instrumented

by the JVM at each object field write, as well as the garbage collector to record references

between pages. For example, for each write of the form a.f=b, if the objects referenced by 𝑎

and 𝑏 are on different page groups, we record an edge on a summary graph where each node

represents a consecutive group of pages and each edge represents references between groups.

During prefetching, we traverse the graph from the node that represents the accessed page

and prefetch pages that can be reached within 3 hops. The traversal does not follow cycles

and its overhead is negligible. This approach is suitable for applications that store a large

amount of data in memory, such as Spark and Cassandra.

For (2), we leverage the JVM’s user-kernel thread map. For each faulting address, Canvas

additionally forwards the thread information (i.e., pid) to the JVM, which consults the map

to filter out non-application (e.g., GC, compilation, etc.) threads and segregate addresses

based on Java threads (as opposed to kernel threads). Segregated addresses allow us to

analyze (sequential/strided) patterns on a per-thread basis (using Leap’s majority-vote

algorithm [158]). Once patterns are found, the prefetcher sends the prefetching requests to

the kernel via async_prefetch.

For native programs that directly use kernel threads (e.g., pthread), the thread information

is straightforward and immediately visible to Canvas. We can easily segregate addresses

accessed from different threads and analyze patterns based upon addresses from each individual

thread.
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Policy. To improve effectiveness, the JVM uses a search tree to record information about

large arrays. Upon the allocation of an array whose size exceeds a threshold (i.e., 1MB in

our experiments), the JVM records its starting address and size into the tree. The JVM

runs a daemon prefetching thread. Once receiving a sequence of faulting addresses, we

determine which semantic pattern to use based on how many application threads are running

and whether the faulting addresses fall into a large array. If there are many threads and

the faulting addresses fall into arrays, the JVM uses (2) to find per-thread patterns. If

either condition does not hold, the JVM uses (1) to prefetch based on references. For native

applications, we only enable (2), as we observed that our native programs do not use many

deep data structures.

5.4.3 Two-Dimensional RDMA Scheduling

To provide predictable performance for applications sharing RDMA resources, our RDMA

scheduling algorithm should provide four properties: (1) weighted fair bandwidth sharing [32,

67] across applications; (2) high overall utilization; (3) treating demand and prefetching

requests with different priorities; and (4) timely handling of prefetching requests.

Canvas performs two-dimensional scheduling by extending existing techniques. Canvas

uses max-min fair scheduling to assign bandwidth across applications, and priority-based

scheduling with timeliness to schedule prefetching and demand requests within each applica-

tion. Although these scheduling techniques are not new themselves, Canvas combines them

in a unique way to solve the interference problem. Canvas maintains three PQPs on each

core, respectively, for swap-outs, demand swap-ins, and prefetching swap-ins. Swap-outs are

only subject to fair scheduling while swap-ins are subject to both fair and priority-based

scheduling.

Vertical: Fair Scheduling. Under max-min fairness, each application receives a fair share

of bandwidth. If there is extra bandwidth, we give it to the applications in the reverse
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order of their bandwidth demand until bandwidth is saturated. The high overall utilization

of bandwidth is achieved by redistributing unconsumed bandwidth proportionally to the

weights of unsatisfied applications. Canvas implements weighted fair queuing with virtual

clock [67, 195, 279].

Horizontal: Priority Scheduling with Timeliness. Within each cgroup, Canvas sched-

ules demand requests with a higher priority than prefetching requests. However, this could

lead to long latency for prefetching requests. To bound the latency of prefetching, our sched-

uler employs a history-based heuristic algorithm to identify and drop outdated prefetching

requests. In particular, Canvas maintains the timeliness distribution of prefetched pages per

cgroup. Timeliness is a metric that measures the time between a page being prefetched and

accessed. We attach a timestamp to each request when pushing it into a VQP. The scheduler

maintains packets statistics on-the-fly to estimate the round-trip latency and arrival time

of each prefetching request. Requests are dropped if the estimated arrival time exceeds the

estimated timeliness threshold.

Special care must be taken to drop prefetching requests. Before issuing a prefetching

request, the kernel creates a page in the swap cache and sets up its corresponding PTE. The

page is left in a locked state until its data comes back. However, a thread that accesses an

address falling into the page may find this locked page in the swap cache and block on it.

Dropping prefetching requests may cause the thread to hang. To solve the problem, we detect

threads that block on prefetching requests for too long and generate new demand requests for

them.

We rely on a per-entry timestamp to efficiently detect threads that block on prefetching

requests. In Canvas, we attach a timestamp field to the swap entry metadata. Canvas’s

scheduler records the timestamp every time it enqueues a prefetching request into VQP. If

another thread faults on the same page later, it will retrieve the same swap entry from the

PTE. If the swap entry contains a timestamp, the faulting thread knows that a prefetching
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request has already been issued. Next, the faulting thread calculates the time elapsed since the

timestamp, and compares it with a timeout threshold (maintained by the RDMA scheduler

based on page-fetching latencies). If it exceeds the timeout threshold, the faulting thread

drops the prefetching request. The drop operation is elaborated below:

Before issuing each (demand or prefetching) request, the kernel first allocates a physical

page in the swap cache and locks the page until the request returns. Upon the return of the

data, the data is written into the page; the page is unlocked and mapped into the page table.

In order to safely drop a request, we add another field valid in the swap entry metadata,

indicating whether the prefetching request on the go is valid. Once a faulting thread identifies

a delayed prefetching request (by using the timestamp as discussed above), it sets the valid

field in the swap entry to false and then creates a new physical page in the swap cache. The

thread goes ahead and issues another (demand) I/O request based on this new page. When

the delayed prefetching request returns, it checks the valid field and discards itself once it

sees the false value. The field is then set back to true.

When a demand request is issued, Canvas clears the timestamp field in its corresponding

swap entry. If a thread faults on the same page, it will block on the request instead of issuing

a new one due to the empty timestamp (indicating that the request on the go is a demand

one).

5.5 Evaluation

We implemented the isolation support and adaptive optimizations of Canvas in Linux 5.5,

while the application-tier prefetcher was implemented in OpenJDK 12.

Setup. We included a variety of cloud applications in our experiments, including managed

(Java) applications such as Spark [274], Cassandra [18] (a NoSQL database), Neo4j [180]

(a graph database), as well as three native applications: XGBoost [48], Snappy [85], and
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Application Workload Dataset Size / (|𝐸 |, |𝑉 |)

Managed

Cassandra 5M read, 5M insert YCSB[56] 10M records

Neo4j PageRank Baidu[126] (17M, 2M)

Spark PageRank (SPR) Wikipedia[126] (57M, 1.5M)

KMeans (SKM) Wikipedia[126] 188M points

Logistic Regression (SLR) Wikipedia[126] 188M points

Skewed Groupby (SSG) synthetic 256K records

Triangle Counting (STC) synthetic (1.5M, 384K)

MLlib Bayes Classifiers (MBC) KDD [43] 1.5M instances

GraphX Connected Components (GCC) Wikipedia[126] (188M, 9M)

PageRank (GPR) Wikipedia[126] (188M, 9M)

Single Src. Shortest Path (GSP) synthetic 2M vertices

Native

XGBoost Binary Classification HIGGS[24] 22M instances

Snappy Compression enwik9 [156] 16GB

Memcached 45M gets, 5M sets YCSB[56] 10M records

Table 5.2: Programs and their workloads.

Memcached [163]. Spark, Cassandra, Neo4j, Memcached, and XGBoost are multi-threaded

while Snappy is single-threaded. The Spark applications span popular libraries such as

GraphX and MLlib.

We co-ran different combinations of programs. The same application in different com-

binations receives the same amount of local (CPU and memory) resources. To simplify

performance analysis, we let each combination of applications co-run contain one managed

(Spark, Cassandra, or Neo4j) application and the three native programs, which consume

less resources. These experiments were conducted on two machines, one used to execute

applications and a second to provide remote memory. The configurations of these machines

was reported earlier in §5.2. We carefully configured Linux with the following configuration to

achieve the best performance for Linux: (1) SSD-like swap model, (2) per-VMA prefetching
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Figure 5.8: Performance of different swap systems.

policy, and (3) cluster-based swap entry allocation. We disabled hyper-threads, CPU C-states,

dynamic CPU frequency scaling, transparent huge pages, and the kernel’s mitigation for

speculation attacks.

For each combination, we limited the amounts of CPU resources for the managed applica-

tion, XGBoost, Memcached, and Snappy to be 24, 16, 4, and 1 core(s). For local memory,

we used two ratios: 50% and 25%, meaning each application has 50/25% of its working set

locally. When using Canvas, we additionally limited the sizes of swap partitions in such a

way that for each application the total size of its swap partition and assigned local memory is

slightly larger than its working set. In doing so, each application has just enough (local and

remote) memory to run and reservation cancellation (§5.4.1) is triggered in all executions.

The swap cache size for each application starts at 32MB and changes dynamically. The

global swap cache size (configured by cgroup-share) was also set to 32MB. Canvas uses

max-min fair scheduling to assign bandwidth across applications, and their initial weights are

proportional to their swap partition assignments. We ran each application 10 times. Their

average execution times (with error bars) are reported in all experiments throughput this

section.
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Figure 5.9: Performance of each program under 25% and 50% local memory when the three

native programs, Snappy (S), Memcached (M), and XGBoost (X), co-run with a managed

application. Canvas ran with all optimizations enabled.

5.5.1 Basic Swap Systems

We used Fastswap [12] as our underlying swap system, with a small amount of code changes

to port Fastswap (originally built against Linux 4.11) to Linux 5.5. We first compared

the performance of each individual application running on basic swap systems including

Infiniswap [89], Infiniswap with Leap [158], the original Fastswap [12], and Canvas’s ported

Fastswap (without isolation and optimizations). We could not run LegoOS [224] as it does

not support network-related system calls, which are required for applications such as Spark.

LegoOS implements swaps with RPCs as opposed to paging, but our idea (i.e., isolation and

adaptive swapping) is applicable to this approach as well.

We ran Infiniswap and Leap on Linux 4.4, and Fastswap on Linux 4.11 to align with their

original setup. The results are reported in Figure 5.8. Infiniswap hung on XGBoost and

Spark, and its corresponding bars are thus not reported. Since Canvas-swap was built off

Fastswap, they have similar performance.
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Figure 5.10: Performance of native applications co-run with different managed applications

under 25% local memory; for Canvas, only isolation was enabled (i.e., without adaptive

optimizations).

5.5.2 Overall Performance

Next, we demonstrate the overall performance when applications co-run together under

Canvas. Each experiment ran the same set of three native programs with one managed

application: Spark-LR, Spark-KM, Cassandra, or Neo4j. The results for the 25% and 50%

local memory configurations are reported in Figure 5.9(a) and (b), respectively.

The four bars in each group represent an application’s performance when running alone

on Linux 5.5, co-running with other applications on Linux 5.5, co-running on the original

Fastswap, and co-running on Canvas (with all optimizations enabled). Across all experiments,

Canvas improves applications’ co-run performance by up to 6.2× (average 3.5×) and up to

3.8× (average 1.9×) under the two memory configurations. Canvas enables Spark and Neo4j

to even outperform their individual runs due to the optimizations that could also improve

single-application performance.

5.5.3 Isolation Reduces Degradation and Variation

This experiment measures the effectiveness of isolation alone. We used a variant of Canvas

with the isolated swap system and RDMA bandwidth (i.e., vertical scheduling between

applications) but without our swap-entry optimization, two-tier prefetcher, and horizontal
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Table 5.3: Performance variations of three native applications when co-running with each of

the 11 managed applications under 25% local memory (Canvas / Linux 5.5 / Fastswap).

Program Mean Min Max 𝝈

Snappy 1.07 1.28 1.23 1.03 1.10 1.08 1.23 1.69 1.46 0.07 0.20 0.14

Memcached 1.45 3.24 3.76 1.30 1.48 2.05 1.91 6.05 8.17 0.20 1.82 2.14

XGBoost 1.05 3.17 2.81 1.01 1.38 1.91 1.13 6.13 4.76 0.04 1.59 1.11

Overall 1.21 2.56 2.60 1.01 1.10 1.08 1.91 6.13 8.17 0.23 1.64 1.72

RDMA scheduling.

Degradation Reduction. We ran the same set of experiments under 25% local memory.

As shown in Figure 5.10, isolation reduces the running time by up to 5.2×, with an average of

2.5×. Isolation is particularly useful for applications that do not have many threads but need

to frequently access remote memory, such as Memcached, which has 4 threads and cannot

compete for resources with managed applications such as Spark and Cassandra, which have

more than 90 (application and runtime) threads. As such, its performance is improved by

3.3× with dedicated swap resources. Isolation improves the average RDMA utilization by

2.8× from 692MB/s to 1908MB/s, making the peak bandwidth reach 4494MB/s.

Variation Reduction. One significant impact of interference is performance varia-

tion—the same application has drastically different performance when co-running with

different applications (as shown in Figure 5.1). To demonstrate our benefits, we co-ran the

three native applications with each of the eleven managed applications listed in Table 5.2,

which cover a wide spectrum of computation and memory access behaviors. Table 5.3 reports

various statistics of their performance including the mean, minimum, maximum, and standard

deviation of their slowdowns (compared to their individual runs). Clearly, the performance

of the three programs is much more stable (indicated by a small 𝜎) under Canvas than

Linux—variations are reduced by 7× overall.
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5.5.4 Effectiveness of Adaptive Optimizations

This subsection evaluates the benefit of each swap optimization on top of the isolated swap

system by turning it on/off.

5.5.4.1 Adaptive Swap Entry Allocator

Isolation already reduces lock contention at swap entry allocation because each process

has its own swap entry manager. However, for multi-threaded applications such as Spark

and Cassandra, their processing threads still have to go through the locking process. In

this subsection, we focus on managed applications due to their extensive use of threads.

Figure 5.11 shows the performance of Spark LR, Spark KM, Cassandra, and Neo4j when

they each co-run with the other three native programs. On average, our adaptive allocation

enables an additional boost of 1.50× for Spark LR, 1.77× for Spark KM, 1.31× for Cassandra,

and 1.28× for Neo4j.

Table 5.4 reports the swap-out throughput when the native applications co-run with Spark.

As shown, isolation improves the throughput by 1.67× while adaptive allocation provides an

additional boost of 1.51×. This benefit is obtained after applying all optimizations in Linux

5.5.
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Table 5.4: Swap-out throughput w/ and w/o adaptive swap-entry allocation when native

programs co-run with Spark.

Throughput (KPages/s) Linux 5.5 Canvas w/o adaptive allocation Canvas w/ adaptive allocation

Avg. Spark apps 98 164 295

Avg. all apps 185 309 468
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Figure 5.12: Entry allocation comparison between the allocation algorithm in Canvas and

Linux 5.5 for Memcached under 25% local memory. The Y-axis in (b) is log-scaled.

Effectiveness of Entry Reservation. We compared our adaptive allocation algorithm

with the original allocator in Linux 5.5 by running Memcached with varying (8 – 48) cores

under 25% local memory. As shown in Figure 5.12(a), for Canvas, (1) the swap-out rate

increases with the core number (showing good scalability) and (2) the swap entry allocation

rate remains low. This is due to Canvas’s entry reservation algorithm that effectively reuses a

significant number of swap entries for page swap-outs. On the contrary, in Linux, the swap-out

rate (which is the same as its entry allocation rate) decreases when more cores are used. This

is because each entry allocation takes significantly longer, reducing the swap-out throughput.

A comparison of per-entry allocation time can be seen in Figure 5.12(b). Interested readers

can refer to our original paper [260], which also compares the allocation algorithm between

Canvas, Linux 5.5, and Linux 5.14.
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5.5.4.2 Prefetching Effectiveness

Our baseline is the kernel’s default prefetcher on the isolated swap system with adaptive

swap allocator enabled. Since application-tier prefetching is designed primarily for high-level

languages, here we focus on managed programs.

Time. We compare the running time for three Spark applications LR, KM, TC, and Neo4j,

between the kernel’s prefetcher over Canvas’s isolated swap system and Canvas’s two-tier

prefetcher, when each managed application co-runs with the three native applications under

the 25% local memory configuration. Application-tier prefetching brings 33%, 17%, 19%,

and 8% additional performance benefits on top of the kernel prefetching with the isolated

swap system. All the four managed applications benefit from the thread-level pattern analysis

while the managed applications have seen 5-9% contributions from using the reference-based

pattern. The thread-level pattern analysis we added for native programs brings a 5% and

11% improvement for Memcached and XGBoost.

We have also run Leap [158], a prefetcher that aggressively prefetches a number of

contiguous pages if it cannot find any pattern. This approach may work for native applications

because these applications access arrays; hence, the contiguous pages aggressively prefetched

are likely to be useful for array accesses. However, it works poorly for high-level language

applications such as Spark and Neo4j, which use deep data structures and run graph-traversal

GC tasks (which exhibit neither sequential nor strided patterns). Aggressively prefetching

useless pages wastes the RDMA bandwidth and the swap cache. Leap slows down our

managed applications by 1.4×, compared to the kernel’s default prefetcher.

Prefetching Contribution and Accuracy. Table 5.5 compares prefetching contribution

and accuracy for the four managed applications when each of them co-runs with the same

three native applications. Contribution is defined as a ratio between the number of page

faults hitting on the swap cache and the total number of page faults (including both cache
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Table 5.5: Prefetching contribution and accuracy when different Spark and Neo4j co-run with

native applications.

Contribution Spark-LR Spark-KM Spark-TC Neo4j

Leap 23.4% 25.8% 42.2% 67.0%

Kernel 63.3% 68.0% 65.9% 41.1%

Canvas Two-tier 79.2% 79.3% 75.3% 45.0%

Accuracy Spark-LR Spark-KM Spark-TC Neo4j

Leap 16.8% 17.2% 35.9% 6.1%

Kernel 95.6% 96.4% 93.9% 80.4%

Canvas Two-tier 94.3% 94.8% 94.9% 87.1%

hits and demand swap-ins). Accuracy is defined as a ratio between the number of page faults

hitting on the swap cache and the total number of prefetches. Clearly, contribution has a

strong correlation with performance while accuracy measures the pattern recognition ability

of a prefetcher. For example, for a conservative prefetcher that prefetches pages only if a

pattern can be clearly identified, it can have a high accuracy (i.e., prefetched pages are all

useful) but a low contribution (i.e., the number of prefetches is small).

Here we report prefetching contribution and accuracy for three prefetchers: Leap (on our

isolated swap system), the kernel prefetcher (also on our isolated swap system), and Canvas’s

two-tier prefetcher. Among the three prefetchers, for all but Neo4j, Leap has the lowest

accuracy and contribution because it is an aggressive prefetcher. Leap keeps prefetching pages

even when it cannot detect any patterns, which greatly reduces the prefetching accuracy.

Second, due to the limited swap cache, the useless pages prefetched can cause previously

prefetched pages to be released before they are accessed, hurting contribution. The kernel

prefetcher and Canvas have comparable accuracy because the kernel prefetcher is much more

conservative than Leap. It stops prefetching when no clear pattern can be observed. However,
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Figure 5.13: Horizontal scheduling effectiveness for GraphX-CC: (a) prefetching latency

reduced, and (b) prefetching contribution and accuracy improved.

Linux has lower contribution than our two-tier prefetcher since Canvas prefetches more useful

pages using semantics.

5.5.4.3 RDMA Scheduling

We evaluate our two-dimensional RDMA scheduling. For the vertical dimension, we use

the weighted min-max ratio (WMMR) min(𝑥𝑖/𝑤𝑖)
max(𝑥𝑖/𝑤𝑖) [234] as our bandwidth fairness metric (the

closer to 1, the better), where 𝑥𝑖 is the bandwidth consumption of the application 𝑖, and 𝑤𝑖

is its weight. We set the weight proportionally to the average bandwidth of each application

when running individually. Our vertical scheduling achieves an overall of 0.88 WMMR.

The horizontal dimension (i.e., priority scheduling with timeliness) is our focus here

because interference between prefetching and demand swapping is a unique challenge we

overcome in this work. We ran GraphX Connected Components (GraphX-CC) with the three

native applications. Figure 5.13 compares the latency of sync vs. async swap-in requests with

and without the horizontal scheduling of RDMA.

As shown, our scheduler does not incur overhead for the synchronous, demand requests
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but reduces the (90th percentile) latency of the asynchronous prefetching requests by ∼5%.

Note that these results were obtained with Canvas’s two-tier prefetcher enabled, which

already generates precise prefetching requests. With the Leap prefetcher, the (90th percentile)

latency reduction can be as high as 9×. To understand how the latency reduction improves

prefetching effectiveness, we have also compared the prefetching contribution and accuracy

with and without the horizontal scheduling, as shown in Figure 5.13(b). Due to the high

timeliness requirement of prefetching requests, even 5% latency reduction can lead to noticeable

improvements in prefetching—e.g., the contribution/accuracy of GraphX-CC increases by

10.7% and 5.5% on top of the two-tier prefetcher—which ultimately translate to a 7-12%

overall improvement.

5.6 Related Work

In addition to the resource disaggregation and remote memory work discussed in §2.2 and

§4.6, Canvas is also related to other areas of research, as outlined below.

Resource Isolation. Interference exists in a wide variety of settings [65, 149, 281] and

resource isolation is crucial for delivering reliable performance for user workloads. There is

a large body of work on isolation of various kinds of resources including compute time [28,

50, 141], processor caches [79, 120, 262], memory bandwidth [107, 146, 147, 154, 270], I/O

bandwidth [91, 151, 159, 234, 244, 257, 271], network bandwidth [25, 83, 92, 113, 173, 203, 232],

congestion control [60, 98], as well as CPU involved in network processing [122]. Techniques

such as IX [29] and MTCP [112] isolate data-plane and application processing at the core

granularity.

Prefetching. Prefetching has been extensively studied, in the design of hardware cache [93,

167, 250, 251, 286], compilers [70, 125, 131, 200, 211, 245], as well as operating systems [158,

255]. Detecting spatial patterns [160] is a common way to prefetch data. For example, various
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hardware techniques [109, 117, 231] have been developed to identify patterns (i.e., sequential

or stride) in addresses accessed. Leap [158] is a kernel prefetcher designed specifically for

applications using remote memory. Swap interference can reduce the effectiveness of any

existing prefetchers, let alone that none of them consider complex (semantic) patterns. Early

work such as [39, 199] proposes application-level prefetching for efficient file operations on

slow disks. Our prefetcher is, however, designed for a new setting where applications trigger

page faults frequently and read pages from fast remote memory, with much tighter latency

budgets.

RDMA Optimizations. There is a body of recent work on RDMA scheduling [210, 227]

and scalability improvement [49, 118, 119, 248, 284]. These techniques focus more on

scalability when RDMA NICs are shared among multiple clients.

5.7 Summary

We observed that swap resources must be isolated when multiple applications use remote

memory simultaneously. As such, Canvas isolates swap cache, swap partition, and RDMA

bandwidth to prevent applications from invading each other’s resources. Now that resource

accounting is done separately for applications, Canvas offers three optimizations that adapt

kernel operations such as swap-entry allocation, prefetching, and RDMA scheduling to each

application’s resource usage, providing additional performance boosts.

Canvas concludes our exploration of memory harvesting techniques. Along with Midas

and Hermit, Canvas forms a comprehensive solution for applications to efficiently and safely

harvest memory, whether it is local or remote, shared or not. These systems provide a

solid foundation for distributed memory management, opening opportunities for higher-level

resource-harvesting programming frameworks (discussed in §7.1). However, their capabilities

are limited to resources managed directly by the OS, such as CPU and memory. Given the
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growing popularity of AI and GPU-driven applications, where specialized runtimes bypass the

OS to access GPUs, current resource harvesting systems fall short. In the next chapter, we

overcome this limitation by applying our insights to harvest GPU resources for AI workloads.
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CHAPTER 6

Concerto: Harvesting GPUs for Large Language Model

Serving

The rise of large language models (LLMs) and recent AI breakthroughs have significantly

reshaped datacenter workloads, increasing the demand for accelerators like GPUs alongside

traditional resources such as CPU and memory. Given the high operational costs of GPUs,

optimizing their utilization has become increasingly critical. Although managing GPU

resources differs greatly from managing traditional resources, we argue that our earlier

insights remain applicable and effective for harvesting idle GPU resources.

In this chapter, we revisit the first insight from Section 1.2, identifying offline inference

tasks—such as document summarization and information extraction—as the elastic component

of LLM serving. To efficiently harness idle GPU resources, we introduce Concerto, a

preemptive GPU runtime designed for large language model serving that co-locates online and

offline inference tasks. Concerto uniquely leverages available GPU resources left unused by

online tasks to opportunistically batch offline inference, thereby maximizing GPU utilization.

During online load bursts, it reactively preempts offline tasks, ensuring low latency for online

serving. Through this approach, Concerto simultaneously achieves high throughput, low

latency, and optimal GPU utilization for large language model serving.

131



6.1 Introduction

Large language models (LLMs) such as ChatGPT [189], LLaMA [247], and GPT-4 [190] have

emerged as transformative tools across a wide spectrum of application domains. LLM-powered

services, e.g., interactive chatbot [51, 189, 242], programming assistant [84, 110, 215], and

document summarization tools [170, 175], have already shown promises to businesses and end

consumers [101] and are expected to create increasing impact in all aspects of human lives.

However, the superior abilities of LLMs come with high computational and memory

demands to serve LLM inference requests. User requests to LLMs are served by running

model inferences on GPUs, which can be significantly more expensive than typical web

requests. To make matters worse, many LLM services such as chatbots are hosted online,

requiring low response latency for user experience. To meet the strict latency service level

objectives (SLOs), operators often need to overprovision GPUs to the LLM service, causing

significant resource waste.

The tension between low tail latency and high resource utilization is further exaggerated

by the bursty load patterns commonly exhibited in LLM workloads. LLM load varies not

only over long timescales of hours, but also over timescales as short as a few seconds. For

example, a recent study [263] reported that the load to ChatGPT can increase by 3× within

one minute. As a result, the service provider must provision GPUs to the peak user load to

prevent vast latency SLO violations under load bursts.

A parallel trend is that LLM-based applications are evolving into compound AI sys-

tems [275], which involve retrieval-augmented generation (RAG) [201, 280], tool usage [130,

191], SQL-based data analytics [148], etc. Other than simply using LLMs to reply to online

user requests, compound AI systems often use LLMs for offline batch inference, which has

loose latency requirements but desires high generation throughput in a best-effort manner1.

1For brevity, herein we refer to latency-critical requests as online, and best-effort requests that are latency
insensitive as offline.
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While many recent LLM serving systems are aimed at optimizing the inference effi-

ciency [10, 99, 128, 198, 272, 285], they operate under the assumption that the workload

follows a constant request rate and latency requirement and hence may fall short when dealing

with real-world workloads, which are bursty and heterogeneous (i.e., with both online and

offline requests and drastically different SLOs). As a result, to deploy these systems, today’s

datacenter operators must use separate clusters for serving online and offline requests, and

overprovision GPUs for online serving to meet latency SLOs [209].

The conventional wisdom to reduce resource waste is to dynamically repartition the

cluster in response to the load variation of online requests [46, 142]. However, it requires

a priori knowledge of the online load variation patterns, which are often hard to predict.

Allocation based on inaccurate load estimation can either be too conservative (still resulting

in overprovisioning) or too relaxed (leading to SLO violations). In addition, re-allocating

GPUs across different jobs is a complicated task that involves tearing down an existing

process, cleaning up GPU resources, launching a new process with adjusted parameters, and

setting up GPUs for serving. These operations are often time-consuming and take seconds to

minutes to finish, preventing the system from rapidly reacting to load bursts and preserving

tight latency SLOs.

Insights. The key question we ask in this chapter is: instead of partitioning the cluster

and serving online and offline requests separately, can we co-serve them with the same set of

GPUs? In other words, our goal is no longer to adapt GPU allocation to online load variation,

but instead to adapt offline serving throughput to the available GPU resources. In doing so,

we can maximize the GPU utilization while shifting the need for GPU reallocation to offline

serving, which can tolerate relatively high response latency.

To achieve this goal, we developed Concerto, a unified LLM serving system that serves

online and offline requests simultaneously and dynamically coordinates GPU resources between

them. Concerto frees the service provider from the burden of manually allocating and adjusting
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GPUs for online serving. Instead, it achieves high GPU utilization by opportunistically

scheduling offline requests whenever GPU compute resources and memory are available.

To avoid resource contention that may break the latency SLO of online serving, Concerto

proactively preempts offline requests and rapidly reclaims resources in response to online load

bursts. Concerto recovers preempted requests after online requests are handled.

Challenges. The idea of co-locating latency-critical jobs with best-effort jobs has been

widely studied in traditional cloud workload scheduling [46, 76, 194]. However, to realize its

benefits in LLM serving, Concerto needs to overcome several unique challenges.

First, how can the system quickly free up resources taken by offline serving in response

to online load bursts? Since LLM inference is iterative, a natural idea is to preempt offline

requests after a generation iteration. However, the online request rate is highly unpredictable

and they come with a tight latency requirement (usually in milliseconds). Serving a large

batch of offline requests, even for a single iteration, may block incoming online requests for

seconds.

To solve this problem, Concerto preempts running offline requests at the (fine) granu-

larity of model layers. We found that the layer granularity strikes a good balance between

responsiveness and execution efficiency. On the one hand, for different LLMs their layer sizes

are generally small and do not vary much, allowing Concerto to discard partial results and

reclaim occupied GPU resources much faster than finishing an entire iteration. On the other

hand, compared to choosing a finer granularity such as CUDA kernels [97], instrumenting a

model on a per-layer basis is lightweight, incurring only negligible overhead (see §6.4.3).

Second, how can the system minimize the recomputation cost? While the system can

react to online load bursts with preemption, it discards the intermediate states (i.e., KV

cache) of the preempted offline requests. Consequently, it requires expensive recomputation

to recover the lost KV cache once the preempted requests are resumed. A natural idea is to

swap out the KV cache to host memory. Unfortunately, the size of the KV cache can grow
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unbounded, and swapping a large amount of data may, again, block incoming online requests.

Our insight is that LLM inference is stateless, and the KV cache remains unchanged once

generated. Leveraging this property, Concerto incrementally checkpoints the KV cache of

offline requests to the host memory per generation iteration. Since one token is generated per

request, the total amount of data to be written to the host memory is small and bounded.

Concerto further makes checkpointing asynchronous by overlapping it with the computation

(see §6.4.4).

Finally, how can the system preserve the latency SLO for running online requests?

While batching offline requests improves GPU utilization, the batch size must be adjusted

dynamically to ensure that online requests in the same batch can meet the latency SLO. This

is, however, challenging because the inference latency is the result of many factors including

the batch size, the total number of tokens, the phase of each request (i.e., prefill or decode),

etc. To overcome this challenge, Concerto uses a profiler and a SLO-aware scheduler. The

profiler runs offline and collects the execution time of different input batch sizes and input

lengths for requests in different stages. The scheduler adaptively changes the number of

offline requests and tokens based upon the profiling results and the number of online tokens

(see §6.4.5).

Results. We evaluated Concerto with two real-world datasets and synthetic workloads. Our

results demonstrate that Concerto achieves comparable latency and throughput to vLLM [128]

(a state-of-the-art LLM serving system), but can trade off online inference throughput for

offline inference throughput in a linear fashion when the online request rate is lower than

the peak load. With GPUs harvested for offline requests, Concerto achieves 2.35× higher

throughput than vLLM with the same 99th percentile latency, and outperforms existing

co-serving systems by 84× in terms of serving latency.

135



6.2 Background

6.2.1 Large Language Model Inference

Today’s LLMs typically generate outputs following the autoregressive process—they take a

sequence of tokens as input, and repeatedly predict the next token given the input sequence

and all the previously generated tokens. This process involves two distinct phases: prefill

and decode. An LLM inference starts with the prefill phase that deals with a new input

sequence and generates the first output token. Thanks to the modern model architecture

such as Transformer [252], an LLM can process all input tokens in parallel, making the

prefill phase compute-bound. After the prefill phase, the LLM enters the decode phase

that sequentially generates subsequent tokens. Because each decode iteration generates only

one token, it is less compute-intensive and typically bounded by the GPU memory bandwidth

due to the need to load model weights.

Each token during the inference has its own intermediate state, represented by a series of

key vectors and value vectors. As token states remain unchanged throughout the inference

process, the inference engine [185, 186, 193] caches them in GPU memory (also known as

KV cache) to avoid recomputation in each decode step. However, due to the large size of

KV vectors and the excessive number of tokens in a batch, the KV cache can consume a

significant amount of GPU memory.

6.2.2 Characterizing LLM Serving

The rise of compound AI systems and LLM agents dictates that LLMs be used for various

demands and in different forms. Generally, LLM serving can be categorized into two types:

online serving which generates responses to user inputs in real-time, and offline serving which

processes user inputs and generates outputs in a batch. Typical scenarios for offline serving

including document summarization [115], LLM benchmarking and evaluation [143], data

wrangling [174], and LLM-enhanced data analytics [148]. However, online and offline serving
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expose drastically different characteristics, as elaborated below.

Online serving is mostly suitable for latency-critical requests. Unlike traditional cloud

services that take constant processing time, a request to an LLM may lead to a sequence of

tokens generated in multiple steps. Therefore, the serving latency is measured on a per-token

basis. Moreover, because LLM inference consists of two distinct phases, an LLM’s serving

latency is defined by two metrics: time to first token (TTFT), which is the duration of

the prefill phase, and time per output token (TPOT), which is the execution time of each

decode phase. It is important for an online LLM serving system to optimize both TTFT and

TPOT to reduce the end-to-end request latency, and the service often requires tight SLOs

for TTFT and TPOT to provide a smooth user experience. For example, an online chatbot

may set its 99th percentile TTFT SLO to 1.25 seconds and 99th percentile TPOT SLO to

100 milliseconds to exceed typical human reading speed [172, 205].

In contrast, offline serving is a better fit for best-effort requests that are insensitive to

response latency. Users usually submit a batch of offline requests as a batch processing job,

while the serving system processes offline requests in a best-effort manner for maximized

hardware efficiency. Because offline requests often come from a large corpus or request pool,

the first-order metric for offline serving is throughput, which measures how many tokens are

generated per second.

The different service-level performance objectives between online and offline serving poses

challenges to LLM serving systems. To overcome the tension between low response latency

(TTFT and TPOT) and high generation throughput, today’s LLM serving systems usually

adopt different configurations and designs for different serving scenarios, typically requiring

the service provider to set up separate clusters for online and offline serving. Next, we will

discuss how existing systems optimize LLM serving and why they fall short in achieving high

GPU utilization.
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6.2.3 Existing LLM Serving Systems

A large body of system optimizations have been proposed to serve LLMs with low latency

and high throughput since the launch of ChatGPT.

Throughput-Oriented Optimizations. Orca [272] is one of the pioneer LLM serving

systems that employ continuous batching to improve inference throughput. It adds incoming

requests directly into existing running batches, achieving higher throughput with a larger

batch size. However, because new requests are in their prefill phase while running requests

are in their decode phase, Orca sacrifices TPOT due to the larger batch size and additional

prefill computation. In this same direction, vLLM [128] further enlarges the batch size by

reducing the KV cache fragmentation and hence the GPU memory consumption.

Latency-Oriented Optimizations. Recently, more systems have been proposed to opti-

mize LLM inference latency. Among them, Sarathi-Serve [10] and Deepspeed-FastGen [99]

piggyback on the continuous batching strategy, but break the prefill phase of incoming

requests into small, fixed-size chunks (chunked-prefill), and only add one chunk into the

running batch in each step. This limits the cost of additional prefill-phase computation in

each generation step, thereby improving TPOT. However, as a new request is broken into

many small chunks and processed in multiple steps, this line of work often leads to sacrificed

TTFT.

Another line of work moves away from continuous batching scheduling, as exemplified

by DistServe [285] and Splitwise [198]. Instead, they duplicate the model and disaggregate

the prefill and the decode computation onto different GPUs. Specifically, new requests

are sent to a dedicated cluster for the prefill computation, and the generated token and

KV cache are populated to another dedicated cluster that performs the decode computation.

Llumnix [238] is another recent work that migrates KV caches between servers to reduce load

imbalance. These systems achieve low TTFT and TPOT at the cost of more GPUs. Due
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to the additional data transfer of KV caches between servers, they also lead to suboptimal

throughput.

Limitations of Existing Techniques. Existing LLM serving systems suffer from two

major limitations. First, they trade off between latency and throughput, and hence are only

applicable for either online or offline serving. Second, they can neither determine how many

GPUs should be provisioned, nor adaptively change the number of GPUs during serving. In

fact, because they target only one type of incoming requests, they often assume a constant

request arrival rate and reserve enough GPUs in advance.

Unfortunately, these problems are more pronounced when serving real-world inference

workloads, which can contain both online and offline requests with high load variation. Such

a challenge makes it hard to provision the right amount of GPU resources a priori.

6.3 Motivation

In this section, we first demonstrate how real-world LLM load can vary over time and

why existing serving systems fall short of achieving high GPU utilization. We then use an

experiment to quantitatively demonstrate why simply co-locating online serving with offline

serving cannot solve the problem.

Online Load Burstiness. Real-world LLM workloads often expose diurnal patterns and

high load variability, as backed by a recent study [263] which collects user traffic to ChatGPT

for two months within a campus. Figure 6.1a shows the load variation within a day. Despite

the average load being as low as 1050 tokens per second, there is a clear contrast between

peak hours and non-peak hours. The load can achieve more than 3743 tokens per second in

the afternoon, while in the morning the service only experiences little traffic. In addition,

there are unpredictable load bursts within an hour, during which the request rate can ramp

up multiple times in a short period. Figure 6.1b further provides a closer examination of
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(b) Load variation over 15 minutes.

Figure 6.1: User traffic to ChatGPT within a campus exposes high load variability at various

time scales.

one such burst in a 15-minute window. As shown, the load still fluctuates drastically at the

minute timescale, and the request rate increases by 3× in the tenth minute.

Due to such high load variability, service operators must reserve resources for peak demand

to avoid violating latency SLOs. However, since the peak inference load can be multiple

times higher than the average load, overprovisioning can lead to significant resource waste.

Naïve colocation hurts online serving latency. A simple strawman approach is to

extend today’s online serving systems to allow users to submit requests with priorities. Users

may assign online requests a high priority and offline requests a low priority. The scheduler

should incorporate the priority information and schedule online requests first to preserve low

latency. Since none of the existing systems support co-serving online and offline requests,

we implemented a priority-based scheduler atop vLLM [128] (details in §6.6.1) and used it
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Figure 6.2: 99th-percentile TTFT and TPOT of online requests when co-located with offline

requests using a naïve priority-based scheduler. Note that the y-axis of TTFT is displayed

on a log scale. Due to severe interference, Naïve colocation ramps up the 99th percentile

latencies for online requests by one to two orders of magnitudes.

to serve Llama-2 7B on one Nvidia A100 GPU. We replayed the trace in Figure 6.1 and

collected the 99th-percentile TTFT and TPOT for online requests. These results are reported

in Figure 6.2.

While co-serving offline and online requests has indeed improved GPU utilization, it could

significantly impact online serving latency—P99 TTFT increases by 59.6× and P99 TPOT

increases by 3.16×. There are two reasons for the latency increase. First, once offline requests

are scheduled, they are batched together with online requests and cannot be preempted

selectively. Therefore, incoming online requests must wait until they are served, leading to

significantly increased queueing delays. Second, the scheduler tends to pack enough offline

requests to make full use of GPU memory, which can lead to large batch sizes that take

longer to finish, and hence a further increased inference latency.

These problems call for a new system that can harvest available GPU resources for offline

serving on-the-fly and dynamically adjust the amount of resources allocated to different types

of requests to preserve online serving SLOs.
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Figure 6.3: Overall achitecture of Concerto. Concerto efficiently co-serves online and offline

requests with three major components: an SLO-aware scheduler, a set of preemptive workers,

and an incremental checkpointing mechanism.

6.4 Design

6.4.1 Concerto Overview

Concerto is an LLM serving system designed to co-serve online and offline requests. Figure 6.3

shows its overall architecture. At its frontend, Concerto provides similar APIs to other

LLM serving systems. For online requests, it uses a real-time streaming API that returns

outputs once each token is generated. For offline requests, it adopts an interface similar to

OpenAI’s Batch API [192], which takes a batch of requests from a pool and returns responses

asynchronously.
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Concerto relies on its backend to schedule and execute inference jobs, which consists of

three major components. The scheduler runs as a daemon thread and continuously fetches

and schedules offline requests. Upon the arrival of an online request, the scheduler reactively

preempts offline requests and immediately schedules the incoming online request (§6.4.2).

The scheduler leverages a set of workers to host the LLM and serve the scheduled batch.

A model can span multiple GPUs, where each GPU is managed by one worker. Concerto

supports both tensor and pipeline parallelism for high efficiency and flexibility (§6.4.3). To

quickly recover preempted requests with minimized recomputation costs, Concerto leverages

host memory and incrementally checkpoints KV caches during its execution (§6.4.4). Finally,

because Concerto can schedule both online and offline requests in the same batch, it adopts

an SLO-aware policy to adaptively adjust the batch size to preserve online TTFT and

TPOT latency objectives while maximizing the offline serving throughput as well as hardware

efficiency (§6.4.5).

6.4.2 Unified Preemptive Scheduler

Concerto’s scheduler is the key component that serves both online and offline requests in

a unified fashion. As with previous LLM serving schedulers [128, 272], Concerto adopts

continuous batching in its scheduler. To prevent long prefills from interfering decode iterations,

Concerto also adopts chunked prefill [10, 99] that partitions and computes long prefills into

small chunks over multiple iterations and limits the batch size per iteration.

The overall scheduling logic is shown in Algorithm 1. It maintains two separate queues for

online and offline requests, and continuously monitors the online queue for incoming requests.

In each scheduling step, it first calculates a budget batch size given the latency objectives for

TTFT and TPOT (Line 8). The budget limits both the number of tokens and the number

of requests in a batch. The detailed policies are elaborated in §6.4.5. The scheduler then

checks and schedules incoming online requests within the budget allowance (Lines 9-13). To

prevent previously scheduled offline requests from blocking incoming online requests, the
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Algorithm 1: The unified scheduling logic for online/offline requests. Concerto

prioritizes online requests, and only schedules offline requests when remaining GPU

resources permit.
Input: time to first token (TTFT) objective 𝑡𝑇𝑇𝐹𝑇 , time per output token (TPOT)

objective 𝑡𝑇𝑃𝑂𝑇 .

1 Global 𝑄on (online request queue), 𝑄off (offline request queue), 𝑄out (output queue)

2 Global 𝑡sched (time when last batch gets scheduled)

3 Function UnifiedSchedule(𝑄on):

4 Initialize token budget 𝜏 ← Inf

5 Initialize current scheduled batch 𝐵← ∅

6 Initialize new online requests has_new_online← False

7 while True do

8 𝜏 ← calc_budget(𝑡TTFT, 𝑡TPOT) - 𝐵.num_tokens()

9 if !𝑄on.is_empty() then

10 𝜏off ← 𝐵.num_offline_tokens()

11 𝐵on, 𝜏 ← SchedChunkedPrefill (𝑄on, 𝜏 + 𝜏off)

12 𝐵← 𝐵
⋃

𝐵on

13 has_new_online← True

14 𝐵, 𝜏 ← PreemptOverBudgetOffline (𝐵, 𝜏)

15 if 𝐵.has_online_requests() then

16 𝐵off, 𝜏 ← SchedChunkedPrefill (𝑄off, 𝜏)

17 else

18 𝐵off, 𝜏
′ ← SchedChunkedPrefill (𝑄off, Inf )

19 𝐵← 𝐵
⋃

𝐵off

20 𝑡sched ← time.now()

21 𝐵, 𝐵finished ← exec_batch(𝐵)

22 𝑄out.append(𝐵finished)
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Algorithm 2: Concerto iteratively preempts offline requests when GPU is under

compute pressure (over_budget()) or memory pressure.

1 Function PreemptOverBudgetOffline (𝐵, 𝜏):

2 for 𝑅 in 𝐵.offline_reqs() do

3 if not 𝜏.over_budget() and gpu_memory_sufficient() then

4 break

5 PreemptScheduling (𝑅)

6 𝐵← 𝐵 \ {𝑅}

7 𝜏 ← 𝜏 − 𝑅.num_tokens()

8 return 𝐵, 𝜏

scheduler excludes offline tokens from the budget first (Line 10-11), and then reactively

preempts offline requests if the budget is over-saturated (Line 14). This preemption continues

until all scheduled requests can fit into the budget (Lines 2-8). After accommodating all

online requests, the scheduler opportunistically schedules offline requests using the remaining

budget (Line 15-16). The detailed scheduling policies (i.e., ScheduleChunkedPrefill) to

maintain online latency SLOs and manage GPU memory usage will be discussed shortly in

§6.4.5.

Offline Batching Mode. Due to the diurnal load patterns, a model may not receive any

new online requests periodically during non-peak hours. During such periods, the scheduler

switches to the offline batching mode for maximizing offline serving throughput (Line 17-18

in Algorithm 1). Because offline requests come with only loose or no latency requirements,

the scheduler ignores the budget limit and sets the largest batch size that can saturate GPU

compute or memory capacity.

145



Algorithm 3: Preemptive scheduling logic: the arrival of an online request triggers

a callback function and preempts running workers if necessary to meet the TTFT

objective.
Input: Incoming online request 𝑜.

1 Global 𝑄on (online request queue)

2 Global 𝑡sched (time when last batch gets scheduled)

3 Function OnRecvOnlineRequest(𝑜):

4 Initialize current time 𝑡𝑐𝑢𝑟𝑟 ← time.now()

5 𝑄on.append(𝑜)

6 𝐵← Worker.get_curr_batch()

7 𝑡exec ← Profiler.estimate_exec_time(𝑄𝑜𝑛

⋃
𝐵)

8 𝑡est ← Profiler.estimate_exec_time(𝐵)

9 𝑡remain ← 𝑡est − (𝑡curr − 𝑡sched)

10 if 𝑡remain + 𝑡exec > 𝑡TTFT then

11 break

12 𝐵victim ← ∅

13 for 𝑅 in 𝐵.offline_reqs() do

14 𝐵← 𝐵 \ {𝑅}

15 𝐵victim ← 𝐵victim ∪ {𝑅}

16 𝑡exec ← Profiler.estimate_exec_time(𝑄on
⋃

𝐵)

17 𝑡est ← Profiler.estimate_exec_time(𝐵)

18 𝑡remain ← 𝑡𝑒𝑠𝑡 − (𝑡curr − 𝑡sched)

19 if 𝑡remain + 𝑡exec ≤ 𝑡TTFT then

20 break

21 PreemptRunning (𝐵victim)

Preemption. Concerto can preempt offline requests at two potential points: during schedul-

ing or model execution. First, in each scheduling step, the scheduler needs to preempt sched-
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uled offline requests to make room for incoming online requests or free up GPU memory under

memory pressure. Similar to prior systems such as vLLM [128], preempting a request during

scheduling can be done by either discarding-and-recomputing or swapping to host memory,

and it is implemented in the PreemptScheduling function at Line 5 in Algorithm 2.

However, in the worst case where incoming online requests are about to exceed their

TTFT objectives, Concerto must deal with the urgent case and preempt offline requests even

if they are in a running batch to schedule new requests in a timely fashion. To this end,

Concerto scheduler invokes an asynchronous handler upon the arrival of new online requests,

as shown in Algorithm 3. The handler first pushes the incoming online request into the online

request queue, and then leverages the profiler (discussed shortly in §6.4.5) to estimate the

queuing delay and the execution time (Lines 7-9). If the estimated serving time exceeds the

TTFT objective, the scheduler signals the worker to preempt offline requests in the current

running batch until it can meet the TTFT objective (Lines 10-21).

6.4.3 Preemptible Worker

To host the model on GPUs and execute inference requests, Concerto leverages a set of

workers to manage GPUs. Concerto supports both tensor and pipeline parallelism in the

Megatron-LM fashion [233]. Additionally, Concerto’s workers support preempting offline

requests in a running batch (i.e., PreemptRunning in Algorithm 3 Line 21). But unlike

previous work [97] that instruments and preempts running GPU kernels, Concerto worker

preempts LLM inference at the granularity of model layers, which strikes a balance between

responsiveness and runtime costs.

A unique challenge here is that we must synchronize all workers before preemption, because

workers in the same tensor parallel group perform collective communication operations—simply

preempting one worker would hang the other involved workers and hence the entire program.

Therefore, Concerto must synchronize all workers in the same tensor parallel group before

preemption. However, it is important to preempt at the right temporal granularity—if it is
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too coarse-grained, the system may not be able to react to load bursts timely; but if it is too

fine-grained (e.g., per GPU kernel as in previous work [97]), synchronization can incur high

runtime overheads and harm overall efficiency.

To overcome this challenge, Concerto chooses to preempt at the granularity of model

layers for two reasons. First, while their architecture and size may vary drastically, LLMs

all consist of many layers, and the execution time for each layer is much shorter than the

end-to-end inference latency; as such, preemption can be made responsive. Second, one LLM

layer still consists of many GPU kernels and collective operations, and hence, preemption

(including additional cross-worker synchronization) only incurs negligible runtime overheads.

Concerto uses a master worker for the cross-worker synchronization. When the scheduler

decides to preempt the current batch, it signals the master worker and specifies a victim set

of offline requests to be preempted. The master worker then synchronizes all workers with a

barrier after finishing its current model layer and broadcasts the preemption signal as well as

the victim set. Upon receiving the signal, all workers discard all requests in the victim set

before continuing the execution of the next layer.

To further amortize the cost when the layer execution time is too short, a Concerto

worker can also adjust the preemption granularity by batching multiple layers before the

synchronization barrier.

6.4.4 Incremental Checkpointing

While preemption helps Concerto achieve low scheduling delay for online requests, it comes

with a cost to recompute the discarded KV cache for victim offline requests that are preempted

during scheduling or execution. Therefore, we must minimize the recomputation cost to fully

unleash the GPU compute power for meaningful work.

A strawman approach applied by existing serving systems such as vLLM [128] is to swap

out KV caches of victim requests to host memory, as shown in Figure 6.4(b). However,
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Figure 6.4: Comparison between different preemption and resume strategies. (a) Resume

by recomputation achieves low preemption delay at the cost of additional computation.

(b) Resume by swapping reduces the recomputation cost but swapping out can block the

schedule of incoming online requests. (c) Incremental checkpointing (IC) minimizes both

preemption delay and resume cost. (d) IC + background swap-in overlaps swap-in with prefill

computation of the next batch and achieves consistently high GPU utilization.

swapping out by itself still takes time and blocks the scheduling of incoming online requests.

To make matters worse, the amount of data to be swapped out increases proportionally to

the number of tokens in offline requests, but the interconnection bandwidth between GPUs

and host memory is limited. For example, Nvidia A100 connects with the host DRAM with

PCIe 4.0x16, which offers only 32 GBps bandwidth. Swapping out all KV caches for offline
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requests can easily take dozens or even thousands of milliseconds, which still significantly

blocks incoming online requests. Besides, to resume serving victim requests, the GPU must

swap in evicted KV cache blocks before continuing the computation, which leaves GPU

compute units idle and hurts overall serving throughput.

Incremental Checkpointing. To overcome these challenges, we propose a novel asyn-

chronous checkpointing and resuming mechanism. Firstly, instead of swapping KV caches

out at the last minute when preemption happens, Concerto worker adopts a checkpointing

mechanism that runs asynchronously and incrementally in the background. As shown in

Figure 6.4(c), Concerto asynchronously checkpoints KV caches of offline requests after each

generation iteration. Because modern LLMs follow the auto-regressive nature and generate

tokens iteratively, workers can also incrementally checkpoint KV caches per iteration. As a

result, the PCIe traffic is amortized over multiple iterations. Besides, because checkpointing

has no data dependency with follow-up computation, it can be done asynchronously in the

background and overlapped with computation. As a result, it incurs only negligible runtime

overhead.

Concerto manages GPU memory similar to vLLM [128] by reserving GPU memory ahead

of time and virtually mapping KV cache blocks to physical GPU memory. But unlike

swapping which frees KV caches right after they are swapped out, checkpointing keeps KV

caches in GPU memory until incoming online requests are scheduled. Discarding KV caches

in Concerto is as fast and lightweight as freeing victim KV cache blocks and remapping new

ones virtually, which finishes at microseconds timescale.

Background Prefetching. Secondly, because offline requests do not have strict latency

constraints, they offer Concerto workers a unique opportunity to re-order requests and overlap

swap-in with computation. As shown in Figure 6.4(d), instead of waiting for victim requests

to be swapped in, Concerto worker launches a new offline batch and runs for its prefill phase,

and meanwhile prefetches KV cache blocks in the background. Afterward, the worker will
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merge the new batch with prefetched requests and run their decode phase together. For

long sequences that need to swap in a large amount of KV blocks to resume, Concerto will

also split the swap-in phase over multiple steps to avoid long swap-in delays. In doing so,

Concerto keeps device-host I/O for offline requests entirely in the background and eliminates

idle GPU cycles.

Adaptive Checkpointing Policy. However, blindly applying the checkpointing technique

will excessively use host memory and interconnection bandwidth, potentially causing resource

contention when online requests also need swapping. Furthermore, checkpointing is only

necessary under GPU resource pressure when offline requests are likely to be preempted. In

other cases, it can be avoided to reduce runtime overhead. Inspired by the asynchronous

swap system design in the OS kernel [207] and the conventional wisdom of random early

detection [72], Concerto adaptively controls the checkpointing rate based on GPU memory

pressure to limit resources used by checkpointing. Specifically, Concerto starts checkpointing

when available GPU memory is running low (by default the threshold is set to 50%). but it

will only checkpoint a small number of offline requests first and gradually increase the number

of offline requests to checkpoint after observing constantly increasing memory usage. In most

cases when online load bursts are not intensive, preempting checkpointed offline requests will

make enough room to schedule incoming online requests and buy some additional time to

checkpoint the remaining offline requests.

Finally, incremental checkpointing can also help online serving to accommodate swap-

ping/preemption caused by continuous batching. With the continuous batching policy, the

scheduler will eagerly add new requests to the batch to enlarge the batch size when GPU

memory permits, but this may consume all GPU memory when requests in the batch generate

long output sequences and keep allocating memory for KV caches. In such scenarios, the

scheduler will have to swap or preempt online requests to make room. Concerto will also

incrementally checkpoint online requests under GPU memory pressure, thereby eliminating
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the cost of swapping out or recomputation for online requests as well.

6.4.5 SLO-aware Scheduling

The last challenge that Concerto must address is to determine the right batch size (i.e., the

number of offline requests and tokens) to compute and the right set of KV cache blocks to

checkpoint/prefetch for each inference iteration. (1) As for the batch size, if the scheduler

batches too few offline requests, a substantial portion of GPU compute resources and memory

bandwidth would be underutilized and lead to suboptimal overall serving throughput; on the

flip side, if the scheduler batches too many offline requests, they will saturate the GPU and

increase the inference computation time and hence online serving latencies, resulting in SLO

violations. To make matters more complicated, the model execution time depends on not

only the batch size but also the context lengths of each request due to the non-linear compute

complexity of the attention kernel (𝑂 (𝑛2) for prefill phase and 𝑂 (𝑛) for decode phase where

𝑛 is the context length)2. Therefore, the scheduler must also decide the number of offline

tokens that can be batched and processed together with online tokens while meeting the SLO.

(2) As for the KV cache blocks to checkpoint/prefetch, swapping too many blocks, even if in

the background, will exhaust the PCIe bandwidth and GPU streaming multiprocessors (SMs)

resources and block the computation kernel, while checkpointing too few blocks will make it

unable to keep up with the GPU memory consumption rate, leading to memory exhaustion

and triggering swap that blocks incoming online requests.

To tackle this challenge, Concerto adopts an SLO-aware scheduler to collect the model

execution profiles with an offline profiler and dynamically adjust the batch size and the

degree of background swapping leveraging the collected information and SLOs specified by

the users. To flexibly batch varying numbers of offline tokens into each batch, Concerto

leverages chunked prefill [10] to break offline sequences if necessary.

2Chunked prefill alleviates this effect by splitting long sequences into smaller chunks, but its performance
is still prone to prefix lengths due to repeated KV cache access [10].
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Profiler. Concerto’s performance and concrete scheduling policy are highly dependent

on the model itself and the hardware configurations, including specific GPU models, the

parallelization strategy, PCIe bandwidth, etc.. To quantify the performance impact, Concerto

will first run its profiler in the offline phase to profile the model prefill and decode computation

time with different numbers of tokens, as well as the swap latency with respect to the number

of KV cache blocks. The profiled results will be saved locally and automatically loaded when

launching a Concerto server.

SLO-aware Policy. Concerto then leverages the profiled information to schedule offline

requests. For each scheduled online batch, it queries the profiler with the latency SLO (TPOT

for batches containing decode phase requests, TTFT otherwise) to get the maximum number

of tokens that can be processed. It then schedules just enough offline tokens to fulfill the

batch. Similarly, it uses the SLO to decide the maximum number of KV cache blocks that

can be swapped in the background, and defers the extra blocks to the next round. In most

cases where swapping a block is faster than computation, or offline tokens only take a small

portion of the batch size, this policy is memory-safe and can always checkpoint KV cache

blocks faster than the GPU memory consumption. Under the extreme case where a huge

amount of KV cache blocks need to be checkpointed, Concerto will prioritize online latency

SLO attainment and fall back to discard excessive KV cache blocks and recompute them

later.

6.5 Implementation

We have implemented Concerto atop vLLM 0.4.2 [128] with 4165 lines of code. Concerto

leverages Ray [171] to distribute the model to multiple GPUs, but it additionally supports a

Python multiprocessing backend that communicates via shared memory to eliminate Ray’s

high inter-process communication (IPC) cost when running with multiple GPUs on a single

node.
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To support layer-wise preemption, Concerto instruments the model to add a preemption

safepoint between layers, inspired by the design of managed language runtimes [5]. The

safepoint contains a small piece of code that synchronizes all workers and then checks the

preempted flag, which is a variable shared by the scheduler and all workers. If the worker

detects preempted is set, it will abort the following layers and return directly.

Because Concerto now co-serves online requests and offline requests with a unified runtime,

it does not need to reallocate GPU memory between two types of requests anymore. Instead,

it leverages vLLM’s paged KV cache management and reallocates only virtual KV cache

blocks. To support asynchronous checkpointing, Concerto keeps track of the mapping between

each GPU KV block and its CPU KV block that contains the corresponding checkpoint.

Such mapping is recorded in an extension field of the virtual page table and can be queried

and updated by Concerto scheduler.

Concerto also comes with a built-in load generator that can generate precisely timed

request patterns following the gamma distribution. The load generator can be configured

with various parameters including the request rate, burstiness (i.e., skewness of the gamma

distribution), and request lengths.

6.6 Evaluation

Our evaluation aims to answer the following questions:

1. Can Concerto judiciously coordinate GPU resources between online and offline serving to

optimize overall performance? (§6.6.2)

2. Can Concerto quickly and reactively harvest available idle GPU resources to improve

offline serving throughput? (§6.6.3.1)

3. Can Concerto quickly and reactively react to online load bursts and maintain low latency?

(§6.6.3.1 and §6.6.3.2)
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6.6.1 Setup

Environment. We conducted experiments on one server that equips a 48-core CPU, 340GB

GB memory, and four NVIDIA A100-40G GPUs connected with 600 GBps fully-meshed

NVLink. The server ran Ubuntu 22.04 and CUDA 12.1. To reduce latency jitter, we

disabled dynamic voltage and frequency scaling (DVFS) of GPUs [6, 239] and Python garbage

collector [7].

Baselines. We compared Concerto with vLLM [128], a state-of-the-art LLM serving system.

We also enabled chunked-prefill in vLLM to ensure a fair comparison. Because the original

vLLM cannot co-serve online requests and offline requests, we evaluated it by only feeding

online requests (referred to as Online-Only), which provides the optimal online serving latency

but zero offline serving throughput. To enhance its performance, we also extended vLLM’s

online serving frontend with a batch process API, so that it can also take batched offline

requests while serving online requests. We additionally implemented a priority scheduler that

prioritizes online requests over offline ones, and we refer to this enhanced baseline as vLLM++.

Models. We chose the Llama [247] model family, one of the representative open-source LLM

series. Specifically, we tested the Llama-2 7B model on a single A100 GPU. All experiments

use FP16 precision and tensor parallelism to align with our baselines.

Real Workloads. To model the bursty load patterns of online requests, we evaluated

Concerto and the other baseline systems with a real-world load trace BurstGPT [263], which

collects user requests to ChatGPT [189] and GPT-4 [190] in a university campus and is

representative for online workloads. To adapt the campus-wide trace to our evaluation setting

that consists of a relatively small number of GPUs, we sample the trace following the previous

practice [230] as follows: given the duration 𝐷 and request rate 𝑅, we sample 𝑅 × 𝐷 requests

from the original trace, and re-scale the real-time stamps to [0, 𝐷]. We set 𝑅 as the maximal
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request rate that can be served within latency SLOs. For offline workloads, we evaluated the

document summarization task with the LongBench [23] datasets.

Synthetic Workloads. To demonstrate Concerto’s capability in reacting to different

request rates and different degrees of load burstiness and SLO tightness, we also leverage

Concerto’s load generator to generate synthetic workloads with configurable parameters

(details in §6.6.3).

Metrics. Since online serving targets low latency and offline serving targets high throughput,

we adopt different metrics when evaluating their service quality. For online serving, we measure

each request’s 99th percentile TTFT and TPOT, respectively. For offline serving, we measure

the throughput by counting the number of generated tokens per second.

6.6.2 Overall Serving Performance

In this section, we evaluated Concerto with real-world workloads and compared its end-to-end

performance against the baselines. We used the same trace reported in Figure 6.1b as the

online load. We first ran the original vLLM with only online loads to collect its 99th percentile

TTFT and TPOT, and then set them as the SLO targets for all systems (1500ms for TTFT

and 110ms for TPOT).

A good result for Concerto would show that it quickly detects any GPU underutilization

and judiciously batches offline requests to harvest available GPU resources to achieve good

offline throughput while still keeping online serving latency lower than the SLO. In contrast,

Online-Only should achieve the optimal online serving latency but fails to harvest idle GPU

resources for offline serving. On the contrary, vLLM++ does batch offline requests together with

online ones, but it optimizes for the overall serving throughput and does not guarantee online

latency. Therefore, we expect vLLM++ to achieve high offline throughput but also experience

drastically fluctuating TTFT and TPOT during load bursts.
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Figure 6.5: Overall serving performance on real workloads. Concerto achieves consistently low

TTFT and TPOT that are comparable with Online-Only and below the SLO. It also achieves

86% of the ideal offline serving throughput (measured by vLLM++ which eagerly batches offline

requests regardless online latency constraints).

Figure 6.5 presents the results. The top two figures present 99th percentile TTFT

and TPOT of all three systems. The bottom figure shows the offline serving throughput.

Intuitively, Online-Only achieves optimal TTFT and TPOT. However, when the request rate

is low (during time 𝑡 = 240s-620s), it cannot batch enough requests per inference iteration,

leading to overly low latency but GPU underutilization. On average, it achieves an overall

serving throughput of 1999 tokens/s. Concerto maintains low online TTFT and TPOT that

are close to ideal ones and consistently lower than SLOs, and it offers 3702 tokens/s overall

throughput by harvesting available GPU resources for offline serving. vLLM++ is also able

to batch offline requests and achieves 4308 tokens/s throughput, but due to the frequent

swapping, it ramps up the 99th percentile TTFT and TPOT by 84× (83825ms) and 25×

(2523ms), respectively.

In summary, the experiment demonstrates that Concerto can efficiently utilize available

GPU resources for offline serving with negligible impact on online serving latency. As a result,
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Figure 6.6: Concerto incurs negligible impact on online TTFT and TPOT and always keeps

them below their SLO during ON phases. During the transition from the ON to OFF

phase, Concerto reactively detects and harvests additional idle resources and achieves high

offline throughput during the OFF phases. Even under extreme resource pressure during

the transition from the OFF to ON phase, Concerto quickly scales down offline serving and

prevents any spikes in online latency.

it achieves 2.35× higher overall throughput compared to Online-Only and 98.8% lower online

serving latency compared to vLLM++.
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6.6.3 Reacting to Load Bursts

In this section, we conducted a set of experiments to investigate whether Concerto can

reactively harvest idle GPU resources—whenever they are available—for offline serving, while

still quickly reacting to resource pressure to avoid interfering with online serving performance.

For experiments in this section, we set the request input length to 1024 and the output length

to 128 as representative values for online loads [263, 285].

6.6.3.1 ON/OFF Staged Load Patterns

In many real-world settings, LLMs do not always receive requests from clients. Instead, they

may remain idle for a while (“OFF” phases), and experience high load occasionally (“ON”

phases) [230]. To evaluate whether Concerto can react quickly enough to intense resource

pressure when online bursts arrive, we synthesized a staged online load by dynamically

changing the load between the system’s max capacity and zero, as shown as the blue line

in Figure 6.6. A good result for Concerto will show that it can quickly react to changes in

resource availability and keep both low online tail latency and high GPU utilization.

Figure 6.6 presents the results. Initially, the system ran in the “ON” stage at its maximum

capacity. At 𝑡 = 180s, the system switched to the “OFF” stage with no online request until

𝑡 = 360s, where the system started another round of the “ON” stage. Note that such resource

pressure is extremely hard to handle because the load can spike instantly. Despite sharp

changes between the “ON” and “OFF” stages, Concerto is still able to keep the 99th percentile

TTFT and TPOT under 350ms and 90ms, respectively, and avoid SLO violations. Besides, it

quickly and reactively regrants GPUs to offline serving at millisecond-scale when detecting

idle GPU resources, thereby greatly improving GPU utilization and achieving an offline

throughput of 6000 tokens/s during the “OFF” stages. vLLM++, in contrast, overly batches

offline requests even in the “ON” stages, leading to 1.4× to 11× higher 99th percentile TTFT

and TPOT and vast SLO violations.
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Figure 6.7: Overall serving performance under varying CVs and request rates. Concerto

consistently achieves low online latencies and enables a linear trade-off between online

throughput and offline throughput to keep maximized GPU utilization. It also maintains

high efficiency across a wide range of load burstiness levels.

These results show that Concerto can quickly harvest idle GPU resources for offline serving

and free them under pressure. Consequently, the online load neither runs out of resources

nor slows down, and it only experiences negligible tail latency increases. This also means

Concerto can keep GPUs at maximum utilization without any risk of interfering with online

serving.

6.6.3.2 Robustness to Changing Load Burstiness

In reality, clients’ behavior may have constantly changing load patterns [230, 263]. To this

end, we further investigate the robustness of Concerto under varying load burstiness and

160



request rates. Following previous studies [142, 263], we constructed a synthetic load following

the Gamma process with an average rate of 2 requests per second and a coefficient of variation

(CV) of 1. Here CV measures the load burstiness, and larger CV values mean that the load

is more bursty. We evaluate how the online 99th percentile latencies change when fixing

one factor and varying the other. As modeled by the queueing theory [66], we expect the

queueing delay of requests will increase superlinearly as the CV or the request rate increases,

but Concerto should be able to react to uncertain resource pressure and keep tail latencies

comparable to the ideal ones.

Figure 6.7 presents 99th percentile online TTFTs, 99th percentile online TPOTs, and

offline throughputs achieved by all three systems under varying CVs (left column) and varying

request rates (right column), respectively. Intuitively, online TTFT increases when the load

becomes more bursty and heavier for all systems. However, Concerto is robust to bursty

loads and high request rates. It achieves low TTFTs that are close (within 25%) to the

ideal latencies offered by Online-Only. vLLM++, in contrast, severely hurts online TTFTs

with a minimum value of 4980ms. Such high 99th percentile TTFTs also mean vLLM++ can

hardly satisfy latency SLOs. Moreover, although Concerto typically batches fewer requests

than vLLM++ to keep latencies low, it can still outperform vLLM++ in terms of offline serving

throughput, and this is because Concerto overlaps checkpointing and swap-ins for offline

requests and eliminates I/O stalls on GPUs.

In summary, these results illustrate that Concerto can always quickly react to intense

resource pressure and avoid violating online latency SLOs, and it remains robust performance

under varying request rates and load burstiness.

6.7 Discussion

Compatibility with Disaggregated LLM Serving Architectures. In latency-sensitive

scenarios, users may have stringent TTFT and TPOT requirements. Therefore, many ongoing
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research efforts have proposed disaggregated architectures for LLM serving [198, 285] that use

separate GPUs for prefill computation and decode computation to reduce inference. Concerto’s

design is orthogonal and compatible with these disaggregated architectures. Specifically,

Concerto can be integrated separately in the prefill cluster scheduler and the decode cluster

scheduler in a disaggregated architecture. Furthermore, Concerto’s offline serving interfaces

expose more semantics to reduce the KV cache transfer cost between prefill clusters and

decode clusters. For example, Concerto can not only checkpoint to local DRAM but also

asynchronously checkpoint offline KV cache from the prefill cluster to the GPU memory or

DRAM in decode clusters. We leave these optimizations as future work.

Long-Context Scenarios. Improving LLMs’ ability to process long contexts and long

outputs has gained significant attraction [136, 145, 267]. Concerto is compatible with sequence

parallelism and optimizations such as RingAttention [145] and StreamLLM [267] remain valid,

in which case Concerto will partition both online and offline requests among all sequence

parallel workers for load balancing.

Support for Multiple Models. While the main design goal of Concerto is to co-serve

online and offline requests within a model to reuse the model weights, it can also be generalized

to serve multiple models. For example, in practice, many models can share model weights but

adapt to different tasks with parameter-efficient fine-tuning (PEFT) [45, 229, 266]. Concerto

can seamlessly support them and flexibly co-serve online and offline requests for different

fine-tuned models. For LLMs that do not share weights, Concerto can also serve them by

co-locating multiple LLMs onto the same set of GPUs and routing requests to the target

LLM.
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6.8 Related Work

Model Serving Systems. Other than specialized LLM serving systems discussed in §6.2.3,

many other systems target serving more general ML models. Triton [187], TorchServe [197,

243], TensorFlow Serving [9, 86] are three representative serving systems ready for production.

Clipper [58], InferLine [59], and Clockwork [90] serve general neural networks by batching

and scheduling requests. Reef [97] and Shepherd [277] proposed to co-locate models on

the same GPU and preempt GPU compute kernels for scheduling. AlpaServe [142], on the

other hand, leverages model parallelism for statistical multiplexing. However, these systems

overlook the huge model size and the autoregressive nature of LLM inference, hence only

achieving suboptimal LLM serving performance.

Offline LLM Serving. As offline inference has gained increasing traction, many systems

are specifically optimized for offline LLM serving. DeepSpeed ZeRO-Inference [17] and

FlexGen [228] proposed to offload model weights and KV caches to host memory to serve

LLMs on small commodity GPUs. Their design does not fit online serving due to the

long swapping latency, but they can also benefit from Concerto’s incremental checkpointing

mechanism for further performance improvement. S3 [116] optimized for high generation

throughput by predicting the output sequence length and minimizing memory waste. Concerto

is orthogonal to these optimizations and can further benefit from them for higher offline

serving throughput.

Optimized LLM Algorithms. Another line of work focuses on optimizing the efficiency

of LLM algorithms/kernels. FlashAttention [62, 63] improves the memory I/O efficiency with

a redesigned attention kernel. GPTQ [75], AWQ [144], and SqueezeLLM [123] quantize and

compress the model weights and KV caches to reduce GPU memory consumption. Some

other work aims to improve compute and memory efficiency with optimized transformer

architectures. MQA [226] and GQA [11] modify the attention kernel to reduce the KV cache
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size. Mixture-of-expert models [21, 114, 166] make weight parameters sparse and hence

reduce the model size. Concerto is orthogonal to these optimizations on algorithms and

architectures, while Concerto can further improve GPU utilization beyond their benefits.

Deep Learning Schedulers. GPU clusters today suffer from low resource utilization [111,

264, 269]. To improve GPU utilization, many deep learning schedulers are proposed for

better model placement, job migration, and GPU sharing [264, 265, 268, 269, 273]. Concerto

focuses on sharing GPU resources between online and offline serving, and it is orthogonal

to cluster-level schedulers. However, Concerto could benefit from advances in underlying

scheduling policies and hardware support.

Workload Co-location. Co-locating latency-critical applications with batch applications

is a widely adopted approach to improve resource utilization in datacenters. For instance,

Parties [46] partitions resources such as CPU cache and memory resources across microservices

to preserve their SLOs. Operating systems such as ZygOS [204], Shenango [194], and

Caladan [76] proposed to preempt batch jobs and reallocate CPU cores to latency-critical

jobs to improve CPU utilization. However, existing workload co-location solutions primarily

target traditional hardware resources and workloads, rather than emerging GPUs and AI

workloads. In contrast, Concerto shares the concept of colocating workloads and preemption

to improve resource utilization but is specifically optimized for LLM serving on GPUs.

6.9 Summary

In this chapter, we present Concerto, a unified LLM serving system that serves both online

and offline inference with near-optimal efficiency and GPU utilization. Concerto achieves

these benefits through its preemptive worker, novel incremental checkpointing mechanism,

and adaptive scheduler, which opportunistically schedules offline requests when possible,

and timely preempts them before they can impact online serving latency. Concerto proves
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that it is possible to maintain low latency, high throughput, and high GPU utilization

simultaneously.
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CHAPTER 7

Conclusion

Today’s datacenters struggle with low resource utilization, primarily due to a mismatch

between the modern applications they host—characterized by high load variability and strict

performance requirements—and outdated system stacks that fail to efficiently harness idle

resources. In this dissertation, we present a vision and a comprehensive, four-part approach

to redesigning datacenter operating systems and runtime systems, significantly improving

their efficiency and safety for resource harvesting.

Our redesigned datacenter system stacks are grounded in two key insights. First, although

datacenter applications often exhibit variable and large resource demands, many include

elastic components that can utilize idle resources with intermittent availability. Second,

aggregating resources across servers can form a more stable and sufficient resource pool, even

when resource availability per server is unpredictable.

Based on these insights, this dissertation introduces four resource harvesting systems.

First, Chapter 3 presents Midas, a soft memory management system that harvests memory

within a server. To bridge the semantics gap between the application and the operating

system, we propose soft memory, a new OS memory abstraction for application-managed soft

state. Soft memory captures the essential unmap-and-reconstruct semantics, enabling the

runtime and the OS kernel to co-manage idle memory with guaranteed safety and efficiency.

Expanding beyond a single server, Chapters 4 and 5 explore systems that enable applica-

tions to harness idle memory on a remote server. In particular, Chapter 4 introduces Hermit,

a fully asynchronous OS kernel swap system for remote memory that allows applications to
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transparently and efficiently scale out by swapping their data to remote memory. Further,

Chapter 5 presents Canvas, which enhances the OS kernel swap system with isolation support

and adaptive applications. Canvas enables multiple applications to share remote memory

simultaneously without performance interference, moving a step closer to the practical

deployment of remote memory.

Lastly, we extend these insights to encompass emerging datacenter hardware and workloads,

exemplified by GPUs and large language models. Chapter 6 presents Concerto, a preemptive

GPU runtime designed for large language model serving, which effectively harvests idle GPU

resources for offline inference tasks.

Collectively, these systems form a holistic system stack for resource harvesting, demon-

strating the feasibility of safely and efficiently utilizing all available resources in datacenters,

including both traditional resources like memory and accelerators like GPUs, within and

across servers. This dissertation not only addresses the pressing issue of resource under-

utilization in datacenters but also lays the foundation for more adaptive, resource-efficient

infrastructures in the future.

7.1 Future Directions

Looking ahead, we believe that the full potential of resource harvesting can be realized

through more comprehensive system stack support, building upon the foundations laid in this

dissertation. In this section, we outline several promising directions for future work that will

push the boundaries of what is possible in datacenter resource management. As illustrated

in Figure 7.1, these directions include building accelerator-centric system stacks for AI/ML

workloads, developing programming frameworks for resource harvesting, and abstracting

heterogeneous and distributed hardware resources as unified services.
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Figure 7.1: Overview of the proposed future resource harvesting system stack, comprising

three major components. This stack is designed to support a broad range of applications,

from traditional datacenter workloads to emerging AI workloads, while efficiently managing

heterogeneous hardware resources through unified abstractions and flexible programming

interfaces.

Accelerator-Centric System Stacks for AI and ML. GPUs and other accelerators are

evolving into the new central processing units in datacenters, powering numerous deep-learning

and AI workloads. Meanwhile, emerging AI applications such as AI agents are not only growing

in scale but also in complexity. These applications start to integrate with multiple ML models

and other software tools, each with diverse resource demands [130, 148, 191, 201, 275, 280].

However, due to the lack of comprehensive operating system support for GPUs, AI applications

today can only leverage vendor-specific drivers and runtimes, such as CUDA [188], to use

GPUs, which only offer primitive support for resource management. For instance, these

drivers and runtimes do not support distributing tasks over multiple GPUs, nor flexibly

scheduling multiple tasks onto and time-sharing a single GPU. As a result, they have to

build their own runtime systems and manage resources manually in a coarse granularity,

suffering from unnecessary complexity and inefficiency that could have been avoided with

better system stack support.

To address this, we propose that, akin to how traditional operating systems virtualize
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CPU cores and physical memory, we should introduce similar abstractions to accelerator

resources. Our proposed system stack will abstract physical resources, allowing applications

to interact with high-level interfaces rather than dealing with hardware details directly. This

system will offer enhanced scheduling support, enabling multiple applications to share the

same GPU, and provide autoscaling capabilities to quickly launch or migrate jobs across

GPUs, potentially across different servers.

From the user’s perspective, the benefit of having an OS and runtime can be further

amplified because they can build applications easier with high-level interfaces. For example,

we propose to build new programming frameworks that encapsulate low-level abstractions we

just mentioned for developers to build AI applications that are distributed and heterogeneous

and may have multiple components that use both CPUs and GPUs.

Resource Harvesting Programming Frameworks. Today’s datacenter applications are

constructed upon layers of abstractions, encompassing programming languages, application

runtimes, VMs and the OS kernel, and hardware. While this paradigm reduces programming

effort, it often sacrifices efficiency because abstractions conceal application semantics, thereby

limiting opportunities to customize the underlying systems. This inefficiency can be addressed

through a holistic design spanning multiple system layers, particularly through co-designing

programming languages and systems to reshape future cloud applications with semantics-aware

system support. For instance, Golang’s reliance on coroutines naturally segments programs

into finer-grained pieces [4], offering opportunities for distributed scheduling optimization to

improve scalability and resource efficiency. Similarly, Rust’s ownership memory model [8, 153],

which ensures exclusive write access to shared memory objects, can be harnessed for efficient

data distribution and sharing and providing applications with a distributed shared memory

without incurring expensive coherence and synchronization overheads. By leveraging the

hidden semantics of existing language abstractions and introducing new abstractions (as

demonstrated in Canvas and Midas), we can build a new programming framework that
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empowers developers to write applications as logical monoliths while offloading deployment

tasks to the runtime, which can automatically distribute applications across servers with high

scalability, resource efficiency, and fault resilience.

Resource Harvesting as a Service. Microservice-based applications demand extensive

caching, often involving complex dependencies between cached objects [276]. For example,

in a Twitter-like web application, the frontend service might cache user posts for quicker

timeline rendering, with each post potentially containing several media objects cached by

different microservices [80]. The typical approach—serializing these objects along with their

dependencies into a key-value cache—results in memory waste due to object duplication and

complicates cache coherence when multiple copies of the same object exist.

While soft memory pointers in Midas allow developers to nest soft pointers to express

dependencies between objects, it currently manages soft objects on a per-process and per-

server basis, hindering its adoption in distributed microservices. To overcome this limitation,

we propose developing a distributed cache service that allows processes to harvest idle memory

from any server for storing soft objects, acquire cross-server soft pointers, and share soft

objects efficiently. Achieving this goal will require a co-design of the application runtime and

OS kernel. The kernel will expose shared soft memory with a new virtual memory abstraction,

manage the application’s permission for safety, and leverage remote memory support for

cross-server accesses, while the application runtime will coordinate with the kernel for cache

entry allocation and eviction. It will also provide high-level APIs like pass-by-reference

RPCs to facilitate microservices in using the cache service and harvesting available compute

resources on remote servers.
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