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Abstract

Constrained Machine Learning: Algorithms and Models

by

Geoffrey Négiar

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Science

University of California, Berkeley

Professor Laurent El Ghaoui, Co-chair

Professor Michael Mahoney, Co-chair

This thesis is concerned with designing efficient methods to incorporate known structure in
machine learning models. Structure arises either from problem formulation (e.g. physical
constraints, aggregation constraints), or desirable model properties (energy efficiency, sparsity,
robustness). In many cases, the modeler has a certain knowledge about the system that
they are modeling, which must be enforced in an exact manner. This can be necessary for
providing adequate safety guarantees, or for improving the system’s efficiency: training a
system with less data, or less computation costs. This thesis provides methods to do so in
a variety of settings, by building on the two foundational fields of continuous, constrained
optimization and of differentiable statistical modeling (also known as deep learning).

The first part of the thesis is centered on designing and analyzing efficient algorithms for
optimization problems with convex constraints. In particular, it focuses on two variants of the
Frank-Wolfe algorithm: the first variant proposes a fast backtracking-line search algorithm
to adaptively set the step size in the full-gradient setting; the second variant proposes a
fast stochastic Frank-Wolfe algorithm for constrained finite-sum problems. I also describe
contributions to open-source constrained optimization software. The second part of this
thesis is concerned with designing deep learning models which enforce certain constraints
exactly: constraints based on physics, and aggregation constraints for probabilistic forecasting
models. This part leverages bi-level optimization models, and differentiable optimization to
constrain the output of a complex neural network. We demonstrate that complex non-linear
constraints can be enforced on complex non-convex models, including probabilistic models.

These examples showcase the power of hybrid models which couple data-driven learning
and leverage complex nonlinear models such as deep neural networks, and well-studied
optimization problems allowing for efficient algorithms. These hybrid models help highly
flexible models to pick up structural patterns, achieving strong performance with sometimes
no data access at all.
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2.1 Top table: description of the datasets. Bottom figure: Benchmark of different
FW and MP variants. The variants with backtracking line-search proposed in
this paper are in dashed lines. Problem in A, B, C, D = logistic regression with
ℓ1-constrained coefficients, in E, F = Huber regression with on the nuclear norm
constrained coefficients and in G, H = unconstrained logistic regression (MP
variants). In all the considered datasets and regularization regimes, backtracking
variants have a much faster convergence than others. . . . . . . . . . . . . . . . 16

3.1 Comparing our SFW method to the related works of Lu and Freund and Mokhtari,
Hassani, and Karbasi. From left to right: Breast Cancer, RCV1, and Cal-
ifornia Housing datasets. We plot the relative subtimality values in log-log
plots to show empirical rates of convergence. We use the following batch size:
b = ⌊n/100⌋. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

5.1 Mapping PDE parameters ϕ to PDE solutions u(ϕ). The goal of our model is
to learn a mapping G : ϕ 7→ u(ϕ), without access to solution data. As an example,
we study the Darcy Flow PDE, which describes the chemical engineering problem
of fluid flow through a porous medium. The system is composed of two materials
in a given spatial domain X = (0, 1)2, each with specific diffusion coefficients which
depend on the position. The left figure shows ϕ, which encodes the locations and
diffusion properties of the two materials. The right figure shows the corresponding
solution u(ϕ). The function u is a solution of the Darcy Flow PDE with diffusion
coefficients ϕ if, for all (x, y) ∈ (0, 1)2, it satisfies −∇ · (ϕ(x, y)∇u(x, y)) = 1. The
boundary condition is u(x, y) = 0, ∀(x, y) ∈ ∂(0, 1)2. . . . . . . . . . . . . . . . 42



LIST OF FIGURES vi

5.2 Heatmaps of Darcy Flow example test set predictions. We compare our
hard-constrained model and the baseline soft-constrained model on a test set of
new diffusion coefficients ν. The NN architectures are the same except for our
additional PDE-CL in the hard-constrained model. a Target solutions of a subset of
PDEs in the test set. b Difference between the predictions of our hard-constrained
PDE-CL model and the target solution. c Difference between the predictions
of the baseline soft-constrained model and the target solution. Over the test
dataset, our model achieves 1.82%± 0.04% relative error and 0.0457± 0.0021
interior domain test loss. In contrast, the soft-constrained model only reaches
3.86%± 0.3% relative error and 1.1355± 0.0433 interior domain test loss. Our
model achieves 71% less relative error than the soft-constrained model. While
the heatmaps show a subset of the full test set, the standard deviation across the
test set for our model is very low, as shown by the box plot in Appendix C.3. . 45

5.3 2D Darcy Flow: Error on test set during training. We train a NN
architecture with the PDE residual loss function (“soft constraint” baseline), and
the same NN architecture with our PDE-CL (“hard constraint”). During training,
we track error on the test set, which we plot on a log-log scale. a PDE residual
loss on the test set, during training. This loss measures how well the PDE is
enforced. b Relative error on the test set, during training. This metric measures
the distance between the predicted solution and the target solution obtained via
finite differences. Both measures show that our hard-constrained PDE-CL model
starts at a much lower error (over an order of magnitude lower) on the test set at
the very start of training, and continues to decrease as training proceeds. This is
particularly visible when tracking the PDE residual test loss. . . . . . . . . . . . 47

5.4 Heatmaps of 1D Burgers’ example test set predictions. We compare
our hard-constrained model and the baseline soft-constrained model on a test
set of new initial conditions u0. Both architectures are the same, except for
our additional PDE-CL in the hard-constrained model. a) Target solutions of a
subset of PDEs in the test set. b) Difference between the predictions of our hard-
constrained model and the target solution. c) Difference between the predictions of
the baseline soft-constrained model and the target solution. Over the test dataset,
our model achieves 1.11± 0.11% relative error. The baseline soft-constrained
model achieves only 4.34%± 0.33% relative error. We use the same base network
architecture (MLPs) for both the soft-constrained and hard-constrained model.
The errors in both models are concentrated around the “sharp” features in the
solution, but these errors have 4x higher magnitude in the soft-constrained model. 48

5.5 1D Burgers’ equation: Error on validation set during training. We train
a NN with the PDE residual loss function (“soft constraint” baseline) and the
same NN architecture with our PDE-CL (“hard constraint”). Both architectures
are MLPs. During training, we track relative error on the test set, which we plot
on a log-log scale. Our hard-constrained model learns low error predictions much
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the soft-constrained method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
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6.1 A simple hierarchical example of M = 8 aggregates over N = 4 entities.
Figure 6.1a (left) shows the set representation of the aggregation. Figure 6.1b
(center) shows a possible graph representation: the edge between J6 and J8 could
be removed since J6 is included in the union of J5 and J7. The graph is a DAG,
but it is not a tree: the node J2 appears in the aggregations J5 and J6. Figure 6.1c
(right) shows the corresponding aggregation matrix. In the matrix representation,
we’ve added horizontal lines to separate levels of the hierarchy. These levels do
not matter in our algorithm or methods, although they may be important for
evaluation. These levels match the levels in the DAG representation, and they
correspond to the topological ordering of the nodes in the graph. Our method
uses only the matrix representation, which is equivalent to the set representation. 55

6.2 Model architecture for our work. We show an example with N = 3 base series,
M = 3 aggregates, and K = 2 factors. Base-level series xn1 , · · · ,xn3 are fed into a
multi-variate neural network forecasting model such as MQCNN [103]. This model
outputs encodings for each base-level series. These encodings are used in two
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our hard-constrained model and the baseline soft-constrained model on a test
set of new wavespeed parameters β. Both architectures are the same, except for
our additional PDE-CL in the hard-constrained model. a) Target solutions of a
subset of PDEs in the test set. b) Difference between the predictions of our hard-
constrained model and the target solution. c) Difference between the predictions of
the baseline soft-constrained model and the target solution. Over the test dataset,
our model achieves 1.32%± 0.02% relative error and 9.84± 2.15 PDE residual
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less relative error than the soft-constrained model. The errors in both models are
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inference on a random PDE instance. In this plot, we consider the 1D convection
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Chapter 1

Overview

In recent years, machine learning models have achieved countless success stories in fields
aiming to match human perception (computer vision, audio processing, natural language).
This success was achieved by understanding how to exploit structure in model inputs: digital
representations of images, sound, text, code, and even molecules [1, 2, 3, 4]. To achieve
similar levels of success in engineering and the sciences, models must incorporate additional
structural constraints: both the model internals and the model outputs should satisfy certain
key properties (e.g. sparse or low rank weights for model internals and physical equations for
model outputs). Although the field of optimization has long been concerned with developing
methods to enforce such constraints, efforts to tie in structure brought by optimization
methods and the flexibility of data-driven models are very recent [5, 6]. This thesis proposes
novel, efficient methods for incorporating structure in machine learning models, both in the
model internals (Part I), and in the model outputs (Part II). We argue that such hybrid
systems will be key to develop high performance systems for complex physical applications.

Structured constraints in Machine Learning have recently brought the Frank-Wolfe (FW)
family of algorithms back in the spotlight. The Frank-Wolfe algorithm allows to enforce
convex constraints on a decision variable (e.g. model weights), while maintaining a sparse
representation of the decision variable. The first part of this thesis develops novel variants
of the Frank-Wolfe algorithm to improve practical speed of the algorithm. Additionally, we
describe our two open-source optimization libraries: COPT and CHOP.

When deploying decision-making systems in the wild, the systems must enforce physical
constraints: discrepancies can lead to undefined decisions. For example, if we predict inbound
water flow in reservoirs in a region at different granularities, the predictions at the different
levels must enforce conservation of mass; otherwise, there will be quantities of water that
are unaccounted for, breaking the decision making system. The second part of this thesis
considers the problem of incorporating physical constraints into deep learning models, in the
form of partial differential equations and hierarchical conservation of mass.

We now describe each section in more detail.

https://github.com/openopt/copt
https://github.com/openopt/chop
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Backtracking line search for Frank-Wolfe (Chapter 2)

While the classical FW algorithm has poor local convergence properties, the Away-steps and
Pairwise FW variants have emerged as improved variants with faster convergence. However,
these improved variants suffer from two practical limitations: they require at each iteration
to solve a 1-dimensional minimization problem to set the step-size and also require the
Frank-Wolfe linear subproblems to be solved exactly. In this paper, we propose variants
of Away-steps and Pairwise FW that lift both restrictions simultaneously. The proposed
methods set the step-size based on a sufficient decrease condition, and do not require prior
knowledge of the objective. Furthermore, they inherit all the favorable convergence properties
of the exact line-search version, including linear convergence for strongly convex functions over
polytopes. Benchmarks on different machine learning problems illustrate large performance
gains of the proposed variants. Our backtracking line search scheme has become standard
in the subsequent FW literature, as evidenced in the recent Frank-Wolfe book [7]. Code is
available in our open source COPT library.

This work appears as Pedregosa et al. [8].

Stochastic Frank-Wolfe for constrained finite-sum
minimization (Chapter 3)

Machine learning problems are often expressed as empirical risk minimization problems over
a fixed training dataset. In this case, the objective is written as a finite-sum of loss terms
over the datapoints in the dataset. Since it may be computationally intractable to keep the
full dataset in memory, or to compute gradient of the full objective, it is common in the ML
optimization literature to provide stochastic variants of optimization algorithms, where only
sampled datapoints are used at each iteration. We provide an efficient stochastic Frank-Wolfe
algorithm for these finite-sum problems, which can exploit sampling batches of arbitrary,
fixed size. We provide rates of convergence for our algorithm in the convex objective case,
and prove convergence in the nonconvex case. Code is available in our open source COPT
library.

This work appears as Negiar et al. [9].

COPT and CHOP: open-source optimization libraries
(Chapter 4)

In this chapter, we describe our software libraries for first order optimization methods:
the COPT and CHOP libraries. We provide efficient implementations of state of the art
constrained or composite optimization algorithms in NumPy (COPT) and PyTorch (CHOP).

https://github.com/openopt/copt/blob/5423537e41fd4b566910d7bdd3abca9638111bb5/copt/frank_wolfe.py#L13
https://github.com/openopt/copt/blob/5423537e41fd4b566910d7bdd3abca9638111bb5/copt/randomized.py#L734
https://github.com/openopt/copt
https://github.com/openopt/chop
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Learning differentiable solvers for systems with hard
constraints (Chapter 5)

We introduce a practical method to enforce partial differential equation (PDE) constraints
for functions defined by neural networks (NNs), with a high degree of accuracy and up to a
desired tolerance. We develop a differentiable PDE-constrained layer that can be incorporated
into any NN architecture. Our method leverages differentiable optimization and the implicit
function theorem to effectively enforce physical constraints. Inspired by dictionary learning,
our model learns a family of functions, each of which defines a mapping from PDE parameters
to PDE solutions. At inference time, the model finds an optimal linear combination of the
functions in the learned family by solving a PDE-constrained optimization problem. Our
method provides continuous solutions over the domain of interest that accurately satisfy
desired physical constraints. Our results show that incorporating hard constraints directly
into the NN architecture achieves much lower test error when compared to training on an
unconstrained objective.

This work appears as Négiar, Mahoney, and Krishnapriyan [10].

Probabilistic forecasting with coherent aggregation
(Chapter 6)

Obtaining accurate probabilistic forecasts while respecting hierarchical information is an
important operational challenge in many applications, perhaps most obviously in energy
management, supply chain planning, and resource allocation. The basic challenge, especially
for multivariate forecasting, is that forecasts are often required to be coherent with respect
to the hierarchical structure. In this chapter, we propose a new model which leverages a
factor model structure to produce coherent forecasts by construction. This is a consequence
of a simple (exchangeability) observation: permuting base-level series in the hierarchy does
not change their aggregates. Our model uses a convolutional neural network to produce
parameters for the factors, their loadings and base-level distributions; it produces samples
which can be differentiated with respect to the model’s parameters; and it can therefore
optimize for any sample-based loss function, including the Continuous Ranked Probability
Score and quantile losses. We can choose arbitrary continuous distributions for the factor and
the base-level distributions. We compare our method to two previous methods which can be
optimized end-to-end, while enforcing coherent aggregation. Our model achieves significant
improvements: between 11.8 − 41.4% on three hierarchical forecasting datasets. We also
analyze the influence of parameters in our model with respect to base-level distribution and
number of factors.

This work appears as Negiar et al. [11].
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Algorithms
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Chapter 2

Linearly convergent Frank-Wolfe with
backtracking line-search

2.1 Introduction

The Frank-Wolfe (FW) or conditional gradient algorithm [12, 13, 14] is a method for
constrained optimization that solves problems of the form

minimize
x∈conv(A)

f(x) , (OPT)

where f is a smooth function for which we have access to its gradient and conv(A) is the
convex hull of A; a bounded but potentially infinite set of elements in Rp which we will refer
to as atoms.

The FW algorithm is one of the oldest methods for non-linear constrained optimization
and has experienced a renewed interest in recent years due to its applications in machine
learning and signal processing [15]. Despite some favorable properties, the local convergence
of the FW algorithm is known to be slow, achieving only a sublinear rate of convergence for
strongly convex functions when the solution lies in the boundary [16]. To overcome these
limitations, variants of the FW algorithms with better convergence properties have been
proposed. Two of these variants, the Away-steps FW [17] and Pairwise FW [18] enjoy a linear
rate of convergence over polytopes [18].

Despite this theoretical breakthrough, Away-steps and Pairwise FW are not yet practical
off-the-shelf solvers due to two main limitations. The first and most important is that
both variants rely on an exact line-search. That is, they require to solve at each iteration
1-dimensional subproblems of the form

argmin
γ∈[0,γmax]

f(xt + γdt) , (2.1)

where dt is the update direction and γmax is the maximum admissible step-size. In a few
cases like quadratic objectives, the exact line-search subproblem has a closed form solution.
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Fr
an

k-
W

ol
fe Related work non-convex approximate linear adaptive bounded

analysis subproblems convergence step-size backtracking
This work ✓ ✓ ✓ ✓ ✓

[18] ✗ ✗ ✓ ✗ N/A
[19] ✗ ✓† ✗ ✓ ✗
[20] ✓ ✗ ✗ ✓ ✗

M
P This work ✓ ✓ ✓ ✓ ✓

[21] ✗ ✓ ✓ ✗ N/A

Table 2.1: Comparison with related work. non-convex analysis: convergence guarantees
for problems with a non-convex objective. approximate subproblems: convergence guarantees
cover the case in which linear subproblems are solved approximately. linear convergence:
guaranteed linear rate of convergence (under hypothesis). adaptive step-size: step-size is set
using local information of the objective. bounded backtracking: explicit bound for the total
number of inner iterations in adaptive step-size methods. † = assumes cartesian product
domain.

In most other cases, it is a costly optimization problem that needs to be solved at each
iteration, making these methods impractical. The second limitation is that they require
access to an exact Linear Minimization Oracle (LMO), which leaves out important cases like
minimization over a trace norm ball where the LMO is computed up to some predefined
tolerance. In this paper we develop methods that lift both limitations simultaneously.

Our main contribution is the design and analysis of variants of Away-steps and Pairwise
FW that i) don’t require access to an exact line-search or knowledge of properties of the
objective like its curvature or Lipschitz constant, and ii) admits the FW subproblems to be
solved approximately. We describe our approach in §2.2. Although our main motivation is to
develop practical variants of Away-steps and Pairwise FW, we also show that this technique
extends to other methods like FW and Matching Pursuit.

We develop in §2.3 a convergence rate analysis for the proposed methods. The obtained
rates match asymptotically the best known bounds on convex, strongly convex and non-convex
problems, including linear convergence for strongly convex functions.

Finally, we show in §2.4 benchmarks between the proposed and related methods, and
discuss the importance of large step-sizes in Pairwise FW.

Related work

We comment on the most closely related ideas, summarized in Table 2.1.
Away-Steps FW [17] is a popular variant of FW that adds the option to move away from

an atom in the current representation of the iterate. In the case of a polytope domain, it
was recently shown to enjoy a linear convergence rate for strongly convex objectives [22, 18].
Pairwise FW [18] simplifies the above-described variant by replacing the two kinds of steps
by a single step modifying the weights of only two atoms. It generalizes the algorithm of
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Mitchell, Demyanov, and Malozemov [23] used in geometry and SMO [24] for training SVMs.
These methods all require exact line-search.

Variants of FW that, like the proposed methods, set the step-size based on a local decrease
condition have been described by Dunn [20] and Beck, Pauwels, and Sabach [19], but none of
these methods achieve a linear convergence rate to the best of our knowledge.

Matching Pursuit (MP) [25] is an algorithm for constrained optimization problems of the
form Eqn. OPT with conv(A) replaced by linspan(A), the linear span of A. Locatello et al.
[26] has recently shown that MP and FW are deeply related. We show that our algorithm
and convergence results also extend naturally to MP, and as a byproduct of our analysis
we obtain the first convergence rate for MP on non-convex objectives to the best of our
knowledge.

Notation. Throughout this chapter we denote vectors and vector-valued functions in
lowercase boldface (e.g. x or argmin), matrices in uppercase boldface letters (e.g. D), and
sets in caligraphic letters (e.g., A). We say a function f is L-smooth if it is differentiable and
its gradient is L-Lipschitz continuous, that is, if it verifies ∥∇f(x)−∇f(y)∥ ≤ L∥x− y∥ for
all x,y in the domain. A function is µ-strongly convex if f − µ

2
∥ · ∥2 is convex. ∥ · ∥ denotes

the euclidean norm.

2.2 Methods

In this section we describe the core part of our contribution, which is a strategy to select the
step-size in FW-type algorithms.

Since this strategy can be applied very broadly to Frank-Wolfe variants including Away-
steps, Pairwise, classical FW and Matching Pursuit, we describe it within the context of a
generic FW-like algorithm. This generic algorithm is detailed in Algorithm 1 and depends on
two key functions: update_direction and step_size. The first one computes the direction
that we will follow to compute the next iterate and its implementation will depend on the FW
variant. The second one will choose an appropriate step-size based upon local information of
the objective and is the key novelty of this algorithm. We now describe them in more detail.

Update direction

In this subsection we describe update_direction in Algorithm 1, the function that computes
the update direction dt and the maximum allowable step-size γmax

t . While its implementation
varies according to the FW variant, all of them require to solve one or two linear problems,
often referred to as linear minimization oracle (LMO).

The first of these subproblems is the same for all variants and consists in finding st in the
domain such that:

⟨∇f(xt), st − xt⟩ ≤ δmin
s∈A

⟨∇f(xt), s− xt⟩ . (2.2)
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Algorithm 1 Generic FW with backtracking
1: Input: x0 ∈ conv(A), initial Lipschitz estimate L−1 > 0, tolerance ε ≥ 0, subproblem

quality δ ∈ (0, 1]
2: for t = 0, 1 . . . do
3: dt, γ

max
t = update_direction(xt,∇ft)

4: gt = ⟨−∇f(xt),dt⟩
5: if gt ≤ δε then
6: return xt
7: end if

8: γt, Lt = step_size(f,dt,xt, gt, Lt−1, γ
max
t )

9: xt+1 = xt + γtdt
10: end for

Here, we introduce a subproblem quality parameter δ ∈ (0, 1] that allows this subproblem
to be solved approximately. When δ = 1, the problem is solved exactly and becomes
argmins∈A⟨∇f(xt), s⟩, which consists in selecting the atom that correlates the most with
the steepest descent direction, −∇f(xt).

Away-steps and Pairwise FW will also require to solve another linear subproblem, this
time over the active set St. This is the set of atoms with non-zero weight in the decomposition
of xt. More formally, the active set St ⊆ A is the set of atoms that have non-zero weight
αs,t > 0 in the expansion xt =

∑
s∈St

αv,ts.
The linear subproblem that needs to be solved consists in finding vt such that:

⟨∇f(xt),xt − vt⟩ ≤ δmin
v∈St

⟨∇f(xt),xt − v⟩ . (2.3)

Unlike the previous linear subproblem, this time the problem is over the typically much
smaller active set St. As before, δ ∈ (0, 1] allows this subproblem to be solved approximately.
When δ = 1, the subproblem becomes argmaxv∈St

⟨∇f(xt),v⟩, which can be interpreted
as selecting the atom in the active set that correlates the most with the steepest ascent
direction ∇f(xt).

FW, AFW and PFW then combine the solution to these linear subproblems in different
ways, and Line 3’s update_direction is implemented as:

• FW returns dt = st − xt and γmax
t = 1: the next iterate will be a convex combination of

xt and st.

• AFW considers directions st−xt and xt−vt, and chooses the one that correlates the most
with −∇f(xt). γmax

t = 1 if dt = st − xt and αvt/(1 − αvt) otherwise, where αvt is the
weight associated with vt in the decomposition of xt as a convex combination of atoms.

• PFW uses dt = st−vt, shifting weight from vt to st in our current iterate, and γmax
t = αvt .

• MP uses dt = st and γmax = +∞, since the constraint set is not bounded.
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Algorithm 2 Backtracking for FW variants
1: Initialization: f ,dt, xt, gt, Lt−1, γmax

2: Choose τ > 1, η ≤ 1
3: Choose M ∈ [ηLt−1, Lt−1]
4: γ = min {gt/(M∥dt∥2), γmax}
5: while f(xt + γdt) > Qt(γ,M) do
6: M = τM
7: end while
8: γ = min {gt/(M∥dt∥2), γmax}
9: return γ, M

Backtracking line-search

In this subsection we describe the step-size selection routine step_size (Algorithm 2). This
is the main novelty in the proposed algorithms, and allows for the step-size to be computed
using only local properties of the objective, as opposed to other approaches that use global
quantities like the gradient’s Lipschitz constant. As we will see in §2.4, this results in
step-sizes that are often more than an order of magnitude larger than those estimated using
global quantities.

Minimizing the exact line-search objective γ 7→ f(xt + γdt) yields the highest decrease in
objective but can be a costly optimization problem. To overcome this, we will replace the
exact line-search objective with the following quadratic approximation:

Qt(γ,M) = f(xt)− γgt +
γ2M

2
∥dt∥2 . (2.4)

This approximation has the advantage that its minimum over γ ∈ [0, γmax] can be computed
in closed form, which gives the step-size used in line 4:

γ⋆M = min

{
gt

M∥dt∥2
, γmax

}
, (2.5)

The quality of this quadratic approximation will depend on the Lipschitz estimate pa-
rameter M . This parameter needs to be carefully selected to maintain the convergence
guaratees of exact line-search, while keeping the number of objective function evaluations to
a minimum.

This is achieved through the strategy implemented in Algorithm 2. The algorithm
initializes the Lipschitz estimate M to a value between ηLt−1 and the previous iterate Lt−1,
where η is a user-defined parameter (default values discussed later). A value of η = 1 is
admissible but would not allow the Lipschitz estimate to decrease through the optimization,
and we have observed empirically a drastic benefit in doing so.

The algorithm then defines a candidate step-size γ (Line 4) and checks whether the
following sufficient decrease condition is verified for this step-size

f(xt + γdt) ≤ Qt(γ,M) , γ=min
{
gt/(M∥dt∥2), γmax} .
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If it is not verified, we increase this constant by a power factor of τ > 1 (Line 6). By the
properties of L-smooth functions, we know that this condition is verified for all M ≥ L, and
so this loop has a finite termination.

Once this condition is verified, the current step-
size is accepted and the value of M is assigned
the name Lt. Geometrically, the sufficient de-
crease condition ensures that the quadratic ap-
proximation is an upper bound at its constrained
minimum of the line-search objective. We em-
phasize that this upper bound does not need
to be a global one, as it only holds at γt.
This allows for smaller Lt than the global Lips-
chitz constant L, and therefore larger step-sizes. γ=0 γ=γmax

t
γt

Qt(γ, Lt)

f(xt+γdt)

As we will see in §2.3, this translates into faster convergence rates that depend on Lt, as
well as faster empirical convergence (§2.4).

Default and initial parameters. Algorithm 1 requires an (arbitrary) initial value for the
Lipschitz estimate L−1. We found the following heuristic using the definition of Lipschitz
continuity of the gradient to work well in practice. Select a small constant ε, say 10−3, and
compute L−1 = ∥∇f(x0)−∇f(x0 + εd0)∥/(ε∥d0∥).

The step_size depends on hyperparameters η and τ . Although the algorithm is guaran-
teed to converge for any η ≤ 1, τ > 1, we recommend η = 0.9, τ = 2, as we found that it
performs well in a variety of scenarios. These are the values used throughout benchmarks
§2.4.

This method also requires to choose the initial value of the Lipschitz estimate M to a
value between ηLt−1 and Lt−1. A choice that we found to work remarkably well in practice is
to initialize it to

M = clip[ηLt−1,Lt−1]

(
g2t

2(ft−1 − ft)∥dt∥2

)
. (2.6)

The value inside the clip function corresponds to the optimal value of M for a quadratic
interpolation between the previous two iterates and the derivative of the line-search objective
f(xt + γdt) at γ = 0. Since this value might be outside of the interval [ηLt−1, Lt−1], we clip
the result to this interval.

Pseudocode and implementation details. A practical implementation of these algo-
rithms depends on other details that are not specific to the backtracking variant, such as
efficiently maintaining the active-set in the case of Away-steps and Pairwise. For completeness,
B.1 contains a full pseudocode for all these algorithms. A Python implementation of these
methods, as well as the benchmarks used in §2.4 will be made open source upon publication
of this manuscript.
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2.3 Analysis

In this section, we provide a convergence rate analysis of the proposed methods, showing
that all enjoy a O(1/

√
t) convergence rate for non-convex objectives (Theorem 2), a stronger

O(1/t) convergence rate for convex objectives (Theorem 3), and for some variants linear
convergence for strongly convex objectives over polytopes (Theorem 4).

Notation. In this section we make use of the following extra notation:
• For convenience we will refer to the variants of FW, Away-steps FW, Pairwise FW and MP

with backtracking line-search as AdaFW, AdaAFW, AdaPFW and AdaMP respectively.

• We denote the objective suboptimality at step t as ht = f(xt)−minx∈conv(A) f(x).

• Good and bad steps. Our analysis, as that of Lacoste-Julien and Jaggi [18], relies on a
notion of “good” and “bad” steps. We define bad steps as those that verify γt = γmax

t

and γmax
t < 1 and good steps as any step that is not a bad step. The name “bad steps”

makes reference to the fact that we won’t be able to bound non-trivially the improvement
for these steps. For these steps we will only be able to guarantee that the objective is
non-increasing. AdaAFW and AdaPFW both may have bad steps. Let us denote by Nt

the number of “good steps” up to iteration t. We can lower bound the number of good
steps by

Nt ≥ t/2 for AdaAFW , (2.7)
Nt ≥ t/(3|A|! + 1) for AdaPFW (2.8)

where it is worth noting that the last bound for AdaPFW requires the set of atoms A to
be finite. The proof of these bounds can be found in B.3 and are a direct translation of
those in [18]. We have found these bounds to be very loose, as in practice the fraction of
bad/good steps is negligible, commonly of the order of 10−5 (see last column of the table
in Figure 2.1).

• Average and maximum of Lipschitz estimates. In order to highlight the better convergence
rates that can be obtained by adaptive methods we introduce the average and maximum
estimate over good step-sizes. Let Gt denote the indices of good steps up to iteration t.
Then we define the average and maximum Lipschitz estimate as

Lt
def
=

1

Nt

∑
k∈Gt

Lk (2.9)

Lmax
t

def
= maxk∈GtLk (2.10)

respectively. In the worst case, both quantities can be upper bounded by max{τL, L−1}
(Proposition 4), which can be used to obtain asymptotic convergence rates. This bound is
however very pessimistic. We have found that in practice Lt is often more than 100 times
smaller than L (see second to last column of the table in Figure 2.1).
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Algorithm Non-convex Convex Strongly convex

AdaAFW O( 1
δ
√
t
) O( 1

δ2t) O((1−δ2ρ)t)

AdaPFW O( 1
δ
√
t
) O( 1

δ2t) O((1−δ2ρ)t)

AdaFW O( 1
δ
√
t
) O( 1

δ2t) O( 1
δ2t)

AdaMP O( 1
δ
√
t
) O( 1

δ2t) O((1−δ2ρMP)
t)

Table 2.2: Convergence rate summary on non-convex, convex and strongly convex
objectives. For non-convex objectives, bound is on the minimum FW gap (MP gap in the
case of AdaMP), in other cases its on the objective suboptimality.

Our new convergence rates are presented in the following theorems, which consider the
cases of non-convex, convex and strongly convex objectives. The results are discussed in §2.3
and the proofs can be found in B.4, B.5 and B.6 respectively.

Overhead of backtracking

Evaluation of the sufficient decrease condition Algorithm 2 requires two extra evaluations of
the objective function. If the condition is verified, then it is only evaluated at the current
and next iterate. FW requires anyway to compute the gradient at these iterates, hence in
cases in which the objective function is available as a byproduct of the gradient this overhead
becomes negligible.

Furthermore, we can provide a bound on the total number of evaluations of the sufficient
decrease condition:

Theorem 1. Let nt be the total number of evaluations of the sufficient decrease condition up
to iteration t. Then we have

nt ≤
[
1− log η

log τ

]
(t+ 1) +

1

log τ
max

{
log

τL

L−1

, 0

}
,

This result highlights the trade-off faced when choosing η. Minimizing it with respect to
η gives η = 1, in which case (1− log η/ log τ) = 1 and so there’s an asymptotically vanishing
number of failures in the sufficient decrease condition. Unfortunately, η = 1 also forbids the
Lipschitz estimate to decrease along the optimization. Ideally, we would like η small enough
so that the Lipschitz estimate decreases when it can, but not too small so that we waste too
much time in failed sufficient decrease evaluations.

As mentioned before, we recommend parameters η = 0.9, τ = 2. With these values, we
have that

[
1− log η

log τ

]
≤ 1.16, and so asymptotically no more than 16% of the iterates will

result in more than one evaluations of the sufficient decrease condition.
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Non-convex objectives

Gap function. Convergence rates for convex and strongly convex functions are given in
terms of the objective function suboptimality or a primal-dual gap. As the gap upper-bounds
(i.e. certifies) the suboptimality, the latter is a stronger result in this scenario. In the case
of non-convex objectives, as is common for first order methods, we will only be able to
guarantee convergence to a stationary point, defined as any element x⋆ ∈ conv(A) such that
⟨∇f(x⋆),x− x⋆⟩ ≥ 0 for all x ∈ conv(A) [27].

Following Lacoste-Julien [28] and Reddi et al. [29], for FW variants we will use as
convergence criterion the FW gap, defined as gFW(x) = maxs∈conv(A)⟨∇f(x),x− s⟩. From
the definition of stationary point it is clear that the FW gap is zero only at a stationary
point. These rates are also valid for AdaMP, albeit for the more appropriate gap function
gMP detailed in B.4.

Theorem 2. Let xt denote the iterate generated by any of the proposed algorithms after t
iterations, with Nt+1 ≥ 1. Then we have:

lim
t→∞

g(xt) = 0 and (2.11)

min
k=0,...,t

g(xk) ≤
Ct

δ
√
Nt+1

= O
(

1

δ
√
t

)
, (2.12)

where Ct = max{2h0, Lmax
t diam(A)2} and g = gFW is the FW gap for AdaFW, AdaAFW,

AdaPFW and Ct = radius(A)
√

2h0Lt+1 and g = gMP is the MP gap for AdaMP.

Convex objectives

For convex objectives we will be able to improve the results of Theorem 2. We will first state
the convergence results for FW variants and then for MP.

For adaptive FW variants, we will be able to give an O(1/δ2t) convergence rate on the
primal-dual gap, which trivially implies a bound on the objective suboptimality. In order to
define the primal-dual gap, we define the following dual objective function

ψ(u)
def
= −f ∗(u)− σconv(A)(−u) , (2.13)

where f ∗ denotes the convex conjugate of f and σconv(A)(x)
def
= sup{⟨x,a⟩ : a ∈ conv(A)} is

the support function over conv(A), which is the convex conjugate of the indicator function.
Note that ψ is concave and that when f convex, we have by duality minx∈conv(A) f(xt) =
maxu∈Rp ψ(u).

Theorem 3 (FW variants). Let f be convex, xt denote the iterate generated by any of
the proposed FW variants (AdaFW, AdaAFW, AdaPFW) after t iterations, with Nt ≥ 1,
and let ut be defined recursively as u0 = ∇f(x0), ut+1 = (1 − ξt)ut + ξt∇f(xt), where
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ξt = 2/(δNt + 2) if t is a good step and ξt = 0 otherwise. Then we have:

ht ≤ f(xt)− ψ(ut) (2.14)

≤ 2Lt diam(A)2

δ2Nt + δ
+

2(1− δ)

δ2N2
t + δNt

(
f(x0)− ψ(u0)

)
= O

(
1

δ2t

)
. (2.15)

Strongly convex objectives

The next result states the linear convergence of some algorithm variants and uses the notions of
pyramidal width (PWidth) and minimal directional width (mDW) that have been developed
in [28] and [21] respectively, which we state in B.2 for completeness. We note that the
pyramidal width of a set A is lower bounded by the minimal width over all subsets of atoms,
and thus is strictly greater than zero if the number of atoms is finite. The minimal directional
width is a much simpler quantity and always strictly greater than zero by the symmetry of
our domain.

Theorem 4 (Linear convergence rate for strongly convex objectives). Let f be µ–strongly
convex. Then for AdaAFW, AdaPFW or AdaMP we have the following linear decrease for
each good step t:

ht+1 ≤ (1− δ2ρt)ht , (2.16)
where

ρt =
µ

4Lt

(
PWidth(A)

diam(A)

)2

for AdaAFW and AdaPFW,

ρt =
µ

Lt

(
mDW(A)

radius(A)

)2

for AdaMP.

The previous theorem gives a geometric decrease on good steps. Combining this theorem
with the bound for the number of bad steps in Eqn. 2.7, and noting that the sufficient
decrease guarantees that the objective is monotonically decreasing, we obtain a global linear
convergence for AdaAFW, AdaPFW and AdaMP.

Discussion

Non-convex objectives. Lacoste-Julien [28] studied the convergence of FW assuming the
linear subproblems are solved exactly (δ = 1) and obtained a rate of the form Eqn. 2.11 with
C0 = max{2h0, L diam(conv(A))2} instead. Both rates are similar, although our analysis
is more general as it allows to consider the case in which linear subproblems are solved
approximately (δ < 1) and also gives rates for the Away-steps and Pairwise variants, for
which no rates were previously known.
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Theorem 2 also gives the first known convergence rates for a variant of MP on general
non-convex functions. Contrary to the case of FW, this bound depends on the mean instead
of the maximum of the Lipschitz estimate.

Convex objectives. Compared with [15], the primal-dual rates of Theorem 3 are stronger
as they hold for the last iterate and not only for the minimum over previous iterates. To
the best of our knowledge, primal-dual convergence rates on the last iterate have only been
derived in [30] and were not extended to approximate linear subproblems nor the Away-steps
and Pairwise variants.

Compared to Nesterov [30] on the special case of exact subproblems (δ = 1), the rates of
Theorem 3 are similar but with Lt replaced by L. Hence, in the regime Lt ≪ L (as is often
verified in practice), our bounds have a much smaller leading constant.

For MP, Locatello et al. [26] obtain a similar convergence rate of the form O(1/(δ2t)),
but with constants that depend on global properties of ∇f , instead of the adaptive, averaged
Lipschitz estimate in our case.

Strongly convex objectives. For the FW variants, the rates are identical to the ones in [18,
Theorem 1], with the significant difference of replacing L with the adaptive Lt in the linear
rate factor, giving a larger per-iteration decrease whenever Lt < L. Our rates are the first
also covering approximate subproblems for Away-Steps and Pairwise FW algorithms. It’s
also worth noticing that both Away-steps FW and Pairwise FW have only been previously
analyzed in the presence of exact line-search [18]. Additionally, unlike [18], we do not require
a smoothness assumption on f outside of the domain. Finally, for the case of MP, we again
obtain the same convergence rates as in [21, Theorem 7], but with L replaced by Lt.

2.4 Benchmarks

We compared the proposed methods across three problems and three datasets. The three
datasets are summarized in the table of Figure 2.1, where density denotes the fraction of
nonzero coefficients in data matrix and where the last two columns are quantities that arise
during the optimization of AdaPFW and shed light into their empirical value. In both cases
t is the number of iterates until 10−10 suboptimality is achieved.

ℓ1-constrained logistic regression

The first problem that we consider is a logistic regression with an ℓ1 norm constraint on the
coefficients of the form:

argmin
∥x∥1≤β

1

n

n∑
i=1

φ(a⊤
i x, bi) +

λ

2
∥x∥22 , (2.17)

where φ is the logistic loss. β is chosen to give approximately 1%, 20% of nonzero coefficients
respectively. The linear subproblems in this case can be computed exactly (δ = 1) and consist
of finding the largest entry of the gradient. The ℓ2 regularization parameter λ is always set
to λ = 1

n
.
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Dataset #samples #features density Lt/L (t−Nt)/t

Madelon [31] 4400 500 1. 3.3× 10−3 5.0× 10−5

RCV1 [32] 697641 47236 10−3 1.3× 10−2 7.5× 10−5

MovieLens 1M [33] 6041 3707 0.04 1.1× 10−2 –
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Figure 2.1: Top table: description of the datasets. Bottom figure: Benchmark of different
FW and MP variants. The variants with backtracking line-search proposed in this paper are
in dashed lines. Problem in A, B, C, D = logistic regression with ℓ1-constrained coefficients,
in E, F = Huber regression with on the nuclear norm constrained coefficients and in G,
H = unconstrained logistic regression (MP variants). In all the considered datasets and
regularization regimes, backtracking variants have a much faster convergence than others.

We applied this problem on two different datasets: Madelon and RCV1. We show the
results in Figure 2.1, subplots A, B, C, D. In this figure we also show the performance
of FW, Away-steps FW (AFW) and Pairwise FW (PFW), all of them using the step-size
γt=min {gtL−1∥dt∥−2, γmax

t }, as well as the backtracking variants of Dunn [20] and [19], which
we denote D-FW and B-FW respectively.

Nuclear-norm constrained Huber regression

The second problem that we consider is collaborative filtering. We used the MovieLens 1M
dataset, which contains 1 million movie ratings, and consider the problem of minimizing a
Huber loss, as in [34], between the true known ratings and a matrix X. We also constrain
the matrix by its nuclear norm ∥X∥∗ ≤ β, where β is chosen to give approximately 1% and
20% of non-zero singular values respectively. The problem is of the form:
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argmin
∥X∥∗≤β

1

n

n∑
(i,j)∈I

Lξ(Ai,j −X i,j) , (2.18)

where H1 is the Huber loss, defined as

Lξ(a) =

{
1
2
a2 for |a| ≤ ξ,

ξ(|a| − 1
2
ξ), otherwise .

The Huber loss is a quadratic for |a| ≤ ξ and grows linearly for |a| > ξ. The parameter ξ
controls this tradeoff and was set to 1 during the experiments.

In this case, the AFW and PFW variants were not considered as they are not directly
applicable to this problem as the size of the active set is potentially unbounded. The results
of this comparison can be see in subplots E and F of Figure 2.1. We emphasize that the goal
of this experiment is to compare different FW variants and not find the best method for
matrix completion. For alternative approaches not based on FW see for instance [35].

We comment on some observed trends from these results:

• Importance of backtracking. Across the different datasets, problems and regularization
regimes we found that backtracking methods always perform better than their non-
backtracking variant.

• Pairwise FW. AdaPFW shows a surprisingly good performance when it is applicable,
specially in the high regularization regime. A possible interpretation for this is that it
is the only variant of FW in which the coefficients associated with previous atoms are
not shrunk when adding a new atom, hence large step-sizes are potentially even more
beneficial as coefficients that are already close to optimal do not get necessarily modified
in subsequent updates.

• Lt vs L. We compared the average Lipschitz estimate Lt and the L, the the gradient’s
Lipschitz constant. We found that across all datasets the former was more than an order of
magnitude smaller, highlighting the need to use a local estimate of the Lipschitz constant
to use a large step-size.

• Bad steps. Despite the very pessimistic bounds obtained for the number of bad steps in
the previous section, we observe that in practice these are extremely rare events, happening
less than once every 10,000 iterations.

2.5 Conclusion and Future Work

In this work we have proposed and analyzed a novel adaptive step-size scheme that can be
used in projection-free methods such as FW and MP. The method has minimal computational
overhead and does not rely on any step-size hyperparameter (except for an initial estimate).
Numerical experiments show large computational gains on a variety of problems.
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A possible extension of this work is to develop backtracking step-size strategies for
randomized variants of FW such as [36, 37, 38], in which there is stochasticity in the linear
subproblems.

Another area of future research is to improve the convergence rate of the Pairwise FW
method. Due to the very pessimistic bound on its number of bad steps, there is still a large
gap between its excellent empirical performance and its known convergence rate. Furthermore,
convergence of Pairwise and Away-steps for an infinite A, such as the trace norm ball, is still
an open problem.
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Chapter 3

Stochastic Frank-Wolfe for constrained
finite-sum minimization

3.1 Introduction

We consider constrained finite-sum optimization problems of the form

minimize
w∈C

1

n

n∑
i=1

fi
(
x⊤
i w
)
, (OPT)

where C is a compact and convex set and X = (x1, · · · ,xn)⊤ ∈ Rn×d is a data matrix,
with n samples and d features. This template includes several problems of interest, such as
constrained empirical risk minimization. The LASSO [39] may be written in this form, where
fi(x

⊤
i w) =

1

2
(x⊤

i w − yi)
2 and C = {w : ∥w∥1 ≤ λ} for some parameter λ. We focus on the

case where the fis are differentiable with L-Lipschitz derivative, and study the convex and
non-convex cases.

The classical Frank-Wolfe (FW) or Conditional Gradient algorithm [12, 13, 14] is an
algorithm for constrained optimization. Contrary to other projection-based constrained opti-
mization algorithms, such as Projected Gradient Descent, it relies on a Linear Minimization
Oracle (LMO) over the constraint set C, rather than a Quadratic Minimization Oracle (the
projection subroutine). For certain constraint sets such as the trace norm or most ℓp balls,
the LMO can be computed more efficiently than the projection subroutine. Recently, the
Frank-Wolfe algorithm has garnered much attention in the machine learning community
where polytope constraints and sparsity are of large interest, e.g. Jaggi [15], Lacoste-Julien
and Jaggi [18], and Locatello et al. [21].

In the unconstrained setting, stochastic variance-reduced methods [40, 41, 42] exhibit the
same iteration complexity as full gradient (non-stochastic) methods, while reaching much
smaller per-iteration complexity, usually at some (small) additional memory cost. This work
takes a step in the direction of designing such a method for Frank-Wolfe type algorithms,
which remains an important open problem.
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Table 3.1: Worst-case convergence rates for the function suboptimality after t iterations, for
a dataset with n samples. κ ≤ n and can be much smaller than n for datasets of interest. κ
is introduced in Section 3.5.

Related Work Convex Non-Convex

Frank and Wolfe [12] O (n/t) O
(
n/

√
t
)

Mokhtari, Hassani, and Karbasi [38] O
(
1/ 3

√
t
)

✗
Lu and Freund [43] O (n/t) ✗
This work O (κ/t) → 0

The main contributions of this chapter are:

1. A constant batch-size Stochastic Frank-Wolfe (SFW) algorithm for finite sums
with linear prediction. We describe the method in Section 3.2 and discuss its computa-
tional and memory cost.

2. A non-asymptotic rate analysis on smooth and convex objectives. The subopti-
mality of the SFW algorithm after t iterations can be bounded as O (κ/t), where κ is a
data-dependent constant we will discuss later. It is upper bounded by the sample-size n
but, depending on the setting, can be potentially much smaller.

3. An asymptotic analysis for non-convex objectives. We prove that SFW converges
to a stationary point for smooth but potentially non-convex functions. This is the first
stochastic FW variant that has convergence guarantees in this setting of large practical
interest.

Finally, we compare the SFW algorithm with other stochastic Frank-Wolfe algorithms
amenable to constant batch size on different machine learning tasks. These experiments show
that the proposed method converges at least as fast as previous work, and notably faster on
several such instances.

Related Work

We split existing stochastic FW algorithm into two categories: methods with increasing batch
size and methods with constant batch size.

Increasing batch size Stochastic Frank-Wolfe. This variant allows the number of
gradient evaluations to grow with the iteration number [44, 45, 29]. Because of the growing
number of gradient evaluations, these methods converge towards a deterministic full gradient
FW algorithm and so asymptotically share their computational requirements. In this work
we will instead be interested in constant batch-size methods, in which the number of gradient
evaluations does not increase with the iteration number. See Hazan and Luo [45] for a
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detailed comparison of assumptions and complexities for Stochastic Frank-Wolfe methods
with increasing batch sizes, in terms of both iterations and gradient calls.

Constant batch size Stochastic Frank-Wolfe. These methods use a constant batch
size b, which is chosen by the user as a hyperparameter. In the convex and smooth setting,
Mokhtari, Hassani, and Karbasi [38] and Locatello et al. [46] reach O

(
1/ 3

√
t
)

convergence
rates. The rate of Locatello et al. [46] further holds for non-smooth and non-Lipschitz
objectives. Zhang et al. [47] requires second order knowledge of the objective. Lu and Freund
[43] proves convergence for an averaged iterate in O(n/t) with n the number of samples in
the dataset. Let us assume for simplicity that we use unit batch size. Since each iteration
involves only one data point, the per-iteration complexity of their method reduces by a factor
of n the per-iteration complexity of full-gradient method. On the other hand, the method
proposed in this work loses this factor in the rate in number of iterations, reaching the same
overall complexity as the deterministic full gradient method. Depending on the use-case
(large or small datasets), each of the rates reported in Lu and Freund [43] and Mokhtari,
Hassani, and Karbasi [38] can have an advantage over the other. In favorable cases, the rate
of convergence achieved by our method is nearly independent of the number of samples in
the dataset. In these cases, our method is therefore faster than both. In the worst case, it
matches the O (n/t) bound [43].

Notation

In this chapter, we denote vectors in lowercase boldface letters (w), matrices in uppercase
boldface letters (X), and sets in calligraphic letters (e.g., C). We say a function f is L-smooth
in the norm ∥ · ∥ if it is differentiable and its gradient is L-Lipschitz continuous with respect
to ∥ · ∥, that is, if it verifies ∥∇f(x) − ∇f(y)∥∗ ≤ L∥x − y∥ for all x,y in the domain
(where ∥ · ∥∗ is the dual norm of ∥ · ∥). For a one dimensional function f , this reduces to
|f ′(z)− f ′(z′)| ≤ L|z − z′| for all z, z′ in the domain. For the time dependent vector ut, we
denote by u

(i)
t its i-th coordinate.

We distinguish E, the full expectation taken with respect to all the randomness in the
system, from Et, the conditional expectation with respect to the random index sampled at
iteration t, conditioned on all randomness up to iteration t.

Finally, LMO(u) returns an arbitrary element in argmins∈C⟨s,u⟩.

3.2 Methods

A Primal-Dual View on Frank-Wolfe

In this subsection, we present the Frank-Wolfe algorithm as an alternating optimization
scheme on a saddle-point problem. This point of view motivates the design of the proposed
SFW algorithm. This perspective is similar to the two player game point of view of Abernethy



CHAPTER 3. STOCHASTIC FRANK-WOLFE FOR CONSTRAINED FINITE-SUM
MINIMIZATION 22
and Wang [48] and Abernethy et al. [49], which we express using convex conjugacy. We
suppose here that f is closed, convex and differentiable.

Let us rewrite our initial problem Eqn. OPT in the equivalent unconstrained formulation

minimize
w∈Rd

f(Xw) + ıC(w) , (3.1)

where ıC is the indicator function of C: it is 0 over C and +∞ outside of C.
We denote by f ∗ the convex conjugate of f , that is, f ∗(α)

def
= maxw⟨α,w⟩ − f(w).

Whenever f is closed and convex, it is known that f = (f ∗)∗, and so we can write f(Xw) =
maxα{−f ∗(α) + ⟨Xw,α⟩}. Plugging this identity into the previous equation, we arrive at a
saddle-point reformulation of the original problem:

min
w∈Rd

max
α∈Rn

{
L(w,α)

def
= −f ∗(α) + ıC(w) + ⟨Xw,α⟩

}
. (3.2)

This reformulation allows to derive the Frank-Wolfe algorithm as an alternating optimiza-
tion method on this saddle-point reformulation. To distinguish the algorithm in this section
from the stochastic algorithm we propose, we denote the iterates in this section by ᾱt, w̄t.

The first step of the Frank-Wolfe algorithm is to compute the gradient of the objective at
the current iterate. In the saddle-point formulation, this corresponds to maximizing over the
dual variable α at step t:

ᾱt ∈ argmax
α∈Rn

{L(w̄t−1,α) = −f ∗(α) + ⟨Xw̄t−1,α⟩}

⇐⇒ ᾱt = ∇f(Xw̄t−1). (3.3)

Then, the LMO step corresponds to fixing the dual variable and minimizing over the
primal one w. This gives

s̄t ∈ argmin
w∈Rd

{
L(w, ᾱt) = ıC(w) + ⟨w,X⊤ᾱt⟩

}
⇐⇒ s̄t = LMO(X⊤ᾱt). (3.4)

Note that from the definition of the LMO, s̄t can always be chosen as an extreme point
of the constraint set C. We then update our iterate using the convex combination

w̄t = (1− γt)w̄t−1 + γts̄t, (3.5)

where γt is a step-size to be chosen. These updates determine the Frank-Wolfe algorithm.

The Stochastic Frank-Wolfe Algorithm

We now consider a variant in which we replace the exact minimization of the dual variable
Eqn. 3.3 by a minimization over a single coordinate, chosen uniformly at random.

Let us define the function f from Rn to R as f(θ) def
= 1

n

∑n
i=1 fi(θi). We can write our

original optimization problem as an optimization over w ∈ C of f(Xw). Still alternating
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Algorithm 3 Stochastic Frank-Wolfe

1: Initialization: w0 ∈ C, α0 ∈ Rn, r0 = X⊤α0

2: for t = 1, 2, . . . , do
3: Sample i ∈ {1, . . . , n} uniformly at random.
4: Update α

(i)
t = 1

n
f ′
i(x

⊤
i wt−1)

5: Update α
(j)
t = αj

t−1, j ̸= i

6: rt = rt−1 + (α
(i)
t −α

(i)
t−1)xi

7: st = LMO(rt)
8: wt = wt−1 +

2
t+2

(st −wt−1)
9: end for

between the primal and the dual problems, we replace maximization over the full vector α
in Eqn. 3.3 with optimization along the coordinate i only. We obtain the update α

(i)
t =

1
n
f ′
i(x

⊤
i wt−1). Doing so changes the cost per-iteration from O(nd) to O(d), and yields

Algorithm 3.
We now describe our main contribution, Algorithm 3 (SFW) above. It follows the classical

Frank-Wolfe algorithm, but replaces the gradient with a stochastic estimate of the gradient.
Throughout Algorithm 3, we maintain the following iterates:

• the iterate wt,

• the stochastic estimator of ∇f(Xwt−1) denoted by αt ∈ Rn,

• the stochastic estimator of the full gradient of our loss X⊤∇f(Xwt−1), denoted by
rt ∈ Rd.

Algorithm. At the beginning of iteration t, we have access to αt−1, rt−1 and to the
iterate wt−1.

Thus equipped, we sample an index i uniformly at random over {1, . . . , n}. We then
compute the gradient of our loss function for that datapoint, on our iterate, yielding
[∇f(Xwt−1)]i =

1
n
f ′
i(x

⊤
i wt−1). We update the stochastic gradient estimator αt by refreshing

the contribution of the i-th datapoint and leaving the other coordinates untouched.

Remark 1. Coordinate j of our estimator αt contains the latest sampled one-dimensional
derivative of 1

n
fj.

To get rt, we do the same, removing the previous contribution of the i-th datapoint, and
adding the refreshed contribution. This allows us not to store the full data-matrix in memory.

The rest of the algorithm continues as the deterministic Frank-Wolfe algorithm from the
previous subsection: we find the update direction from st = LMO(rt), and we update our
iterate using a convex combination of the previous iterate wt−1 and st, whereby our new
iterate is feasible.
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Remark 2. Our algorithm requires to keep track of the αt vector and amounts to keeping
one scalar per sample in memory. Our method requires the same small memory caveat as
other variance reduced algorithms such as SDCA [40], SAG [41] or SAGA [50]. Despite the
resemblance of our gradient estimator to the Stochastic Average Gradient [41], the convergence
rate analyses are quite different.

3.3 Analysis

Preliminary tools

Recall that in our setting, our objective function is w 7→ f(Xw), where f(θ) = 1
n

∑n
i=1 fi(θi).

We suppose that for all i, fi is L-smooth, which then implies that f satisfies the following
non-standard smoothness condition:

∥∇f(θ)−∇f(θ̄)∥p ≤
L

n
∥θ − θ̄∥p (3.6)

for every p ∈ [1,∞]. Note that in this inequality – unlike in the standard definition of
L-smoothness with respect to the ℓp norm – the same norm appears on both sides of the
inequality. This inequality is proven in Appendix A.1. In particular it follows from Eqn. 3.6
that f is (L/n)-smooth with respect to the ℓ2 norm.

We therefore have the following quadratic upper bound on our objective function f , valid
for all w,v in the domain:

f(Xw) ≤ f(Xv) + ⟨∇f(Xv),w − v⟩

+
L

2n
∥X (w − v) ∥22 .

(3.7)

For p ∈ {1, 2,∞}, we define the diameters

Dp = max
u,v∈C

∥X(u− v)∥p. (3.8)

Remark 3. For p ∈ {1, 2}, we have that Dp
p ≤ nDp

∞.

Worst-Case Convergence Rates for Smooth and Convex Objectives

We state our main result in the L-smooth, convex setting. In this section, we suppose that
the fis are L-smooth and convex and that for all θ, f(θ) = 1

n

∑n
i=1 fi(θi). The objective

function f then satisfies Eqn. 3.6 as noted previously.

Theorem 5. Let H0
def
= ∥α0 −∇f(Xw0)∥1 be the initial error of our gradient estimator and

w⋆ ∈ C a solution to OPT. We run Algorithm 3 with step sizes γt = 2/(t+ 2). At time-step
t ≥ 2, the expected primal suboptimality Eεt = E[f(Xwt)− f(Xw⋆)] has the following upper
bound
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Eεt ≤2L

(
D2

2 + 4(n− 1)D1D∞

n

)
t

(t+ 1)(t+ 2)

+
2ε0 + (2D∞H0 + 64LD1D∞)n2

(t+ 1)(t+ 2)

(3.9)

Remark 4. The rate of the proposed method in terms of gradient calls is also given by Eqn. 3.9
(one gradient call per iteration), whereas for deterministic Frank-Wolfe, the (deterministic)
suboptimality after t gradient calls has the following upper bound [15, 45]

εt ≤
2LD2

2

t
. (3.10)

In this paper, we will only discuss unit batch size. We can adapt our algorithm and proofs
to consider sampling a mini-batch of b datapoints at each step. The leading term in our rate
from Theorem 5 will change: we will use ρ = 1− b

n
in Lemma 3. The overall rate will be

modified accordingly. The per-iteration complexity will then become O(bd).
We first sketch the outline of the proof before delving into details. The proof of

this convergence rate builds on three key lemmas. The first is an adaptation of Lemma 2 of
Mokhtari, Hassani, and Karbasi [38] which bounds the suboptimality at step t by the sum of
a contraction in the suboptimality at t− 1, a vanishing term due to smoothness, and a last
term depending on our gradient estimator’s error in ℓ1 norm. The first two terms show up
in the convergence proof of the full-gradient Frank-Wolfe, see Lacoste-Julien and Jaggi [18].
The last term is an error, or noise term. Supposing the error term vanishes fast enough, we
can fall back on the full-gradient proof technique [12, 15].

From there, we show that the error term verifies a particular recursive inequality in lemma
2. In lemma 3, we then leverage this inequality to prove that the error term vanishes as
O(1/t), finally allowing us to obtain the promised rate. The formal statements of these
lemmas follow.

Lemma 1. Let fi be convex and L-smooth for all i. For any direction αt ∈ Rn, define
st = LMO(X⊤αt), xt = (1− γt)xt−1 + γtst and Ht = ∥αt −∇f(Xwt−1)∥1.

We have the following upper bound on the primal suboptimality at step t:

εt ≤ (1− γt)εt−1 + γ2t
LD2

2

2n
+ γtD∞Ht︸ ︷︷ ︸

error term

. (3.11)

We defer this proof to Appendix B.3.

Remark 5. This lemma holds for any direction αt ∈ Rn, not necessarily the αt given by the
SFW algorithm.

Remark 6. This lemma generalizes the key inequality used in many proofs in the Frank-Wolfe
literature [15] but includes an extra error term to account for the fact that the direction αt,
which we use for the LMO step and therefore to compute the updated iterate, is not the true
gradient. If αt = ∇f(Xwt−1), that is, if we compute the gradient on the full dataset, then
Ht = 0 and we recover the standard quadratic upper bound.
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In the following, αt is the direction given by Algorithm 3, and the ℓ1 error term is in
terms of that αt:

Ht
def
= ∥αt −∇f(Xwt−1)∥1 (3.12)

for t > 0 and H0 = ∥α0 −∇f(Xw0)∥1.
Notice that we define the gradient estimator’s error with the ℓ1 norm. The previous

lemma also holds with the ℓ2 norm of the gradient error (replacing D∞ by D2). We prefer
the ℓ1 norm because of the finite-sum assumption: it induces a coordinate-wise separation
over αt which corresponds to a datapoint-wise separation. The following lemma crucially
leverages this assumption to upper bound Ht given by the SFW algorithm.

Lemma 2. For the stochastic gradient estimator αt given by Algorithm 3 (SFW), we can
upper bound Ht = ∥αt −∇f(Xwt−1)∥1 in conditional expectation as follows

EtHt ≤
(
1− 1

n

)(
Ht−1 + γt−1

LD1

n

)
. (3.13)

Proof. We have the following expression for αt, supposing that index i was sampled at step t.

αt = αt−1 +

(
1

n
f ′
i(x

⊤
i wt−1)−α

(i)
t−1

)
ei (3.14)

where ei is the i-th vector of the canonical basis of Rn. Consider a fixed coordinate j. Since
there is a 1

n
chance of αj being updated to f ′

j(x
⊤
j wt−1), taking conditional expectations we

have

EtHj
t

def
= |α(j)

t − 1

n
f ′
j(x

⊤
j wt−1)| (3.15)

=

(
1− 1

n

)
|α(j)

t−1 −
1

n
f ′
j(x

⊤
j wt−1)|. (3.16)

Summing over all coordinates we then have

EtHt =
n∑
j=1

EtHj
t (3.17)

=

(
1− 1

n

)
∥αt−1 −∇f(Xwt−1)∥1︸ ︷︷ ︸

δt−1

. (3.18)

We denote the ℓ1 norm term by δt−1 for ease. Let us introduce the full gradient at the
previous step ∇f(Xwt−2) and use the triangle inequality. Our finite sum assumption gives
us that for all j ∈ {1, . . . , n} and w ∈ C, [∇f(Xw)]j =

1
n
f ′
j(x

⊤
j w). Then, we separate the
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ℓ1 norm, use L-smoothness of each of the fjs and the definition of wt−1.

δt−1 ≤ Ht−1 + ∥∇f(Xwt−2)−∇f(Xwt−1)∥1 (3.19)

≤ Ht−1 +
L

n

n∑
j=1

|x⊤
j (wt−1 −wt−2)| (3.20)

≤ Ht−1 + γt−1
L

n

n∑
j=1

|x⊤
j (st−1 −wt−2)| (3.21)

≤ Ht−1 + γt−1
L

n
∥X(st−1 −wt−2)∥1 (3.22)

where we used wt−1 −wt−2 = γt−1(wt−1 − st−2). Finally, using the definition of the diameter
D1, we obtain inequality Eqn. 3.13.

Now, we can use the structure of this recurrence to obtain the desired rate of convergence
for our gradient estimator. We state this in the following lemma.

Lemma 3. Let γt = 2
t+2

. We have the following bound on the expected error EHt, for t ≥ 2:

EHt ≤ 2
LD1

n

(
2(n− 1)

t+ 2
+
(
1− 1

n

)t/2
log t

)
+
(
1− 1

n

)t
H0. (3.23)

Remark 7. Our gradient estimator’s error in ℓ1 norm goes to zero as O
(
D1

t

)
. This rate

depends on the assumption of the separability of f into a finite sum of L-smooth fi’s. On the
other hand, it does not require that each (or any) fi be convex.

Proof. Consider a general sequence of nonnegative numbers, u0, u1, u2, . . . , ut ∈ R+ where
for all t, the following recurrence holds:

ut ≤ ρ

(
ut−1 +

K

t+ 1

)
(3.24)

where 0 < ρ < 1 and K > 0 are scalars.
First note that all the iterates are nonnegative. Suppose t ≥ 2,

ut ≤ ρtu0 +K

t∑
k=1

ρt−k+1

k + 1

= ρtu0 +K

⌊t/2⌋∑
k=1

ρt−k+1

k + 1
+

t∑
k=⌊t/2⌋+1

ρt−k+1

k + 1


≤ ρtu0 +K

⌊t/2⌋∑
k=1

ρt/2

k + 1
+

t∑
k=⌊t/2⌋+1

2
ρt−k+1

t+ 2

 .
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To go from the second line to the third line, we observe that for “old" terms with large
steps sizes, we are saved by the higher power in the geometric term. For the more recent
terms, the step-size is small enough to ensure convergence. More formally, in the early terms
(1 ≤ k ≤ ⌊t/2⌋), we upper bound ρt−k+1 by ρt/2. In the later terms (⌊t/2⌋+ 1 ≤ k ≤ t), we
upper bound 1

k+1
by 2

t+2
.

To obtain the full rate, we now study both parts separately. For the first part, we use
knowledge of the harmonic series:

ρt/2
⌊t/2⌋∑
k=1

1

k + 1
≤ ρt/2 log

(
t

2
+ 1

)
(3.25)

for t ≥ 2, we can upper bound log
(
t
2
+ 1
)

by log t.
For the second part, we use knowledge of the geometric series:

t∑
k=⌊t/2⌋+1

ρt−k+1 ≤ ρ

1− ρ
. (3.26)

Finally, for t ≥ 2

0 ≤ ut ≤ K

(
ρ

(1− ρ)

2

(t+ 2)
+ ρt/2 log t

)
+ ρtu0. (3.27)

The expected error EHt verifies our general conditions with u0 = H0 = ∥α0−∇f(Xw−1)∥1,
defining w−1

def
= w0 for the sake of the proof; ρ = 1 − 1

n
and K =

2LD1

n
. Specifying these

values gives us the claimed bound.

The remainder of the proof of Theorem 5 follows the usual Frank-Wolfe proofs in the full
gradient case, which can be found e.g. in Frank and Wolfe [12] and Jaggi [15]. Here is a brief
sketch of these steps: we tie the three key lemmas together, plugging in the bound on EHt

given by Lemma 3 into the upper bound on the suboptimality at step t given by Lemma 1.
By specifying the step size 2/(t+ 2), and scaling the bounds by a factor of (t+ 1)(t+ 2), we
obtain a telescopic sum, allowing us to upper bound the expected suboptimality at the latest
step considered. The details are deferred to Appendix A.3.

Worst-case Convergence Rates for Smooth, Non-Convex Objectives

We start by recalling the definition of the Frank-Wolfe gap:

gt = max
s∈C

⟨∇f(Xwt−1),X(wt−1 − s)⟩. (3.28)

Previous work [15] has shown the importance of the Frank-Wolfe gap. In the convex setting,
it is a primal-dual gap, and as such, upper bounds both primal and dual suboptimalities. In
the general non-convex setting, it is a measure of near-stationarity. We define a stationary
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point as any point w⋆ such that for all w ∈ C, ⟨∇f(Xw⋆),X(w −w⋆)⟩ ≥ 0 [27]. From this
definition, it is clear that the Frank-Wolfe gap gt is zero only at a stationary point.

In this section, we suppose that fi is L-smooth for i in {1, . . . , n}, but not necessarily
convex. The following theorem states that we can still obtain a stationary point from
Algorithm 3.

Theorem 6. Let wt be computed according to Algorithm 3, then

lim inf
t→∞

Etgt = 0, (3.29)

where gt is the Frank-Wolfe gap.

The proof of this result is deferred to Appendix A.6.

3.4 Stopping Criterion

In this section, we define a natural stochastic Frank-Wolfe gap, and explain why it can be
used as a stopping criterion.

We recall the definition of the true Frank-Wolfe gap gt, and define the stochastic Frank-
Wolfe gap ĝt as:

gt = max
s∈C

⟨∇f(Xwt−1),X(wt−1 − s)⟩, (3.30)

ĝt = max
s∈C

⟨αt,X(wt−1 − s)⟩ (3.31)

for αt given by SFW.
The Frank-Wolfe gap’s properties make estimating it very desirable: when the gap is

small for a given iteration of a Frank-Wolfe type algorithm, we can guarantee we are close
to optimum (or to a stationary point in the general non-convex case). Unfortunately, in
datasets with many samples, and since it depends on the full gradient, computing this gap
can be impractical.

The following proposition shows that the stochastic Frank-Wolfe gap estimator resulting
from Algorithm 3 can be used as a proxy for the true Frank-Wolfe gap.

Proposition 1. For αt given by Algorithm 3, we can bound the distance between the stochastic
Frank-Wolfe gap and the true Frank-Wolfe gap as follows:

|gt − ĝt| ≤ D∞Ht, (3.32)

which yields the following bound in expectation

E|gt − ĝt| ≤ 2
LD1D∞

n

(
2(n− 1)

t+ 2
+
(
1− 1

n

)t/2
log t

)
+
(
1− 1

n

)t
D∞H0. (3.33)
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We defer the proof to Appendix A.5.
If ĝt goes to 0, then the true Frank-Wolfe gap will be expected to vanish as well. We

therefore propose to use ĝt, which is computed as a byproduct of our SFW algorithm, as a
heuristic stopping criterion, but defer a more in-depth theoretical and empirical analysis of
this gap to future work.

3.5 Discussion

Table 3.2: Datasets and tasks used in experiments.

Dataset n d κ/n fi C

Breast Cancer 683 10 0.929 log(1 + exp(−yix
⊤
i w)) {∥w∥1 ≤ λ, λ = 5}

RCV1 20,242 47,236 0.021 log(1 + exp(−yix
⊤
i w)) {∥w∥1 ≤ λ, λ = 100}

California Housing 20,640 8 0.040 1
2(yi − x⊤

i w)2 {∥w∥1 ≤ λ, λ = 0.1}
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Figure 3.1: Comparing our SFW method to the related works of Lu and Freund [43] and
Mokhtari, Hassani, and Karbasi [38]. From left to right: Breast Cancer, RCV1, and
California Housing datasets. We plot the relative subtimality values in log-log plots to
show empirical rates of convergence. We use the following batch size: b = ⌊n/100⌋.

In this section, we compare the convergence rate of the proposed SFW, Lu and Freund
[43] and Mokhtari, Hassani, and Karbasi [38] as shown in Table 3.1. We use big O notation,
only focusing on dependencies in n and t to upper bound the suboptimality at step t.

To make a fair comparison, including dependencies in n, the number of samples, we first
standardize notations across papers. Lu and Freund [43] use the same formal setting as ours,
where x⊤

i w is the argument to the i-th objective fi, and the full objective is the average of
these. Mokhtari, Hassani, and Karbasi [38] set themselves in a more general setting, where
they only assume access to an unbiased estimator of the full gradient.

https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic)
http://jmlr.csail.mit.edu/papers/volume5/lewis04a/
http://lib.stat.cmu.edu/datasets/houses.zip
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For ease of comparison, we rewrite the two algorithms of Lu and Freund [43] and Mokhtari,
Hassani, and Karbasi [38] in Appendix A.7 using our notations.

Because of their more general setting, the Lmok Lipschitz constant appearing in Mokhtari,
Hassani, and Karbasi [38] can be written Lmok = L

n
nmaxi ∥xi∥2 (using Cauchy-Schwartz).

Their diameter constant Dmok = maxu,v∈C ∥u− v∥2 is also independent of n. Finally, their
σ2 term controlling the variance of their stochastic estimator should also be n-independent.
Under this notation, their convergence rate (Theorem 3, Mokhtari, Hassani, and Karbasi
[38]) is O

(
1/ 3

√
t
)

with no dependency in n as expected.
Lu and Freund [43] have a detailed discussion of the rate of their method, and achieve

the overall rate of O (n/t).
To fairly compare these rates to the one given by Theorem 5, we must consider the D1

and D∞ terms, which may depend on the number of samples n. The rate we obtain has
a leading term of O (D1D∞/t), and a second term of O (D1D∞n

2/t2). The second term is
dominated by the first in the regime t > n2. Defining κ = D1/D∞, we can write D1D∞ as
κD2

∞. We have that κ ≤ n, meaning that in the worst case, this bound matches the one
in Lu and Freund [43]. When the constraint set is the ℓ1 ball {w | ∥w∥1 ≤ λ}, we have the
following closed form expression:

κ =
∥X∥1,1
∥X∥1,∞

=
maxj

∑n
i=1 |Xij|

maxij |Xij|
. (3.34)

We can therefore easily compute it for given datasets.

Remark 8. We briefly remark that if for every feature, the contribution of that feature is
limited to a few datapoints, this ratio will be small, and therefore the overall bound does not
depend on the number of samples. This tends to happen for TF-IDF text representations, and
for fat-tailed data.

Formal analysis of this ratio exceeds the scope of this paper, and we defer it to future
work. We report values of κ for the considered datasets in Section 3.7.

3.6 Implementation Details

Our implementation is available in the C-OPT package.1
Initialization. We use the cheapest possible initialization: our initial stochastic gradient

estimator α0 starts out at 0. We also then have that r0 = 0.
Sparsity in X. Suppose there are at most s non-zero features for any datapoint xi.

Then for instances where C is an ℓ1 ball, all updates in SFW algorithm can be implemented
using using only the support of the current datapoint, making the per-iteration cost of SFW
O(s) instead of O(d). Large-scale datasets are often extremely sparse, so leveraging this
sparsity is crucial. For example, in the LibSVM datasets suite, 8 out of the 11 datasets with
more than a million samples have a density between 10−4 and 10−6.

1https://github.com/openopt/copt

https://github.com/openopt/copt
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3.7 Experiments

We compare the proposed SFW algorithm with other constant batch size algorithms from
Mokhtari, Hassani, and Karbasi [38] and Lu and Freund [43].

Experimental Setting. We consider ℓ1 constrained logistic regression problems on the
Breast Cancer and RCV1 datasets, and an ℓ1 constrained least squares regression problem
on the California Housing dataset, all from the UCI dataset repository [51]. See Table
3.2 for details and links.

We compare the relative suboptimality computed for each method, given by (f(Xwt)−
fmin)/(fmax− fmin) at step t, where fmin and fmax are the smallest and largest function values
encountered by any of the compared methods. We compute these values at different time
intervals (the same for each method) depending on problem size, to limit the time of each
run. We use batches using 1% of the dataset at each step, following Lu and Freund [43].
Within a batch, data points are sampled without replacement.

We plot these values as a function of the number of gradient evaluations, equal to the
number of iterations times the batch size b: for all of the considered methods, an iteration
involves exactly b gradient evaluations and one call to the LMO. This allows us to fairly
compare the convergence speeds in practice.

Compared to both methods from Mokhtari, Hassani, and Karbasi [38] and Lu and Freund
[43], the proposed SFW achieves lower suboptimality for a given number of iterations on
the considered tasks and datasets. We have no explanation for the initial regime in the
California Housing dataset, before the methods start showing what resembles a sublinear
rate, as the theory prescribes. Notice that the RCV1 dataset has the lowest κ/n (due to
sparsity of the TF-IDF represented data), and that the method presented in this paper
performs particularly well on this dataset.

Comparison with Mokhtari, Hassani, and Karbasi [38]. Although the step-size in
our SFW Algorithm and the one proposed in the paper are of the same order of magnitude
O(1/t), Mokhtari, Hassani, and Karbasi [38] use f ′

i(x
⊤
i wt−1) instead of our (1/n)f ′

i(x
⊤
i wt−1),

because they require an unbiased estimator. Their choice induces higher variance, which
then requires the algorithm to use momentum with a vanishing step size in their stochastic
gradient estimator, damping the contributions of the later gradients (using ρt = 1

t2/3
, see the

pseudo code in Appendix A.7). This may explain why the method proposed in Mokhtari,
Hassani, and Karbasi [38] achieves slower convergence. On the contrary, the lower variance
in our estimator αt allows us to give the same weight to contributions of later gradients as
to previous ones, and to forget all but the last gradient computed at a given datapoint.

Comparison with Lu and Freund [43]. The method from Lu and Freund [43] computes
the gradient at an averaged iterate, putting more weight on earlier iterates, making it more
conservative. This may explain slower convergence versus the SFW algorithm proposed in
this paper in certain settings.
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3.8 Conclusion and Future Work

Similarly to methods from the Variance Reduction literature such as SAG, SAGA, SDCA, we
propose a Stochastic Frank Wolfe algorithm tailored to the finite-sum setting. Our method
achieves a step towards attaining comparable complexity iteration-wise to deterministic,
true-gradient Frank-Wolfe in the smooth, convex setting, at a per-iteration cost which can be
nearly independent of the number of samples in the dataset in favorable settings. Our rate of
convergence depends on the norm ratio κ on the dataset, which is related to a measure of the
weights of the data distribution’s tails. We will explore this intriguing fact in future work.

We propose a stochastic Frank-Wolfe gap estimator, which may be used as a heuristic
stopping criterion, including in the non-convex setting. Its distance to the true gap may
be difficult to evaluate numerically. Obtaining a practical bound on this distance is an
interesting avenue for future work.

Guélat and Marcotte [17] and Lacoste-Julien and Jaggi [18] have proposed variants of the
FW algorithm that converge linearly on polytope constraint sets for strongly convex objectives:
the Away Steps Frank-Wolfe and the Pairwise Frank-Wolfe. Goldfarb, Iyengar, and Zhou
[44] studied stochastic versions of these and showed linear convergence over polytopes using
increasing batch sizes. Our SFW algorithm, the natural stochastic gap and the analyses in
this paper should be amenable to such variants as well, which we plan to explore in future
work.
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Chapter 4

Constrained Optimization Software

4.1 Introduction

The Python programming language has established itself as the most popular language for
scientific computing. Thanks to its high-level interactive nature and its maturing ecosystem
of scientific libraries, it is an appealing choice for algorithmic development and exploratory
data analysis.

While some of the most-used optimization methods are available in the SciPy [52]
package, the Python ecosystem still lacks a comprehensive optimization library. Furthermore,
the methods implemented in SciPy can only efficiently handle simple constraints like box-
constraints. Finally, these packages are not directly compatible with auto-differentiation
libraries such as PyTorch [53] or Jax [54].

We develop two libraries: (COPT) (based on NumPy) and (CHOP (based on PyTorch)
to answer this demand.

4.2 Project Vision

The goal of these packages is to develop a comprehensive set of methods for constrained and
composite optimization in Python.

Target audience. Scientist and engineers faced with optimization problems that arise in,
but are not restricted to, machine learning, signal processing and control.

Code quality. We enforce for code quality by i) maintaining a high code coverage (currently
93% for COPT, 72% for CHOP), using automated code quality assessment tools like pylint
(current score=8.47) and having all code reviewed before it’s accepted.

Bare-bones design and compatible API. We aim for a similar goal to that of the
scipy.optimize package: easy usage out of the box. To achieve this, copt relies on minimal

https://github.com/openopt/copt
https://github.com/openopt/chop
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dependencies. Our API is as similar to scipy.optimize’s API as possible, to offer a smooth
learning curve to users. For CHOP, we additionally offer objects with the same API similar
as torch.optim for stochastic optimizers.

Documentation. Based on sphinx and sphinx-gallery [55]. We strive to provide examples
for each method which can be easily extended and adapted by the package’s users.

Permissive license. This package is licensed using the New BSD license to encourage its
use in both academic and commercial settings. The same licence is used by other related
packages like SciPy and scikit-learn, ensuring maximum code reuse.

4.3 Methods Currently Implemented

As of today (September 1, 2023), we have implemented methods in the following families:

• Proximal methods These methods optimize composite objectives of the form

min
x
f(x) + g(x) (+h(x)). (4.1)

Traditional assumptions are that 1) f is smooth, and 2) that we have access to the
proximal operator of the typically non-smooth function g (and h). See [56] for an
overview.

• Frank-Wolfe methods These methods solve optimization problems over convex
constraint sets of the form

min
x∈C

f(x). (4.2)

Traditional assumptions are that f is smooth and that we have access to a Linear
Minimization Oracle (LMO) over C: LMO(u) = argminv∈C⟨u, v⟩ [12, 15].

• Stochastic methods These methods solve problems using stochastic gradient estima-
tors. These problems are of the form

Eξf(x, ξ). (4.3)

4.4 Underlying Technologies

• COPT We rely on sparse matrix implementations in SciPy [52]. Stochastic methods
that need fast iterations use Numba [57] compilation.

• CHOP We rely on PyTorch tensor and linear algebra implementations.
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4.5 Examples

We provide examples for machine learning model training, signal processing, adversarial
examples [39, 58].

See the project websites https://openopt.github.io/copt/auto_examples/index.html
and https://github.com/openopt/chop.

https://openopt.github.io/copt/auto_examples/index.html
https://github.com/openopt/chop
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Models
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Chapter 5

Learning differentiable solvers for systems
with hard constraints

5.1 Introduction

Methods based on neural networks (NNs) have shown promise in recent years for physics-
based problems [59, 60, 61, 62]. Consider a parameterized partial differential equation (PDE),
Fϕ(u) = 0. Fϕ is a differential operator, and the PDE parameters ϕ and solution u are
functions over a domain X . Let Φ be a distribution of PDE-parameter functions ϕ. The goal
is to solve the following feasibility problem by training a NN with parameters θ ∈ Rp, i.e.,
find θ such that, for all functions ϕ sampled from Φ, the NN solves the feasibility problem,

Fϕ(uθ(ϕ)) = 0. (5.1)

Training such a model requires solving highly nonlinear feasibility problems in the NN
parameter space, even when Fϕ describes a linear PDE.

Current NN methods use two main training approaches to solve Equation 5.1. The first
approach is strictly supervised learning, and the NN is trained on PDE solution data using a
regression loss [61, 60]. In this case, the feasibility problem only appears through the data; it
does not appear explicitly in the training algorithm. The second approach [59] aims to solve
the feasibility problem in Equation 5.1 by considering the relaxation,

min
θ

Eϕ∼Φ∥Fϕ(uθ(ϕ))∥22. (5.2)

This second approach does not require access to any PDE solution data. These two approaches
have also been combined by having both a data fitting loss and the PDE residual loss [62].

However, both of these approaches come with major challenges. The first approach requires
potentially large amounts of PDE solution data, which may need to be generated through
expensive numerical simulations or experimental procedures. It can also be challenging to
generalize outside the training data, as there is no guarantee that the NN model has learned
the relevant physics. For the second approach, recent work has highlighted that in the context
of scientific modeling, the relaxed feasibility problem in Equation 5.2 is a difficult optimization
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problem [63, 64, 65]. There are several reasons for this, including gradient imbalances in the
loss terms [64] and ill-conditioning [63], as well as only approximate enforcement of physical
laws. In numerous scientific domains including fluid mechanics, physics, and materials science,
systems are described by well-known physical laws, and breaking them can often lead to
nonphysical solutions. Indeed, if a physical law is only approximately constrained (in this
case, “soft-constrained,” as with popular penalty-based optimization methods), then the
system solution may behave qualitatively differently or even fail to reach an answer.

In this work, we develop a method to overcome these challenges by solving the PDE-
constrained problem in Equation 5.1 directly. We only consider the data-starved regime, i.e.,
we do not assume that any solution data is available on the interior of the domain (however,
note that when solution data is available, we can easily add a data fitting loss to improve
training). To solve Equation 5.1, we design a PDE-constrained layer for NNs that maps
PDE parameters to their solutions, such that the PDE constraints are enforced as “hard
constraints.” Once our model is trained, we can take new PDE parameters and solve for
their corresponding solutions, while still enforcing the correct constraint.

In more detail, our main contributions are the following:

• We propose a method to enforce hard PDE constraints by creating a differentiable layer,
which we call PDE-Constrained-Layer or PDE-CL. We make the PDE-CL differentiable
using implicit differentiation, thereby allowing us to train our model with gradient-based
optimization methods. This layer allows us to find the optimal linear combination of
functions in a learned basis, given the PDE constraint.

• At inference time, our model only requires finding the optimal linear combination of
the fixed basis functions. After using a small number of sampled points to fit this linear
combination, we can evaluate the model on a much higher resolution grid.

• We provide empirical validation of our method on three problems representing different
types of PDEs. The 2D Darcy Flow problem is an elliptic PDE on a stationary (steady-
state) spatial domain, the 1D Burger’s problem is a non-linear PDE on a spatiotemporal
domain, and the 1D convection problem is a hyperbolic PDE on a spatiotemporal
domain. We show that our approach has lower error than the soft constraint approach
when predicting solutions for new, unseen test cases, without having access to any
solution data during training. Compared to the soft constraint approach, our approach
takes fewer iterations to converge to the correct solution, and also requires less training
time.

5.2 Background and Related work

The layer we design solves a constrained optimization problem corresponding to a PDE
constraint. We outline some relevant lines of work.
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Dictionary learning. The problem we study can be seen as PDE-constrained dictionary
learning. Dictionary learning [66] aims to learn an over-complete basis that represents the
data accurately. Each datapoint is then represented by combining a sparse subset of the
learned basis. Since dictionary learning is a discrete method, it is not directly compatible
with learning solutions to PDEs, as we need to be able to compute partial derivatives for the
underlying learned functions. NNs allow us to do exactly this, as we can learn a parametric
over-complete functional basis, which is continuous and differentiable with regard to both its
inputs and its parameters.

NNs and structural constraints. Using NNs to solve scientific modeling problems has
gained interest in recent years [67]. NN architectures can also be designed such that they
are tailored to a specific problem structure, e.g. local correlations in features [68, 4, 69],
symmetries in data [70], convexity [71], or monotonicity [72] with regard to input. This
reduces the class of models to ones that enforce the desired structure exactly. For scientific
problems, NN generalization can be improved by incorporating domain constraints into
the ML framework, in order to respect the relevant physics. Common approaches have
included adding PDE terms as part of the optimization loss function [59], using NNs to learn
differential operators in PDEs such that many PDEs can be solved at inference time [60,
61], and incorporating numerical solvers within the framework of NNs [73]. It is sometimes
possible to directly parameterize Gaussian processes [74, 75] or NNs [76] to satisfy PDEs,
and fit some desired loss function. However, in the PDEs we study, we cannot have a
closed-form parameterization for solutions of the PDE. Previous work in PDE-solving has
tried to enforce hard constraints by enforcing boundary conditions [77]. We instead enforce
the PDE constraint on the interior domain.

Implicit layers. A deep learning layer is a differentiable, parametric function defined as
fθ : x 7→ y. For most deep learning layers, the two Jacobians ∂f

∂x
and ∂f

∂θ
are computed using

the chain rule. For these explicit layers, fθ is usually defined as the composition of elementary
operations for which the Jacobians are known. On the other hand, implicit layers create an
implicit relationship between the inputs and outputs by computing the Jacobian using the
implicit function theorem [78], rather than the chain rule. Specifically, if the layer has input
x ∈ Rdin , output y ∈ Rdout and parameters θ ∈ Rp, we suppose that y solves the following
nonlinear equation g(x, y, θ) = 0 for some g. Under mild assumptions, this defines an implicit
function fθ : x 7→ y. In our method, the forward function solves a constrained optimization
problem. When computing the Jacobian of the layer, it is highly memory inefficient to
differentiate through the optimization algorithm (i.e., all the steps of the iterative solver).
Instead, by using the implicit function theorem, a set of linear systems can be solved to obtain
the required Jacobians (see Amos and Kolter [5], Barratt [6], Blondel et al. [79], Agrawal
et al. [80], and El Ghaoui et al. [81] and the Deep Implicit Layer NeurIPS 2021 tutorial1 for
more details). Implicit layers have been leveraged in many applications, including solving

1http://implicit-layers-tutorial.org/

http://implicit-layers-tutorial.org/
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ordinary differential equations (ODEs) [82], optimal power flow [83], and rigid many-body
physics [84].

Differentiable physics. In a different setting, recent work has aimed to make physics
simulators differentiable. The adjoint method [85] is classically used in PDE-constrained
optimization, and it has been incorporated into NN training [82, 86, 87]. In this case, the
assumption is that discrete samples from a function satisfying an unknown ODE are available.
The goal is to learn the system dynamics from data. A NN model is used to approximate the
ODE, and traditional numerical integration methods are applied on the output of the NN to
get the function evaluation at the next timestep. The adjoint method is used to compute
gradients with regard to the NN parameters through the obtained solution. The adjoint
method also allows for differentiating through physics simulators [88, 89, 73]. Our setup
is different. In our case, the underlying physical law(s) are known and the NN is used to
approximate the solutions, under the assumption that there is no observational data in the
interior of the solution domain.

5.3 Methods
We describe the details of our method for enforcing PDE constraints within a NN model.

Problem setup

Our goal is to learn a mapping between a PDE parameter function ϕ : X → R and the
corresponding PDE solution u(ϕ) : X → R, where the domain X is an open subset of Rd

for some d. The PDE parameters ϕ could be parameter functions such as initial condition
functions, boundary condition functions, forcing functions, and/or physical properties such
as wavespeed, diffusivity, and viscosity. We consider well-posed PDEs, following previous
work exploring NNs and PDEs [59, 60, 64]. Let Fϕ be a functional operator such that for all
PDE parameter functions ϕ sampled from Φ, the solution u(ϕ) satisfies Fϕ(u(ϕ)) = 0. The
inputs to our NN vary depending on the domain of interest and the PDE parameters. In
the simplest case, the input is a pair (x, ϕ(x)), where x ∈ X and ϕ(x) is the value of the
PDE parameter at x. The output of the NN is the value of the corresponding approximated
solution uθ(ϕ), for a given x. We want to learn the mapping,

G : ϕ︸︷︷︸
PDE parameters

7→ u(ϕ).︸ ︷︷ ︸
PDE solutions

(5.3)

We show an example of such a mapping in Figure 5.1. Importantly, we consider only the
unsupervised learning setting, where solution data in the interior domain of the PDE is not
available for training the model. In this setting, the training is done by only enforcing the
PDE, and the initial and/or boundary conditions.
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Figure 5.1: Mapping PDE parameters ϕ to PDE solutions u(ϕ). The goal of our
model is to learn a mapping G : ϕ 7→ u(ϕ), without access to solution data. As an example,
we study the Darcy Flow PDE, which describes the chemical engineering problem of fluid
flow through a porous medium [90]. The system is composed of two materials in a given
spatial domain X = (0, 1)2, each with specific diffusion coefficients which depend on the
position. The left figure shows ϕ, which encodes the locations and diffusion properties of the
two materials. The right figure shows the corresponding solution u(ϕ). The function u is
a solution of the Darcy Flow PDE with diffusion coefficients ϕ if, for all (x, y) ∈ (0, 1)2, it
satisfies −∇·(ϕ(x, y)∇u(x, y)) = 1. The boundary condition is u(x, y) = 0, ∀(x, y) ∈ ∂(0, 1)2.

A differentiable constrained layer for enforcing PDEs

There are two main components to our model. The first component is a NN parameterized
by θ, denoted by fθ. The NN fθ takes the inputs described in Section 5.3 and outputs a
vector in RN . The output dimension N is the number of functions in our basis, and is a
hyperparameter.

The second component of our model, the PDE-constrained layer or PDE-CL, is our main
design contribution. We implement a layer that performs a linear combination of the N
outputs from the first component, such that the linear combination satisfies the PDE on all
points xi in the discretized domain. Specifically, let ω be the weights in the linear combination
given by the PDE-CL. The output of our system is uθ =

∑N
i=1 ωif

i
θ, where f iθ is the i-th

coordinate output of fθ. We now describe the forward and backward pass of the PDE-CL.

Forward pass of the differentiable constrained layer. Our layer is a differentiable
root-finder for PDEs, and we focus on both linear and non-linear PDEs. As an example, we
describe a system based on an affine PDE, where Fϕ is an affine operator, which depends on ϕ.
In our experiments, we study an inhomogeneous linear system in Section 5.4, a homogeneous
non-linear system in Section 5.4, and a homogeneous linear system in Section 5.4. The
operator Gϕ is linear when, for any two functions u, v from X to R, and any scalar λ ∈ R, we
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have that,

Gϕ(u+ λv) = Gϕ(u) + λGϕ(v). (5.4)

The operator Fϕ is affine when there exists a function b such that the shifted operator Fϕ− b
is linear. Let Gϕ be the linear part of the operator: Gϕ = Fϕ − b. We define the PDE-CL to
find the optimal linear weighting ω of the N 1D functions encoded by the first NN component,
over the set of sampled inputs x1, . . . , xn. The vector ω ∈ RN solves the linear equation
system,

∀j = 1, . . . , n, Gϕ

(
N∑
i=1

ωif
i
θ

)
(xj) = b(xj) ⇐⇒

N∑
i=1

ωiGϕ(f iθ)(xj) = b(xj). (5.5)

This linear system is a discretization of the PDE Fϕ(uθ) = 0; we aim to enforce the PDE at
the sampled points x1, . . . , xn. The linear system has n constraints and N variables. These
are both hyperparameters, that can be chosen to maximize performance. Note that once N
is fixed, it cannot be changed. On the other hand, n can be changed at any time. When
the PDE is non-linear, the linear system is replaced by a non-linear least-squares system, for
which efficient solvers are available [91, 92].

Backward pass of the differentiable constrained layer. To incorporate the PDE-CL
into an end-to-end differentiable system that can be trained by first-order optimization
methods, we need to compute the gradients of the full model using an autodiff system [54].
To do this, we must compute the Jacobian of the layer.

The PDE-CL solves a linear system of the form g(ω,A, b) = Aω − b = 0 in the forward
pass, where A ∈ Rn×N , ω ∈ RN , b ∈ Rn. Differentiating g with respect to A and b using the
chain rule gives the following linear systems, which must be satisfied by the Jacobians ∂ω

∂A

and ∂ω
∂b

,

∀i, k ∈ 1, . . . , N, ∀j ∈ 1, . . . , n, 0 =
∂ωi
∂Ajk

=

(
ωk + A⊤

j

∂ω

∂Ajk

)
1i=j, (5.6)

∀i ∈ 1, . . . , N, ∀j ∈ 1, . . . , n, 0 =
∂gi
∂bj

= A⊤
i

∂ω

∂bj
− 1i=j, (5.7)

where 1i=j is 1 when i = j and 0 otherwise. Given the size and conditioning of our problems,
we cannot directly solve the linear system. Thus, we use an indirect solver (such as conjugate
gradient [93] or GMRES [94]) for both the forward system Aω = b and the backward system
given by Equation 5.6 and Equation 5.7. We use the JAX autodiff framework [54, 79]
to implement the full model. We include an analysis and additional information on the
enforcement of the hard constraints in C.4. We also include an ablation study in C.5 to
evaluate the quality of functions in our basis.

Loss function. Our goal is to obtain a NN parameterized function which verifies the PDE
over the whole domain. The PDE-CL only guarantees that we verify the PDE over the
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sampled points. In the case where N > n, the residual over the sampled points x1, . . . , xn is
zero, up to numerical error of the linear solver used in our layer. It is preferable to not use this
residual for training the NN as it may not be meaningful, and an artifact of the chosen linear
solver and tolerances. Instead, we sample new points x′1, . . . , x′n′ and build the corresponding
linear system A′, b′. Our loss value is ∥A′ω − b′∥22, where ω comes from the PDE-CL and
depends on A and b, not A′, b′. We compute gradients of this loss function using the Jacobian
described above. Another possibility is to use n > N . In this case, the residual ∥Aω − b∥22
will be non-zero, and while the “hard constraints” will not be satisfied during training, we
can minimize this residual loss directly. Let U(X ) denote the uniform distribution over our
(bounded) domain X . Formally, our goal is to solve the bilevel optimization problem,

min
θ

Eϕ∼ΦE(x1,...,xn),(x′1,...,x
′
n)∼U(X ) ∥A′(ϕ, x′1, . . . ; θ)ω(ϕ, x1, . . . ; θ)− b′(ϕ, x′1, . . . ; θ)∥22

s.t. ω = argmin
w

∥A(ϕ, x1, . . . ; θ)w − b(ϕ;x1, . . . ; θ)∥22. (5.8)

We approximate this problem by replacing the expectations by sums over finite samples. The
matrices A, A′, and vectors b, b′ are built by applying the differential operator Fϕ to each
function in our basis f iθ, using the sampled gridpoints. It is straightforward to extend this
method in the case of non-linear PDEs by replacing the linear least-squares with the relevant
non-linear least squares problem.

Inference procedure. At inference, when given a new PDE parameter test point ϕ, the
weights θ are fixed as our function basis is trained. In this paragraph, we discuss guarantees
in the linear PDE case. Suppose that we want the values of uθ over the (new) points
xtest
1 , . . . , xtest

ntest . If ntest < N , we can fit ω in the PDE-CL using all of the test points. This
guarantees that our model satisfies the PDE on all test points: the linear system in the
PDE-CL is underdetermined. In practice, ntest is often larger than N . In this case, we can
sample J ⊂ {1, . . . , ntest}, |J | < N , and fit the PDE-CL over these points. Over the subset
{xtest

j , j ∈ J}, the PDE will be satisfied. Over the other points, the residual may be non-zero.
Another option is to fit the PDE-CL using all the points xtest

1 , . . . , xtest
ntest , in which case the

residual may be non-zero for all points, but is minimized on average over the sampled points
by our PDE-CL. Our method controls the trade-off between speed and accuracy:
choosing a larger N results in larger linear systems, but also larger sets of points on which
the PDE is enforced. A smaller N allows for faster linear system solves. Once ω is fit, we
can query uθ for any point in the domain. In practice, we can choose |J | to be much smaller
than ntest; here, the linear system we need to solve is much smaller than the linear system
required by a numerical solver.

5.4 Experimental results and implementation

We test the performance of our model on three different scientific problems: 2D Darcy Flow
(Section 5.4), 1D Burgers’ equation (Section 5.4), and 1D convection (Section 5.4). In each
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(a) Target
(b) Hard-constrained

difference (c) Soft-constrained difference

Figure 5.2: Heatmaps of Darcy Flow example test set predictions. We compare
our hard-constrained model and the baseline soft-constrained model on a test set of new
diffusion coefficients ν. The NN architectures are the same except for our additional PDE-CL
in the hard-constrained model. a Target solutions of a subset of PDEs in the test set. b
Difference between the predictions of our hard-constrained PDE-CL model and the target
solution. c Difference between the predictions of the baseline soft-constrained model and
the target solution. Over the test dataset, our model achieves 1.82%± 0.04% relative error
and 0.0457± 0.0021 interior domain test loss. In contrast, the soft-constrained model only
reaches 3.86%± 0.3% relative error and 1.1355± 0.0433 interior domain test loss. Our
model achieves 71% less relative error than the soft-constrained model. While the heatmaps
show a subset of the full test set, the standard deviation across the test set for our model is
very low, as shown by the box plot in Appendix C.3.

case, the model is trained without access to any solution data in the interior solution domain.
The training set contains 1000 PDE parameters ϕ. The model is then evaluated on a separate
test set with M = 50 PDE parameters ϕ that are not seen during training. We compare
model results on the test set using two metrics: relative L2 error 1

M

∑M
i=1

∥uθ(ϕi)−u(ϕi)∥2
∥u(ϕi)∥2 ; and

the PDE residual loss 1
M

∑M
i=1 ∥Fϕi(uθ)∥2, which measures how well the PDE is enforced on

the interior domain. We demonstrate that our constrained NN architecture generalizes much
better on the test set than the comparable unconstrained model for all three problems.2

2D Darcy Flow

We look at the steady-state 2D Darcy Flow problem, which describes, for example, fluid flow
through porous media. In this section, the PDE parameter (denoted by ϕ in the previous
sections as a general variable) is ν ∈ L∞((0, 1)2;R+), a diffusion coefficient. The problem is
formulated as follows:

−∇ · (ν(x)∇u(x)) = f(x), ∀x ∈ (0, 1)2,

u(x) = 0, ∀x ∈ ∂(0, 1)2.
(5.9)

2We used a single Titan RTX GPU for each run in our experiments.
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Here, f is the forcing function (f ∈ L2((0, 1)2;R), and u(x) = 0 is the boundary condition.
The differential operator is then Fν(u) = −∇·(ν(x)∇u(x)). Given a set of variable coefficients
ν, the goal is to predict the correct solution u. The ν(x) values are generated from a Gaussian
and then mapped to two values, corresponding to the two different materials in the system
(such as the fluid and the porous medium). We follow the data generation procedure from Li
et al. [60]. We use the Fourier Neural Operator (FNO) [60] architecture, trained using a PDE
residual loss as the baseline model (“soft-constrained”). Our model uses the FNO architecture
and adds our PDE-CL (“hard-constrained”). The domain (0, 1)2 is discretized over nx × ny
points. For each point on this grid, the model takes as input the coordinates, x ∈ (0, 1)2,
and the corresponding values of the diffusion coefficients, ν(x). The boundary condition is
satisfied by using a mollifier function [60], and so the only term in the loss function is the
PDE residual. We use a constant forcing function f equal to 1. We provide more details on
our setup and implementation in Appendix C.3.

Results. We plot example heatmaps from the test set in Figure 5.2. We compare visually
how close our hard-constrained model is to the target solution (Figure 5.2b), and how close the
soft-constrained baseline model is to the target solution (Figure 5.2c). Our hard-constrained
model is much closer to the target solution, as indicated by the difference plots mostly being
white (corresponding to zero difference).

During the training procedure for both hard- and soft-constrained models, we track error
on an unseen test set of PDE solutions with different PDE parameters from the training
set. We show these error plots in Figure 5.3. In Figure 5.3a, our model starts at a PDE
residual test loss value two orders of magnitude smaller than the soft constraint baseline.
The PDE residual test loss continues to decrease as training proceeds, remaining significantly
lower than the baseline. Similarly, in Figure 5.3b, we show the curves corresponding to the
relative error and the PDE residual loss metric on the test dataset. Our model starts at a
much smaller relative error immediately and continues to decrease, achieving a final lower
test relative error.

On the test set, our model achieves 1.82%± 0.04% relative error, versus 3.86%± 0.3%
for the soft-constrained baseline model. Our model also achieves 0.0457± 0.0021 for the
PDE residual test loss, versus 1.1355± 0.0433. Our model has almost two orders of
magnitude lower PDE residual test loss, and it has significantly lower standard deviation. On
the relative error metric, our model achieves a 71% improvement over the soft-constrained
model. While the example heatmaps show a subset of the full test set, the standard deviation
across the test set for our model is very low. This indicates that the results are consistent
across test samples.
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(a) PDE residual loss on test set (b) Relative error on test set

Figure 5.3: 2D Darcy Flow: Error on test set during training. We train a NN
architecture with the PDE residual loss function (“soft constraint” baseline), and the same
NN architecture with our PDE-CL (“hard constraint”). During training, we track error on
the test set, which we plot on a log-log scale. a PDE residual loss on the test set, during
training. This loss measures how well the PDE is enforced. b Relative error on the test set,
during training. This metric measures the distance between the predicted solution and the
target solution obtained via finite differences. Both measures show that our hard-constrained
PDE-CL model starts at a much lower error (over an order of magnitude lower) on the test
set at the very start of training, and continues to decrease as training proceeds. This is
particularly visible when tracking the PDE residual test loss.

1D Burgers’ equation

We study a non-linear 1D PDE, Burgers’ equation, which describes transport phenomena.
The problem can be written as,

∂u(x, t)

∂t
+

1

2

∂u2(x, t)

∂x
= ν

∂2u(x, t)

∂x2
, x ∈ (0, 1), t ∈ (0, 1),

u(x, 0) = u0(x), x ∈ (0, 1),

u(x, t) = u(x+ 1, t), x ∈ R, t ∈ (0, 1).

(5.10)

Here, u0 is the initial condition, and the system has periodic boundary conditions. We aim
to map the initial condition u0 to the solution u. We consider problems with a fixed viscosity
parameter of ν = 0.01. We follow the data generation procedure from Li et al. [60], which
can be found here. We use a physics-informed DeepONet baseline model [64] with regular
multi-layer perceptrons as the base NN architecture, trained using the PDE residual loss.
Our hard-constrained model is composed of stacked dense layers and our PDE-CL, which
allows for a fair comparison. Because this PDE is non-linear, our PDE-CL solves a non-linear
least-squares problem, using the PDE residual loss and the initial and boundary condition
losses.

https://github.com/neuraloperator/neuraloperator/tree/master/data_generation/burgers
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(a) Target (b) Hard-constrained difference (c) Soft-constrained difference

Figure 5.4: Heatmaps of 1D Burgers’ example test set predictions. We compare
our hard-constrained model and the baseline soft-constrained model on a test set of new
initial conditions u0. Both architectures are the same, except for our additional PDE-CL
in the hard-constrained model. a) Target solutions of a subset of PDEs in the test set. b)
Difference between the predictions of our hard-constrained model and the target solution.
c) Difference between the predictions of the baseline soft-constrained model and the target
solution. Over the test dataset, our model achieves 1.11± 0.11% relative error. The baseline
soft-constrained model achieves only 4.34%± 0.33% relative error. We use the same base
network architecture (MLPs) for both the soft-constrained and hard-constrained model. The
errors in both models are concentrated around the “sharp” features in the solution, but these
errors have 4x higher magnitude in the soft-constrained model.

Results. We plot example heatmaps from the test set in Figure 5.4. We compare how
close our hard-constrained model’s output is to the target solution (b)), and similarly for the
soft-constrained baseline model (c)). The solution found by our hard-constrained model is
much closer to the target solution than the solution found by the baseline model, and our
model captures “sharp” features in the solution visibly better than the baseline model. Our
hard-constrained model achieves 1.11± 0.11% relative error after less than 5, 000 steps of
training, using just dense layers and our PDE-CL. In contrast, the soft-constrained baseline
model only achieves 4.34%± 0.33% relative error after many more steps of training.

During the training procedure for both hard- and soft-constrained models, we track the
relative error on a validation set of PDE solutions with different PDE parameters from the
training set. We show the error plot in Figure 5.5. The target solution was obtained using
the Chebfun package [95], following Wang, Wang, and Perdikaris [64]. Our model achieves
lower error much earlier in training. The large fluctuations are due to the log-log plotting,
and small batches used by our method for memory reasons.
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Figure 5.5: 1D Burgers’ equation: Error on validation set during training. We
train a NN with the PDE residual loss function (“soft constraint” baseline) and the same NN
architecture with our PDE-CL (“hard constraint”). Both architectures are MLPs. During
training, we track relative error on the test set, which we plot on a log-log scale. Our
hard-constrained model learns low error predictions much earlier in training. The hard
constrained model achieves lower relative error than the soft-constrained method.

1D convection

We study a 1D convection problem, describing transport phenomena. The problem can be
formulated as follows:

∂u(x, t)

∂t
+ β(x)

∂u(x, t)

∂x
= 0, x ∈ (0, 1), t ∈ (0, 1),

h(x) = sin(πx), x ∈ (0, 1),

g(t) = sin
(π
2
t
)
, t ∈ (0, 1).

(5.11)

Here, h(x) is the initial condition (at t = 0), g(t) is the boundary condition (at x = 0), and
β(x) represents the variable coefficients (denoted by ϕ in Section 5.3). Given a set of variable
coefficients, β(x), and spatiotemporal points (xi, ti), the goal is to predict the correct solution
u(x, t). We provide results and more details in Appendix C.1.
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5.5 Conclusions

We have considered the problem of mapping PDEs to their corresponding solutions, in
particular in the unsupervised setting, where no solution data is available on the interior
of the domain during training. For this situation, we have developed a method to enforce
hard PDE constraints, when training NNs, by designing a differentiable PDE-constrained
layer (PDE-CL). We can add our layer to any NN architecture to enforce PDE constraints
accurately, and then train the whole system end-to-end. Our method provides a means to
control the trade-off between speed and accuracy through two hyperparameters. We evaluate
our proposed method on three problems representing different physical settings: a 2D Darcy
Flow problem, which describes fluid flow through a porous medium; a 1D Burger’s problem,
which describes viscous fluids and a dissipative system; and a 1D convection problem, which
describes transport phenomena. Compared to the baseline soft-constrained model, our model
can be trained in fewer iterations, achieves lower PDE residual error (measuring how well
the PDE is enforced on the interior domain), and achieves lower relative error with respect
to target solutions generated by numerical solvers.
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Chapter 6

Probabilistic forecasting with coherent
aggregation

6.1 Introduction

Obtaining accurate forecasts is an important step for long-term planning in complex and
uncertain environments, with applications ranging from energy management to supply chains,
from transportation to climate prediction [96, 97, 98]. Going beyond point forecasts such as
means and medians, probabilistic forecasting provides a key tool for forecasting uncertain
future events. This involves, e.g., forecasting that there is a 90% chance of rain on a certain
day, or that there is a 99% chance that people will want to buy fewer than 100 items at a
certain store on a certain week. Providing more detailed predictions of this form permits finer
uncertainty quantification. This in turn permits planners to prepare for different scenarios
and to allocate resources depending on their anticipated likelihood and cost structure. This
can lead to better resource allocation, improved decision making, and less waste.

In many applications, there exist natural hierarchies over quantities one wants to forecast:
energy consumption at various temporal granularities, from monthly to weekly; or at different
geographic granularities, from the building-level to city-level to state-level; or forecasting
retail demand for specific items, as well as for categories of items or brands. Typically, most
or all levels of the hierarchy are important: base-levels of the hierarchy are key for operational
short-term planning; and higher levels of aggregation yield insights on longer-term or coarser
trends. Moreover, it is often desired that the probabilistic forecasts at different granularities
are coherent (or consistent) for efficient decision-making at all levels [96, 99].

To be somewhat more precise, we say that probabilistic forecasts at different granularities
in a hierarchy are coherent if and only if there exists a valid joint distribution across all base-
levels such that the probabilistic forecasts have the same distributions as the corresponding
marginals of the joint distribution [100, 99, 101]. See also Def. 6.2.1 below. This follows [101],
and informally it means that the distribution of an aggregate is the sum of the distributions
of the base-levels in the aggregate. Designing a model which is accurate at all levels of
aggregation of the hierarchy, and which can exploit information at different levels, while also
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enforcing coherency, is well-known to be a difficult challenge [102]. In particular, one can not
simply aggregate or disaggregate probabilistic forecasts independently (assuming, of course,
that one wants to achieve reasonable accuracy), without accounting for correlations among
base time series.

In the last few years, end-to-end trainable neural network models have achieved a mea-
sure of success for (multi-horizon) probabilistic forecasting for univariate time series [103,
104, 105, 106, 107]. Compared to previous auto-regressive methods, these models provide
additional flexibility: one can now fit quantile functions directly through nonlinear quantile
regression [104, 103, 108, 106, 109, 107] (while forbidding quantile crossing [110]); and one can
differentiate through sampling complex hierarchical graphical models. The added flexibility
results in higher forecast accuracy.

In addition to multi-horizon univariate time series forecasting problems, targets to be
forecasted sometimes lie in a linear subspace of a common multivariate target. This is the case
for hierarchical forecasting: there is a linear relationship between base-level series and aggre-
gates [101, 99]. Despite the flexibility of neural network models, we cannot expect the output of
these models to learn from the training data to satisfy (these hierarchical, or other) constraints
exactly [111, 10]. Recent work has aimed at enforcing these constraints exactly; and these
neural networks models have achieved state of the art results for the hierarchical forecasting
setup [100, 112, 113]. These end-to-end forecasting models mitigate an important shortcoming
of previous (pre-neural network) hierarchical forecasting methods: the need to forecast first, be-
fore reconciliating those forecasts in a coherent manner. By exploiting an end-to-end training
approach, these methods permit one to train a coherent model in one step: either by integrat-
ing the reconciliation as a differentiable module [100]; or by designing a probabilistic model
which enforces the coherence, with distribution parameters given by neural networks [112].

In the light of the recent literature, here are properties which a hierarchical forecasting
method should satisfy: 1) coherence by construction; 2) end-to-end trainability; 3) ability to
optimize for arbitrary sample-based loss functions, e.g., quantile loss, Continuous Ranked
Probability Score (CRPS), depending on the use-case; 4) exploitation of the hierarchical
structure in the data, leading to a factor model representation; 5) flexibility in the choice of
factor and base-level noise distributions that best approximate the data distribution; and 6)
compact representation of the forecast to minimize storage cost.

In this paper, we present a method which satisfies all of these properties. We are aware
of only two previous methods which provide end-to-end trainable, and coherent hierarchical
forecasts: [100] and [112]. However, these two previous methods only satisfy some of the
properties stated above. See Table 6.1 for a summary.

In more detail, our main contributions are the following.

1. We propose a a novel model for probabilistic forecasting that satisfies all the desired
properties stated above. Our model explicitly leverages exchangeability of the base-level
targets using a factor model structure. It can be easily adapted to use different factor
and base-level distributions, e.g., Gamma, Normal, Truncated Normal, etc. Our model
enforces coherent aggregation exactly by construction.
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Method Coherence Differentiable Arbitrary Factor Arbitrary factor/ #Parameters to represent
samples loss function model base distribution a forecast

Deep HierE2E ✓ ✓ ✓ ✗ ✗ Low
DPMN ✓ ✗ ✗ ✓ ✗ High

This work ✓ ✓ ✓ ✓ ✓ Low

Table 6.1: Desirable properties satisfied by the models Deep HierE2E [100, 112] and
DPMN [113] and the proposed method. The ideal method is 1) coherent by construc-
tion, 2) differentiable with respect to its parameters for efficient optimization of expected
loss functions 3) capable of optimizing arbitrary sample-based loss functions, 4) hierarchical
in structure, represented by a factor model, 5) flexible in the choice of factor and base-level
distributions, and 6) able to produce compact and expressive forecasts for ease of storing
predictions. Our proposed method satisfies all of these desired properties.

2. The factor model parameters are the output of a neural network. We optimize this neural
network directly by optimizing for marginal forecast accuracy, using a reparametrization
trick. In addition, depending on the use-case, our model can be used for optimizing
arbitrary forecast metrics, such as quantile losses, CRPS, mean squared error, or
combinations of them.

3. Due to the importance of coherent forecasts in practice, we evaluate our method
empirically by comparing against previous coherent end-to-end trainable methods,
namely those of [100, 112, 113], on three public datasets. Following previous work,
we evaluate on the CRPS metric [114], and we find that our method improves on
previous methods by 11.8-41.4% depending on the dataset. We additionally evaluate
our mean forecasts using the relative MSE, and find that our method improves on
previous methods by 28.9-44.1% on two of three datasets. We analyze CRPS results
at different levels of the hierarchy, demonstrating higher or comparable accuracy at all
levels on the three datasets. Our model achieves this while providing a more compact
forecast representation (an important practical consideration) than previous proposed
coherent models.

4. We illustrate the influence of the choice of base-level distributions. Changing distribu-
tional assumptions, even in seemingly-minor ways, can have a large impact on accuracy,
and the best choice often depends sensitively on the data. Our model has the flexibility
to evaluate different modeling choices quickly and easily.
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6.2 Background and Related Work

Probabilistic Forecasting

Probabilistic forecasts are usually formulated to quantify future uncertainty to inform
decision making. We start by providing an overview of the general probabilistic forecasting
problem [97].

We focus on real-valued observations y ∈ R, with y ∼ Y , a realization of random variable
Y . A forecast distributed as Ŷ can be represented by an inverse cumulative density function
(CDF) on the real line R. At a given forecast creation date, we assume that we have access to
a set of prior information, X, which we use to inform our forecasts. This information could
be historical observations of the variable we want to predict, static features about the entity,
e.g., item characteristics in retail, correlated future features, e.g., future holidays which could
influence the energy consumption we’re forecasting, etc. We want to output the forecast Ŷ
which uses the most possible information from X to predict the distribution Y from which y
is realized. Without access to the full distribution Y , we typically evaluate quality of Ŷ | X
against a single realization y. If we estimate the conditional mean E[Y | X], we set ourselves
in the popular least squares regression setting [115]. If we estimate quantiles of Y | X, we
set ourselves in the quantile regression setting [116, 103, 106].

In practice, our forecasts are represented computationally using an inverse CDF, which
depends on distribution parameters. These parameters are themselves the output of an
(optimized) parametric function, e.g., a linear or generalized linear model or a neural network
model. For example, if we constrain our forecast to be normally distributed, we can use its
mean and standard deviation to characterize the full forecasted distribution. This mean
and standard deviation will be the output of a parametric model, given covariates as input.
More flexible models such as normalizing flows [117] would require more parameters. Armed
with a forecast class thus parametrized, we can optimize the fit of the distribution to the
observation data. For this, we need a loss function which measures how well a proposed
forecast in the forecast class fits the observations.

Forecasting with Coherent Hierarchical Aggregation

Hierarchical forecasting aims to solve the probabilistic forecasting problem, as discussed
above, but over a set of variables with hierarchical relationships. Most often, we are interested
in hierarchies where quantities are summed from one level to the level above it. For instance,
the energy consumed in a region is the sum of the energy consumed in each zip code in the
region. Methods concerned with hierarchies initially focused on mean forecasts [102, 118,
119, 120, 121, 122, 123, 124]. More recent methods consider probabilistic forecasts [112, 100,
125, 113]. Mean forecasts are easy to aggregate: by linearity of the expectation operator, the
mean of the aggregate is the aggregate of the means. However, this is not always the case for
other quantities such as quantiles, including the medians.

There are two main method families for hierarchical forecasting: top-down disaggrega-
tion [119, 126]; and bottom-up aggregation and reconciliation [102, 118, 127]. Recently, [126]
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J1 = {1} J5 = {1, 2}
J2 = {2} J6 = {2, 3}
J3 = {3} J7 = {3, 4}
J4 = {4} J8 = {1, 2, 3, 4}

(a) Set representa-
tion

z1 z2 z3 z4

J1 J2 J3 J4

J5 J6 J7

J8

(b) Graph representation

S =



1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 1 0 0
0 1 1 0
0 0 1 1
1 1 1 1


(c) Matrix represen-
tation

Figure 6.1: A simple hierarchical example of M = 8 aggregates over N = 4 entities.
Figure 6.1a (left) shows the set representation of the aggregation. Figure 6.1b (center)
shows a possible graph representation: the edge between J6 and J8 could be removed since
J6 is included in the union of J5 and J7. The graph is a DAG, but it is not a tree: the
node J2 appears in the aggregations J5 and J6. Figure 6.1c (right) shows the corresponding
aggregation matrix. In the matrix representation, we’ve added horizontal lines to separate
levels of the hierarchy. These levels do not matter in our algorithm or methods, although they
may be important for evaluation. These levels match the levels in the DAG representation,
and they correspond to the topological ordering of the nodes in the graph. Our method uses
only the matrix representation, which is equivalent to the set representation.

have shown that, in a simplified setting, top-down disaggregation yields provably smaller
excess risk than bottom-up aggregation. End-to-end coherent methods [100, 112] (discussed
in more detail in Sec. 6.2 below) address the limitation in these two-stage approaches that
information is inefficiently used (since models for each series are learned independently and
are then post-processed to be coherent). These end-to-end methods fit all levels of the
hierarchy simultaneously, with a module for reconciliating forecast at different levels, and
they cannot be characterized as either bottom-up or top-down.

End-to-end Coherent Probabilistic Hierarchical Forecasting Models

We are only aware of two methods which yield provably coherent probabilistic forecasts
and which allow the models to be trained in an end-to-end manner: Rangapuram et al.
[100] and Olivares et al. [112]. Two other works offer guaranteed coherent probabilistic
forecasts [126, 127], but they both rely on separately trained models, either for the base-level
forecasts or for the top-level forecast. Wang et al. [108] takes a similar approach to ours,
motivated by exchangeability between time-series which share global factors, but they do
not consider the problem of aggregation. Here, we focus on the two end-to-end trainable
coherent forecasting methods [100, 112]. We compare properties of these models with the one
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developed in this paper in Table 6.1. The method described in [100] is designed for general
convex constraints between multi-variate forecasts. Hierarchical forecasting is a special case
of this general problem: it has added structure which is not leveraged by this method. On
the other hand, the method described in [112] is too restrictive: it only considers mixtures
of Poisson distributions. Since these distributions are integer-valued, this requires training
the model using a likelihood loss which cannot directly be related to metrics closer to the
downstream goal, such as CRPS or quantile loss on an important quantile level.

Finally, we should note that an important component of our approach to coherent aggrega-
tion is to make explicit use of the exchangability of information at the base levels of the hierar-
chy. To this end, Wang et al. [108]’s observation that exchangeability of base time series induces
a factor model structure is related. However, Wang et al. [108] does not consider the hierarchi-
cal aggregation setting, and they do not consider end-to-end trainable models, but instead they
suppose access to an already trained top-level model. From this perspective, we make broad
changes to their method: 1) tailoring it to the coherent aggregation setting; 2) making it end-
to-end differentiable; and 3) studying the influence of parametric distributions on accuracy.

End-to-end Probabilistic Hierarchical Forecasting Methods Without
Coherence

In a related but separate thread, researchers have designed methods to regularize forecasts to
be “more coherent” without enforcing coherence exactly. This is useful for datasets stemming
from noisy measurements, e.g., disease control, where local and global measures are taken
by different means to estimate quantities at different levels in the hierarchy. In this case,
exact hierarchical aggregation does not hold. Han, Dasgupta, and Ghosh [125] focuses on
regularizing quantile estimators for coherence between the different levels in the hierarchy.
Recently, Kamarthi et al. [113] proposed such a regularization approach for probabilistic
forecasts, and focuses on the missing data case. Unlike methods described in the previous
paragraph and our method, these methods do not provide guaranteed coherent forecasts
between levels of the hierarchy (and thus we do not compare against them).

Notations

We consider the following hierarchical forecasting problem, with a set of base-level entities
indexed by [N ] := {1, · · · , N}. Let Z1, · · · , ZN ∈ R be the base-level quantities we want to
forecast, and let Z = (Z1, · · · , ZN ). In addition, for n ∈ [N ], let Xn ∈ RD be random histori-
cal covariates observed for Zn, and let X = (X1, · · · ,XN ) ∈ RDN be all historical covariates
across base time series. At each discrete time step t ∈ [T ], assume that new values of covariates
X is given, and new value of targets are observed Z. In addition, we introduce another set of
indices [U ] to extend the framework into a contextual problem. We will refer to this dimension
as the item dimension (e.g., in retail) or as the batch dimension. From an applied perspective,
there may be multiple attributes or “dimensions” being used to describe the data, and we may
or may not be interested in aggregating over all of them. For instance, if we are forecasting
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regional item-level demand in retail, then we may want to provide forecasts for many different
items in the catalog at multiple regional granularities. The item dimension is different than
the region dimension (over which we want to aggregate in this example). Hence, we reserve the
subscript u for the target variables and forecasts corresponding to such a dimension, which we
do not use to aggregate across. At each time step t and for each item u ∈ [U ], a forecaster is
required to forecast for Z, given realized values of X. That is, let zt,u,n and xt,u,n be historical
observations for the quantity to be forecasted Zn and covariates Xn for each base-level entity
n ∈ [N ]. We consider ((zt,u,1, · · · , zt,u,N), (xt,u,1, · · · ,xt,u,N)) be a realized value of (Z,X).

We can model hierarchical aggregation in terms of a set of base-level entities [N ] and
various subsets of that set. Suppose that we are interested in M different hierarchical
aggregations of the N finest-grained entities. For each m ∈ [M ], we can define the set
Jm ⊆ [N ] of fine-grained Zs in the m-th aggregate. We suppose that {J1, · · · , JM} ⊆ P ([N ])
are subsets of the power set of [N ]. The target variable corresponding to the m-th aggregate
is Ym =

∑
n∈Jm Zn. For instance, if N = 3, we could have J1 = {1, 2} and J2 = {2, 3}. The

set {Y1, . . . , YM} is the set of aggregate targets in which we are interested. It could be that
Ym correspond to a single base-level entity, in which case the corresponding Jm is a singleton.

This setup allows us to define aggregations in matrix form. For n ∈ [N ], let en be the
n-th canonical basis vector, i.e., the column vector with all zeros except for a 1 in the n-th
coordinate. We define the vector sm =

∑
n∈Jm en. For aggregate m, we have Ym = s⊤mZ. We

therefore define the aggregation matrix

S =
(
s1 · · · sM

)⊤ ∈ {0, 1}M×N . (6.1)

If there are U different items, then yt,u,m is the m-th aggregated target variable corre-
sponding to item u at time t. The aggregation matrix S does not depend on u or t in our
work. Our method is very general. It applies to the case where we want to aggregate across
the region dimension, or the time dimension, or both the region and time dimensions, or
other dimensional of the data.

Regardless of the specific hierarchy, we want the probabilistic forecasts to be coherent
with respect to the hierarchy. Here is an operational definition.

Definition 6.2.1. Let Y = (Y1, · · · , YM )⊤ be a multi-variate random variable. Let d
= denote

equality in distribution. We say that Y is a coherent aggregation of the base-level series Z

for the aggregation matrix S if Y has the same distribution as SZ, i.e., Y d
= SZ.

Note that historical observations (yt,u,1, · · · , yt,u,M ) are always coherent aggregations of base-
level observations, as we can view historical observations as degenerate distributions with
support at the observed values only.

Our aggregation matrix S defines a directed acyclic graph (DAG), from the base-level
entities up. Indeed, any DAG defines a possible hierarchy. In previous work [102, 100, 112,
127], the aggregation graph is assumed to be a tree, since latent variables are associated
with each node, either to aggregate up or disaggregate down the forecasted quantities. In
our method, it only matters which base-level series are in a given aggregate, i.e., only the
aggregation matrix matters. Contrary to previous methods, we do not use relations between
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the aggregates (e.g., between Ym and Ym′). Therefore, our method can handle aggregations
represented by general DAGs, rather than just trees. In particular, in our method, the
aggregates may overlap. See Figure 6.1 for an example, where we consider a hierarchy with
N = 4 base-level entities and M = 8 aggregates. In this hierarchy, we are interested in the
base-level entities themselves, in 3 different pairs of the base-level entities, and in the total
across all entities. Some of the pairs have a non empty intersection.

Figure 6.2: Model architecture for our work. We show an example with N = 3 base
series, M = 3 aggregates, and K = 2 factors. Base-level series xn1 , · · · ,xn3 are fed into a
multi-variate neural network forecasting model such as MQCNN [103]. This model outputs
encodings for each base-level series. These encodings are used in two manners: they are
summed to produce an encoding at the common factor level, which is decoded into the
factor distribution parameters ϕk1 and ϕk2 by a shallow network; they are also decoded
directly by another shallow network to produce the base-level distribution loadings ws and
parameters σs. The base-level forecast distributions can be sampled differentiably using a
reparametrization trick by using parameter-free random inputs from factor level η(l)’s and the
base level η(b)’s. Aggregating these samples zn1 , zn2 , zn3 with aggregation matrices S yields
coherent samples at all levels of the hierarchy ym1 , . . . , ym3 . Finally, aggregate samples are
used to define the desired loss.

6.3 Our Main Method

In this section, we present our main model for probabilistic forecasting with coherent
aggregation.

Factor Model from Exchangeability

We develop a two-level probabilistic factor model for hierarchical forecasting that directly
estimates the conditional joint probability function of base-level quantities Z1, · · · , ZN condi-
tioning on historical covariates X, i.e.,

p(Z1, · · · , ZN | X).
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We can then obtain the target random variables in our hierarchical forecasting problems by
marginalizing from this common joint distribution. A reasonable assumption in probabilistic
forecasting applications is that the base level forecasts are exchangeable. Indeed, this was
implicitly used in prior work [112]. Recall that exchangeable random variables are those
whose joint probability distribution does not change when the positions in a sequence in
which finitely many of them appear are altered.

Under the assumption that Z1, · · · , ZN are exchangeable, conditioned on the covariates
X, then, motivated by de Finetti’s theorem [128, 129, 130, 108], we can model these
exchangeable random variables as independent variables, conditioned on some multivariate
latent variables v, such that

p(z1, · · · , zN |X)=

∫
p(l)(v|X)

[
N∏
n=1

p(b)(zn|X,v)

]
dv, (6.2)

where p(l)(·) and p(b)(·) are, respectively, the probability functions of latent variable v and of
the base-level quantity z, conditioned on the value of latent variable. Choosing the factor
distributions and the base-level distributions are important design choices in our model. We
will evaluate different choices empirically in section 6.4.

From Eqn. 6.2, we see that the target variables we want to predict are often influenced by
common factors. For instance, if we are predicting precipitations in a country over different
geographical granularities, then factors like topography may be important (mountainous
regions will have different characteristics than coastal regions); and if we are predicting
demand in a country, then information about the overall national demand may be important.

Since identifying such factors often requires expert knowledge, we aim to learn them. To
do so, we consider the following generic factor structure, where there are K independent
random factors Vk for k ∈ [K], such that

p(v | X) =
K∏
k=1

p(vk | X). (6.3)

Let each Vk follow a L(l)-parameter distribution f (l), with parameters ϕk ∈ RL(l) , where
f (l)(ϕk) ∈ F (l), the family of chosen distributions, e.g., Gamma, or Normal.

We suppose that the parameters of these factor distributions can be predicted using past
observations of the target variables (at all levels of the hierarchy). In particular, let these
factors each follow a L(l)-parameter distribution, and we define ϕk := ϕk(X;θ), where θ

represents parameters of a neural network model, and ϕk : RDN → RL(l) . The function ϕk
maps covariates (representing historical, time-independent and known future features, e.g.,
day of week) to distribution parameters, e.g., the parameters of a continuous distribution, or
parameters of a normalizing flow [117]. The dimension of the image of ϕk varies depending
on the number of unique parameters required for determining the chosen distribution from
the pre-specified distribution family.

Let W ∈ [0, 1]N×K be a loading matrix learned with data, and let W = (w⊤
1 , · · · ,w⊤

N),
where ∀ n ∈ [N ], wn := wn(Xn;θ) and wn : RN → [0, 1]N . Then each entry in W quantifies
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how much the target variable in base-level entity depends on the factors. We assume it
can also be predicted from coviariates. Conditioned on a realization v ∼ V , by Eqn. 6.2,
the target variables Zn for n ∈ [N ] are independent, and each follows a L(b)−parameter
distribution f (b) from a pre-specified distribution class F (b). In addition, each distribution
depends on parameters λn ∈ RL

n(b) , where given σn := σn(Xn;θ) we let λn := λn(w
⊤
nv,σn).

λn : RL(b) → RL(b) , the mapping to base-level distribution parameters is assumed to be known,
given σn and w⊤

nv; and σn : RD → RL(b)−1 is learned. Overall, we assume that base-level
quantities follow the following two-stage factor model:

∀k ∈ [K], vk ∼ f (l)(ϕk)

∀n ∈ [N ], zn ∼ f (b)
(
λn | w⊤

nv,σn

)
.

(6.4)

With Eqn. 6.3 and Eqn. 6.4, the joint distribution of the (Z1, · · · , ZN ) target variables in
Eqn. 6.2 can be written as

p(z1,· · ·, zN |X)=

∫ ( K∏
k=1

p(l)(vk |ϕk)

)
·
N∏
n=1

p(b)
(
zn|w⊤

nv,σn

)
dv. (6.5)

Given the general model above, we can compute statistics related to the full joint
distribution across multivariate targets in the hierarchy, or marginal distributions of aggregates
along the hierarchy. Suppose we are interested in the marginal distribution of Ym with
Jm = {n1, n2}, which contains n1, n2 ∈ [N ]. Then, the probability function of Ym can be
written as

p(ym) =

∫
zn1+zn2=ym

p(z1, · · · , zn)dzn1dzn2 . (6.6)

In practice, when the integral is not tractable, we can sample from the marginal distribution
of the forecasted aggregate Ŷm by sampling from the base-level series in Jm, and aggregating
the samples. In the next sub-section, we discuss how to use these samples to optimize the
model for different objective functions.

Sampling and Model Structure

Differentiable sampling of the factor model. We design our method so that it can
provide differentiable samples: we can differentiate samples with respect to our model’s
parameters. Recent work [131, 132, 133] has shown that one can sample in a differentiable
manner from almost any continuous distribution. Our method exploits these results: if
we can compute differentiable samples from the factor distributions and from the base-
level distributions, we can compute differentiable samples for our forecasts, at any level of
aggregation.

We now describe how to sample differentiably from the marginal distributions, follow-
ing Kingma and Welling [134] and Figurnov, Mohamed, and Mnih [131]. To do so, we write
our samples as a function of 1) model parameters and 2) samples from a distribution which
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does not depend on the model’s parameters. More formally, we can write the k-th factor
realization, Vk | ϕk, and n-th base-level target realization, Zn | λn, as

vk = α(l)(ϕk, η
(l)) (6.7)

zn = α(b)(λn, η
(b)), (6.8)

where η(l) ∼ f̃ (l) is parameter-free noise (e.g., sampled uniformly from [0, 1], or from a
standard Normal), and α(l) : RL(l)+1 → R.

To obtain samples of our forecasted distribution, we start by sampling the factor distribu-
tions. The parameters of the factor distributions come from a learned neural network. We
use these factor samples as parameters for the base-level distributions. We can then compute
samples from the base-level distributions, which are independent conditioned on the (shared)
factor samples. Finally, we aggregate the base-level samples up to the desired m-th aggregate.
The samples over all aggregates are coherent by construction.

Structure of the model. Expanding on the differentiable sampling module of Eqn. 6.7-6.8,
we further explain the overall structure of the model. Let R be total number of samples we
want to produce during the training process. For time t ∈ [T ], item u ∈ [U ], r ∈ [R], let the
realized parameter-free noise η

(l)
t,u,r = (η

(l)
t,u,r,1, · · · , η

(l)
t,u,r,K), where all η(l)s are i.i.d. sampled

from f̃ (l). Similarly, let η
(b)
t,u,r = (η

(b)
t,u,r,1, · · · , η

(b)
t,u,r,N), where all η(b)s are i.i.d. sampled from

f̃ (b). Given covariates X t,u, we generate parameters for defining the predictive distribution
by

ϕt,u,k = ϕk(X t,u;θ), ∀ k ∈ [K] (6.9)
wt,u,n = wn(X t,u,n;θ), ∀ n ∈ [N ] (6.10)
σt,u,n = σn(X t,u,n;θ), ∀ n ∈ [N ]. (6.11)

Given parameters of the distribution, we further obtain a forecasted sample ŷt,u,r,m for the
target yt,u,m by

vt,u,r,k = α(l)
(
ϕt,u,k, ηt,u,r,k

)
, ∀k ∈ [K] (6.12)

zt,u,r,n = α(b)
(
λn(w

⊤
t,u,nvt,u,r,σt,u,n),η

(b)
t,u,r

)
, ∀ n ∈ [N ] (6.13)

ŷt,u,r,m = smzt,u,r, ∀ m ∈ [M ]. (6.14)

Recall that ϕs are learned distribution parameters for random factors, ws are loadings
for these factors on each base-level series, and σs are additional parameters for defining
distribution at the base level. The vs and zs are the factor-level and base-level predictions in
samples; and the ys are the aggregate forecasts in samples. The last line, Eqn. 6.14, ensures
that the aggregates are coherent by construction.

As shown visually in Figure 6.2, Eqn. 6.9-6.14 define the network structure at training
time. In practice, we add some structure to the above-defined ϕk and wn functions: our
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network computes encodings h1, . . . , hn of each base-level series. These encodings are then
used in two places: 1) we sum them to obtain a top-level encoding h =

∑N
n=1 hn, which is

then decoded by a shallow network into the factor distribution parameters ϕ; and 2) they are
decoded by a separate shallow network into the loadings w and parameters σ. At inference
time, since the predictive distribution is defined by outputs from Eqn. 6.9-6.11, the sampling
module Eqn. 6.12-6.14 can be discarded.

Differentiable sampling is implemented for many distributions of interest in several open
source machine learning frameworks, e.g., PyTorch1 [53], TensorFlow2 [135] and JAX3 [54],
making it extremely easy to implement for many different functional forms. We demonstrate
this in the PyTorch code snippet in Figure D.2.1 in Appendix D.2. We only need to change
a single line of code to change our distribution assumptions at either level.

Optimizing the Model

Having differentiable samples allows us to optimize for any loss which is a differentiable
function of forecasted samples. This could be losses on the marginal distributions, i.e., the
aggregates, such as squared error loss, quantile losses for quantile levels of interest (0.5 if the
median is important, 0.9 or 0.99 if the tails are important), or even weighted combinations of
these losses. It could also be a function of the joint distribution, e.g., the energy score [136].

It is common in the hierarchical forecasting literature to evaluate forecast performance
on the marginal forecasts [101, 100, 112] using the Continuous Ranked Probability Score
(CRPS) [114]. We focus on this loss as an example, and we define it now.

Definition 6.3.1. Let ym be the target realized value of some underlying distribution Ym. Let
Ŷm represent the forecasted distribution of Ym, and let ŷm and ŷ′m be independent samples of
the forecast distribution. Then, the CRPS between the forecasted distribution and observed
value, using samples from the forecast distribution, is defined as Eŷ,ŷ′∼Ŷmℓcrps(ŷ, ŷ

′, ym), where

ℓcrps(ŷ, ŷ
′, ym) = |ŷ − ym| −

1

2
|ŷ − ŷ′|. (6.15)

The CRPS can also be written as the integral over all quantile levels of the corresponding
quantile loss [114]. We use the formulation above because it is an expectation: we can easily
produce an unbiased estimator of the CRPS via Monte-Carlo sampling.

Let our model parameters θ belong to a pre-determined parameter set Θ. Then, as we
will be evaluating our model using the CRPS, we fit θ by optimizing the following objective:

min
θ∈Θ

1

TUR

M∑
m=1

T∑
t=1

U∑
u=1

R∑
r=1

ℓcrps(ŷt,u,r,m, ŷt,u,R+r,m, yt,u,m), (6.16)

where ℓcrps is given by Eqn 6.15.
1https://pytorch.org/docs/stable/distributions.html: see rsample methods.
2https://www.tensorflow.org/probability/api_docs/python/tfp/distributions
3See e.g. https://jax.readthedocs.io/en/latest/_autosummary/jax.random.gamma.html.

https://pytorch.org/docs/stable/distributions.html
https://www.tensorflow.org/probability/api_docs/python/tfp/distributions
https://jax.readthedocs.io/en/latest/_autosummary/jax.random.gamma.html
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In practice, we use a neural network with the MQCNN architecture [103] parametrized
by θ to output parameters of the distribution from the covariates X. This architecture takes
historical, static and future features which can be either numerical or categorical.

Discussion

Here, we compare our method with coherent probabilistic forecasting baselines. We consider
the two coherent, end-to-end trainable methods in Rangapuram et al. [100] and Olivares
et al. [112]. For completeness, we also consider an ARIMA-based model with reconciliation
implemented in [138, 139].

From our perspective, the first method of Rangapuram et al. [100] is “too general.” It con-
sists of a neural network model [104] which produces probabilistic forecasts for all time-series
in the hierarchy. This method is in fact more general than hierarchical forecasting, since it is
designed to enforce any convex constraint satisfied by the forecasts; due to the constraining
operation in the method, it has to revise the optimized forecasts. It does not leverage specifics
of the hierarchical constraints, which are more structured than a general convex constraint.
The model predicts parameters of Gaussian distributions for each time-series in the hierarchy,
without coupling. Since the forecasts are not guaranteed to be hierarchically coherent, the
model then couples samples from these Gaussian distributions by projecting them on the
space of coherent probabilistic forecasts. Both the sampling operation [134] and the projection
are differentiable, allowing the method to be trained end-to-end. This model allows different
modeling choices, although they are not explored in the initial paper, since Gaussians can
be replaced by any distribution which can be sampled in a differentiable way, i.e., almost any
continuous distribution [132, 131, 133]. In Rangapuram et al. [100], the projection operator
ensures coherence, and correlations between base-levels are learned only by optimizing the
neural network. In contrast, our proposed method produces forecasts for base-level series
only, while relying on common factors to encode correlations. This removes the need to
forecast at all levels simultaneously, therefore reducing computational requirements if we are
only interested in a subset of the aggregates.

On the other hand, the method described in Olivares et al. [112] is “too restrictive.” It
can only handle learned mixture of Poisson distributions. It is in fact a special case of our
model. If we suppose that there is a single non-parametric factor V1 in our model that
follows a multivariate discrete distribution with the supports and weights outputted by the
neural network, and that conditioning on the realized value of the factor, the base-level
distributions are Poisson (Eqn. 6.13), then we recover the model of Olivares et al. [112]. Our
model represents a substantial generalization along both directions: we consider multiple
independent factors and arbitrary distributions.

Observe that these two methods represent two extremes on the spectrum between non-
parametric modeling and parametric modeling. In Rangapuram et al. [100], we do not have
access directly to the distributions of the marginals (i.e., the distribution of each aggregate
time-series) since the model outputs samples from Gaussian distributions, and then it couples
them with a projection. Due to this coupling, the forecasts follow an unknown, non-parametric
distribution. On the other hand, in the Olivares et al. [112] method, we can easily describe
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the marginals, since they are designed to follow a mixture of Poisson distributions. The same
holds true for our proposed method.

Another difference between these two approaches is that the model of Rangapuram et al.
[100] optimizes the fit over the marginal time series of interest, under the coherence constraint,
while in the model of Olivares et al. [112], the training objective is likelihood-based, which
in general does not directly optimize the evaluation metric of interest. In addition, their
objective is fixed regardless of the set of marginal time series being evaluated. We design
our method so that we can optimize marginal metrics of interest.

Our non-neural network-based baseline ARIMA-MinT-Boot consists of three steps. In
the first step, we fit an auto ARIMA model [140] to each marginal time series. Then, we
make the mean forecasts coherent by studying the covariance matrix of forecasted errors
Wickramasuriya, Athanasopoulos, and Hyndman [123], using ordinary least squares. Lastly,
to obtain probabilistic coherent forecasts, we apply a a bootstrap-based method [141] on
the coherent point forecasts. Although ARIMA-based methods do not show state-of-the-art
performance for these datasets [112], we include it for completeness as an example of a recon-
ciliation method. Among approaches to reconcile point forecasts (such as Wickramasuriya,
Athanasopoulos, and Hyndman [123] and Taieb and Koo [127], and approaches to extend
them to probabilistic forecasts [141, 101], we only report results for ARIMA-MinT-Boot as
they achieved the best CRPS results across most of hierarchical datasets studied in [138].

6.4 Empirical Evaluation

In this section, we present our main empirical results. First, we describe the empirical set
up. Second, we evaluate the proposed model, by comparing with two previous end-to-end
trainable models, proposed in [100] and [112], as well as an ARIMA-based reconciliation
model. Finally, we analyze our model’s sensitivity to hyperparameters: 1) choice of base-level
distribution; and 2) number of factors.

Setting

Datasets. In our analysis, we consider three qualitatively different (public) datasets:
Tourism-Large, Favorita, and Traffic. They have different properties which are repre-
sentative of more realistic non-public data, and forecasting all of them accurately requires
substantial modeling flexibility. The Tourism-Large dataset represents the number of visitors
to different regions in Australia. The goal is to forecast thousands of visitors, i.e., rescaling
count data by 1000. The aggregation is done according to a hierarchy over region and purpose
of travel, allowing us to test a case where the aggregate levels have overlap. The Favorita
dataset is a large retail dataset, and it contains both count data (whole items) and real-valued
data (items sold by weight) for over 4000 items. The aggregation hierarchy is regional.
We use it to test our method on a (relatively) large-scale problem. Finally, the Traffic
dataset contains sum-aggregates of highway occupancy rates. The initial rates are hourly,
but (following [112]) the dataset we consider is daily, i.e., it uses rates already aggregated
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to the daily level for each highway bend as base-level series. The hierarchy in this dataset
was defined randomly over highway bends. We use the same hierarchy as previous work.
This allows us to test whether our model requires aggregations to be in line with correlation
structures to achieve high accuracy. For all three datasets, the forecasted quantities are
non-negative.

Pre-processing and features. For data preprocessing, we follow previous work [100, 112].
Our models take in both numerical and categorical features for historical, static and future
data, as allowed by the MQCNN architecture [103]. We describe these features in detail in
Appendix D.1.

Evaluation metrics. Our main evaluation metric is a target-normalized CRPS [114]. We
compute the score described in Eqn. 6.15, and normalize it by dividing the result by the sum
of all target values. We also evaluate mean forecasts by reporting ratio between mean squared
error across forecasts in all levels over mean squared error of the naive forecast (which treats
the previous observation in each time series as the point forecasts for all future horizons),
which we call RelMSE.

Hyperparameter search. We consider limited sets of hyperparameters when tuning our
model. Since all considered data are non-negative, we consider the Clipped Normal, Truncated
Normal, Log-Normal and Gamma distributions as candidates for the base distribution. The
Clipped Normal is a normal distribution where all the density at negative values are moved
to being point mass at zero. The Truncated Normal on the other hand renormalizes
the non-negative part of a normal distribution; there is no added weight on zero. We
only consider Gamma random variables as factors, although we could choose any other
continuous distribution. When reporting final accuracy results of our model on test set,
we used the base distribution that performs the best in validation set, which is Clipped
Normal in all three datasets. We determine the number of factors by using results from the
validation set. For Tourism-Large and Traffic, we ran experiments for number of factors
K = {1, 2, 4, 6, 8, 10, 15, 20, 30, 40}; for Favorita, due to memory constraints, we set number
of factors K = {1, 2, 4, 6, 8, 10}. Likewise for the learning rate, we performed binary-search
by hand on [10−4, 10−3], and we chose the best learning rate according to results on the
validation set. This light hyperparameter tuning shows that 1) our method is easy to optimize,
and 2) we would get even better results by performing an automated hyperparameter search.
Moreover, we only train our models on the CRPS, i.e., we do not yet test the effect of a
discrepancy between train and test metrics. We leave this analysis for future work.

Optimization We fit each model using (stochastic) AdamW [142] (Adam [143] with weight
decay) using the U dimension as our batch dimension. We use 10−5 weight-decay in all of
our experiments, without tuning this parameter. Tourism-Large and Traffic both have a
degenerate batch dimension, in the sense that U = 1, therefore we use full-batch gradients.
For Favorita, batch size is 8.
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Comparison with Previous Methods

We compare the proposed model to the DPMN model from [112], the HierE2E model
from [100], and an ARIMA-based reconcilliation method [123, 141]. Following previous
work, we report the CRPS (normalized by the sum of target quantities) at all levels of
the defined hierarchies; see Table 6.3 for the best model choices in our proposed family.
For detailed definitions of all hierarchical levels of these datasets, see Appendix D.1. The
ARIMA-MinT-Boot results are generated using [138], with confidence interval computed
based on 10 independent runs. Results for HierE2E is generated based on three independent
runs using hyperparameters tuned by [138]. All metrics for DPMN are quoted from [112]
with identical experimental setting on all datasets.

Our model achieves lower overall CRPS for the test sets of all three datasets, improving on
previous methods by 11.8%, 23.4% and 41.4% on Tourism-Large, Favorita and Traffic,
respectively, as seen on the Overall rows of Table 6.3. For Tourism-Large and Favorita,
our model achieves better accuracy at almost every single level of the defined hierarchy. On
Traffic, our model achieves remarkably better results at the finer-grained level (level 3
and 4), but slightly worse accuracy at the higher levels of aggregation. It achieves strong
accuracy overall due to its ability to model the fine-grained series very accurately. In this
dataset, contrary to the others, the aggregation matrix is defined somewhat randomly, by
sampling base-level series. The base-level series within an aggregate therefore do not share
special structure, unlike stores in a city for the Favorita dataset, or regions in a state in the
Tourism-Large dataset. This lack of correlation structure may explain the slight performance
lag experienced by our model at the higher levels of aggregation. Because RelMSE overweighs
aggregated level mean forecast accuracy due to the nature of this metric, our method is
associated with sub-optimal mean forecast accuracy overall.

Sensitivity of the Model to Design Choices

We analyze the sensitivity of the model to 1) the base-level distribution, and 2) to the number
of chosen factors.

Sensitivity to base-level distribution. To evaluate how accuracy of the proposed model
changes depending on the choice of base distribution, we train models for four different base
distributions on each dataset, while using Gamma distributions to model the factors Vk.
We report the CRPS results in Table 6.4. On all three datasets, Clipped Normal performs
the best. On Tourism-Large and Traffic, Clipped Normal is better than other base-level
distributions by a small margin. However, its accuracy is significantly better than others
on Favorita, possibly due to the base-level series in the retail demand dataset is sparse,
and a zero-inflated distribution is needed. For more details, see Appendix D.3. We also
observed that Gamma base-level distribution performs worse than Truncated Normal in all
three datasets. Finally, on two of the three datasets, the Log-Normal distribution performs
poorly.
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Sensitivity to numbers of factors. To obtain good results on a large scale dataset
such as Favorita, [112] required the neural network to output parameters for up to 100
support positions and weights to approximate the empirical distribution of random factors
times loadings. Our model allows for several factors, where each factor vk requires only
two parameters, contained in ϕk(X;θ) (Eqn. 6.9, 6.12). Separating random factors and
deterministic factor loadings rather than learning an empirical distribution approximation as
in [112], our model can model more complex distributions while requiring fewer parameters.
For example, we discovered that using one Gamma factor in our work already yields improved
forecast accuracy for Favorita, compared to previous models. Moreover, we show how the
choice of the number of factors impacts forecast accuracy, using an experiment on Traffic
dataset as an example. We show the results in Figure 6.3 below. On this dataset, we observe
that a single factor already performs better than previous methods. The best results are
obtained with 20 factors.

Figure 6.3: Performance of our model for different numbers of factors based on one run with
the same random seed. We provide overall normalized CRPS on Traffic for a model with
Gamma factors and Clipped Normal base distributions. We also fit a 3-degree polynomial
function to the results.

6.5 Conclusion

In this work, we propose a novel probabilistic forecasting framework for hierarchical forecasting
problems. To guarantee that probabilistic predictions are coherent in aggregation, our
framework assumes that the predictive joint distribution over base-level targets follows a
factor model, provided that base targets are exchangeable.

While the factor model assumption constrains the predictions, our model leverages recent
advances in differentiable sampling, and it can optimize various sample-based objective
functions that are aligned with forecasting evaluation metrics. We further conducted experi-
ments on models in this framework on three benchmark datasets, comparing with alternative
approaches. We demonstrate that our model improves overall forecast accuracy by 11.8-41.4%



CHAPTER 6. PROBABILISTIC FORECASTING 68

on three benchmark datasets. The model generates best or comparable forecast accuracy on
almost all hierarchical levels for three datasets.

When forecasting for a given aggregate quantity within the hierarchy, our proposed model
requires data for all base-level series included in the aggregate to be fitted on a single GPU.
This may be prohibitive in certain applications where there exists thousands or millions
of time series within an hierarchy. Removing this restriction would allow our method to
handle to large-scale hierarchies. Our model currently uses a simple aggregation over all
base-level embeddings for learning the parameters for the factors, this simple operator can
lead to sub-optimal performance when forecasting at the most aggregated levels, as shown in
empirical results. Leveraging other neural network structures with higher degrees of freedom
for replacing the aggregation operator is a interesting future research direction.
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Tourism-Large Favorita Traffic

Gamma 0.1174± 0.0044 0.4817± 0.2274 0.0738± 0.0629
Log-Normal 0.2245± 0.0905 0.5268± 0.1211 1.0135± 0.2967
Trunc-Normal 0.1123± 0.0038 0.3922± 0.0695 0.0216± 0.0033
Clipped Normal 0.1101± 0.0009 0.3080± 0.0201 0.0181± 0.0028

Table 6.4: Performance of our model for various choices of base distribution, where results
are based on three independent runs. We provide overall normalized CRPS for factor models
with Gamma distributed factors and various base distributions.
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Appendix A

Stochastic Frank-Wolfe for constrained
finite-sum minimization

A.1 Smoothness

Proposition 2. Let f : Rn → R be defined as f(θ) = 1
n

∑
i fi(θi). If fi is L-smooth for all

i ∈ {1, . . . , n}, then f satisfies Eqn. 3.6 for every p ∈ [1,∞].

Proof. We observe that the i-th component of the gradient of f is

[∇f(θ)]i =
1

n
f ′
i(θi). (A.1)

Recall that |f ′
i(θi)− f ′

i(θ̄i)| ≤ L|θi − θ̄i| for all θi, θ̄i in the domain of fi. Then, for the
ℓp norm ∥ · ∥p and for all θ, θ̄ in the domain of f , the following holds

∥∇f(θ)−∇f(θ̄)∥p =
1

n
p

√√√√ n∑
i=1

|f ′
i(θi)− f ′

i(θ̄i)|p ≤
L

n
p

√√√√ n∑
i=1

|θi − θ̄i|p =
L

n
∥θ − θ̄∥p . (A.2)
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A.2 Proof of Lemma 1

We adapt [38]’s proof of Lemma 1. For ease, we reproduce its statement first.

Lemma 4. Suppose f is a convex function and is (L/n)-smooth with respect to the ℓ2 norm.
For any direction α ∈ Rn, defining st = LMO(X⊤α) and wt = (1− γt)wt−1 + γtst, we have
the following upper bound on the primal suboptimality

εt ≤ (1− γt)εt−1 + γ2t
LD2

2

2n
+ γtD∞Ht, (A.3)

where εt = f(Xwt)− f(Xw⋆).

Proof. Recall the definition of Dp = maxw, v∈C ∥X(w − v)∥p.

f(Xwt) ≤f(Xwt−1) + ⟨∇f(Xwt−1),X(wt −wt−1)⟩+
L

2n
∥X(wt −wt−1)∥22 (A.4)

f(Xwt) ≤f(Xwt−1) + γt⟨∇f(Xwt−1),X(st −wt−1)⟩+
γ2tL

2n
∥X(st −wt−1)∥22 (A.5)

≤f(Xwt−1) + γt⟨∇f(Xwt−1),X(st −wt−1)⟩+ γ2t
LD2

2

2n
(A.6)

=f(Xwt−1) + γt⟨∇f(Xwt−1)−α,X(st −wt−1)⟩

+ γt⟨α,X(st −wt−1)⟩+ γ2t
LD2

2

2n

(A.7)

≤f(Xwt−1) + γt⟨∇f(Xwt−1)−α,X(st −w⋆ +w⋆ −wt−1)⟩

+ γt⟨α,X(w⋆ −wt−1)⟩+ γ2t
LD2

2

2n

(A.8)

=f(Xwt−1) + γt⟨∇f(Xwt−1)−α,X(st −w⋆)⟩

+ γt⟨∇f(Xwt−1),X(w⋆ −wt−1)⟩+ γ2t
LD2

2

2n

(A.9)

≤f(Xwt−1) + γt⟨∇f(Xwt−1),X(w⋆ −wt−1)⟩

+ γtD∞∥∇f(Xwt−1)−α∥1 + γ2t
LD2

2

2n

(A.10)

≤f(Xwt−1) + γt(f(Xw⋆)− f(Xwt−1)) + γtD∞∥∇f(Xwt−1)−α∥1

+ γ2t
LD2

2

2n

(A.11)

Subtracting f(Xw⋆) on both sides, we get

f(Xwt)− f(Xw⋆) ≤ (1− γt)(f(Xwt−1)− f(Xw⋆)) + γtD∞∥∇f(Xwt−1)−α∥1 + γ2t
LD2

2

2n
.

(A.12)
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We define Ht = ∥α − ∇f(Xwt−1)∥1, and recall the definition of εt to obtain the claimed
bound

εt ≤ (1− γt)εt−1 + γ2t
LD2

2

2n
+ γtD∞Ht. (A.13)
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A.3 Completing the proof for Theorem 1

Given the three key Lemmas 1-3, we can finish the proof. Under the hypotheses of Theorem 5,
let us consider step t of the SFW algorithm.

We plug our upper bound on Ht Eqn. 3.23 into the upper bound from Lemma 1 Eqn. 3.11
and take expectations on both sides to obtain the following upper bound on the expected
primal-suboptimality Eεt.

Eεt ≤(1− γt)Eεt−1 + γ2t
LD2

2

2n

+ γt
2LD1D∞

n

(
2(n− 1)

t+ 2
+

(
1− 1

n

)t/2
log t

)

+ γtD∞

(
1− 1

n

)t
H0.

(A.14)

By specifying the step-size γt = 2
t+2

and multiplying the previous inequality by (t+1)(t+2),
we get an expression in which the expected sub-optimalities telescope under summation. This
allows us to get the promised rate. For simplicity, we upper bound t+1

t+2
by 1.

Let Γt = (t+ 1)(t+ 2)Eεt. We have

Γt ≤ Γt−1 + 2
LD2

2

n
+ 8

(n− 1)

n
LD1D∞

+ 4
LD1D∞

n
(t+ 1)

(
1− 1

n

)t/2
log t

+ 2D∞H0(t+ 1)
(
1− 1

n

)t (A.15)

If we sum this expression over time-steps k = 1, . . . , t, we obtain

Γt ≤Γ0 + 2L

(
D2

2 + 4(n− 1)D1D∞

n

)
t

+ 4
LD1D∞

n
Bt

+ 2D∞H0Ct ,

(A.16)

where

Bt =
t∑

k=1

(k + 1)

(
1− 1

n

)k/2
log k ≤ 16n3 (A.17)

Ct =
t∑

k=1

(k + 1)

(
1− 1

n

)k
≤ n2 . (A.18)
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These bounds use Taylor series and are proven in Appendix A.4. By combining the previous
two bounds we get the following upper bound

Γt ≤ Γ0 + 2L

(
D2

2 + 4(n− 1)D1D∞

n

)
t

+ (2D∞H0 + 64LD1D∞)n2.

(A.19)

We divide this upper bound by (t+ 1)(t+ 2), and finally use the bound 1
(t+1)(t+2)

≤ 1
t2

to
obtain the following rate on Eεt:

Eεt ≤ 2L

(
D2

2 + 4(n− 1)D1D∞

n

)
t

(t+ 1)(t+ 2)
+

2ε0 + (2D∞H0 + 64LD1D∞)n2

(t+ 1)(t+ 2)
.

(A.20)
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A.4 Bounds for Bt, Ct

For Bt, we use the (aggressive) bound log k ≤ k − 1 and notice that
∑∞

k=1(k + 2)(k + 1)ρk =
2

(1−ρ)3 to get

Bt ≤
t∑

k=1

(k − 1)(k + 1)

(
1− 1

n

)k/2
(A.21)

≤
t∑

k=1

(k + 2)(k + 1)

(
1− 1

n

)k/2
(A.22)

≤ 2

 1

1−
√

1− 1
n

3

(A.23)

= 2n3

(
1 +

√
1− 1

n

)3

≤ 16n3. (A.24)

Notice that Ct is the beginning of the Taylor series expansion of d
dx

1
1−x = 1

(1−x)2 , for
x = n−1

n
. We can upper bound it by the full series, leading to

Ct ≤

(
1

1−
(
1− 1

n

))2

= n2. (A.25)
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A.5 Convergence of the stochastic gap to the FW gap
(Proposition 1.)

Proof. It suffices to prove that

|gt − ĝt| ≤ D∞Ht . (A.26)

We recall the definitions of the true and stochastic FW gaps:

gt = max
s∈C

⟨∇f(Xwt−1),X(wt−1 − s)⟩ def
= ⟨∇f(Xwt−1),X(wt−1 − st)⟩ (A.27)

ĝt = max
s∈C

⟨αt,X(wt−1 − s)⟩ def
= ⟨αt,X(wt−1 − ŝt)⟩ (A.28)

where we associate st to the true gap, and ŝt to the stochastic gap.
Now,

gt = ⟨∇f(Xwt−1),X (wt−1 − st)⟩ (A.29)
= ⟨αt,X (wt−1 − st)⟩+ ⟨∇f(Xwt−1)−αt,X (wt−1 − st)⟩ (A.30)
≤ ⟨αt,X (wt−1 − ŝt)⟩+ ⟨∇f(Xwt−1)−αt,X (wt−1 − st)⟩ (A.31)
≤ ĝt +D∞Ht, (A.32)

where the first inequality results from optimality of ŝt, and the second inequality results from
Hölder’s inequality and the definitions of Ht and D∞.

Both gaps gt and ĝt play symmetric roles in the previous bounds, therefore, we also have
the bound:

ĝt ≤ gt +D∞Ht, (A.33)

thus concluding the proof.
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A.6 Proof of Theorem 2

Let us now show that when the fis are L-smooth, and the iterates are given by the proposed
SFW, then lim inft→∞ Et[gt] = 0.

Proof. We adapt the proof of Lemma 1. At step t, using Proposition 2 with p = 2, we obtain

f(Xwt) ≤ f(Xwt−1) + γt⟨∇f(Xwt−1),X(st −wt−1)⟩+ γ2t
LD2

2

2n
(A.34)

= f(Xwt−1)− γtĝt + γt⟨∇f(Xwt−1)−αt,X(st −wt−1)⟩+ γ2t
LD2

2

2n
(A.35)

≤ f(Xwt−1)− γtĝt + γtD∞Ht + γ2t
LD2

2

2n
. (A.36)

Rearranging, we have

γtĝt ≤ f(Xwt−1)− f(Xwt) + γtD∞Ht + γ2t
LD2

2

2n
. (A.37)

Therefore, summing for u = 1, . . . , t

t∑
u=1

γuĝu ≤ f(Xw0)− f(Xwt) +
t∑

u=1

γuD∞Hu + γ2u
LD2

2

2n
. (A.38)

The right hand side is bounded in expectation: f is continuous on the compact set C, and
the series converges, since EtHt = O(1

t
) and γ2t = O(1/t2). This implies that lim inf Etĝt = 0,

since γt = 2
t+2

is not the general term of a convergent series. Finally, since |gt − ĝt| ≤ D∞Ht

(Appendix A.5), this yields the claimed result.
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A.7 Comparison with other methods

To make the comparison with other methods easier to grasp and to implement for the
interested reader, we report pseudo code using our notation for the Stochastic Frank-Wolfe
algorithms in Lu and Freund [43] and Mokhtari, Hassani, and Karbasi [38]. In the case of
Mokhtari, Hassani, and Karbasi [38], we also specify their algorithm in the same formal
setting as ours where f(Xw) = 1

n
fi(x

⊤
i w) and the sampling is over datapoints.

Mokhtari, Hassani, and Karbasi [38]

Mokhtari, Hassani, and Karbasi [38] have two sets of step-sizes, which we denote by ρt, γt.
They use a form of momentum on an unbiased estimator of the gradient using the ρt step
sizes. The values they use are γt = 1

t+1
and ρt = 1

(t+1)2/3
.

Algorithm 4 Mokhtari, Hassani, and Karbasi [38]
1: Initialization: w0 ∈ C, α0 = 0, r0 = 0
2: for t = 1, 2, . . . , do
3: Sample i uniformly at random in {1, . . . , n}
4: αi

t = (1− ρt)α
i
t−1 + ρtf

′
i(x

⊤
i wt−1)

5: rt = rt−1 + (αi
t −αi

t−1)xi
6: st = LMO(rt)
7: wt = (1− γt)wt−1 + γtst
8: end for

Lu and Freund [43]

Lu and Freund [43] also have two step-size sequences given by γt = 2(2nb+t)
(t+1)(4nb+t+1)

and
δt =

2nb

2nb+t+1
, where nb is the number of batches, i.e. ⌊n/b⌋, with n the number of samples in

the dataset, and b the chosen batch size. They use a form of momentum on the argument to
a given fi, and compute the gradient at an averaged iterate, which we denote by σi

t. In our
notation, t is the iteration step and i corresponds to the i-th datapoint.
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A.8 Comparison with full-gradient Frank-Wolfe

We derive the rate for the full gradient, deterministic Frank-Wolfe in the finite sum setting,
to make comparison with our method easier.

Let us first write the Frank-Wolfe algorithm, using our notations.

Comparison w.r.t. gradient calls.

In the full gradient setting, one iteration makes n gradient calls. Therefore, if u = nt is the
number of gradient calls after t iterations, we obtain the following bound in the full gradient
case, using the slight abuse of notation ϵu to denote the suboptimality after u gradient calls.

εu ≤
2LD2

2

u
. (A.39)

Compare to our method, after t iterations (and therefore after t gradient calls), as shown
in Theorem 5

Eεt ≤2L

(
D2

2 + 4(n− 1)D1D∞

n

)
t

(t+ 1)(t+ 2)

+
2ε0 + (2D∞H0 + 64LD1D∞)n2

(t+ 1)(t+ 2)

(A.40)

Algorithm 5 Lu and Freund [43]
1: Initialization: w0 ∈ C, σ0 = Xw0, α0 = 0, r0 = 0
2: for t = 1, 2, . . . , do
3: st = LMO(rt−1)
4: Sample i uniformly at random in {1, . . . , n}
5: σi

t = (1− δt)σ
i
t−1 + δt(x

⊤
i st)

6: αi
t =

1
n
f ′
i(σ

i
t)

7: rt = rt−1 +
(
αi
t −αi

t−1

)
xi

8: wt = (1− γt)wt−1 + γtst
9: end for

Algorithm 6 Frank-Wolfe algorithm [12]
Initialization: w0 ∈ C
for t = 1, 2, . . . , do
αt = ∇f(Xwt−1)
rt = X⊤αt

st = LMO(rt)
wt = (1− γt)wt−1 + γtst

end for
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Appendix B

Linearly convergent Frank-Wolfe with
backtracking line-search

Outline. The supplementary material of this chapter is organized as follows.

• B.1 provides pseudo-code for all FW Variants we consider: AdaFW, AdaAFW, AdaPFW,
AdaMP.

• B.2 contains definitions and properties relative to the objective function and/or the domain,
such as the definition of geometric strong convexity and pyramidal width.

• B.3 we present key inequalities on the abstract algorithm which are used by the different
convergence proofs.

• B.4 provides a proof of convergence for non-convex objectives (Theorem 2).

• B.5 provides a proof of convergence for convex objectives (Theorem 3).

• B.6 provides a proof of linear convergence for all variants except FW (Theorem 4).

B.1 Pseudocode

In this Appendix, we give detailed pseudo-code for the backtracking variants of FW (AdaFW),
Away-Steps FW (AdaAFW), Pairwise FW (AdaPFW) and Matching Pursuit (AdaMP).
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Backtracking FW

Algorithm 7 Backtracking FW (AdaFW)
1: Input: x0 ∈ A, initial Lipschitz estimate L−1 > 0, tolerance ε ≥ 0, subproblem quality
δ ∈ (0, 1], adaptivity params τ > 1, η ≥ 1

2: for t = 0, 1 . . . do
3: Choose any st ∈ A that satisfies ⟨∇f(xt), st − xt⟩ ≤ δmins∈A⟨∇f(xt), s− xt⟩
4: Set dt = st − xt and γmax = 1
5: Set gt = ⟨−∇f(xt),dt⟩
6: if gt ≤ δε then
7: return xt
8: end if
9: γt, Lt = step_size(f,dt,xt, gt, Lt−1, γ

max
t )

10: xt+1 = xt + γtdt
11: end for

Backtracking Away-steps FW

Algorithm 8 Backtracking Away-Steps FW (AdaAFW)
1: Input: x0 ∈ A, initial Lipschitz estimate L−1 > 0, tolerance ε ≥ 0, subproblem quality
δ ∈ (0, 1], adaptivity params τ > 1, η ≥ 1

2: Let S0 = {x0} and α0,v = 1 for v = x0 and α0,v = 0 otherwise.
3: for t = 0, 1 . . . do
4: Choose any st ∈ A that satisfies ⟨∇f(xt), st − xt⟩ ≤ δmins∈A⟨∇f(xt), s− xt⟩
5: Choose any vt ∈ St that satisfies ⟨∇f(xt),xt − vt⟩ ≤ δminv∈St⟨∇f(xt),xt − v⟩
6: if ⟨∇f(xt), st − xt⟩ ≤ ⟨∇f(xt),xt − vt⟩ then
7: dt = st − xt
8: γmax

t = 1
9: else

10: dt = xt − vt, and γmax
t =αvt,t/(1−αvt,t)

11: end if
12: Set gt = ⟨−∇f(xt),dt⟩
13: if gt ≤ δε then
14: return xt
15: end if
16: γt, Lt = step_size(f,dt,xt, gt, Lt−1, γ

max
t )

17: xt+1 = xt + γtdt
18: Update active set St+1 and αt+1 (see text)
19: end for

The active set is updated as follows.
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• In the case of a FW step, we update the support set St+1 = {st} if γt = 1 and
otherwise St+1 = St ∪ {st}, with coefficients αv,t+1 = (1− γt)αv,t for v ∈ St \ {st} and
αst,t+1 = (1− γt)αst,t + γt.

• In the case of an Away step: If γt = γmax, then St+1 = St \ {vt}, and if γt < γmax, then
St+1 = St. Finally, we update the weights as αv,t+1 = (1 + γt)αv,t for v ∈ St \ {vt} and
αvt,t+1 = (1 + γt)αvt,t − γt for the other atoms.

Backtracking Pairwise FW

Algorithm 9 Backtracking Pairwise FW (AdaPFW)
1: Input: x0 ∈ A, initial Lipschitz estimate L−1 > 0, tolerance ε ≥ 0, subproblem quality
δ ∈ (0, 1], adaptivity params τ > 1, η ≥ 1

2: Let S0 = {x0} and α0,v = 1 for v = x0 and α0,v = 0 otherwise.
3: for t = 0, 1 . . . do
4: Choose any st ∈ A that satisfies ⟨∇f(xt), st − xt⟩ ≤ δmins∈A⟨∇f(xt), s− xt⟩
5: Choose any vt ∈ St that satisfies ⟨∇f(xt),xt − vt⟩ ≤ δminv∈St⟨∇f(xt),xt − v⟩
6: dt = st − vt and γmax

t =αvt,t

7: Set gt = ⟨−∇f(xt),dt⟩
8: if gt ≤ δε then
9: return xt

10: end if
11: γt, Lt = step_size(f,dt,xt, gt, Lt−1, γ

max
t )

12: xt+1 = xt + γtdt
13: Update active set St+1 and αt+1 (see text)
14: end for

AdaPFW only moves weight from vt to st. The active set update becomes αst,t+1 =
αst,t+γt, αvt,t+1 = αvt,t−γt, with St+1 = (St \{vt})∪{st} if αvt,t+1 = 0 and St+1 = St∪{st}
otherwise.

Backtracking Matching Pursuit

Matching Pursuit [25, 21] is an algorithm to solve optimization problems of the form

minimize
x∈lin(A)

f(x) , (B.1)

where lin(A)
def
=
{∑

v∈A λvv
∣∣λv ∈ R

}
is the linear span of the set of atoms A. As for the

backtracking FW algorithm, we assume that f is L-smooth and A a potentially infinite but
bounded set of elements in Rp.
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The MP algorithm relies on solving at each iteration a linear subproblem over the set
B def

= A ∪ −A, with −A = {−a |a ∈ A}. The linear subproblem that needs to be solved
at each iteration is the following, where as for previous variants, we allow for an optional
quality parameter δ ∈ (0, 1]:

⟨∇f(xt), st⟩ ≤ δmin
s∈B

⟨∇f(xt), s⟩ . (B.2)

In Algorithm 10 we detail a novel adaptive variant of the MP algorithm, which we name
AdaMP.

Algorithm 10 Backtracking Matching Pursuit (AdaMP)
1: Input: x0 ∈ A, initial Lipschitz estimate L−1 > 0, tolerance ε ≥ 0, subproblem quality
δ ∈ (0, 1]

2: for t = 0, 1 . . . do
3: Choose any st ∈ A that satisfies Eqn. B.2
4: dt = st
5: Set gt = ⟨−∇f(xt),dt⟩
6: if gt ≤ δε then
7: return xt
8: end if
9: γt, Lt = step_size(f,dt,xt, gt, Lt−1,∞)

10: xt+1 = xt + γtdt
11: end for



APPENDIX B. FRANK-WOLFE WITH BACKTRACKING LINE-SEARCH 95

B.2 Basic definitions and properties

In this section we give basic definitions and properties relative to the objective function
and/or the domain, such as the definition of geometric strong convexity and pyramidal width.
These definitions are not specific to our algorithms and have appeared in different sources
such as Lacoste-Julien and Jaggi [18] and Locatello et al. [21]. We merely gather them here
for completeness.

Definition 1 (Geometric strong convexity). We define the geometric strong convexity
constant µAf as

µA
f

def
= inf

x,x⋆∈conv(A)
⟨∇f(x),x⋆−x⟩<0

2

γ(x,x⋆)2

(
f(x⋆)− f(x)− ⟨∇f(x),x⋆ − x⟩

)
(B.3)

where γ(x,x⋆) def
=

⟨−∇f(x),x⋆ − x⟩
⟨−∇f(x), sf (x)− vf (x)⟩

, (B.4)

where

sf (x)
def
= argmin

v∈A
⟨∇f(x),v⟩ (B.5)

vf (x)
def
= argmin

v=vS(x)
S∈Sx

⟨∇f(x),v⟩ (B.6)

vS(x)
def
= argmax

v∈S
⟨∇f(x),v⟩ (B.7)

where S ⊆ A and Sx
def
= {S|S ⊆ A such that x is a proper convex combination of all the

elements in S} (recall x is a proper convex combination of elements in S when x =
∑

i αisi
where si ∈ S and αi ∈ (0, 1)).

Definition 2 (Pyramidal width). The pyramidal width of a set A is the smallest pyramidal
width of all its faces, i.e.

PWidth(A)
def
= min

x∈K
K∈faces(conv(A))
r∈cone(K−x)\{0}

PdirW(K ∩A, r,x) (B.8)

where PdirW is the pyramidal directional width, defined as

PdirW(W )(A, r,x) def
= min

S∈Sx

max
s∈A,v∈S

〈 r
∥r∥2

, s− v
〉

(B.9)

We now relate these two geometric quantities together.

Lemma 5 (Lower bounding µAf ). Let f µ–strongly convex on conv(A) = conv(A). Then

µAf ≥ µ · (PWidth(A))2 (B.10)
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Proof. We refer to [18, Theorem 6].

Proposition 3. PWidth(A) ≤ diam(conv(A)) where diam(X )
def
= supx,y∈X ∥x− y∥2.

Proof. First note that given r ∈ R, s ∈ S, v ∈ V with R, S, V ⊆ Rn, we have

⟨r/∥r∥2, s− v⟩ ≤ ∥s− v∥2 ∀r ∈ R, s ∈ S,v ∈ V (B.11)
⇒ max

s∈S,v∈V
⟨r/∥r∥2, s− v⟩ ≤ max

s∈S,v∈V
∥s− v∥2 ∀r ∈ R (B.12)

⇒ min
r∈R

max
s∈S,v∈V

⟨r/∥r∥2, s− v⟩ ≤ max
s∈S,v∈V

∥s− v∥2 (B.13)

Applying this result to the definition of pyramidal width we have

PWidth(A) = min
x∈K

K∈faces(conv(A))
r∈cone(K−x)\{0}

PdirW(K ∩A, r,x) (B.14)

= min
x∈K

K∈faces(conv(A))
r∈cone(K−x)\{0}

min
S∈Sx

max
s∈A,v∈S

〈 r
∥r∥

, s− v
〉

(B.15)

= min
r∈R

max
s∈A,v∈V

〈 r
∥r∥

, s− v
〉

(B.16)

(B.17)

where R = {cone(K − x)\{0} : for some x ∈ K, K ∈ faces(conv(A))} and V is some subset
of A. Applying the derived result we have that

PWidth(A) ≤ max
s∈A,v∈V

∥s− v∥2

≤ max
s,v∈conv(A)

∥s− v∥2

= diam(conv(A))

Definition 3. The minimal directional width mDW(A) of a set of atoms A is defined as

mDW(A) = min
d∈lin(A)

max
z∈A

⟨z,d⟩
∥d∥

. (B.18)

Note that in contrast to the pyramidal width, the minimal directional width here is a
much simpler and robust property of the atom set A, not depending on its combinatorial face
structure of the polytope. As can be seen directly from the definition above, the mDW(A) is
robust when adding a duplicate atom or small perturbation of it to A.
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B.3 Preliminaries: Key Inequalities

In this appendix we prove that the sufficient decrease condition verifies a recursive inequality.
This key result is used by all convergence proofs.

Lemma 6. The following inequality is verified for all proposed algorithms (with γmax
t = +∞

for AdaMP):

f(xt+1) ≤ f(xt)− ξgt +
ξ2Lt
2

∥dt∥2 for all ξ ∈ [0, γmax
t ]. (B.19)

Proof. We start the proof by proving an optimality condition of the step-size. Consider the
following quadratic optimization problem:

minimize
ξ∈[0,γmax

t ]
−ξgt +

Ltξ
2

2
∥dt∥2 . (B.20)

Deriving with respect to ξ and noting that on all the considered algorithms we have
⟨∇f(xt),dt⟩ ≤ 0, one can easily verify that the global minimizer is achieved at the value

min

{
gt

Lt∥dt∥2
, γmax

t

}
, (B.21)

where gt = ⟨−∇f(x),dt⟩. This coincides with the value of γt+1 computed by the backtracking
procedure on the different algorithms and so we have:

−γtgt +
Ltγt

2

2
∥dt∥2 ≤ −ξgt +

Ltξ
2

2
∥dt∥2 for all ξ ∈ [0, γmax] . (B.22)

We can now write the following sequence of inequalities, that combines the sufficient
decrease condition with this last inequality:

f(xt+1) ≤ f(xt)− γtgt +
Ltγ

2
t

2
∥dt∥2 (B.23)

Eqn. B.20

≤ f(xt)− ξgt +
Ltξ

2

2
∥dt∥2 for any ξ ∈ [0, γmax] . (B.24)

Proposition 4. The Lipschitz estimate Lt is bounded as Lt ≤ max{τL, L−1}.

Proof. If the sufficient decrease condition is verified then we have Lt = ηLt−1 and so Lt ≤ Lt−1.
If it’s not, we at least have that the Lipschitz estimate cannot larger than τL by definition of
Lipschitz constant. Combining both bounds we obtain

Lt ≤ max{τL, Lt−1} . (B.25)

Applying the same bound recursively on Lt−1 leads to the claimed bound Lt ≤ max{τL, L−1}.
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Lemma 7. Let g(·) be as in Theorem 2, i.e., g(·) = gFW(·) for FW variants (AdaFW,
AdaAFW, AdaPFW) and g(·) = gMP(·) for MP variants (AdaMP). Then for any of these
algorithms we have

gt ≥ δg(xt) . (B.26)

Proof. • For AdaFW and AdaMP, Eq. Eqn. B.26 follows immediately from the definition of
gt and g(xt).

• For AdaAFW, by the way the descent direction is selected in Line 6, we always have

gt ≥ ⟨∇f(xt),xt − st⟩ ≥ δg(xt) , (B.27)

where the last inequality follows from the definition of st

• For AdaPFW, we have

gt = ⟨∇f(xt),vt − st⟩ = ⟨∇f(xt),xt − st⟩+ ⟨∇f(xt),vt − xt⟩ (B.28)
≥ ⟨∇f(xt),xt − st⟩ ≥ δg(xt) (B.29)

where the term ⟨∇f(xt),vt − xt⟩ is positive by definition of vt since xt is necessarily in
the convex envelope of St. The second inequality follows from the definition of st.

Theorem 1. Let Nt be the total number of evaluations of the sufficient decrease condition
up to iteration t. Then we have

nt ≤
[
1− log η

log τ

]
(t+ 1) +

1

log τ
max

{
log

τL

L−1

, 0

}
. (B.30)

Proof. This proof follows roughly that of [144, Lemma 3], albeit with a slightly different
bound on Lt due to algorithmic differences.

Denote by ni ≥ 1 the number of evaluations of the sufficient decrease condition. Since
the algorithm multiplies by τ every time that the sufficient condition is not verified, we have

Li = ηLi−1τ
ni−1 . (B.31)

Taking logarithms on both sides we obtain

ni ≤ 1− log η

log τ
+

1

τ
log

Li
Li−1

. (B.32)

Summing from i = 0 to i = t gives

nt ≤
t∑
i=0

ni =

[
1− log η

log τ

]
(t+ 1) +

1

log τ
log

(
Lt
L−1

)
(B.33)

Finally, from Proposition 4 we have the bound Lt ≤ max{τL, L−1}, which we can use to
bound the numerator’s last term. This gives the claimed bound

nt ≤
t∑
i=0

ni =

[
1− log η

log τ

]
(t+ 1) +

1

log τ
max

{
log

τL

L−1

, 0

}
. (B.34)
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A bound on the number of bad steps

To prove the linear rates for the backtracking AFW and backtracking PFW algorithm it
is necessary to bound the number of bad steps. There are two different types of bad steps:
“drop” steps and “swap” steps. These names come from how the active set St changes. In a
drop step, an atom is removed from the active set (i.e. |St+1| < |St|). In a swap step, the size
of the active set remains unchanged (i.e. |St+1| = |St|) but one atom is swapped with another
one not in the active set. Note that drop steps can occur in the (backtracking) Away-steps
and Pairwise, but swap steps can only occur in the Pairwise variant.

For the proofs of linear convergence in B.6, we show that these two types of bad steps are
only problematic when γt = γmax

t < 1. In these scenarios, we cannot provide a meaningful
decrease bound. However, we show that the number of bad steps we take is bounded. The
following two lemmas adopted from [18, Appendix C] bound the number of drop steps and
swap steps the backtracking algorithms can take.

Lemma 8. After T steps of AdaAFW or AdaPFW, there can only be T/2 drop steps. Also,
if there is a drop step at step t+ 1, then f(xt+1)− f(xt) < 0.

Proof. Let At denote the number of steps that added a vertex in the expansion, and let Dt

be the number of drop steps. Then 1 ≤ |St| = |S0|+At−Dt and we clearly have At−Dt ≤ t.
Combining these two inequalities we have that Dt ≤ 1

2
(|S0| − 1 + t) = t

2
.

To show f(xt+1)− f(xt) < 0, because of Lemma 6, it suffices to show that

−γtgt +
1

2
γ2tLt∥dt∥2 < 0 , (B.35)

with γt = γmax
t (recall drop steps only occur when γt = γmax

t ). Note this is a convex quadratic
in γt which is precisely less than or equal to 0 when γt ∈ [0, 2gt/Lt∥dt∥2]. Thus in order to
show f(xt+1)−f(xt) < 0 it suffices to show γmax

t ∈ (0, 2gt/Lt∥dt∥2). This follows immediately
since 0 < γmax

t ≤ gt/Lt∥dt∥2.

Since in the AdaAFW algorithm all bad steps are drop steps, the previous lemma implies
that we can effectively bound the number of bad steps by t/2, which is the bound claimed in
Eqn. 2.7.

Lemma 9. There are at most 3|A|! bad steps between any two good steps in AdaPFW. Also,
if there is a swap step at step t+ 1, then f(xt+1)− f(xt) < 0.

Proof. Note that bad steps only occur when γt = γmax
t = αvt,t. When this happens there are

two possibilities; we either move all the mass from vt to a new atom st ̸∈ St (i.e. αvt,t+1 = 0
and αst,t+1 = αvt,t ) and preserve the cardinality of our active set (|St+1| = |St|) or we move
all the mass from vt to an old atom st ∈ St (i.e. αst,t+1 = αst,t + αvt,t) and the cardinality of
our active set decreases by 1 (|St+1| < |St|). In the former case, the possible values of the
coordinates αv do not change, but they are simply rearranged in the possible |A| slots. Note
further every time the mass from vt moves to a new atom st ̸∈ St we have strict descent, i.e.
f(xt+1) < f(xt) unless xt is already optimal (see Lemma 8) and hence we cannot revisit the



APPENDIX B. FRANK-WOLFE WITH BACKTRACKING LINE-SEARCH 100

same point unless we have converged. Thus the maximum number of possible consecutive
swap steps is bounded by the number of ways we can assign |St| numbers in |A| slots, which
is |A|!/(|A| − |St|)!. Furthermore, when the cardinality of our active set drops, in the worst
case we will do a maximum number of drop steps before reducing the cardinality of our active
set again. Thus starting with |St| = r the maximum number of bad steps B without making
any good steps is upper bounded by

B ≤
r∑

k=1

|A|!
(|A| − k)!

≤ |A|!
∞∑
k=0

1

k!
= |A|!e ≤ 3|A|!
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B.4 Proofs of convergence for non-convex objectives

In this appendix we provide the convergence proof of Theorem 2. Although this theorem
provides a unified convergence proof for both variants of FW and MP, for convenience we
split the proof into one for FW variants (Theorem 2.A) and another one for variants of MP
(Theorem 2.B)

Theorem 2.A. Let xt denote the iterate generated by either AdaFW, AdaAFW or
AdaPFW after t iterations. Then for any iteration t with Nt+1 ≥ 0, we have the following
suboptimality bound in terms of the FW gap:

lim
k→∞

gFW(xk) = 0 and min
k=0,...,t

gFW(xk) ≤
max{2h0, Lmax

t diam(A)2}
δ
√
Nt+1

= O
(

1

δ
√
t

)
(B.36)

Proof. By Lemma 6 we have the following inequality for any k and any ξ ∈ [0, γmax
k ],

f(xk+1) ≤ f(xk)− ξgk +
ξ2Ck
2

, (B.37)

where we define Ck
def
= Lk∥dk∥2 for convenience. We consider now different cases according

to the relative values of γk and γmax
k , yielding different upper bounds for the right hand side.

Case 1: γk < γmax
k

In this case, γk maximizes the right hand side of the (unconstrained) quadratic in inequality
Eqn. B.37 which then becomes:

f(xk+1) ≤ f(xk)−
g2k
2Ck

≤ f(xk)−
gk
2
min

{
gk
Ck
, 1

}
(B.38)

Case 2: γk = γmax
k ≥ 1

By the definition of γt, this case implies that Ck ≤ gk and so using ξ = 1 in Eqn. B.37 gives

f(xk+1)− f(xk) ≤ −gk +
Ck
2

≤ −gk
2
. (B.39)

Case 3: γk = γmax
k < 1

This corresponds to the problematic drop steps for AdaAFW or possibly swap steps for
AdaPFW, in which we will only be able to guarantee that the iterates are non-increasing.
Choosing ξ = 0 in Eqn. B.37 we can at least guarantee that the objective function is
non-increasing:

f(xk+1)− f(xk) ≤ 0 . (B.40)
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Combining the previous cases. We can combine the inequalities obtained for the previous
cases into the following inequality, valid for all k ≤ t,

f(xk+1)− f(xk) ≤ −gk
2
min

{
gk
Ck
, 1

}
1{k is a good step} (B.41)

Adding the previous inequality from k = 0 up to t and rearranging we obtain

f(x0)− f(xt+1) ≥
t∑

k=0

gk
2
min

{
gk

Lk∥dk∥2
, 1

}
1{k is a good step} (B.42)

≥
t∑

k=0

gk
2
min

{
gk
Cmax
k

, 1

}
1{k is a good step} (B.43)

with Cmax
t

def
= Lmax

t diam(conv(A))2. Taking the limit for t→ +∞ we obtain that the left hand
side is bounded by the compactness assumption on the domain conv(A) and L-smoothness on
f . The right hand side is an infinite sum, and so a necessary condition for it to be bounded
is that gk → 0, since gk ≥ 0 for all k. We have hence proven that limk→∞ gk = 0, which by
Lemma 7 implies limk→∞ g(xk) = 0. This proves the first claim of the Theorem.

We will now aim to derive explicit convergence rates for convergence towards a stationary
point. Let g̃t = min0≤k≤t gk, then from Eq. Eqn. B.43 we have

f(x0)− f(xt+1) ≥
t∑

k=0

g̃t
2
min

{
g̃t

Cmax
t

, 1

}
1{k is a good step} (B.44)

= Nt+1
g̃t
2
min

{
g̃t

Cmax
t

, 1

}
. (B.45)

We now make a distinction of cases for the quantities inside the min.

• If g̃t ≤ Cmax
t , then Eqn. B.45 gives f(x0)− f(xt+1) ≥ Nt+1g̃t

2/(2Cmax
t ), which reordering

gives

g̃t ≤

√
2Cmax

t (f(x0)− f(xt+1))

Nt+1

≤

√
2Cmax

t h0
Nt+1

≤ 2h0 + Cmax
t

2
√
Nt+1

≤ max{2h0, Cmax
t }√

Nt+1

.

(B.46)

where in the third inequality we have used the inequality
√
ab ≤ a+b

2
with a =

√
2h0,

b =
√
Cmax
t .

• If g̃t > Cmax
t we can get a better 1

Nt
rate, trivially bounded by 1√

Nt
.

g̃t ≤
2h0
Nt+1

≤ 2h0√
Nt+1

≤ max{2h0, Cmax
t }√

Nt+1

. (B.47)



APPENDIX B. FRANK-WOLFE WITH BACKTRACKING LINE-SEARCH 103

We have obtained the same bound in both cases, hence we always have

g̃t ≤
max{2h0, Cmax

t }√
Nt+1

. (B.48)

Finally, from Lemma 7 we have g(xk) ≤ 1
δ
gk for all k and so

min
0≤k≤t

g(xk) ≤
1

δ
min
0≤k≤t

gk =
1

δ
g̃t ≤

max{2h0, Cmax
t }

δ
√
Nt+1

, (B.49)

and the claimed bound follows by definition of Cmax
t . The O(1/δ

√
t) rate comes from the fact

that both Lt and h0 are upper bounded. Lt is bounded by Proposition 4 and h0 is bounded
by assumption.

Matching Pursuit

In the context of Matching Pursuit, we propose the following criterion which we name the
MP gap: gMP(x) = maxs∈B⟨∇f(x), s⟩, where B is as defined in B.1. Note that gMP is always
non-negative and gMP(x⋆) = 0 implies ⟨∇f(x⋆), s⟩ = 0 for all s ∈ B. By linearity of the
inner product we then have ⟨∇f(x⋆),x− x⋆⟩ = 0 for any x in the domain, since x− x⋆ lies
in the linear span of A. Hence x⋆ is a stationary point and gMP is an appropriate measure of
stationarity for this problem.

Theorem 2.B. Let xt denote the iterate generated by AdaMP after t iterations. Then
for t ≥ 0 we have the following suboptimality bound in terms of the MP gap:

lim
k→∞

gMP(xk) = 0 and min
0≤k≤t

gMP(xk) ≤
radius(A)

δ

√
2h0Lt
t+ 1

= O
(

1

δ
√
t

)
.

(B.50)

Proof. The proof similar than that of Theorem 2.A, except that in this case the expression of
the step-size is simpler and does not depend on the minimum of two quantities. This avoids
the case distinction that was necessary in the previous proof, resulting in a much simpler
proof.
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For all k = 0, . . . , t, using the sufficient decrease condition, and the definitions of γk and
gk:

f(xk+1)− f(xk) ≤ γk⟨∇f(xk),dk⟩+
γ2kLk
2

∥dk∥2 (B.51)

≤ min
η≥0

{
−ηgk +

1

2
η2Lk∥dk∥2

}
(B.52)

≤ − g2k
2Lk∥dk∥2

, (B.53)

where the last inequality comes from minimizing with respect to η. Summating over k from
0 to t and negating the previous inequality, we obtain:∑

0≤k≤t

g2k
Lk

≤ (f(x0)− f(xt)) radius(A)2 ≤ 2h0 radius(A)2 . (B.54)

Taking the limit for t → ∞ we obtain that the left hand side has a finite sum since the
right hand side is bounded by assumption. Therefore, gk → 0, which by Lemma 7 implies
limk→∞ g(xk) = 0. This proves the first claim of the Theorem.

We now aim to derive explicit convergence rates. Taking the min over the gks and taking
a square root for the last inequality

min
0≤k≤t

gk ≤
√

2h0 radius(A)2∑
0≤k≤t Lk

−1 (B.55)

The term
(
n/
∑

0≤k≤t Lk
−1
)

is the harmonic mean of the Lks, which is always upper bounded
by the average Lt. Hence we obtain

min
0≤k≤t

gk ≤
radius(A)

δ

√
2h0Lt
t+ 1

. (B.56)

The claimed rate then follows from using the bound g(xk) ≤ 1
δ
gk from Lemma 7, valid for all

k ≥ 0.
The O(1/δ

√
t) rate comes from the fact that both Lt and h0 are upper bounded. Lt is

bounded by Proposition 4 and h0 is bounded by assumption.

Note: Harmonic mean vs arithmetic mean. The convergence rate for MP on non-
convex objectives (Theorem 2) also holds by replacing Lt by its harmonic mean Ht

def
=

Nt/(
∑t−1

k=0 L
−1
k 1{k is a good step}) respectively. The harmonic mean is always less than

the arithmetic mean, i.e., Ht ≤ Lt, although for simplicity we only stated both theorems
with the arithmetic mean. Note that the Harmonic mean is Schur-concave, implying that
Ht ≤ tmin{Lk : k ≤ t}, i.e. it is controlled by the smallest Lipschitz estimate encountered so
far.
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B.5 Proofs of convergence for convex objectives

In this section we provide a proof the convergence rates stated in the theorem for convex
objectives (Theorem 3). The section is structured as follows. We start by proving a technical
result which is a slight variation of Lemma 6 and which will be used in the proof of Theorem
3. This is followed by the proof of Theorem 3.

Frank-Wolfe variants

Lemma 10. For any of the proposed FW variants, if t is a good step, then we have

f(xt+1) ≤ f(xt)− ξgt +
ξ2Lt
2

∥dt∥2 for all ξ ∈ [0, 1]. (B.57)

Proof. If γmax
t ≥ 1, the result is obvious from Lemma 6. If γmax

t < 1, then the inequality is
only valid in the smaller interval [0, γmax

t ]. However, since we have assumed that this is a
good step, if γmax

t < 1 then we must have γt < γmax
t . By Lemma 6, we have

f(xt+1) ≤ f(xt) + min
ξ∈[0,γmax

t ]

{
ξ⟨∇f(xt),dt⟩+

Ltξ
2

2
∥dt∥2

}
(B.58)

Because γt < γmax
t and since the expression inside the minimization term of the previous

equation is a quadratic function of ξ, γt is the unconstrained minimum and so we have

f(xt+1) ≤ f(xt) + min
ξ≥0

{
ξ⟨∇f(xt),dt⟩+

Ltξ
2

2
∥dt∥2

}
(B.59)

≤ f(xt) + min
ξ∈[0,1]

{
ξ⟨∇f(xt),dt⟩+

Ltξ
2

2
∥dt∥2

}
. (B.60)

The claimed bound then follows from the optimality of the min.

The following lemma allows to relate the quantity ⟨∇f(xt),xt − st⟩ with a primal-dual
gap and will be essential in the proof of Theorem 3.

Lemma 11. Let st be as defined in any of the FW variants. Then for any iterate t ≥ 0 we
have

⟨∇f(xt),xt − st⟩ ≥ δ(f(xt)− ψ(∇f(xt))) . (B.61)

Proof.

⟨∇f(xt),xt − st⟩
Eqn. 2.2

≥ δ max
s∈conv(A)

⟨∇f(xt),xt − s⟩ (B.62)

= δ⟨∇f(xt),xt⟩+ δ max
s∈conv(A)

⟨−∇f(xt), s⟩ (B.63)

= δ
(
⟨∇f(xt),xt⟩+ σconv(A)(−∇f(xt))

)
(B.64)

= δ
(
f(xt) + f ∗(∇f(xt)) + σconv(A)(−∇f(xt))︸ ︷︷ ︸

=−ψ(∇f(xt))

)
= δ
(
f(xt)− ψ(∇f(xt))

)
(B.65)
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where the first identity uses the definition of st, the second one the definition of convex
conjugate and the last one is a consequence of the Fenchel-Young identity. We recall σconv(A)

is the support function of conv(A).
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Theorem 3.A. Let f be convex, xt denote the iterate generated by any of the proposed
FW variants (AdaFW, AdaAFW, AdaPFW) after t iterations, with Nt ≥ 1, and let ut be
defined recursively as u0 = ∇f(x0), ut+1 = (1− ξt)ut+ ξt∇f(xt), where ξt = 2/(δNt+2)
if t is a good step and ξt = 0 otherwise. Then we have:

ht ≤ f(xt)−ψ(ut) ≤
2Lt diam(A)2

δ2Nt + δ
+

2(1− δ)

δ2N2
t + δNt

(
f(x0)−ψ(u0)

)
= O

(
1

δ2t

)
. (B.66)

Proof. The proof is structured as follows. First, we derive a bound for the case that k is a
good step. Second, we derive a bound for the case that k is a bad step. Finally, we add over
all iterates to derive the claimed bound.

In both the good and bad step cases, we’ll make use of the auxiliary variable σk. This
is defined recursively as σ0 = ψ(∇f(xk)), σk+1 = (1 − δξk)σk + δξkψ(∇f(xk)). Since ψ is
concave, Jensen’s inequality gives that ψ(uk) ≥ σk for all k.
Case 1: k is a good step:
By Lemma 10, we have the following sequence of inequalities, valid for all ξk ∈ [0, 1]:

f(xk+1) ≤ f(xk)− ξkgk +
ξ2kLk
2

∥dk∥2 (B.67)

≤ f(xk)− ξk⟨∇f(xk),xk − sk⟩+
ξ2kLk
2

∥dk∥2 (B.68)

≤ (1− δξk)f(xk) + δξkψ(∇f(xk)) +
ξ2kLk
2

∥dk∥2 , (B.69)

where the second inequality follows from the definition of gk (this is an equality for AdaFW
but an inequality for the other variants) and the last inequality follows from Lemma 11.

Subtracting ψ(uk+1) from both sides of the previous inequality gives

f(xk+1)− ψ(uk+1) ≤ f(xk+1)− σk+1 (B.70)

≤ (1− δξk)
[
f(xk)− σk

]
+
ξ2kLk
2

∥sk − xk∥2 (B.71)

Let ξk = 2/(δNk + 2) and ak
def
= 1

2
((Nk − 2)δ + 2)((Nk − 1)δ + 2). With these definitions, we

have the following trivial identities that we will use soon:

ak+1(1− δξk) =
1

2
((Nk − 2)δ + 2)((Nk − 1)δ + 2) = ak (B.72)

ak+1
ξ2k
2

=
((Nk − 1)δ + 2)

(Nkδ + 2)
≤ 1 (B.73)

where in the first inequality we have used that k is a good step and so Nk+1 = Nk + 1.
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Multiplying Eqn. B.71 by ak+1 we have

ak+1

(
f(xk+1)− ψ(uk+1)) ≤ ak+1(1− δξk)

[
f(xk)− σk

]
+
Lk
2
∥sk − xk∥2 (B.74)

Eqn. B.72
= ak

[
f(xk)− σk

]
+
Lk
2
∥sk − xk∥2 (B.75)

≤ ak
[
f(xk)− σk

]
+ Lk diam(A)2 (B.76)

Case 2: k is a bad step:
Lemma 6 with ξk = 0 guarantees that the objective function is non-increasing, i.e., f(xk+1) ≤
f(xk). By construction of σk we have σk+1 = σk, and so substracting both multiplied by ak+1

we obtain

ak+1

(
f(xk+1)− ψ(uk+1)

)
≤ ak+1

(
f(xk+1)− σk+1

)
(B.77)

≤ ak+1

(
f(xk)− σk

)
(B.78)

= ak
(
f(xk)− σk

)
, (B.79)

where in the last identity we have used that its a bad step and so ak+1 = ak.
Final: combining cases and adding over iterates:
We can combine Eqn. B.76 and Eqn. B.79 into the following inequality:

ak+1

(
f(xk+1)−ψ(uk+1)

)
− ak

(
f(xk)−ψ(uk)

)
≤ Lk diam(A)21{k is a good step} , (B.80)

where 1{condition} is 1 if condition is verified and 0 otherwise.
Adding this inequality from 0 to t− 1 gives

at
(
f(xt)− ψ(ut)

)
≤

t−1∑
k=0

LkQ
2
A1{k is a good step}+ a0(f(x0)− σ0) (B.81)

= NtLt diam(A)2 + (1− δ)(2− δ)(f(x0)− σ0) (B.82)

Finally, dividing both sides by at (note that at > 0 for Nt ≥ 1) and using (2 − δ) ≤ 2 we
obtain

f(xt)− ψ(ut) ≤
2Nt

((Nt − 2)δ + 2)((Nt − 1)δ + 2)
LtQ

2
A (B.83)

+
4(1− δ)

((Nt − 2)δ + 2)((Nt − 1)δ + 2)
(f(x0)− σ0) (B.84)

We will now use the inequalities (Nt − 2)δ + 2 ≥ Ntδ and (Nt − 1)δ + 2 ≥ Ntδ + 1 for the
terms in the denominator to obtain

f(xt)− ψ(ut) ≤
2LtQ

2
A

δ2Nt + δ
+

4(1− δ)

δ2tN
2
t + δNt

(f(x0)− f(x⋆)) . (B.85)
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which is the desired bound:

f(xt)− ψ(ut) ≤
2LtQ

2
A

δ2Nt + δ
+

4(1− δ)

δ2tN
2
t + δNt

[
f(x0)− ψ(∇f(x0))

]
. (B.86)

We will now prove the bound ht ≤ f(xt)− ψ(ut). Let u⋆ be an arbitrary maximizer of ψ.
Then by duality we have that f(x⋆) = ψ(u⋆) and so

f(xt)− ψ(ut) = f(xt)− f ∗ (x⋆) + ψ(u⋆)− ψ(ut) ≥ f(xt)− f ∗ (x⋆) = ht (B.87)

Finally, the O( 1
δt
) rate comes from bounding the number of good steps from Eqn. 2.7,

for which we have 1/Nt ≤ O(1/t), and bounding the Lipschitz estimate by a contant
(Proposition 4).

Matching Pursuit

Lemma 12. Let st be as defined in AdaMP, RB be the level set radius defined as

RB = max
x∈lin(A)
f(x)≤f(x0)

∥x− x⋆∥B , (B.88)

and x⋆ be any solution to Eqn. B.1. Then we have

⟨−∇f(xt), st⟩ ≥
δ

max{RB, 1}
(
f(xt)− f(x⋆)

)
(B.89)

Proof. By definition of atomic norm we have

xt − x⋆t
∥xt − x⋆∥B

∈ conv(B) (B.90)

Since f(xt) ≤ f(x0), which is a consequence of sufficient decrease condition (Eq. Eqn. B.52),
we have that RB ≥ ∥xt − x⋆∥B and so ζ def

= ∥xt − x⋆∥B/RB ≤ 1. By symmetry of B we have
that

xt − x⋆

RB
= ζ

xt − x⋆

∥xt − x⋆∥B
+ (1− ζ)0 ∈ conv(B) . (B.91)

We will now use this fact to bound the original expression. By definition of st we have

⟨−∇f(xt), st⟩
Eqn. B.2

≥ δmax
s∈B

⟨−∇f(xt), s⟩ (B.92)

Eqn. B.91

≥ δ

RB
⟨−∇f(xt),xt − x⋆⟩ (B.93)

≥ δ

RB
(f(xt)− f(x⋆)) (B.94)

where the last inequality follows by convexity.
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Theorem 3.B. Let f be convex, x⋆ be an arbitrary solution to Eqn. B.1 and let RB the
level set radius:

RB = max
x∈lin(A)
f(x)≤f(x0)

∥x− x⋆∥B . (B.95)

If we denote by xt the iterate generated by AdaMP after t ≥ 1 iterations and β = δ/RB,
then we have:

f(xt)− f(x⋆) ≤ 2Lt radius(A)2

β2t+ β
+

2(1− β)

β2t2 + βt
h0 = O

(
1

β2t

)
. (B.96)

Proof. Let x⋆ be an arbitrary solution to Eqn. B.1. Then by Lemma 6, we have the following
sequence of inequalities, valid for all ξt ≥ 0:

f(xk+1) ≤ f(xk)− ξk⟨−∇f(xk), sk⟩+
ξ2kLk
2

∥sk∥2 (B.97)

≤ f(xk)− ξk
δ

RB

[
f(xk)− f(x⋆)

]
+
ξ2kLt
2

∥sk∥2 , (B.98)

where the second inequality follows from Lemma 12.
Subtracting f(x⋆) from both sides of the previous inequality gives

f(xk+1)− f(x⋆) ≤
(
1− δ

RB
ξk

)[
f(xk)− f(x⋆)

]
+
ξ2kLk
2

∥sk∥2 . (B.99)

Let β = δ/RB and ξk = 2/(βk + 2) and ak
def
= 1

2
((k − 2)β + 2)((k − 1)β + 2). With these

definitions, we have the following trivial results:

ak+1(1− βξk) =
1

2
((k − 2)β + 2)((k − 1)β + 2) = ak (B.100)

ak+1
ξ2k
2

=
((k − 1)β + 2)

(kβ + 2)
≤ 1 . (B.101)

Multiplying Eqn. B.99 by ak+1 we have

ak+1

(
f(xk+1)− f(x⋆)) ≤ ak+1(1− βξk)

[
f(xk)− f(x⋆)

]
+
Lk
2
∥sk∥2 (B.102)

Eqn. B.72
= ak

[
f(xk)− f(x⋆)

]
+
Lk
2
∥sk∥2 (B.103)

≤ ak
[
f(xk)− f(x⋆)

]
+ Lt radius(A)2 (B.104)

Adding this last inequality from 0 to t− 1 gives

at
(
f(xt)− f(x⋆)

)
≤

t−1∑
k=0

Lk radius(A)2 + a0(f(x0)− β0) (B.105)

= tLt diam(A)2 + (1− δ)(2− δ)(f(x0)− β0) (B.106)
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Finally, dividing both sides by at (note that a1 = 2− β ≥ 1 and so at is strictly positive for
t ≥ 1), and using (2− δ) ≤ 2 we obtain

f(xt)− f(x⋆) ≤ 2t

((t− 2)β + 2)((t− 1)β + 2)
Lt radius(A)2 (B.107)

+
4(1− β)

((t− 2)β + 2)((t− 1)β + 2)
(f(x0)− β0) (B.108)

We will now use the inequalities (t− 2)β + 2 ≥ tβ and (t− 1)β + 2 ≥ tβ + 1 to simplify the
terms in the denominator. With this we obtain to obtain

f(xt)− f(x⋆) ≤ 2Lt radius(A)2

β2Nt + β
+

4(1− β)

β2
tN

2
t + βNt

(f(x0)− f(x⋆)) , (B.109)

which is the desired bound.
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B.6 Proofs of convergence for strongly convex objectives

The following proofs depend on some definitions of geometric constants, which are defined in
B.2 as well as two crucial lemmas from [18, Appendix C].

Frank-Wolfe variants

We are now ready to present the convergence rate of the backtracking Frank–Wolfe variants.
As we did in B.4, although the original proof combines the rates for FW variants and MP,
the proof will be split into two, in which we prove separately the linear convergence rates for
AdaAFW and AdaPFW (Theorem 4.A) and AdaMP (Theorem 4.B).

Theorem 4.A. Let f be µ–strongly convex. Then for each good step we have the following
geometric decrease:

ht+1 ≤ (1− ρt)ht, (B.110)

with

ρt =
µδ2

4Lt

(
PWidth(A)

diam(conv(A))

)2

for AdaAFW (B.111)

ρt = min
{δ
2
, δ2

µ

Lt

(
PWidth(A)

diam(conv(A))

)2 }
for AdaPFW (B.112)

Note. In the main paper we provided the simplified bound ρt =
µ

4Lt

(
PWidth(A)

diam(A)

)2

for

both algorithms AdaAFW and AdaPFW for simplicity. It is easy to see that the bound for
AdaPFW above can be trivially bounded by this quantity by noting that δ2 ≤ δ and that
µ/Lt and PWidth(A)/diam(conv(A)) are necessarily smaller than 1.

Proof. The structure of this proof is similar to that of [18, Theorem 8]. We begin by upper
bounding the suboptimality ht. Then we derive a lower bound on ht+1 − ht. Combining both
we arrive at the desired geometric decrease.

Upper bounding ht
Assume xt is not optimal, ie ht > 0. Then we have ⟨−∇f(xt),x⋆ − xt⟩ > 0. Using the
definition of the geometric strong convexity bound and letting γ def

= γ(xt,x
⋆) we have

γ2

2
µAf ≤ f(x⋆)− f(xt) + ⟨−∇f(xt),x⋆ − xt⟩ (B.113)

= −ht + γ⟨−∇f(xt), sf (xt)− vf (xt)⟩ (B.114)
≤ −ht + γ⟨−∇f(xt), st − vt⟩ (B.115)
= −ht + γqt , (B.116)
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where qt
def
= ⟨−∇f(xt), st − vt⟩. For the last inequality we have used the definition of vf (x)

which implies ⟨f(xt),vf (xt)⟩ ≤ ⟨∇f(xt),vt⟩ and the fact that st = sf (xt). Therefore

ht ≤ −γ
2

2
µAf + γqt , (B.117)

which can always be upper bounded by taking γ = µ−1qt (since this value of γ maximizes
the expression on the right hand side of the previous inequality) to arrive at

ht ≤
q2t
2µAf

(B.118)

≤ q2t
2µ∆2

, (B.119)

with ∆
def
= PWidth(A) and where the last inequality follows from Lemma 5.

Lower bounding progress ht − ht+1.
Let G be defined as G = 1/2 for AdaAFW and G = 1 for AdaPFW. We will now prove that
for both algorithms we have

⟨−∇f(xt),dt⟩ ≥ δGqt . (B.120)

For AdaAFW, by the way the direction dt is chosen on Line 6, we have the following sequence
of inequalities:

2⟨−∇f(xt),dt⟩ ≥ ⟨−∇f(xt),dFWt ⟩+ ⟨−∇f(xt),dAt ⟩
≥ δ⟨−∇f(xt), st − xt⟩+ δ⟨−∇f(xt),xt − vt⟩
= δ⟨−∇f(xt), st − vt⟩
= δqt ,

For AdaPFW, since dt = st−vt, it follows from the definition of qt that ⟨−∇f(xt),dt⟩ ≥ δqt.
We split the rest of the analysis into three cases: γt < γmax

t , γt = γmax
t ≥ 1 and

γt = γmax
t < 1. We prove a geometric descent in the first two cases. In the case where

γt = γmax
t < 1 (a bad step) we show that the number of bad steps is bounded.

Case 1: γt < γmax
t :

By Lemma 6, we have

f(xt+1) = f(xt + γtdt) ≤ f(xt) + min
η∈[0,γmax

t ]

{
η⟨∇f(xt),dt⟩+

Ltη
2

2
∥dt∥2

}
(B.121)

Because γt < γmax
t and since the expression inside the minimization term Eqn. B.121 is a

convex function of η, the minimizer is unique and it coincides with the minimum of the
unconstrained problem. Hence we have

min
η∈[0,γmax

t ]

{
η⟨∇f(xt),dt⟩+

Ltη
2

2
∥dt∥2

}
= min

η≥0

{
η⟨∇f(xt),dt⟩+

Ltη
2

2
∥dt∥2

}
(B.122)
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Replacing in Eqn. 6, our bound becomes

f(xt+1) = f(xt + γtdt) ≤ f(xt) + min
η≥0

{
η⟨∇f(xt),dt⟩+

Ltη
2

2
∥dt∥2

}
(B.123)

≤ f(xt) + min
η≥0

{
η⟨∇f(xt),dt⟩+

Ltη
2

2
M2

}
(B.124)

≤ f(xt) + η⟨∇f(xt),dt⟩+
Ltη

2

2
M2, ∀η ≥ 0 (B.125)

where the second inequality comes from bounding ∥dt∥ by M def
= diam(conv(A)). Subtracting

f(x⋆) from both sides and rearranging we have

ht − ht+1 ≥ η⟨−∇f(xt),dt⟩ −
1

2
η2LtM

2, ∀η ≥ 0 . (B.126)

Using the gap inequality Eqn. B.120 our lower bound becomes

ht − ht+1 ≥ ηδGqt −
1

2
η2LtM

2, ∀η ≥ 0 . (B.127)

Noting that the lower bound in Eqn. B.127 is a concave function of η, we maximize the
bound by selecting η⋆ = (LtM

2)−1δGqt. Plugging η⋆ into the bound in Eqn. B.127 and then
using the strong convexity bound Eqn. B.119 we have

ht − ht+1 ≥
µG2∆2δ2

LtM2
ht =⇒ ht+1 ≤

(
1− µG2∆2δ2

LtM2

)
ht . (B.128)

Then we have geometric convergence with rate 1−ρ where ρ = (4LtM
2)−1µ∆2δ2 for AdaAFW

and ρ = (LtM
2)−1µ∆2δ2 for AdaPFW.

Case 2: γt = γmax
t ≥ 1

By Lemma 6 and the gap inequality Eqn. B.120, we have

ht − ht+1 = f(xt)− f(xt+1) ≥ ηδGqt −
1

2
η2LtM

2, ∀η ≤ γmax
t . (B.129)

Since the lower bound Eqn. B.129 is true for all η ≤ γmax
t , we can maximize the bound

with η⋆ = min{(LtM2)−1δGqt, γ
max
t }. In the case when η⋆ = (LtM

2)−1δGqt we get the same
bound as we do in Eqn. B.128 and hence have linear convergence with rate 1 − ρ where
ρ = (4LtM

2)−1µ∆2δ2 for AdaAFW and ρ = (LtM
2)−1µ∆2δ2 for AdaPFW. If η⋆ = γmax

t then
this implies LtM2 ≤ δGqt. Since γmax

t is assumed to be greater than 1 and the bound holds
for all η ≤ γmax

t we have in particular that it holds for η = 1 and hence

ht − ht+1 ≥ δGqt −
1

2
LtM

2 (B.130)

≥ δGqt −
δGqt
2

(B.131)

≥ δGht
2

, (B.132)
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where in the second line we use the inequality LtM
2 ≤ δGqt and in the third we use the

inequality ht ≤ qt which is an immediate consequence of convexity of f . Then we have

ht+1 ≤ (1− ρ)ht , (B.133)

where ρ = δ/4 for AdaAFW and ρ = δ/2 for AdaPFW. Note by Proposition 3 and the fact
µ ≤ Lt we have δ/4 ≥ (4LtM

2)−1µ∆2δ2.

Case 3: γt = γmax
t < 1 (bad step)

In this case, we have either a drop or swap step and can make no guarantee on the progress
of the algorithm (drop and swap are defined in B.3). For AdaAFW, γt = γmax

t < 1 is a drop
step. From lines 6–10 of AdaAFW we can make the following distinction of cases. In case of
a FW step, then St+1 = {st} and γt = γmax

t = 1, otherwise St+1 = St ∪ {st}. In case of an
Away step, St+1 = St\{vt} if γt = γmax

t < 1 , otherwise St+1 = St. Note a drop step can only
occur at an Away step. For AdaPFW, γt = γmax

t < 1 will be a drop step when st ∈ St and
will be a swap step when st ̸∈ St.

Even though at these bad steps we do not have the same geometric decrease, Lemma 8
yields that the sequence {ht} is a non-increasing sequence, i.e., ht+1 ≤ ht. Since we are
guaranteed a geometric decrease on steps that are not bad steps, the bounds on the number
of bad steps of Eq. Eqn. 2.7 is sufficient to conclude that AdaAFW and AdaPFW exhibit a
global linear convergence.

Matching Pursuit

We start by proving the following lemma, which will be crucial in the proof of the backtracking
MP’s linear convergence rate.

Lemma 13. Suppose that A is a non-empty compact set and that f is µ–strongly convex. Let
∇Bf(x) denote the orthogonal projection of ∇f(x) onto lin(B). Then for all x⋆−x ∈ lin(A),
we have

f(x⋆) ≥ f(x)− 1

2µmDW(B)2
∥∇Bf(x)∥2B⋆ . (B.134)

Proof. From Locatello et al. [26, Theorem 6], we have that if f is µ-strongly convex, then

µB
def
= inf

x,y∈lin(B),x̸=y

2

∥y − x∥2B
[f(y)− f(x)− ⟨∇f(x),y − x⟩] (B.135)

is positive and verifies µB ≥ mDW(B)2µ. Replacing y = x + γ(x⋆ − x) in the definition
above we have

f(x+ γ(x⋆ − x)) ≥ f(x) + γ⟨∇f(x),x⋆ − x⟩+ γ2
µB

2
∥x⋆ − x∥2B . (B.136)
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We can fix γ = 1 on the left hand side and since the expression on the right hand side is true
for all γ, we minimize over γ to find γ∗ = −⟨∇f(x),x⋆ − x⟩/µB∥x⋆ − x∥2B. Thus the lower
bound becomes

f(x⋆) ≥ f(x)− 1

2µB

⟨∇f(x),x⋆ − x⟩
∥x⋆ − x∥2B

(B.137)

≥ f(x)− 1

2µmDW(B)2
⟨∇f(x),x⋆ − x⟩

∥x⋆ − x∥2B
(B.138)

= f(x)− 1

2µmDW(B)2
⟨∇Bf(x),x

⋆ − x⟩
∥x⋆ − x∥2B

(B.139)

≥ f(x)− 1

2µmDW(B)2
∥∇Bf(x)∥2B∗ , (B.140)

where the last inequality follows by |⟨y, z⟩| ≤ ∥y∥B∗∥z∥B

Theorem 4.B. (Convergence rate backtracking MP) Let f be µ–strongly convex and
suppose B is a non-empty compact set. Then AdaMP verifies the following geometric
decrease for each t ≥ 0:

ht+1 ≤
(
1− δ2ρt

)
ht, with ρt =

µ

Lt

(
mDW(B)
radius(B)

)2

, (B.141)

where mDW(B) the minimal directional width of B.

Proof. By Lemma 6 and bounding ∥dt∥ by R = radius(B) we have

f(xt+1) ≤ f(xt) + min
η∈R

{
η⟨∇f(xt), st⟩+

η2LtR
2

2

}
(B.142)

= f(xt)−
⟨∇f(xt), st⟩2

2LtR2
(B.143)

≤ f(xt)− δ2
⟨∇f(xt), s⋆t ⟩2

2LtR2
(B.144)

where s⋆t is any element such that s⋆t ∈ argmins∈B⟨∇f(xt), s⟩ and the inequality follows
from the optimality of min and the fact that ⟨∇f(xt), s⋆t ⟩ ≤ 0. Let ∇Bf(xt) denote as in
Lemma 13 the orthogonal projection of ∇f(xt) onto lin(B). Then the previous inequality
simplifies to

f(xt+1) ≤ f(xt)− δ2
⟨∇Bf(xt), s

⋆
t ⟩2

2LtR2
. (B.145)
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By definition of dual norm, we also have ⟨−∇Bf(xt), s
⋆
t ⟩ = ∥∇Bf(xt)∥2B∗. Subtracting f(x⋆)

from both sides we obtain the upper-bound:

ht+1 ≤ ht − δ2
∥∇Bf(xt)∥2B∗

2LtR2
(B.146)

To derive the lower-bound, we use Lemma 13 with x = xt and see that

∥∇Bf(xt)∥B∗ ≥ 2µmDW(B)2ht (B.147)

Combining the upper and lower bound together we have

ht+1 ≤
(
1− δ2

µmDW(B)2

LtR2

)
ht , (B.148)

which is the claimed bound.
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B.7 Experiments

In this appendix we give give some details on the experiments which were omitted from the
main text, as well as an extended set of results.

ℓ1-regularized logistic regression, Madelon dataset

For the first experiment, we consider an ℓ1-regularized logistic regression of the form

argmin
∥x∥1≤β

1

n

n∑
i=1

φ(a⊤
i x, bi) +

λ

2
∥x∥22 , (B.149)

where φ is the logistic loss. The linear subproblems in this case can be computed exactly
(δ = 1) and consists of finding the largest entry of the gradient. The regularization parameter
λ is always set to λ = 1

n
.

We first consider the case in which the data ai, bi is the Madelon datset. Below are the
curves objective suboptimality vs time for the different methods considered. The regularization
parmeter, denoted ℓ1 ball radius in the figure, is chosen as to give 1%, 5% and 20% of non-zero
coefficients (the middle figure is absent from the main text).
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Figure B.1: Comparison of different FW variants. Problem is ℓ1-regularized logistic
regression and dataset is Madelon in the first, RCV1 in the second figure.

ℓ1-regularized logistic regression, RCV1 dataset

The second experiment is identical to the first one, except the madelon datset is replaced by
the larger RCV1 datset. Below we display the results of the comparison in this dataset:
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Figure B.2: Comparison of different FW variants. Problem is ℓ1-regularized logistic
regression and dataset is RCV1.
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Nuclear norm-regularized Huber regression, MovieLens dataset

For the third experiment, we consider a collaborative filtering problem with the Movielens
1M dataset [33] as provided by the spotlight1 Python package.

In this case the dataset consists of a sparse matrix A representing the ratings for the
different movies and users. We denote by I the non-zero indices of this matrix. Then the
optimization probllem that we consider is the following

argmin
∥X∥∗≤β

1

n

n∑
(i,j)∈I

Lξ(Ai,j −X i,j) , (B.150)

where Lξ is the Huber loss, defined as

Lξ(a) =

{
1
2
a2 for |a| ≤ ξ,

ξ(|a| − 1
2
ξ), otherwise .

(B.151)

The Huber loss is a quadratic for |a| ≤ ξ and grows linearly for |a| > ξ. The parameter ξ
controls this tradeoff and was set to 1 during the experiments.

We compared the variant of FW that do not require to store the active set on this problem
(as these are the only competitive variants for this problem).
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Figure B.3: Comparison of different FW variants. Comparison of FW variants on the
Movielens 1M dataset.

1https://github.com/maciejkula/spotlight

https://github.com/maciejkula/spotlight
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Appendix C

Learning differentiable solvers for systems
with hard constraints

C.1 1D convection

We study a 1D convection problem, describing transport phenomena. The problem can be
formulated as follows:

∂u(x, t)

∂t
+ β(x)

∂u(x, t)

∂x
= 0, x ∈ (0, 1), t ∈ (0, 1),

h(x) = sin(πx), x ∈ (0, 1)

g(t) = sin
(π
2
t
)
, t ∈ (0, 1).

(C.1)

Here, h(x) is the initial condition (at t = 0), g(t) is the boundary condition (at x = 0), and
β(x) represents the variable coefficients (denoted by ϕ in Section 5.3). Given a set of variable
coefficients, β(x), and spatiotemporal points (xi, ti), the goal is to predict the correct solution
u(x, t). The β(x) values are generated in the same manner as in Wang, Wang, and Perdikaris
[64] via β(x) = v(x)−minx v(x) + 1, where v(x) is generated from a Gaussian random field
with a length scale of 0.2. We use a physics-informed DeepONet baseline model [64], trained
with the PDE residual loss. Our hard-constrained model is composed of stacked dense layers
and our PDE-CL, which allows for a fair comparison. We provide more details on our setup
and experiments in Appendix C.2.

Results. We plot example heatmaps from the test set in Figure C.1.1. We compare how
close our hard-constrained model is to the target solution (Figure C.1.1 b)), and similarly
for the soft-constrained baseline model (Figure C.1.1 c)). The solution found by our hard-
constrained model is much closer to the target solution than the solution found by the
baseline model, and our model captures “sharp” features in the solution visibly better than
the baseline model.

During the training procedure for both hard- and soft-constrained models, we track error
on an unseen test set of PDE solutions with different PDE parameters from the training
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(a) Target (b) Hard-constrained difference (c) Soft-constrained difference

Figure C.1.1: Heatmaps of 1D convection example test set predictions. We compare
our hard-constrained model and the baseline soft-constrained model on a test set of new
wavespeed parameters β. Both architectures are the same, except for our additional PDE-
CL in the hard-constrained model. a) Target solutions of a subset of PDEs in the test
set. b) Difference between the predictions of our hard-constrained model and the target
solution. c) Difference between the predictions of the baseline soft-constrained model and
the target solution. Over the test dataset, our model achieves 1.32%± 0.02% relative
error and 9.84± 2.15 PDE residual test loss. In contrast, the soft-constrained model only
reaches 2.59%± 0.15% relative error and 774± 1.2 PDE residual test loss. Our model
achieves 49% less relative error than the soft-constrained model. The errors in both models
are concentrated around the “sharp” features in the solution, but these errors have higher
magnitude in the soft-constrained model.

set. We show these error plots in Figure C.1.2. In Figure C.1.2 a), the PDE residual loss for
the hard-constrained model starts close to six orders of magnitude lower than for the soft-
constrained model, and it continues to remain low. In Figure C.1.2 b), we track the relative
error with respect to the target solution obtained via a Lax-Wendroff scheme. Similarly, we
see that our model starts at much smaller relative error immediately and also continues to
decrease. Our model achieves 1.32%± 0.02% relative error and 9.84± 2.15 PDE residual
test loss, versus 2.59%± 0.15% and 774± 1.2 for the soft-constrained baseline model. On
the relative error metric, our model achieves a 49% improvement over the soft-constrained
model. The standard deviation of our model for the relative error metric over the test dataset
is also small. Our model trains faster than the soft-constrained method, due to much higher
gains in accuracy per batch, even though each batch is slower (see Figure C.2.1).

C.2 Details on the 1d Convection problem

Experiment setup and implementation details. In this setting, the inputs to the
models are two sets of ((x1, t1), . . . , (xn, tn)), and ((x′1, t

′
1), . . . , (x

′
n′ , t′n′)) sampled points within

the domain X (interior points) and the corresponding β(x) values. We use the former for
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(a) PDE residual loss on test set (b) Relative error on test set

Figure C.1.2: 1D convection: Error on test set during training. We train a NN with
the PDE residual loss function (“soft constraint” baseline) and the same NN architecture with
our PDE-CL (“hard constraint”). During training, we track error on the test set, which we
plot on a log-log scale. a) PDE residual loss on the test set, during training. We observe that
the NN starts by fitting the initial and boundary condition regression loss during training,
which explains why the PDE residual loss seems to go up initially. b) Relative error on the
test set, during training. Both measures show that our hard-constrained model starts at a
much lower error on the test set at the very start of training. The grey, dashed line shows
that the hard-constrained model achieves the same relative error as the soft-constrained
model in over 100x fewer iterations, and ultimately achieves lower relative error. Wall-time
comparison figures are given in Appendix C.2.

(a) PDE residual loss on test set (b) Relative error on test set

Figure C.2.1: Walltime plots for 1D convection. During the training procedure, we track
error on an unseen test set. Our hard- constrained model reaches the optimal accuracy of
the soft-constrained model in 10x less time.
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Figure C.2.2: 1D convection: Box plots showing error over test set. We show the
distribution of errors over the test set, at the end of training. Our hard-constrained model
has both a lower error and a lower standard deviation as compared to the soft-constrained
model.

fitting the PDE-CL, and the latter for computing the residual loss function. We also require
a set ((xn+1, tn+1), . . . , (xn+n′ , tn+n′)) of sampled points on the initial condition (t = 0) and
boundary condition (x = 0). The training optimization problem is formulated as follows:

min
θ

∑
β

Lβ(uθ) + ∥Fβ(uθ;x
′
1, . . . , x

′
n′)∥22 s.t. ∀β, Fβ(uθ;x1, . . . , xn) = 0, (C.2)

with,

Lβ(uθ) =
1

2

n′∑
i=1

(uθ(β, xn+i, tn+i)− u(β, xn+i, tn+i))
2,

Fβ(uθ;x1, . . . , xn) =


∂uθ(β, x1, t1)

∂t
+ β(x1)

∂uθ(β, x1, t1)

∂x...
∂uθ(β, xn, tn)

∂t
+ β(xn)

∂uθ(β, xn, tn)

∂x

 ,

where θ corresponds to parameters of the NN, u(x, t) is the solution at the initial and
boundary conditions, and F(uθ) is the PDE constraint that must be satisfied. The loss term
L(uθ) is a regression loss over the initial and boundary conditions. The forward pass of the
PDE-CL solves the following equality constrained problem,

min
ω

L(f⊤
θ ω) s.t. Fβ(fθ)

⊤ω = 0, (C.3)
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(a) PDE residual loss on test set (b) Relative error on test set

Figure C.3.1: Walltime plots for Darcy Flow. During the training procedure, we track
error on an unseen test set. Our hard- constrained model achieves higher accuracy much
more quickly than the soft-constrained model.

where fθ refers to the outputs of the base NN, on which we stack the PDE-CL. Since the
initial/boundary condition regression loss uses a quadratic penalty, this equality constrained
problem is in fact a convex equality constrained quadratic problem (EqQP), which is equivalent
to a linear system. We solve this linear system using GMRES [94]. We compute the Jacobian
via implicit differentiation with respect to Equation C.3.

In practice, we sample 750 points for the PDE-CL, and sample a separate 250 points for
computing the residual in the loss function. To ensure fairness, we sample 1000 points for
the soft-constrained method, which are all used to compute the residual in the loss function.
We use N=600 for the number of basis functions in the PDE-CL.

We show plots against wall time in Figure C.2.1, and the distributions of errors over the
test set in Figure C.2.2.

C.3 Details on the Darcy Flow problem

Experiment setup and implementation details. Our goal is to find parameters θ,
which solve,

min
θ

∑
ν

∥Fν(uθ)− f(x)∥22

s.t. ∀ν, Fν(uθ) = f(x).

(C.4)

By design, the objective function for feasible parameters θ is zero. While numerical issues may
prevent exact feasibility, solving the equality constrained problem by additionally minimizing
the PDE residual helps the training procedure. The soft-constrained training method is
trained only by minimizing the PDE residual. We train the FNO model using the same
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Figure C.3.2: 2D Darcy Flow: Box plots showing error over test set. We show the
distribution of errors over the test set, at the end of training. Our hard-constrained model
has both a lower error, as well as a significantly lower standard deviation as compared to the
soft-constrained model.

hyperparameters as Li et al. [62]. We denote the FNO model part of the architecture as fθ.
The PDE-CL constrains the output of the FNO model by solving the linear system,

∀ν, Fν(fθ)
⊤ω = f(x). (C.5)

To train our model, we compute the Jacobian of this layer via implicit differentiation, with
respect to this linear system equation.

We sample 3721 points for the PDE-CL. We also sample 3721 points for the soft-constrained
method, which are all used to compute the residual in the loss function. We use N=4000 for
the number of basis functions in the PDE-CL.

We show plots against wall time in Figure C.3.1, and the distributions of errors over the
test set in Figure C.3.2.

C.4 Hard constraints bound

To provide an evaluation of how hard the hard constraints are, we conduct an additional study
where we look at the error in prediction for points sampled and used to fit the PDE-CL against
points that were not sampled. With a trained hard-constrained model for 1D convection, we
sample a batch of points and create a density plot showing the error as a function of points
used for fitting the PDE-CL and points not used for fitting the PDE-CL. The histogram in
Figure C.4.1 shows that the errors are qualitatively the same between points used for fitting
the PDE-CL and those not used. There are 1000 points used for fitting the PDE-CL, and
9000 points not used. Our results show that our model achieves low error, even outside of
the points used for fitting the PDE-CL.
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Figure C.4.1: Histogram of errors: Error for points sampled by the PDE-CL, versus
error for points not sampled. We consider a trained model, and perform inference on a
random PDE instance. In this plot, we consider the 1D convection setting. The histogram
shows that the error for points used in the PDE-CL (1000 points) is about the same as error
for points not used for the PDE-CL (9000 points). This demonstrates that we do not need to
fit the PDE-CL on all points of the grid.

C.5 Ablation: Evaluating the quality of the learned basis
functions

We implement an experiment to evaluate the quality (and the advantage) of our learned basis
functions, compared to cubic interpolation. This experiment aims to understand whether our
learned functions are useful outside of the points used for the constrained problem.

Problem setup. We start with a model trained on the 1D convection problem. The model
was trained by sampling 750 points for fitting the PDE-CL, and 250 different points for the
residual in the objective functions. The points were sampled from a 100x100 grid (10,000
points total). We sample 750 points from the grid, and solve the corresponding PDE-CL,
which gives us a candidate PDE solution. For our baseline, We interpolate the solution we
find on these 750 points to the 10,000 points using scipy.optimize’s cubic interpolation.
We also interpolate to a 1000x1000 grid to see how our model’s performance scales with
resolution.
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(a) 100x100 grid (b) 1000x1000 grid

Figure C.5.1: Quality of learned basis functions. We compare the interpolation from the
hard-constrained points against our model’s learned prediction. Our learned basis functions
have lower error, as compared to the baseline interpolation. The error gap increases with
higher resolution on the grid of interest (i.e., a finer discretization). Our learned basis
functions are 36% more accurate than the baseline interpolation for the 100x100 grid, and
37% more accurate than the baseline interpolation for the 1000x1000 grid.

Results. We compare the above results with the output of our trained hard-constrained
model. Once the linear combination weights are fit (same as the baseline), we now use our
learned basis functions to perform inference over all 10,000 (or 1 million) points. We plot our
results over the test dataset in Figure C.5.1. The figure shows that using our model reduces
the error, as compared to using a standard interpolation on the hard-constrained points.

C.6 Comparison to numerical solvers

We compare the complexity of our PDE-CL framework against numerical methods.

Problem setup. We define a nx × nt grid over a 1D domain with with nx samples. We
have a time horizon of [0, T ], with nt samples. In this case, we assume that the PDE is linear.
Let us suppose that we set the number of basis functions to N and the number of sampled
points for solving the PDE-CL to n = ninterior + nIC + nBC . The PDE-CL will then solve a
(n+ nIC + nBC)×N linear system. Our method currently results in a dense linear system.
Solving this linear system has complexity O(max(ninterior + nIC + nBC , N)2 ×min(n+ nIC +
nBC , N)). This is added to a forward pass using the NN on the whole grid, once the optimal
linear combination has been computed. Fortunately, this forward pass is embarrassingly
parallel.
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On the other hand, a finite difference method such as Crank-Nicolson or Lax-Wendroff
requires solving a tri-diagonal system of size nx at each t step. This yields an overall
complexity of O(nx × nt). Comparing the complexity of both methods, the PDE-CL is
asymptotically faster than numerical methods when,

max(n,N)2 ×min(n,N) < nx × nt. (C.6)

In our current framework, inference is marginally slower or on par with numerical solvers.
However, as we increase the resolution of our grid (finer discretization), our method compares
favorably to the numerical solver—our computational cost increases more slowly than the
numerical solver. Additionally, the operations in our PDE-CL are poorly optimized for
current hardware, i.e., GPU utilization is low. Our method will greatly benefit from future
improvements in hardware acceleration, which is still a nascent field in the context of linear
solvers on GPUs.
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Appendix D

Probabilistic forecasting with coherent
aggregation

D.1 Details for each dataset

Tourism-Large. The Tourism-Large dataset [123] represents visits to Australia, at a
monthly frequency, between January 1998 and December 2016. We use 2015 for validation,
and 2016 for testing, and all previous years for training. The dataset contains 228 monthly
observations. For each month, we have the number of visits to each of Australia’s 78 regions,
which are aggregated to the zone, state and national level, and for each of four purposes of
travel. These two dimensions of aggregation total N = 304 leaf entities (a region-purpose
pair), with a total of M = 555 aggregates in the hierarchy. We pre-process the data to
include static categorical features representing the region, zone, state and purpose. We use a
time-varying categorical feature representing the month of year (an integer between 0 and
11), and finally, the past observed values of the time-series.

Favorita. The Favorita dataset [137] contains grocery sales of the Ecuadorian Corporación
Favorita in N = 54 stores. We perform geographical aggregation of the sales at the store,
city, state and national levels, following [112]. This yields a total of M = 94 aggregates.
Concerning features, we use past unit sales and number of transactions as historical data.
We include several static categorical features provided by the dataset, such as item type
categories, or precomputed store clusters. Finally, to capture seasonality, we use day of week
and day of month categorical features.

Traffic. The Traffic dataset [127] contains aggregates of daily freeway occupancy rates for
200 sampled (out of 963) car lanes in the San Francisco Bay Area between January 2008
to March 2009. We follow the aggregation defined in Taieb and Koo [127]. We note that
this scheme aggregates occupancy rates by adding them up. There are three aggregated
levels: four groups of 50 car lanes, two groups of 100 car lanes, and an overall group of
200 lanes. Each group was chosen randomly in Taieb and Koo [127]; we keep the same
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grouping. We follow previous experiments in the literature [127, 100, 112], and split the
dataset into training, validation, and test dataset of size 120, 120 and 126. In Table 6.3, we
report accuracy numbers for the last date of 126 dates only, following the experimentation
setting in [100, 112].

Features

Tourism-Large. We describe the features in Table D.1.1.

Feature Temporality Kind

Observations Past Numerical
Month of year Past/Future Categorical
Region Static Categorical
Zone Static Categorical
State Static Categorical

Table D.1.1: Features used for the Tourism-Large dataset.

Favorita. We describe the features in Table D.1.2.

Feature Temporality Kind

Observations Past Numerical
Store-level total transactions Past Numerical
Day of month Past/Future Categorical
Day of week Past/Future Categorical
On-promotion indicator Past/Future Categorical
Family Static Categorical
Class Static Categorical
Type Static Categorical
Cluster Static Categorical
Store number Static Categorical
City Static Categorical
State Static Categorical

Table D.1.2: Features used for the Favorita dataset.

Traffic. We describe the features in Table D.1.3.
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Feature Temporality Kind

Observations Past Numerical
Day of month Past/Future Categorical
Day of week Past/Future Categorical

Table D.1.3: Features used for the Traffic dataset.

Reported CRPS

For each dataset, CRPS is reported at different granularities, and then an overall CRPS is
reported by taking a simple average across all levels. Below we discuss detailed definition of
levels for each dataset, as shown in Table 6.3.

Tourism-Large Base time series in Tourism-Large represents number of visitors from 4
purposes and 76 regions, where regions can be aggregated up to zones, states and nation.
After counting aggregates at different levels, there are 555 time series. Level 8 consists
of average CRPS across all 4 × 76 purpose-region level predictions. Level 7 consists of
average CRPS across 4× 27 purpose-zone level predictions. Level 5 and 6, each consists of
4× 7 purpose-state level predictions, and 4 predictions for all purposes at the national level,
respectively. Similar to levels 5-8, CRPS for different geographical granularities are reported
at level 1-4, but the predictions being evaluated are for number of visitors aggregated across
purposes. For example, level 4 includes CRPS averaged across 76 regions, and level 1 is
CRPS for national level prediction.

Favorita For 4K grocery items sold across 54 stores across 22 cities in 16 states in Ecuador,
the average CRPS across 4036× 54 item-store level predictions are reported at the “store”
level. At the “city” level, average metric across 4036 × 22 item-city level predictions are
reported. Similarly, we measure forecast accuracy at the “state” and “country” level.

Traffic We follow definition of hierarchies for Traffic data in [127]. 200 sampled car
lanes are randomly aggregated to four quadrants, and further two halves, and lastly into one
group as a whole. Level 4 in Table 6.3 includes average CRPS across 200 car lanes. Level 3
and 2 each consists of average CRPS across four quadrants and two halves. Level 1 consists
of CRPS for the aggregated prediction for all car lanes.

D.2 Code Script for Sampling

We provide a snippet of code for sampling from our factor model in Figure D.2.1.
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1 def get_samples(factor_params , shares , stds , aggregation_mat ,
n_samples):

2 concentration = factor_params[..., 0]
3 rate = factor_params[..., 1]
4 factor_samples = torch.distributions.Gamma(concentration , rate).

rsample ((n_samples ,))
5 samples = torch.distributions.LogNormal (( shares * factor_samples).

sum(-1), stds).rsample ()
6 aggregate = Aggregate(axis=2, ndim=6)
7 return aggregate(samples , agg_mat)
8

Figure D.2.1: PyTorch function for sampling from our model, with a Gamma factor distribu-
tion and a Log-Normal base distribution. Note that the factor samples are shared across all
base-level distributions. The samples are differentiable with regard to the function inputs.
We can easily adapt this function to sample from other distributions. The parameters of the
function are the outputs of a neural network.

D.3 Visualization of Predictions

In Figure D.3.1, we show our predictions for the Favorita dataset over a hierarchy containing
Store 1, the city of Quito, the state of Pinchincha and the whole country of Ecuador.
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(a) Store (1) (b) City (Quito)

(c) State (Pinchincha) (d) Country (Ecuador)

Figure D.3.1: Targets and predictions on the test set, for the hierarchy containing Store 1,
for a given item, in the Favorita dataset. We visualize weekly forecast generated at the first
forecast creation date in the test set. We show the forecasted quantiles at levels 0.01, 0.05,
0.1, 0.5, 0.9, 0.95 and 0.99 to demonstrate the spread of our forecasts, where the quantile
forecasts are estimated empirically from 500 points from the factor model at each forecasted
week. The model uses Gamma factors, and a Normal distribution clipped to be non-negative
at the base-level. Clipping the Normal rather than truncating it allows to put point mass at
zero, which is useful at the store level, as can be seen in Figure. D.3.1a: up to P10 quantile
forecast is zero at the store level for this item for all evaluation weeks.
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