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in a Hate Speech Corpus
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Content Warning: This paper contains content considered profane, hateful, and offensive.
Annotators, by labeling data samples, play an essential role in the production of machine learning datasets. Their role is increasingly
prevalent for more complex tasks such as hate speech or disinformation classification, where labels may be particularly subjective,
as evidenced by low inter-annotator agreement statistics. Annotators may exhibit observable differences in their labeling patterns
when grouped by their self-reported demographic identities, such as race, gender, etc. We frame these patterns as annotator identity
sensitivities, referring to an annotator’s increased likelihood of assigning a particular label on a data sample, conditional on a self-
reported identity group. We purposefully refrain from using the term annotator bias, which we argue is problematic terminology in
such subjective scenarios. Since annotator identity sensitivities can play a role in the patterns learned by machine learning algorithms,
quantifying and characterizing them is of paramount importance for fairness and accountability in machine learning. In this work,
we utilize item response theory (IRT), a methodological approach developed for measurement theory, to quantify annotator identity
sensitivity. IRT models can be constructed to incorporate diverse factors that influence a label on a specific data sample, such as the
data sample itself, the annotator, and the labeling instrument’s wording and response options. An IRT model captures the contributions
of these facets to the label via a latent-variable probabilistic model, thereby allowing the direct quantification of annotator sensitivity.
As a case study, we examine a hate speech corpus containing over 50,000 social media comments from Reddit, YouTube, and Twitter,
rated by 10,000 annotators on 10 components of hate speech (e.g., sentiment, respect, violence, dehumanization, etc.). We leverage
three different IRT techniques which are complementary in that they quantify sensitivity from different perspectives: separated
measurements, annotator-level interactions, and group-level interactions. We use these techniques to assess whether an annotator’s
racial identity is associated with their ratings on comments that target different racial identities. We find that, after controlling for the
estimated hatefulness of social media comments, annotators tended to be more sensitive when rating comments targeting a group they
identify with. Specifically, annotators were more likely to rate comments targeting their own racial identity as possessing elements of
hate speech. Our results identify a correspondence between annotator identity and the target identity of hate speech comments, and
provide a set of tools that can assess annotator identity sensitivity in machine learning datasets at large.
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1 INTRODUCTION

Algorithmic bias in machine learning algorithms is well-studied across a variety of domains. This bias has been
attributed to many sources, including systemic biases during the underlying data generation process, inherited bias from
pre-trained models, annotation bias, and others [43]. Annotation bias is of significant interest, particularly as machine
learning continues to be applied on increasingly diverse and difficult tasks, which generally require the labeling of
new, large-scale datasets [7, 24, 29]. Since the labels of these datasets serve as a “ground truth” for supervised learning,
their quality and consistency is of paramount importance to ensure that these models–which may be deployed in
real-life settings–properly learn the intended relationships within the problem [50]. However, obtaining labels is a
labor-intensive process, and is typically performed by workers via services such as Amazon Mechanical Turk or Figure
Eight [63]. The role of these annotators, and the influence of their background and perspective on label generation, has
long been underappreciated within the machine learning community [7, 49].

The notion of a “ground truth” label suggests a universally agreed upon label for each data sample. In reality,
however, annotators may express disagreement on labels. This is especially true in tasks dealing with complex, nuanced
concepts, such as hate speech or disinformation classification. In these cases, a measure of “annotator agreement”,
such as Kripendorff’s alpha, is often used to assess the quality of the dataset [37]. Greater agreement suggests higher
quality labels, indicating the data is suitable for predictive modeling. This viewpoint, however, treats the different
perspectives offered by the annotators on each task as noise that must be tamped down. An alternative perspective,
rather, acknowledges that a ground truth label may not exist [6]. Instead, the annotator disagreement could in part
reflect the different viewpoints of the annotators. These viewpoints may stem from differences in how annotators
interpret the task, their own opinions on the correct label, or their understanding and perception of the data sample
under examination. Even when annotators have a high level of agreement during one labeling process, there is no
guarantee that future annotators would interpret the labeling question in exactly the same way or with the same level
of agreement. Therefore, a consistent “ground truth” may only be stable over short time periods.

An annotator’s disagreement relative to the average annotator rating–when it persists across data samples–could be
viewed as a statistical bias. In scenarios where there is no clear ground truth label, however, denoting such patterns as
bias is problematic. Thus, we abstain from referring to the observations we characterize in this work as “annotator
biases” and instead call them annotator sensitivities. Annotator sensitivities refer to an annotator’s higher likelihood
of assigning a particular label relative to the rest of the annotator pool (we expound on this in the hate speech
context shortly). Annotator sensitivities become ethically and socially concerning when they reinforce algorithmic
oppression against minoritized or marginalized populations (currently and historically) [47]. For example, past work
has identified correspondences between an annotator racial or gender identity and their rating patterns–or annotator
identity sensitivities–particularly when racial or gender identity is prevalent in the task [3, 24, 26, 38, 60]. Since annotator
identity sensitivity can play a role in the training of machine learning algorithms, identifying and quantifying it in
labeled datasets is critical for better understanding the sources of algorithmic bias and developing mitigation strategies.

The aforementioned approaches can be viewed within the general field of measurement theory, which aims to obtain
estimates of latent attributes. Approaches which rely on notions of annotator agreement can be cast within classical
test theory (CTT) [48, 64]. However, CTT has been superseded by item response theory (IRT), which offers a more
robust modeling formalism [19, 28, 55]. IRT models can be constructed that incorporate the diverse sources influencing
a label, such as the sample itself, the annotator, the task at hand, etc. The contributions of these facets to the labels are
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captured via the parameters of a latent-variable probabilistic model. Thus, IRT offers a novel set of tools to examine
annotated datasets in machine learning [19].

In this work, we propose leveraging techniques from IRT to assess annotator sensitivity in labeled datasets. As a case
study, we examine annotator sensitivity within hate speech measurement, since it is an important human rights problem
studied in computational social science, with well-documented cases of annotator disagreement and algorithmic bias in
trained machine learning models [14, 44, 60]. As discussed above, we abstain from using the term “annotator bias”,
which can be ambiguous, with statistical or social interpretations, and suggests a ground truth that does not exist in this
setting. We instead refer to the patterns we aim to quantify as annotator sensitivities. In this context, higher annotator
sensitivity would imply that an annotator may be more likely to rate a comment as exhibiting aspects of hate speech
relative to the remaining annotator population. We specifically focus on annotator identity sensitivities, in which
annotator identity may correspond with differences in sensitivities: e.g., annotators of different racial identities may
exhibit different sensitivities when labeling hate speech comments. We acknowledge that the term “sensitivity” brings
its own set of norms and assumptions, with the possible framing of “overly sensitive annotators”. We see annotator
sensitivity, when it serves uplift minoritized communities in the face of algorithm oppression and hate speech, as a
desirable quality in annotator labeling [4]. On the other hand, not all annotator sensitivity is warranted. For example,
we reject annotator sensitivity favorable toward positions that reinforce white supremacy and white fragility, and aim
for our methods to support annotator interventions in these cases.

We utilized a previously gathered hate speech corpus containing hate speech annotations to 50,000 social media
comments by 10,000 annotators [32]. Importantly, the corpus contains demographic information about the annotators
and tracks granular identity groups of each comment’s target(s). Thus, we can suitably test the hypothesis that there
exists a relationship between an annotator’s identity and their sensitivity toward rating speech targeting a particular
identity group. Using three different approaches rooted in IRT, we demonstrate that annotators are typically more
sensitive to comments that target their own identity groups. For example, an annotator self-identifying as a particular
racial identity is more likely to rate a comment targeting that racial identity as exhibiting features of hate speech. We
further demonstrate that similar relationships hold for other identity groups, emphasizing how multiple identity groups
can correspond to annotator sensitivity. Together, these results highlight the importance of considering annotator
identity in downstream machine learning.

This paper is structured as follows. First, we discuss related work within annotation for machine learning, IRT, and
IRT for machine learning (Section 2). Next, we briefly discuss the hate speech corpus we utilize, provide an introduction
to IRT, and detail the three approaches we use to quantify annotator sensitivity (Section 3). We then present our results
utilizing these three approaches (Section 4). We conclude with a discussion on limitations and future work (Section 5).

2 RELATEDWORK

As noted by Geiger et al. [23], many machine learning datasets lack information on annotator demographics, annotator
independence, reliability metrics, and compensation details. Some work has investigated the demographic makeup
of virtual workers on Amazon Mechanical Turk, finding that they skew toward white and male [17, 56]. Additional
work has investigated the relationship between the demographic characteristics of annotators and the labels they
generate. In one of the earliest works on the role of annotators’ demographics in hate speech classification, Waseem
[66] found that CrowdFlower annotators were more likely to label an observation as hate speech relative to annotators
who were feminist and anti-racism activists. This paper builds off of prior work which included the predicted gender of
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the user into the classification model [67]. Garten et al. [22] developed embeddings that represented the demographic
information of the speaker and include this information as features in the model, resulting in improved accuracy.

In an examination of annotator-generated text, Geva et al. [24] found that annotators introduced particular biases
into classifiers that could not be attributed to the difficulty of the text that they labeled and, furthermore, the authors
warned of the dangers of having a few workers account for the majority of the data. Similarly, Al Kuwatly et al. [3]
examined the impact of classifiers trained on data labeled by annotators from different demographic groups, namely
gender, native language, age group, and education. While they do not find any differences in the male vs. female
classifiers, they do find that native language, age groups, and education levels impact the perception of hate speech.
Larimore et al. [38] find that the racial identity of the annotator influences their perception of tweets that are about
Black people, with the largest difference between white and Black annotators focusing on the latent topic modeling
anti-racist politics. Gold et al. [25] show that for political and personal content targeting women, female labelers are
more likely than men to rate it as hate speech and also to classify it as more virulent than men. Sap et al. [61] found
similar correspondences between annotator identity and ratings on toxic speech, and connected this to an annotator’s
held beliefs. Our work follows the legacy of critical social scientists that evaluate the values present in machine learning
datasets [8, 16, 33, 62]. In this work, we apply a computational social science lens to a dataset that provides annotator
information to critically assess annotator identity sensitivity within hate speech measurement.

IRT has been used in limited capacity within the machine learning literature, with most work highlighting its usage
in secondary analyses on trained classifiers [42, 53, 71], or to improve model interpretability [34]. Assessing annotator
perspective in the IRT literature is well developed [19, 20, 45, 46, 58, 70], with techniques often applied in educational
assessment, such as writing [5, 35] or speaking examinations [35]. These settings are typically characterized by a small
number of annotators. To our knowledge, IRT techniques have not previously been leveraged to assess annotator
sensitivity in larger-scale machine learning datasets.

3 METHODS

The code used to conduct the analyses and create the figures shown in this paper is publicly available on Github [59].

3.1 Hate speech corpus

We utilized a hate speech corpus created by Kennedy et al. [32] consisting of 50,000 social media comments annotated
by 10,000 annotators. We provide brief details on the dataset, and refer the reader to the original paper for further
information. In contrast to the majority of prior hate speech corpora, this corpus consists of annotations for several
different survey items (labels) per comment. These items reflect a theoretical construct of hate speech, which captures
degrees of “hatefulness” on a continuous spectrum rather than a yes/no dichotomy. For example, a comment espousing
genocide, according to the construct, is inherently more hateful than a comment that expresses negative bias toward an
identity group. A binary classification of hate speech would not indicate differences in the degree of hatefulness–only
that, according to the annotator, the comment satisfies the criteria of hate speech [14, 15, 30, 51]. Thus, additional
annotations included in this dataset provide greater flexibility in interrogating the inherent hatefulness of the comments.

Annotators provided ratings on a five-level Likert-style scales for ten different survey items, capturing the following
aspects of hate speech: sentiment, respect, insult, humiliation, dehumanization, violence, genocide, attacking/defending,
status, and a ternary hate speech classification. In each case, a higher rating on the Likert scale aligned with “more
hatefulness”. For example, on survey item “respect”, a higher rating implies that the annotator feels the comment
expresses a greater degree of disrespect (with disrespect being aligned with more hatefulness). Ratings were collapsed
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for specific survey items in cases where the granularity of the rating scale did not match the empirical distribution of
ratings. See Appendix A for details on the hate speech construct and survey items.

The dataset additionally includes information on the target of each social media comment. Specifically, annotators
were asked to provide labels on various identity groups targeted by the comments. These identity groups spanned race,
religion, national origin, gender identity, sexual orientation, age, physical disability, and political ideology. Importantly,
annotators were allowed to select multiple target identities for each comment. Annotators were also asked to voluntarily
provide their demographic information, including their racial identity, age, gender identity, educational level, income,
sexual orientation, religious affiliation, and their political ideology. Thus, this dataset captures two key identity variables
interacting in the hate speech annotation task: the identity(ies) targeted by the comment and the annotator identities.

3.2 Item response theory provides a framework for measurement

Annotation tasks can be cast within the general field of measurement theory, the goal of which is to measure a latent
attribute of a particular unit (here, a social media comment). Classical test theory posits that observed scores via
annotation or testing reflect a true underlying score, with additional measurement error [48, 64]. However, it makes no
assumptions about the sources of the measurement error, such as the difficulty of the task or annotator influence. Item
response theory, meanwhile, provides a framework to assess these contributions to the observed score via a latent-
variable probabilistic model that explicitly captures separate contributions to the ratings in its parameters [19, 28, 55].
It simultaneously places the fitted parameters on a common, continuous scale that represents the task at hand. In this
case study, IRT allows for the construction of a scale that reflects different degrees of underlying “hatefulness” [32].

Developing a measurement scale for a problem requires the conceptualization of a construct that represents the
underlying scale [68]. Then, an IRT model of this construct is developed using the responses to survey items (labels)
that interrogate each comment along the construct. For example, Kennedy et al. [32] proposed a hate speech construct
that encompasses supportive, counterspeech, neutral, biased, hostile, dehumanizing, violent, and genocidal speech. The
ten survey items mentioned in the prior section, then, were specifically designed to test this construct via multiple
annotators’ responses to the survey items. Thus, the IRT model aims to synthesize a score capturing the hatefulness of
comments given the construct, which is measured via annotator responses to the survey items.

In this work, we specifically use the many-facet Rasch model as our IRT model of choice [19, 39, 41, 45]. Our
model captures the interaction of three “facets”: (i) the comments, each with their own degree of “hatefulness”, (ii) the
annotators, who may exhibit their own internal thresholds in labeling comments as hate speech, and (iii) the survey
items, which provide information on different regions of the “hatefulness” spectrum. The model measures each facet
via parameters in a probabilistic model. We fit all IRT models using the Facets software package [40].

The IRT model captures the decision of opting for rating 𝑘 (say, “strongly agree”) versus rating 𝑘 − 1 (“agree”).
Specifically, let 𝑝𝑛𝑖 𝑗𝑘 be the probability that rater 𝑗 assigns comment 𝑛 a rating 𝑘 on survey item 𝑖 . Similarly define
𝑝𝑛𝑖 𝑗 (𝑘−1) , but for rating 𝑘 − 1. Then, the model can be written as:

log
[

𝑝𝑛𝑖 𝑗𝑘

𝑝𝑛𝑖 𝑗 (𝑘−1)

]
= \𝑛 − 𝛿𝑖 − 𝛼 𝑗 − 𝜏𝑘 . (1)

In equation (1), each term is in logit units. By exponentiating both sides, we can view the left hand side as an odds ratio
(OR) denoting the likelihood that an annotator “bumps up” their rating:

OR𝑛𝑖 𝑗𝑘 = exp(\𝑛 − 𝛿𝑖 − 𝛼 𝑗 − 𝜏𝑘 ) . (2)
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We reiterate that all survey items are aligned in their numerical code ordering. Thus, “bumping up” a rating always
corresponds to a higher degree of hatefulness. A larger odds ratio implies that the annotator is more likely to rate a
comment as possessing some aspect of hate speech. Intuitively, the odds ratio should depend on the facets at hand:

• \𝑛 , or the hate speech score of comment 𝑛. Higher values of \𝑛 indicate a more inherently hateful comment.
This corresponds to a larger odds ratio, since a more hateful comment should elicit higher survey item ratings
from the annotator.

• 𝛿𝑖 , or the difficulty of survey item 𝑖 . The difficulty sets a scale for the hate speech score. Specific survey items,
such as “genocide” inherently capture higher degrees of “hatefulness”, and would thus possess a larger difficulty.
Thus, it is more “difficult” for a comment to exhibit aspects of genocide in the sense that themes of genocide are
more hateful on the underlying hate speech scale.

• 𝛼 𝑗 , or the severity of rater 𝑗 . Higher values of severity will reduce the odds ratio, indicating that the annotator is
less likely to provide higher ratings of hate speech aspects. If we negate the severity, we can instead interpret it
as a term capturing “sensitivity.” Without estimating such a term, existing annotation approaches assume equal
severity across annotators.

• 𝜏𝑘 is the difficulty of response 𝑘 , or an indicator of the rarity of response 𝑘 relative to 𝑘 − 1. This term allows
the distances between each response option to vary by item, rather than, for example, "strongly agree" being at
the same location on the scale for every item.

This model captures multiple factors that may influence the rating on a sample in a hate speech corpus: the inherent
hatefulness of the comment, the sensitivity of the annotator, and the task at hand (e.g., the labeling). The model separates
the content of the comment from any annotator-level modulation, allowing the examination of each facet separately.

3.3 Approaches to assess sensitivity in an IRT model

A strength of the IRT model is its ability to capture an annotator’s sensitivity via the severity parameter 𝛼 𝑗 . This
sensitivity is calculated in the context of the hate speech scale, directly quantifying an annotator’s tendency to rate
comments as possessing elements of hate speech that cannot be explained by the comment or task. However, the
severity does not indicate how such rating tendencies may vary across particular subgroups. Here, we are interested in
the intersection between annotator identity and target identity. Thus, we must use new methods that interrogate the
modulation of the severity parameter as a function of identity subgroups.

We use a suite of techniques called differential rater functioning (DRF), which seek to determine whether ratings are
invariant over annotators, across particular subgroups [19, 46, 58]. Here, we describe three DRF approaches: separated
measurements, annotator-level interactions, and group-level interactions. These approaches are complementary in that
they assess annotator sensitivity from different perspectives.

3.3.1 Separated Measurements. Separated measurements tests for DRF via examination of multiple IRT models, each
corresponding to a different subgroup [20, 70]. Specifically, we partition the corpus D into separate datasets

{
D𝑝

}𝑃
𝑝=1,

each corresponding to a particular subgroup 𝑝 . Then, we fit an IRT model to each sub-corpus D𝑝 . Difficulty parameters
are held constant across fits to ensure that all models are fit to a common scale. Differences in annotator behavior can
be assessed, then, by examining how the severity parameters vary across the 𝑝 fits.

As a direct example, suppose we aim to identify whether annotators exhibit preference toward comments targeting
one of two identity groups. We obtain two sub-corpora, D1 and D2, which correspond to samples targeting identity
groups 1 and 2, respectively. We fit an IRT model to each, obtaining severity estimates 𝛼 𝑗,1 and 𝛼 𝑗,2 for annotator 𝑗 . We
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quantify the annotator’s sensitivity toward one identity group as the annotator lean:

Δ𝛼 𝑗 = 𝛼 𝑗,1 − 𝛼 𝑗,2 (3)

The sign of the annotator lean indicates preference toward one identity group or the other. Specifically, for annotator 𝑗 ,
if

Δ𝛼 𝑗 < 0 : more sensitive to comments targeting group 1

Δ𝛼 𝑗 > 0 : more sensitive to comments targeting group 2.

Furthermore, the annotator lean Δ𝛼 𝑗 can be interpreted as a change in the odds ratio. Specifically, for annotator 𝑗 , we
can estimate the change in the odds ratio when the target identity changes from group 1 to group 2:

OR𝑗,2 = OR𝑗,1 · exp(Δ𝛼 𝑗 ) (4)

In this way, the annotator lean quantifies how much likelier an annotator is to rate a comment as exhibiting elements
of hate speech when the target is in identity group 2, relative to identity group 1.

3.3.2 Annotator and Target-Identity Interactions. A complementary approach to assessing annotator sensitivity involves
extending the IRT model to incorporate interaction terms [5, 18, 35, 69]. Specifically, we can include an interaction term
𝛽 𝑗𝑚 in equation (1) between the target identity (𝑚) and each unique annotator ( 𝑗 ):

log
[

𝑝𝑛𝑖 𝑗𝑘𝑚

𝑝𝑛𝑖 𝑗 (𝑘−1)𝑚

]
= \𝑛 − 𝛿𝑖 − 𝛼 𝑗 − 𝜏𝑘 + 𝛽 𝑗𝑚 (5)

Thus, the interaction term can be viewed as an adjustment to each annotator’s severity, conditional on the target
identity of the comment. The sign of 𝛽 𝑗𝑚 indicates whether an annotator is more or less sensitive to target identity
group𝑚 relative to the baseline. This approach is distinct from separated measurements in that we obtain a separate
term quantifying annotator sensitivity for each target identity group. A 𝑡-test can be performed to assess whether the
labeling patterns by annotator 𝑗 on group𝑚 warrant a non-zero 𝛽 𝑗𝑚 term.

3.3.3 Group-level Interactions. The previous approaches allow for the assessment of annotator sensitivity on an
annotator-by-annotator basis. Group-level behavior can be assessed, meanwhile, via secondary analyses on the differen-
tial effects. However, these approaches are limited in their ability to compare multiple identity groups interacting with
each other. To perform multiple group-level comparisons, we to extend equation (1) to incorporate a group-level inter-
action term between all annotator identity groups, and all comments targeting particular identity groups. Specifically,
we include two additional facets to the model:

log
[

𝑝𝑛𝑖 𝑗𝑘𝑚𝑛

𝑝𝑛𝑖 𝑗 (𝑘−1)𝑚𝑛

]
= \𝑛 − 𝛿𝑖 − 𝛼 𝑗 − 𝜏𝑘 + `𝑙𝑚 (6)

where 𝑙 denotes the annotator’s identity, and𝑚 denotes target’s identity. The term `𝑙𝑚 can be viewed as an interaction
between two additional facets capturing both annotator and target identities, without modeling the individual facets. In
practice, we can view exp(`𝑙𝑚) as an adjustment to the odds ratio that depends on both annotator identity and target
identity. Specifically, if exp(`𝑙𝑚) > 1, annotators of identity group𝑚 are more likely to rate comments targeting group 𝑛
as exhibiting features of hate speech, and vice versa for exp(`𝑙𝑚) < 1. Of particular interest is assessing self-interactions:
when annotators rate comments targeting their own identity group, i.e. when 𝑙 =𝑚. Lastly, the group-level interaction
term can be assessed via a chi-squared test to determine if its inclusion improves the goodness-of-fit.
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“It’s actually because men need to be funny to hook
up with women. [...] I’ve heard great female comedians,

but it’s not hard to see why there are more male
comedians. Girls don’t need to be funny to have sex.”

Female Annotator Male Annotator

Fig. 1. Observable differences on hate speech survey items align with annotator identity. The distribution of ratings on two
example comments, for separate annotator groups, across several survey items. Plot titles denote the specific social media comments
under consideration. Survey items (a subset of the 10 labeled items) are denoted on the 𝑥-axis. The 𝑦-axis denotes the average rating
normalized to the maximum value, since not every survey item was measured on the same Likert scale. Rating scales are oriented
such that a larger rating always corresponds to a higher degree of “hatefulness”. a. The distribution of ratings by Black and white
annotators on an example comment that targets Black identity. b. The distribution of ratings by female and male annotators on
a comment that targets women. Ratings by non-binary annotators are not included due to their relative rarity, limiting statistical
comparison. Error bars denote 95% confidence intervals. Asterisks denote a statistically significant difference in ratings between the
two annotator groups (∗: 𝑝 < 10−1, ∗∗: 𝑝 < 10−2, ∗ ∗ ∗: 𝑝 < 10−3; Mann-Whitney U Test).

4 RESULTS

We sought to determine whether we could leverage techniques from item response theory to assess annotator identity
sensitivity. To this end, we evaluated a hate speech corpus containing 50,000 social media comments that target different
identity groups, labeled by annotators whose identities are also included in the corpus (Section 3.1). We specifically
examined whether there existed a relationship between annotator identity and the target identity of a hate speech
comment. We initially present results on Black- and white-targeting comments, since these two racial identities were the
most represented in the dataset. We include additional experiments on other identity groups in Appendix B. However,
our choice of these two racial identity groups should not be interpreted as placing them as equally situated targets
of hate speech: indeed, hate speech has historically been levied largely against non-white groups. We first consider
a simple empirical analysis on example comments to fully motivate the problem. Then, we show results from three
IRT-based approaches discussed in the Methods to assess annotator sensitivity in various contexts.

4.1 Observable differences on hate speech survey items align with annotator identity

To motivate further analyses, we first conducted an empirical analysis examining whether annotators exhibited
differences in their rating behaviors as a function of their own identity. We identified two comments that respectively
targeted on the basis of race (specifically, a Black person) and gender (specifically, women) (Fig. 1: titles) that were
annotated by more than 50 annotators (i.e. “reference set” comments from [32]). For each comment, we identified the
largest two relevant annotator identity groups (Fig. 1a: Black and white annotators; Fig. 1b: female and male annotators).
We examined how each annotator group, on average, rated the respective comments on several example survey items.
For example, in Figure 1a, Black and white annotators exhibited significantly different behavior in rating whether the
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comment expressed (dis)respect, insult, humiliation, and hate speech. Black annotators generally found the comment
more disrespectful, insulting, humiliating, and hateful. Meanwhile, annotators generally agreed on the level of violence
expressed by the comment, which we might expect given its content. As for Figure 1b, female annotators found the
comment significantly more disrespectful, insulting, and humiliating. However, female and male annotators generally
agreed that the comment did not express violence and did not satisfy the criteria of the binary hate speech item.

These examples demonstrate that annotator identity can correspond to different labeling patterns on comments,
whether the annotator characterized the comment as hate speech or not. Importantly, the additional survey items–which
span a spectrum of hatefulness–revealed these differences, rather than a binary hate speech label. Since there is no clear
“ground truth” rating for these comments, characterizing these differences as annotator bias is problematic. We instead
frame them as differences in annotator identity sensitivity. That is, in Figure 1a, Black annotators tended to exhibit
greater sensitivity to the comment in that they are more likely to characterize it as containing features of hate speech.

We additionally considered annotator agreement metrics, such as Krippendorff’s alpha [36], which have been used
ascertain differences in annotator subgroup rating patterns [38]. We found that Black and white annotators exhibited
comparable alpha values across survey items, which in turn were similar to the agreement between all annotators
(Appendix B: Table S3). Furthermore, both groups of annotators exhibited low to moderate agreement, demonstrating
the limitations of using classical test theory to assess systematic differences in annotator behavior.

Conducting these empirical analyses requires each comment receive a sufficiently large number of ratings by unique
annotators in each identity group. However, in many hate speech corpora, only a few annotators (e.g., 2-5) typically
rate each comment. Furthermore, the trends we observe in Figure 1 may not manifest as clearly in every comment.
Additional methods are needed to assess whether annotator sensitivity varies throughout the entire corpus. Thus, we
turn to IRT-based approaches, which provide a suitable alternative via the parameters of a probabilistic model.

4.2 Annotator identity often corresponds to their lean toward Black- or white- targeting comments

We assessed whether there existed a correspondence between annotator sensitivity and the target identity of each
comment by performing separated measurements, specifically in the context of racial identity (Section 3.3.1). We
extracted two sub-corpora: one with Black-targeting comments (19,686 total annotations) and the other with white-
targeting comments (7,333 total annotations). We performed separate IRT fits to each dataset, obtaining severity
estimates 𝛼 𝑗,𝑏 and 𝛼 𝑗,𝑤 for each annotator 𝑗 . We calculated the annotator lean Δ𝛼 𝑗 = 𝛼 𝑗,𝑤 − 𝛼 𝑗,𝑏 as the difference in
their severity estimates for each sub-corpora (see Section 3.3.1). An annotator whose lean is positive, i.e. Δ𝛼 𝑗 > 0, is
more sensitive toward Black-targeting speech: they are more likely to rate Black-targeting comments as exhibiting
hateful features, relative to white-targeting speech. Meanwhile, a negative annotator lean Δ𝛼 𝑗 < 0 implies the opposite:
the annotator is more sensitive toward white-targeting speech, relative to Black-targeting speech.

We identified 4,276 annotators who annotated both Black- and white-targeting comments and calculated their
annotator leans. Then, we examined the distribution of the leans according to various subgroups of the annotators. For
example, we compared the distribution of annotator leans for Black annotators to those of white annotators (Fig. 2a:
left-most boxplots). We found a wide distribution of annotator leans for both Black and white annotators, indicating
that annotators in both groups exhibited sensitivity to both Black- and white-targeting comments. However, at the
population level, we observed a significant difference in the median annotator lean (Kruskal test: 𝑝 = 1.3 × 10−4).
Specifically, Black annotators in general exhibited annotator leans in the positive direction (median = 0.35), implying
they were typically more sensitive toward Black-targeting speech. Meanwhile, white annotators generally exhibited
annotator leans in the negative direction, though with a smaller effect size (median = −0.03).
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Fig. 2. Annotator identity often corresponds to their lean toward Black- or white- targeting comments. The 𝑥-axis captures
several different identity groups, including (i) Race: Black (B) vs. white (W) annotators; (ii) Ideology: Liberal (L) vs. Independent (I) vs.
Conservative (C) annotators; (iii) Religion: Atheist and non-religious annotators (NR) vs. Christians (C); (iv) Gender: Women (W)
vs. Men (M); (v) Sexual Orientation: Queer (Q) vs. Straight (S) annotators; (vi) Income: Low-income (L), Middle-income (M), and
High-income (H); and (vii) Education: annotators with High School (HS), College (C), or Graduate (G) education. Identity groups are
sorted by increasing p-value. a. The distribution of annotator leans, equal to the difference in severities obtained from sub-corpora of
Black-targeting comments and white-targeting comments. A positive annotator lean implies that the annotator is more likely to rate
Black-targeting speech as exhibiting elements of hate speech. Significance markers denote Kruskal test of medians (∗ ∗ ∗: 𝑝 < 10−3;
∗∗: 𝑝 < 10−2). b. The change in odds ratio of rating a comment that targets Black-identity vs. white-identity. Higher values indicate a
higher likelihood of rating Black targeting speech as hateful. Error bars denote 95% confidence intervals on the median odds ratio.

The annotator lean can be more easily interpreted as a change in the odds ratio. Specifically, the term exp(Δ𝛼 𝑗 )
denotes the change in the odds ratio, equation (2), when a comment targets a Black person rather than a white person
(see Section 3.3.1). If this quantity is greater than 1, an annotator is more likely to rate a comment as exhibiting elements
of hate speech if it targets a Black person, relative to one targeting a white person (holding the other facets constant).
We calculated each annotator’s change in odds ratio, finding that Black annotators were 1.42 times more likely to rate
Black-targeting speech as exhibiting hateful content, while white annotators were 0.97 times as likely (Fig. 2b).

We examined the two aforementioned quantities–the annotator lean and the change in the odds ratio–for various
annotator identity groups. Specifically, we asked whether there existed a correspondence between annotator lean and a
host of non-racial annotator identities, including political ideology, religion, gender, sexual orientation, income, and
education level (see Section 3.1). We found annotator lean significantly differed as a function of political ideology
(𝑝 = 1.3 × 10−15), religion (𝑝 = 2.4 × 10−4), gender (𝑝 = 4.7 × 10−3), and sexual orientation (𝑝 = 5.9 × 10−3), but not
across income or education levels (Fig. 2a). Identity subgroups exhibiting sensitivity toward Black-targeting speech
included liberals (relative to conservatives), non-religious annotators (relative to Christians), women (relative to men),
and queer annotators (relative to straight annotators) (Fig. 2b).

The multitude of identity groups corresponding to annotator lean raises the question of whether they could be
explained by correlations with Black identity. That is, if Black annotators are more likely to be liberal, or non-religious,
etc., within the scope of the dataset, then the observations in Figure 2 could be a byproduct of these intersectional
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correlations. We examined the correlations between Black identity and other identity subgroups, including annotators
identifying as liberal, non-religious, women, and queer, finding only weak correlations (Spearman correlations below
0.1: Appendix B, Fig. S3). Together, these results demonstrate that multiple annotator identities correspond to sensitivity
toward Black-targeting comments relative to white-targeting comments. In particular, Black and white annotators are
each more lenient toward comments targeting their own identity group, with the largest effect sizes.

We conducted separated measurements analyses on various identity groups, including gender identity and political
ideology (Appendix B: Fig. S1, Fig. S2). In each case, we found that various annotator identities corresponded toward
increased sensitivity to different target identities, demonstrating that the above observations hold beyond racial identity.

4.3 Annotator-level interaction terms corroborate annotator leans, while identifying annotators with high
sensitivity

We next sought to explicitly test whether annotators exhibited sensitivity toward Black- and white-targeting comments
by incorporating annotator-level interaction terms in the IRT model. These interaction terms can be viewed as an
adjustment to each annotator’s severity that is dependent on the target identity of the comment (see Section 3.3.2). The
sign of the term indicates whether the annotator is more or less sensitive to comments targeting a particular identity
group, and the magnitude of the term quantifies the degree of their sensitivity. Furthermore, a 𝑡-test can be performed
to assess whether the identity group differences are statistically significant, allowing a more conclusive evaluation of
whether an annotator may be exhibiting a particular lean toward an identity group.

We again assessed whether annotators exhibited sensitivity toward Black- or white- targeting comments, now
by examining annotator-level interaction terms. We extracted a sub-corpus containing 27,019 annotations on Black-
and white-targeting comments. Then, we fit equation (5) to the data, obtaining single severity estimates 𝛼 𝑗 for each
annotator 𝑗 , along with interaction terms that indicate target identity dependent adjustments. We specifically focused
on the 4,276 annotators that identified as either Black or white, and rated both Black- and white-targeting comments.

For simplicity, we examined the sign of the interaction term to determine whether the annotators were more or
less sensitive to Black- and white-targeting comments. Specifically, we calculated the percentages of Black annotators
who exhibited more sensitivity, less sensitivity, or no lean toward Black-targeting comments (Fig. 2a, blue bars). We
calculated similar percentages of white annotators on Black-targeting comments (Fig. 2b). We found that a sizeable
fraction of annotators exhibited no lean on Black targeting comments (Fig. 3a: middle columns). However, more Black
annotators than white annotators had greater sensitivity in rating Black-targeting comments (Fig. 3a: left columns).
We performed a similar comparison on white-targeting speech, finding the opposite: more white annotators than
Black annotators exhibited greater sensitivity toward white-targeting comments (Fig. 3a: left columns). Together, these
results demonstrate than Black and white annotators tended to be more sensitive toward comments targeting their own
identity group, corroborating the findings from the separated measurements.

Each of the interaction terms can be evaluated with a 𝑡-test to determinewhether their value differed significantly from
zero. We found that a sizeable fraction of annotators exhibited no particular sensitivity toward Black- or white-targeting
speech, suggesting that their 𝑝-values are close to 1. We examined the distribution of 𝑝-values across annotators for
both interaction terms (Fig. 3c). A majority of annotators exhibited large 𝑝-values, suggesting that their interaction
terms were not significantly different from zero.

In order to determine whether the above observations may be a byproduct of multiple comparisons, we examined
the annotators whose 𝑝-values implied a significant lean (𝑝 < 0.10; Fig. 3c: red dashed line). Within this smaller
pool, we similarly examined the fraction of Black and white annotators who exhibited more or less sensitivity toward

11



FAccT ’22, June 21–24, 2022, Seoul, Republic of Korea Pratik S. Sachdeva, Renata Barreto, Claudia von Vacano, and Chris J. Kennedy

More
Sensitive

No
Lean

Less
Sensitive

0

25

50

%
A

n
n

o
ta

to
rs

a
Black-Targeting Speech

More
Sensitive

No
Lean

Less
Sensitive

0

25

50

%
A

n
n

o
ta

to
rs

b
White-Targeting Speech

0.00 0.25 0.50 0.75 1.00

p-value

0

1000

2000

F
re

q
u

e
n

cy

c

More
Sensitive

Less
Sensitive

0

25

50

75

100

%
A

n
n

o
ta

to
rs

d
Black-Targeting Speech (Sig.)

More
Sensitive

Less
Sensitive

0

25

50

75

100

%
A

n
n

o
ta

to
rs

e
White-Targeting Speech (Sig.)

Black Annotators

White Annotators

Fig. 3. Annotator-level interaction terms corroborate annotator leans, while identifying annotators with high sensitivity.
a-b. The fraction of Black annotators (blue bars) and white annotators (orange bars) who were more sensitive, less sensitive, or
exhibited no lean toward Black-targeting speech (a) and white-targeting speech (b). Sensitivity was assessed via the sign of each
annotator’s interaction term. c. The distribution of 𝑝-values across all interaction terms. Smaller 𝑝-values denote that the annotator’s
interaction term was significant different than zero (i.e., provides evidence of sensitivity). Red dashed line denotes 𝑝 = 0.1. d-e. Same
as a-b, but for annotators whose interaction terms were significant (𝑝 < 0.1).

Black-targeting speech (Fig. 2d). We found that white annotators within this pool were considerably less sensitive to
Black-targeting speech. Furthermore, when examining white-targeting speech, we found that Black annotators were
considerably less sensitive than white annotators (Fig. 3e). Together, these findings demonstrate that annotator-level
interaction terms corroborate annotator leans, and identify a small subset of annotators with high sensitivity.

When we assessed annotator sensitivity with the annotator lean, we used a difference of severity estimates Δ𝛼 𝑗 to
quantify an annotator’s sensitivity toward Black- or white-targeting comments. We devised a similar metric using
the interaction terms. Specifically, we define the interaction lean as the difference in interaction terms for Black- and
white-targeting speech, i.e. Δ𝛽 𝑗 = 𝛽 𝑗𝑏 − 𝛽 𝑗𝑤 . Similar to the annotator lean, the interaction lean quantifies the change in
the odds ratio when annotator 𝑗 rates Black-targeting speech, compared to white-targeting speech. We should expect the
annotator lean and interaction lean to be closely related to each other. We compared the two terms across annotators for
Black- and white-targeting speech, finding that they are strongly correlated (Pearson correlation: 𝑟 = 0.77; Appendix B:
Fig. S5), demonstrating that distinct IRT approaches are consistent in their evaluation of annotator sensitivity.

4.4 Group-level interaction terms reveal sensitivity toward an annotator’s own racial identity

Thus far, we have examined whether annotators exhibited differences in their labeling patterns for comments targeting
members of only two racial identities. However, hate speech targets a variety of other racial identities including, but not
limited to, Latinx, Asian, Middle Eastern, Native American, and Pacific Islander identities, as well as multiple sub-groups
in other identity groups (e.g., gender identity, sexual orientation, etc.). Thus, it is necessary to develop methods capable of
detecting differences in sensitivity across multiple identity groups. However, performing annotator-level examinations
of these additional identity groups can prove difficult due to low sample sizes. Therefore, to examine differences in rater
sensitivity across multiple annotator groups, we turn to a group-level analysis.

We modified the base IRT model by incorporating an interaction term `𝑙𝑚 that captures both annotator racial identity
and the target racial identity simultaneously (see Section 3.3.3). This interaction term captures behavior at the group
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Fig. 4. Group-level interaction terms reveal annotators’ sensitivity in rating comments targeting their own racial identity.
The change in odds ratio induced on a label when an annotator rates a comment targeting their own racial identity. An odds ratio
greater than 1 indicates that annotators of an identity group are more likely to rate comments targeting their racial identity as
exhibiting elements of hate speech, compared to a different racial identity. Error bars denote 95% confidence intervals. Asterisks
denote significance (∗ ∗ ∗: 𝑝 < 10−3; ∗∗: 𝑝 < 10−2). Red dashed line demarcates an odds ratio of one, with no change in probability of
rating a comment (which served as the null hypothesis). Identity groups are listed in descending order of sample size.

level, in contrast to the term from the prior section, which modeled at the annotator level. It can be interpreted as an
adjustment to the odds ratio when an annotator of identity group 𝑙 rates a comment targeting identity group𝑚 (in
contrast to the single annotator 𝑗 ). It quantifies group-level trends for a variety of identity groups, simultaneously.

We obtained 55,603 samples within the hate speech corpus that targeted on that basis of any racial identity, including
white, Black, Latinx, Asian, Middle Eastern, Native American, Pacific Islander, or some Other identity group. Then, we
fit an IRT model to this dataset that incorporated a group-level interaction term. The racial identity groups we used for
the annotators matched those of the target identities. Thus, the interaction term was composed of 8 × 8 = 64 parameter
estimates, each of which can be evaluated with a 𝑡-test. We focused in particular on the case where 𝑙 =𝑚, or when an
annotator rated comments targeting their own racial identity. We calculated the change in the odds ratio suggested by
these terms, i.e., {exp(`𝑙𝑚)}𝑙=𝑚 , to quantify group-level sensitivities.

We found that, in most cases, annotator groups exhibited an odds ratio greater than 1 (Fig. 4). This implies that
annotators generally demonstrate greater sensitivity toward comments that target their own racial identity. Several
self-interaction terms were statistically significant (with the null hypothesis denoting an odds ratio equal to 1), including
that of white annotators (𝑝 = 1 × 10−4), Black annotators (𝑝 = 7 × 10−4), Asian annotators (𝑝 = 2.2 × 10−2) and Middle
Eastern annotators (𝑝 = 2.1 × 10−2). The remaining self-interaction terms were not statistically significant, which may
be due in part to the limited number of samples available to these identity groups. Latinx annotators represented an
outlier among the annotator groups in that there were an abundance of samples, but their rating behavior was not
statistically significant, suggesting that Latinx annotators may exhibit diverse sensitivities in annotating comments
targeting their own racial identity. Lastly, the inclusion of the group-level interaction term in the model was found to
be highly significant (chi-squared goodness of fit: 𝑝 = 7.6 × 10−8).

We highlighted the self-interaction terms in Figure 4. However, we can examine the entire set of interaction term
coefficients to assess whether, at the group level, specific identity groups tend to rate comments targeting other racial
identities differently. While we found some significant relationships–e.g., Black and Latinx annotators are slightly less
sensitive to white-targeting comments (Appendix B: Fig. S4)–most interactions were not significant, with small effect
sizes. This may be due in part to the smaller sample sizes for cross-interaction terms.
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5 DISCUSSION

Identifying and quantifying the sources of algorithmic bias is necessary for mitigating their impacts in machine
learning algorithms. Understanding an increasingly prevalent source of algorithmic bias–the “bias” inherited by the
annotators’ labels–is a critical part of this process, particularly in tasks with greater subjectivity, such as hate speech
and disinformation classification. In this work, we we recast annotator bias as annotator identity sensitivity, and aimed to
quantify it in an existing hate speech corpus. Specifically, we leveraged multiple techniques from item response theory
to assess whether there existed a relationship between an annotator’s identity and their labels on social media comments
targeting various identity groups. We found that annotators tended to be more sensitive when rating comments targeting
groups that they identify with: that is, annotators were more likely to rate comments targeting a group they identify
with as possessing elements of hate speech. Our results demonstrate that annotator perspective, shaped partially by
their identity groups and lived experience, can influence dataset annotation, thereby having important implications for
the development of downstream machine learning algorithms.

Our approaches relied on a preprocessing step in which we determined sub-corpora targeting various identity
groups. As with the survey items, specification of the targeted identity group relied on labels provided by annotators. In
general, annotators expressed higher agreement on this task relative to the hate speech items. However, annotators still
expressed moderate disagreement (Krippendorff’s alphas ranging from 0.60− 0.75: Table S4). Just as we found annotator
sensitivity on the hate speech items varied with target identity, so may specification of targeted identity groups. Thus,
future work should more closely examine the disagreement expressed by annotators on specifying targeted identity
groups, and the degree to which it may correspond to annotator identity.

We discovered correspondences between the annotator identity and the target identity of the comment. However,
the identity of the comment’s author also plays an important role in shaping their rating of the comment. In particular,
members of particular identity groups may use specific vernacular or terminology that may be misunderstood by
annotators not within the identity group [60]. One example is reclaimed language, in which slurs or degrading phrases
are used by themembers of the targeted group in a positive or colloquial manner [10]. Annotators not identifyingwith the
target identity group may, for example, misinterpret usage of reclaimed language as hate speech. Generally, determining
the identity of the comment author is difficult since social media comments contain limited or no information about
the author. Some past work has probabilistically inferred the racial identity of comment authors [9, 13], though there
are both demonstrated biases [31] and ethical risks with race imputation [54]. More recent work has aimed to include
content authors within the annotation process to determine race [52].

We evaluated annotator identity sensitivity in constrained settings, where we only considered a single racial identity
at a time: e.g., Black or white annotators rating Black- or white-targeting speech. However, annotators are not defined
solely by their racial identity [12]. Multiple identities–race, gender, sexuality, religion, political affiliation, and others–
can intersect to influence how an annotator assigns labels in a corpus, with notable impacts on trained classifiers
[11, 21, 33]. At the same time, social media comments can target multiple identity groups (e.g., Fig. 1a’s comment targets
a Black woman) and multiple targets within an identity group (e.g., a comment can target multiple racial identities).
If a comment targets multiple identity groups, an annotator’s rating may synthesize the treatment of all groups, or
correspond to some subset. Bringing an intersectional lens to the analyses discussed in this work–for both the annotator
identities and target identities–is necessary to more accurately characterize annotator sensitivity. This entails both
reexamining the differential rater functioning quantities across intersecting identities as well as improving surveys
to allow annotators to better characterize their reasoning for assigning ratings when multiple identities are at play.
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Measurement evaluation methods designed for complex, intersectional subgroups, such as Rasch trees [65] and latent
class analysis [57], should be explored in future work.

Our approach relied heavily on an abundance of annotator information available in the hate speech corpus. However,
including annotator information is not commonly done in social computing datasets [23]. In order to facilitate future
analyses, datasets should include additional information beyond the data samples and labels, such as annotator
demographics, compensation rates, recruitment materials and language, selection procedure on the crowdsourcing
platform, training procedures, and quality assurance practices. These changes should be accompanied by continued
improvements in the labeling instruments: the survey items and accompanying responses. Improved survey design
(precise definitions within the survey items, clearer constructs, etc.) could serve to improve annotator ratings by
bringing clarity to how annotators should rate each data sample.

The methods we used in this work raise the possibility of initiating annotator interventions, which have been utilized
in past work on hate speech labeling [60]. For example, in a operationalized setting where annotators continually
generate ratings, situations where annotators exhibit significantly different labeling patterns across identity groups
may warrant further qualitative examination to better understand why they occur. The second method we discussed–
annotator interaction terms–is most amenable to finding such annotators. Thus, if an annotator is deemed to exhibit a
significant lean toward an identity group, their labels can be studied to inform an intervention, if necessary. These
interventions are a critical component of improving annotation in an equitable manner, particularly to avoid the scenario
of bringing on annotators of a minoritized group to label comments targeting their own group, because of their increased
sensitivity. Our takeaway from these results is that the majority group (e.g., in the the main results, white annotators)
should undergo interventions as needed in order to achieve the sensitivities exhibited by the minoritized groups, since
the majority group lacks the lived experience and perspective that the minoritized group brings to the labeling task.
Such interventions could provide a more resilient and sustainable approach to improving content moderation.

Machine learning algorithms trained on labeled corpora are susceptible to inheriting identity-related sensitivities
exhibited by the annotators. In this context, traditional machine learning algorithms trained on the survey item labels
could learn the annotator identity sensitivities demonstrated in this work. Future work should assess the extent to
which traditional machine learning algorithms inherit the annotator identity sensitivities that labeled this hate speech
corpus. Approaches to quantify the sensitivities include using various fairness metrics previously used in the hate
speech literature [44, 60], as well as training models on various sub-corpora of annotator identities [3] (an approach that
is similar to separated measurements). If it is necessary to alleviate the impact of different annotator sensitivities, future
work could utilize approaches developing novel model architectures that are more closely integrated with item response
theory. For example, Kennedy et al. [32] utilize knowledge of the severity parameter in prediction, allowing the classifier
to appropriately weight labels provided by specific annotators. They additionally train models to predict hate speech
score (rather than, or in addition to, the survey items), which is disentangled from annotator influence. Future work
could extend these approaches to incorporate knowledge of the annotator identity sensitivity, via the differential rater
functioning metrics described in this work. In cases where a hate speech score is not available, reweighting schemes
could be utilized to more heavily weight annotations by less-represented annotator identity groups.

While we focused on analyzing a hate speech corpus in this work, the techniques we invoked can be applied more
generally. Specifically, quantifying annotator sensitivity is relevant for other constructs, such as toxicity (closely related
to hate speech), disinformation, sentiment analysis, and others [1, 2, 27]. The usage of our approach in these contexts
requires the development of new constructs, survey instruments to measure the constructs, and annotation of the
survey items on data samples. Taking these steps, while intensive, will result in richer, more informative datasets.
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A HATE SPEECH CONSTRUCT

We utilized a construct of hate speech developed by Kennedy et al. [32]. This construct reflects the authors’ conceptual-
ization of a hate speech spectrum, informed by qualitative assessment of a reference set of hate speech comments. We
reproduce the construct by Kennedy et al. for convenience in Table S1. The construct contains seven levels, spanning
the hate speech–counterspeech spectrum. Higher levels on the construct correspond to more hatefulness. Kennedy et
al. conceptualized the highest level as condoning genocide toward a target identity. “Bias” constitutes the lower end of
the construct (Level 1), which the authors conceptualized as having the lowest degree of hatefulness. The authors then
denoted a Level 0 as “Neutral Speech”. Comments exhibiting positive or supportive sentiment were also conceptualized
along the same hate speech construct, but on the opposite end of the spectrum (in this case, negative levels).

Level Summary Brief description Example from social media
5 Genocide Support for or intention of systematically

killing all or a large number of a protected
identity group

Every g**k in #LosAngeles should
be deported or killed.

4 Violence Threat or support of physical force or emo-
tional abuse intended to hurt or kill mem-
bers of a protected identity group

#whitepower...I’ll hang you n****r

3 Dehumanization Depriving a protected group of human-
like qualities, such as comparison to an
animal, insect, or disease

You’re all a bunch of human cock-
roaches is what you are... You
ch**ks...

2 Hostility Unfriendliness or opposition to a pro-
tected identity group, such as through
slurs, profanity, or insults

Learn the fucking language you
fucking useless immigrant.

1 Bias Inclination or preference against a pro-
tected identity group, including prejudice

@[NAME] They are arabs. Do you
need any other explanations?

0 Neutral Descriptive or other non-harmful refer-
ences to identity groups

Go get a job at Dick’s Sporting
Goods and try to work at being a
better person

-1 Counterspeech Response to hate speech that seeks to un-
dermine its impact and standing

No, the chances of a muslim shoot-
ing you in America is almost nil.
There are over 50K gun deaths ev-
ery year christian USA...

-2 Supportive Respectful, prideful, or other solidarity-
based messaging about a protected iden-
tity group(s)

I’m bi. And a good listener if you
need a friend

Table S1. Construct for hate speech–counterspeech spectrum. Increasing levels correspond to a higher degree of hatefulness.

In order to determine where on the hate speech spectrum a comment lies, survey items must be used to interrogate
the different levels of the construct. Kennedy et al. devised a set of nine survey questions that aimed to assess the degree
of hatefulness expressed by a comment. These survey items are reproduced in Table S2. The authors supplemented
these items with an additional question that directly asked for a hate speech classification. Annotator responses to
these survey items across a wide range of social media comments could then be passed into an item response theory
model to directly quantify the hate speech spectrum implied by Table S1.
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Item name Prompt Response options
Sentiment How would you describe the sentiment of this

comment?
Strongly negative, somewhat negative, neutral,
somewhat positive, strongly positive

Respect Is this comment respectful towards the group(s)
you previously identified?

Strongly disrespectful, disrespectful, neutral,
respectful, strongly respectful

Insult Do you agree or disagree with the following
statement: This comment is insulting towards
the group(s) you previously identified.

Strongly disagree, disagree, neither disagree
nor agree, agree, strongly agree

Humiliate Do you agree or disagree with the following
statement: This comment is humiliating to-
wards the group(s) you previously identified.

Strongly disagree, disagree, neither disagree
nor agree, agree, strongly agree

Status This comment states that the group(s) you pre-
viously identified is:

Strongly inferior, inferior, neither superior nor
inferior, superior, strongly superior

Dehumanize Do you agree or disagree with the following
statement: This comment dehumanizes the
group(s) you previously identified (e.g., by com-
paring them to an animal).

Strongly disagree, disagree, neither disagree
nor agree, agree, strongly agree

Violence Do you agree or disagree with the following
statement: This comment calls for using vio-
lence against the group(s) you previously iden-
tified.

Strongly disagree, disagree, neither disagree
nor agree, agree, strongly agree

Genocide Do you agree or disagree with the following
statement: This comment calls for the deliber-
ate killing of a large group of people from the
group(s) you previously identified.

Strongly disagree, disagree, neither disagree
nor agree, agree, strongly agree

Attack-Defend Is the comment attacking or defending the
group(s) you previously identified?

Strongly defending, defending, neither defend-
ing nor attacking, attacking, strongly attacking

Hate speech Does this comment contain hate speech, de-
fined as “bias-motivated, hostile and malicious
language targeted at a person/group because of
their actual or perceived innate characteristics,
especially when the group is unnecessarily la-
beled?

Yes, no, unclear

Table S2. Survey items used to interrogate hate speech construct
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B EXTENDED RESULTS

In this section, we include additional figures supporting the main text.

Annotator
Group Sentiment Respect Insult Status Dehumanization Physical

Violence Genocide Attack
Defend

Hate
Speech

Black
Annotators 0.403 0.421 0.364 0.406 0.372 0.711 0.694 0.374 0.646

White
Annotators 0.438 0.498 0.391 0.309 0.366 0.662 0.642 0.381 0.686

All
Annotators 0.381 0.378 0.355 0.436 0.371 0.629 0.656 0.348 0.537

Table S3. Krippendorff’s alpha calculated on each survey item (columns) for different subsets of annotators (rows): Black annotators,
white annotators, and all annotators. These values were calculated on comments that target either Black or white identity.

Target Identity
Group Krippendorff’s Alpha

Age 0.341
Disability 0.744
Gender 0.712

National Origin 0.570
Race 0.672

Religion 0.797
Sexual Orientation 0.718

Table S4. Krippendorff’s alpha calculated on the annotator labels identifying the targets of each comment. Agreement values are
calculated across all comments, indicating whether the degree to which annotators indicated similar binary assignment of target
identity groups to each comment.
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Fig. S1. Annotator identity can corresponds to their lean toward Women- or Men- targeting comments. The 𝑥-axis captures
several different identity groups, including (i) Gender: Men (M) vs. Women; (ii) Sexual Orientation: Straight (S) vs.Queer (Q) annotators;
(iii) Religion: Christians (C) vs. Atheist and non-religious annotators (NR); (iv) Education: annotators with High School (HS), College
(C), or Graduate (G) education (v) Income: Low-income (L), Middle-income (M), and High-income (H); and (vi) Ideology: Liberal (L)
vs. Independent (I) vs. Conservative (C) annotators; and (vii) Race: Black (B) vs. white (W) annotators. Identity groups are sorted
by increasing p-value. a. The distribution of annotator leans, equal to the difference in severities obtained from sub-corpora of
Women-targeting comments and Men-targeting comments. A positive annotator lean implies that the annotator is more likely to rate
Women-targeting speech as exhibiting elements of hate speech. Significance markers denote Kruskal test of medians (∗ ∗ ∗: 𝑝 < 10−3;
∗∗: 𝑝 < 10−2). b. The change in odds ratio of rating a comment that targets female identity vs. male identity. Higher values indicate a
higher likelihood of rating Women-targeting speech as hateful. Error bars denote 95% confidence intervals on the median odds ratio.
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Fig. S2. Annotator identity can corresponds to their lean toward liberal- or conservative- targeting comments. The 𝑥-axis
captures several different identity groups, including (i) Ideology: Liberal (L) vs. Independent (I) vs. Conservative (C) annotators; (ii)
Sexual Orientation: Straight (S) vs. Queer (Q) annotators; (iii) Religion: Christians (C) vs. Atheist and non-religious annotators (NR);
(iv) Gender: Men (M) vs. Women; (v) Race: Black (B) vs. white (W) annotators; (vi) Education: annotators with High School (HS),
College (C), or Graduate (G) education; and (vii) Income: Low-income (L), Middle-income (M), and High-income (H). Identity groups
are sorted by increasing p-value. a. The distribution of annotator leans, equal to the difference in severities obtained from sub-corpora
of liberal-targeting comments and conservative-targeting comments. A positive annotator lean implies that the annotator is more
likely to rate liberal-targeting speech as exhibiting elements of hate speech. Significance markers denote Kruskal test of medians
(∗ ∗ ∗: 𝑝 < 10−3; ∗∗: 𝑝 < 10−2). b. The change in odds ratio of rating a comment that targets liberal identity vs. conservative identity.
Higher values indicate a higher likelihood of rating liberal-targeting speech as hateful. Error bars denote 95% confidence intervals on
the median odds ratio.
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Fig. S3. Correlations amongst annotator identity groups. The Spearman correlation between several different annotator identity
groups, taken across annotators in the hate speech corpus.
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Fig. S4. Group-level interaction terms for racial identity. Each shaded square denotes a single parameter estimate within the
8× 8 set of interaction terms. The 𝑥-axis denotes the annotator race, while the 𝑦-axis denotes the target race. Squares are color-coded
according to the change in the odds ratio. Higher values (black) indicate a greater sensitivity exhibited by annotators of a racial
identity rating comments targeting another racial identity. An odds ratio lower than one (red) implies a reduction in sensitivity for
that particular pairing. Significance markers denote 𝑝-values (∗: 𝑝 < 10−1; ∗∗: 𝑝 < 10−2; ∗ ∗ ∗: 𝑝 < 10−3.)
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Fig. S5. Distinct IRT approaches result in similar quantification of annotator sensitivity. The relationship between annotator
lean (calculated from separated measurements) and interaction difference (calculated from annotator interaction terms). Hexbins are
shaded according to the number of annotators, on a log-scale.
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