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Energy consumption is a primary concern of current day computing systems –

from handheld battery operated systems to servers in data centers connected to

wall power. Research in academia as well as industry has focused on a variety

of techniques for minimizing energy consumption while maintaining a good level

of performance. The most effective techniques combine the best of static (or of-

fline) and dynamic (or online/runtime) optimizations to obtain the best solution.

Static optimizations can be more complex and can afford to take a global view

of the application/computation being executed on the system – however, such

optimizations have to be conservative in nature because they cannot anticipate

all the different scenarios that can appear at runtime. Dynamic optimizations

have more information about the application/computation for the given input –

however, since such optimizations have to have low overhead, they can afford to

have only a local view of the computation/ application and the complexity of the

optimization has to be relatively low. An additional direction that needs to be

considered is to determine whether dynamic optimizations should be implemented

in software or hardware. In this thesis, I present a study of three aspects of energy

efficient computing that use a combination of static and dynamic optimizations

to minimize energy consumption. The first aspect is to consider variability in the
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execution time of applications during scheduling for dynamic voltage frequency

scaling (DVFS) capable systems to minimize energy consumption and yet main-

tain a desired level of performance. The main idea is to construct a schedule table

offline and perform a simple table look-up at runtime. The second aspect is to

consider application-level reliability for applications that can tolerate certain error

in the outputs. I present the study of a profile-guided offline compilation strategy

to identify critical instructions and a monitoring technique in software to handle

corner cases at runtime. Finally, the third aspect of energy efficient computing I

investigate is flexibility – customizing the instruction sets of processors to improve

energy efficiency. I study the benefits of compiler directed optimizations for gener-

ating custom instructions which are executed within a modified processor pipeline

and an architecture mechanism for detecting corner cases and to roll-back to a

safe state. Additionally, I investigate the benefits of customizing the instruction

set dynamically in hardware.
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CHAPTER 1

Introduction

Energy consumption is a primary concern of current day computing systems –

from handheld battery operated systems to servers in data centers connected to

wall power. The most effective techniques combine the best of static (or offline)

and dynamic (or online/runtime) optimizations to obtain the best solution. Static

optimizations by nature can be more complex and can afford to take a global view

of the application/computation being executed on the system – however, such

optimizations have to be conservative in nature because they cannot anticipate

all the different scenarios that can appear at runtime. Dynamic optimizations

have more information about the application/computation for the given input

– however, since such optimizations have to have low overhead, they can afford

to have only a local view of the computation/application and the complexity

of the optimization has to be relatively low. A relatively well-known example

is the optimization for exploiting memory locality – compilers may be able to

reorder loops for better locality; however, they cannot anticipate exactly which

data should be kept in on-chip caches. This where a dynamic and relatively simple

block replacement policy such as LRU (least recently used) comes in.

In this thesis, I will investigate three aspects of energy efficient computing that

exploit static and dynamic optimizations.
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1.1 Energy efficient multiprocessor task scheduling under

input-dependent variation

Modern processors are capable of switching their voltage/frequency at runtime to

reduce dynamic energy consumption (DVFS). The goal is to provide an acceptable

level of performance for applications while minimizing energy consumption. I

describe a scheduling heuristic for exploiting dynamic variation in execution time

of sub-tasks of an application to further reduce energy while still meeting the

required performance which consists of an offline convex optimization algorithm

and a simple greedy online algorithm.

1.2 Assuring application-level correctness in programs

As transistor sizes get smaller, the probability of a failure leading to erroneous

computation increases. In this section, we target applications with “elastic” out-

puts – meaning that outputs with a certain amount of error can be tolerated.

The goal is to provide an acceptable output solution with minimum overhead –

both in terms of energy and performance. We present a profile-guided compilation

strategy to identify critical instructions – instructions which can severely affect

the quality of the output if erroneous – and a runtime monitoring technique to

identify corner cases which the compiler could not anticipate.

1.3 Architecture support for custom instructions with mem-

ory operations

Accelerators are in general more energy-efficient when compared to conventional

processors (running software). In this study, we propose an architecture for fine-

grained integration of accelerators into the processor pipeline allowing the ac-
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celerators to share the processor’s resources. A compilation framework is also

developed enable programs to exploit fine-grained accelerators. We show that

such an approach with the compilation framework and architecture working to-

gether can produce more energy efficient solutions than when these techniques are

applied in isolation.

1.4 Architecture support for dynamic instruction set cus-

tomization

Offline instruction set customization has some limitations: (1) Large space require-

ments for storing the configuration bits for all custom instructions. (2) Inability

use custom functional units in legacy binaries and precompiled library code. An

architecture framework is developed to dynamically determine ‘hotspots’ in the

program and insert custom instructions into the instruction stream. These cus-

tom instructions are executed on a reconfigurable functional unit with a very low

overhead of reconfiguration.
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CHAPTER 2

Energy Efficient Multiprocessor Task Scheduling

under Input-dependent Variation

2.1 Introduction

Energy consumption is an important issue in designing battery operated embedded

systems. The goal of designers is to create a system which consumes minimal

energy and satisfies performance constraints at the same time. Multi-core chips

are becoming increasingly popular for embedded systems. Examples include the

ARM Cortex A-9 MPCore [2] and the MIPS 1074K [8]. One of the most effective

design techniques for minimizing energy consumption of processors is dynamic

voltage frequency scaling (DVFS), in which processor frequency and voltage can

be adjusted depending on the workload of the processor. A primary problem of

interest has been to minimize the energy consumption of an application running

on a system subject to performance constraints. A variety of algorithms have been

proposed to tackle the energy efficient scheduling and mapping of applications to

a multi-core system subject to performance constraints – we examine the major

classes of algorithms proposed in this area.

2.1.1 Workload agnostic techniques

Techniques such as those described in [54], do not assume any knowledge about

the computation time of input tasks beforehand. Such techniques use simple,

online algorithms to estimate computation workload in the next time-step based
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on the workload in recent as well as the global history. Based on this estimation

and the list of tasks that are ready to be processed, scheduling and task mapping

is done. Power-reduction techniques are applied if the estimated workload can

be completed subject to timing constraints. These techniques are pre-dominantly

used in OS schedulers.

2.1.2 Workload aware techniques

Techniques that fall into this category typically assume knowledge of the appli-

cation – the most common assumption is that the worst-case execution time and

power consumption of each application or sub-task are known beforehand. The

performance constraint specified is the maximum execution time of the applica-

tion.

2.1.2.1 Theoretical results

The problem of scheduling a given set of tasks onto multiple processors to minimize

an arbitrary cost function subject to latency constraint and resource constraints

is NP-Hard [102]. In our case, the cost function is power. A 2-approximation

[102] is given for the case in which all tasks are independent. For the case where

precedence constraints exist among tasks, a O(nlogm) approximation scheme is

provided in [59] ere m is the number of processors available. If we drop the

resource constraint and consider the problem where all processors are identical,

with each processor capable of functioning at k discrete voltages {V1, V2, ......, Vk},

the problem of minimizing power consumption subject to latency constraint is

still NP-Hard. A simple reduction from 0-1 Knapsack problem proves this. If we

further drop the constraint that only a few discrete voltage levels are available

and assume that every processor can switch dynamically to any voltage, then the

problem of minimizing power can be solved in polynomial time [56]. In [56], the
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problem of assigning the optimal voltages to each task is reduced to optimally

assigning slack to each task. The solution is based on the assumption that in the

optimal solution the lengths of all paths from a node to a primary output are the

same. Based on this assumption, a LP is formulated, the dual of which is shown to

be identical to a network flow problem. A heuristic is proposed in [43] which uses

the LP solution to guide an iterative technique which assigns discrete voltages to

each task. If the processor can be only be run at discrete voltages/frequencies,

but is allowed to switch voltage/frequency in the midst of executing a task, then

the scheduling problem can be solved optimally. The authors in [66] prove that

at most one voltage switch in the middle of a task is sufficient to guarantee the

optimal solution. The basic idea is to generate a solution similar to [56], determine

the two discrete processor voltages between which the voltage for each task falls

(as per the solution) and split the execution time of the task between the two

processor voltage levels.

2.1.2.2 Heuristic techniques

List scheduling [58] is a popular technique for resource constrained scheduling. In

[60], the authors extend list scheduling to take into account energy consumption.

The priority function to guide the list scheduling algorithm is a weighted average

of the energy saving of the current task and the amount of time available for

the successor tasks lying in the critical path of the application.The technique is

iterative in nature where initial weight assigned to energy savings is higher and

gradually decreased to ensure that the performance constraint is satisfied. Force

directed scheduling [89] is another general scheduling heuristic – the authors in

[91] modify the force function to reflect the energy consumed by the system.
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2.1.3 Exploiting variation in execution time

The techniques described in the previous section assume that the execution time of

each sub-task of the application is always the worst-case execution time – they do

not exploit variation in the execution time of the application (because of variation

in the inputs). In this section, we describe techniques which exploit this variation

to further reduce energy consumption.

2.1.4 Uni-processor Systems

The work in [61][72][118][117][14] models the execution time of a task as a random

variable and minimizes expected energy consumption on a single processor system.

A heuristic is provided in [61] for obtaining a low-energy schedule. In [72][118],

exact solutions are provided using convex optimization techniques; however, many

of their assumptions, such as the ability to change the voltage to any arbitrary

value at any point during the execution of a task, are not valid for practical

systems. Many of these issues are addressed in [117] for uni-processor systems.

In [14], a mathematical formulation is presented to optimize the expected energy

consumption (both dynamic and leakage) by using DVFS and Adaptive Body

Biasing (ABB). However, a simple extension of the proposed method for multi-

processor systems leads to an exponential increase in complexity.

2.1.5 Multiprocessor Systems

Dynamic slack reclamation based techniques: In [122][24], the authors propose

techniques by which the dynamic slack is distributed among the remaining tasks.

While the work in [24] does not consider precedence constraints among tasks, a list

scheduling heuristic is used in [122] for tasks with precedence constraints. Such

online techniques are constrained to be relatively simple and fast.
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2.1.5.1 Schedule Table based

The idea of using heuristic to build a schedule table at design time was proposed

in [115][101] for scheduling and voltage assignment for conditional task graphs

(CTG). However, the proposed techniques are restricted to CTGs.

2.1.5.2 Expected energy minimization

A highly complex, non-linear integer programming based method is proposed in

[78] for task mapping and scheduling in multiprocessor systems. In [116], the

authors attempt to balance the expected energy consumption across processors

by partitioning a set of independent tasks. In [93], a dynamic programming based

method is used to minimize expected energy consumption. However, the proposed

method is exponential in complexity for multiprocessor systems. The primary

contributions of this paper can be stated as follows.

• We propose a mathematical programming formulation based technique for

scheduling tasks on DVFS capable multiprocessor systems, which takes into

account input-dependent variation in execution time of tasks to reduce av-

erage energy consumption subject to a specified latency constraint. Our

technique is capable of handling precedence constraints among tasks.

• Our technique runs in polynomial time for multiprocessor systems; the solu-

tion is optimal for tree like task graphs. This is achieved by a novel pruning

method during the formulation phase that avoids the exponential enumera-

tion done in [14] [93].

• Our algorithm constructs a schedule table at design time to provide multiple

scheduling options for each task. While complex algorithms can be used to

build the schedule table at design time, the only extra processing that a

system needs to perform at run-time is a table look-up.
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The rest of the chapter is organized as follows: section 2.2 describes our task

graph and processor models. Section 2.2.3 provides the problem statement. In

section 2.3, our formulation is presented by which variation in execution-time can

be exploited; Experiments performed on randomly generated task-graphs as well

as real-world applications are described in section 2.5.

2.2 Preliminaries and problem statement

2.2.1 Processor Model

We assume that the number of processors is restricted to be no more than a

certain number P and that the voltage of every processor in the system can be set

independently to any value within a given range [Vlower, Vupper] at run-time. The

overhead for switching between voltages is assumed to be negligible compared to

the execution time of individual tasks. To model the relation between energy,

voltage and clock frequency, we use well known equations for CMOS logic [81]:

f = C1
(V − Vth)α

V
(2.1)

E = C2WV 2 (2.2)

where f is the clock frequency, V is the supply voltage, W is the number of cycles

taken by a task (or the workload). C1 and C2are constants. α is a constant

between 1 and 2. In this paper, we approximate the frequency to be a linear

function of supply voltage [62][30]. Thus, we can see that energy can be modeled

as a non-increasing convex function of the clock period as shown in Equation

2.2. From this point onwards in the paper, we model the energy consumption

as a function of clock period cp, instead of the clock frequency. Our method is

applicable to any convex, non-increasing function of clock period.

E = C3Wf 2 =
C3W

(cp)2
(2.3)
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2.2.2 Application Model

We assume that an application is represented as a directed acyclic graph (DAG)

G(V,E) called the task graph. Each node v ∈ V represents a task that has to

be executed on a single processor without preemption. Moreover, every task is

restricted to run at a single voltage. A directed edge (u → v) ∈ E represents

a precedence constraint between the tasks represented by nodes u and v. Each

precedence constraint is also associated with a certain communication delay be-

tween the two tasks. In our model, we assume that the execution time of the

source task (of an edge) includes the time for communication of data from the

predecessor to the successor. A latency constraint on G is a timing constraint

which specifies the allotted time L within which the execution of G should be

completed. We assume that G will be re-executed every L time units. We now

define a set of parameters associated with each task v:

• WorkLoad(v, I) of a task v is defined as the number of clock cycles taken

by v to complete execution. Note that the workload is not the execution

time because the execution time for a fixed workload varies with the clock

frequency. Also, the WorkLoad depends on input I.

• WCW (v) (Worst-Case Workload) of a task v is defined as the maximum

workload of the task v.

Motivating example: Consider the task graph G shown in Figure 1. All

four tasks are assumed to be identical and the W − V ector for the tasks is

shown in Figure 1. The worst-case workload, WCW (v), is assumed to be

100 cycles for all the tasks. The probability that the workload of a task is

no greater than 75 cycles is 0.7 and that the workload is between 75 and

100 cycles is 0.3. Suppose we are given a latency constraint of 450ns for this

example on a 2 processor system P1 and P2. Using the model described in

section 2.2, we can determine that when all the tasks run for 75 cycles, the

10



Table 2.1: Sample schedule table

Task Entry 1 Entry 2 Entry 3

v1 < 0, 1.5, 0 > - -

v2 < 75, 1.68, 112.5 > < 100, 1.5, 150 > -

v3 < 75, 1.68, 112.5 > < 100, 1.5, 150 > -

v4 < 150, 2.1, 238.5 > < 175, 1.69, 280.5 > < 200, 1.5, 300 >

worst-case scheduling produces a solution which consumes 44% more energy

than the optimal solution.

• Start Cycles Elapsed (SCE(v)) for a task v is the number of clock cycles

elapsed when all predecessors of v have completed. For tasks with only pri-

mary inputs, CE(v) is 0. For other tasks, SCE(v) = maxu SCE(u) +Workload(u)

where u ∈ predecessors(v).

• End Cycles Elapsed (ECE(v)) for a task v is the number of clock cycles

elapsed when v finishes. ECE(v) = SCE(v) + Workload(v).Also, note

SCE(v) = maxuECE(u) where u ∈ predecessors(v)

In the above example, if v1, v2 and v3 take 75 cycles each, SCE(v4) is 150

cycles and ECE(v4) is 225 cycles.

• A schedule table is a table that has for each task v, a vector of tuples

< scev, i, cpv, i, sv, i > where (scev,1, scev,2, ...scev,K) is the list of possible

values of SCE(v) sorted in increasing order, cpv,i is the clock period at which

the task v is run and sv,i is the start time of v when the value of SCE(v) is

cev,i. Continuing to use our example in Figure 1, we show a sample schedule

table in Table 2.1 when the latency constraint is set to 450ns. Suppose

at run-time, CE(v4) is computed to be 175 cycles, then the schedule table

matches this value to the entry ¡175, 1.69, 280.5¿ (Row 3, Column 2 in Table

2.1). Thus, the task v4 is scheduled to start at time 280.5ns and run with a
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clock period of 1.69 ns. This implies that task v4 will complete at most by

time 450ns because the worst case workload of v4 is 100 cycles.

2.2.3 Problem Statement

At run-time, each task u propagates the value of ECE(u) to its successors. Every

task v computes the value of SCE(v) and performs a table look-up to determine

the start time of v and the clock period to use. This immediately implies that con-

sidering different values of SCE(v) provides us with a way of exploiting workload

variation to generate different scheduling solutions and clock period assignments

for task v (seen in Table 2.1). With this in mind, we formally state the problem:

Given a task-graph G(V,E), the WorkLoad distribution associated with each task

v, and a latency constraint L, the goal of the scheduling algorithm is to construct

a schedule table T such that the average energy consumption is minimized and the

latency and precedence constraints are satisfied for any combination of workloads

of the tasks of G.

2.3 VAR-TB – Variation-aware Time Budgeting

Our algorithm is divided into two phases – the first phase assigns tasks to proces-

sors and the second phase determines the start time and voltage assignment for

each task.

2.3.1 Task assignment heuristic

The problem of resource-constrained energy minimization subject to latency con-

straints has been proved to be NP-Hard [24]. We use a priority based heuristic to

assign the tasks to a set of P processors. The highest priority task is scheduled to

run on the first processor that is ready to accept a new task. In our experiments,
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we use the difference between the ALAP and ASAP time to decide the task pri-

orities. These times are computed by assuming that all processors run at their

highest frequency and all tasks run at their worst-case. After a task is assigned,

the ASAP and ALAP times for the remaining tasks are re-computed. We insert

pseudo edges between consecutive tasks running on the same processor to enforce

the resource constraints during the scheduling step.

2.3.2 Task scheduling and voltage assignment

We present the mathematical formulation for the scheduling and voltage assign-

ment problem. We first present the variable organization in our formulation. We

contrast our approach with two existing works and explain how our formulation

avoids enumeration of a large number of task workloads. In section 2.4.2, we prove

why our approach can run in polynomial time and yet provide optimal solutions

for certain kinds of task graphs.

2.3.3 Mathematical formulation of VAR-TB

In [67], the authors provide a mathematical formulation for the integer time-

budgeting problem. However, they do not consider variation in workloads of the

tasks. Based on the formulation in [67], we propose a novel method to handle vari-

ations in workloads. For each task v, we introduce a number of start time variables

and clock period variables. With every value of SCE(v) (given by scev,i), we as-

sociate a start time variable sv,i and clock period variable cpv,i. Every predecessor

u of v also has a set of finish time variables. Each finish time variable - fu,j is

associated with a value of ECE(u) (given by eceu,j). Based on these variables,

our formulation consists of the following constraints:

sv,i ≥ 0 (2.4)
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sv,i +Workloadk(v)cpv,i ≤ fv,l ⇐⇒ scev,i +Workloadk(v) ≤ ecev,l (2.5)

sv,i ≥ fu,j ⇐⇒ eceu,j ≤ scev,i (2.6)

cplower ≤ cpv,i ≤ cpupper (2.7)

fZv,l ≤ L∀v, l (2.8)

The first constraint imposes non-negativity on the start time variables. Con-

straint 2.8 imposes latency constraint on the finish times of each task. The second

constraint ensures that the finish time is greater than the sum of start time and

execution time (expressed as a product of workload and clock period). Constraint

2.5 is repeated for every value of WorkLoad(v). The third constraint imposes

precedence between u and v. Constraint 2.7 imposes bounds on the clock period

variable. Note that the only variables in the above problem are the start times,

finish times and clock periods. We explain precedence constraints (Constraint 2.6)

with the example from Figure 1. Task v1 can complete after 75 cycles (ecev1,1)

or 100 cycles (ecev1,2). Thus, task v1 has 2 finish time variables – f1,1 and f1,2

associated with 75 and 100 cycles respectively. Task v2 can start after 75 cycles

(scev2,1) or 100 cycles (scev2,2). Hence, v2 has 2 start time variables – s2,1 and s2,2.

The precedence constraints are given by:

s2,1 ≥ f1,1 (2.9)

s2,2 ≥ f1,2 (2.10)

Note that no constraints exist between s2,1 and f1,2 because task v2 starts at

time s2,1 only when task v1 has completed within 75 cycles which ensures that
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task v1 would have completed by time f1,1. When v1 runs at the worst case (100

cycles), it will complete by f1,2 and v2 will start at time s2,2. This ensures that the

precedence constraints are always satisfied. For task v2, s2,2 is the worst-case start

time. If v1 completes by 75 cycles, v2 can start at time s2,1 (which could be less

than s2,2), thus allowing our method to exploit variation in WorkLoad(v1). Such

precedence relationships are exactly captured by constraint 2.6 which states that

a particular start time (sv,i) should be greater than a finish time of predecessor u

(fu,j) if and only if the corresponding values of scev,i and eceu,j satisfy the relation

– eceu,j ≤ scev,i.

We return to our example from Figure 1 to explain Constraint 2. Constraint 2

enforces a relationship between the start time, execution time and finish time of

a task v. As explained previously, task v2 has two values of SCE(v2) - 75 cycles

(scev2,1) or 100 cycles (scev2,2). Task v2 can have two values of WorkLoad – 75

and 100 cycles. Thus, ECE(v2) can have 3 values – 150, 175 and 200, each of

which is associated with the finish time variables f2,1, f2,2 and f2,3 respectively.

Consider the case when SCE(v2) is 75 cycles (scev2,1) and WorkLoad(v2) is 100

cycles. We observe that ECE(v2) is 175, the start time of v2 is given by s2,1 (see

previous paragraph), the finish time for v2 is f2,2 and the clock period variable

is given by cp2,1 (because SCE(v2) is sce2,1). Hence, we impose the following

constraint: s2,1 + 75cp2,1 ≤ f2,2.

Such a relationship is captured by constraint 2.5 which states that the sum of a

start time (sv,i) and execution time (WorkLoadk(v)∗cpv,i) should be less than the

finish time (fv,l) if and only if the sum of associated value of SCE(v) (scev,i) and

WorkLoadk(v) is less than or equal to the associated value of ECE(v, l) (ecev,l).

We make the following observations about our method:

• Feasible schedule: The proposed constraints are safe because for a task v, for

every value of SCE(v), there always exists a start time that is greater than
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the finish time of its predecessors and satisfies latency constraint (assuming

a feasible schedule exists).

• Exploits variation in workload of tasks.

• Avoids enumeration of combination of workloads of all tasks: Note that

in our method, the only variables that are considered while specifying the

precedence constraints are the start times of the task v and the finish time

variables associated with its predecessors. The approaches in [14][93] begin

by fixing a start time for each task with multiple predecessors. The opti-

mization pass is executed following which the start time of one of the tasks

is changed. The methods terminate when all possible combinations of start

times have been enumerated. As an example, consider a task graph with

10 tasks, each of which can have 4 different start times. The methods in

[14][93] will require 410 optimization passes each involving approximately 10

variables and m constraints (where m is the number of edges). Our method

on the other hand requires a single optimization pass with approximately

40 variables and 16m constraints (section 2.4.2). Note that the approaches

in [14][93] work well for single processor systems because the task graph is

restricted to a chain and the start time of only a single task needs to be fixed

for each optimization phase. However, for multiprocessor systems, this is

not true.

2.3.3.1 Objective Function

The objective function represents the average energy consumption and is given by

equation 2.11. probv,i,n is the probability that the value of SCE(v) is scev,i and

WorkLoad(v) is WorkLoadn(v), cpv,i is the clock period for task v when SCE(v)
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Figure 2.1: Fixing SCE values

is ecev,i and Cv is a constant for a given task.

∑
v∈V

K∑
i=1

M∑
n=1

Cv ∗ probv,i,n ∗Workloadn(v)

cpv,i2
(2.11)

We observe that the only variable in the objective function is the clock period

cpv,i. Also, the objective function is convex separable and non-increasing. The

probability information is obtained by profiling the application.

2.4 Improving the scheduling algorithm

2.4.1 Restricting the number of SCE(v) entries per task

The number of values of distinct SCE(v) can be very large even for small task

graphs. To avoid this, we limit the number of values of SCE(v) per task to be

less than a constant K. In our approach, we select the K values so that the area

under the probability distribution curve for SCE(v) is split into K equal regions

as shown in Figure 2.1.
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2.4.2 Time complexity

Since the number of values of SCE(v) per task is always less than a constant

K, we ensure that the number of variables associated with each task is no more

than O(K) and the number of constraints associated with each precedence edge

(Constraint 2.6) is no more than O(K2). Thus, the number of variables is linear

with respect to the number of tasks (O(K ∗ n)) and the number of constraints is

linear with respect to the number of edges (O(K2 ∗m)).

Lemma: Since all the constraints are linear and the objective function is sep-

arable convex, algorithm VAR-TB produces a schedule table to minimize average

energy consumption subject to latency and precedence constraints in polynomial

time [67]. The proof for the lemma follows from the fact that a minimization

problem with a convex objective function and linear constraints can be optimally

solved in polynomial time.

We state a theorem which proves why our method of associating start (finish)

time variables with cycles elapsed is optimal for certain kinds of task graphs. The

main assumption is that dynamic energy is a convex, non-increasing function of

clock period.

THEOREM : Given a chain of tasks (T1, ..., Ti) to be executed sequentially and

a latency constraint L, the value of the optimal energy consumption for a single

run is dependent only on the total number of cycles consumed during the run and

independent of the distribution of cycles consumed by the individual tasks.

The proof for this theorem follows directly from the fact that a chain of tasks

can be viewed as a single task whose workload is the sum of the cycles of all the

tasks in a chain. The energy consumption depends only on the number of cycles

elapsed.

From the above theorem, we observe that for a given task chain, in the optimal

configuration, the finish time of a task chain depends only on the cycles elapsed
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and not on the workloads of the individual tasks. This is identical to the way

we organize start (finish) time variables in our formulation. Such task chains are

very common in pipelined applications.

2.4.3 Online algorithm

We introduce a simple online phase which does greedy slack reclamation. When

a task starts, it consumes all dynamic slack available from its predecessors and

completes within its assigned finish time. Thus, the complexity of the online

algorithm is O(1). The idea is the schedule table provides a good scheduling

solution in the “global” sense while the greedy, online heuristic exploits slack in

a local manner.

2.4.4 Voltage switching overhead

Real processors incur an overhead both in terms of time and energy to make

a voltage (frequency) switch. We use the technique described in [14] to model

this overhead. In this technique, the overhead is proportional to the magnitude

of change of frequency switch. This can be expressed mathematically as shown

below.

tover = Clatency ∗ |cp2 − cp1| (2.12)

Eover = Cenergy ∗ |cp2 − cp1| (2.13)

Clatency and Cenergy are constants and a frequency switch is made from the

frequency corresponding to clock period cp1 to the frequency corresponding to cp2.

Note that under this model, the constraints are still linear. However, for many real

processors the switching overhead is a constant irrespective of the magnitude of the

frequency switch [29]. This breaks the continuous nature of our formulation (both

objective function and timing constraint) and cannot be currently incorporated

into our framework.
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2.4.5 Discrete voltages

Real processors operate only at a fixed set of discrete supply voltages (and fre-

quencies). If each task is required to run at a single voltage only, the problem of

minimizing energy consumption subject to latency constraints when the processor

can run at discrete supply voltages is NP-Hard [25]. For this case, we propose a

heuristic – for each clock period variable we round the value of the frequency to

the next higher frequency value. This creates some slack because all the tasks now

run faster. We then use a priority based approach to determine whether certain

tasks can be slowed. The priority of a task is given by the energy savings that

can be achieved if the frequency at which the task is to be executed is slowed

to the next available frequency subject to latency constraints. Tasks are sorted

in decreasing order and the highest priority task is slowed down. The process is

repeated till no tasks can be further slowed down.

However, if a processor is allowed to make a voltage switch while executing

a task, the authors in [66] propose a method by which the schedule to minimize

energy consumption can be obtained efficiently even when the processor can only

run at a discrete set of voltages. We briefly explain their approach in this section.

Suppose task v is scheduled to run at frequency fideal after VAR-TB completes

and

f1 ≤ fideal ≤ f2

where f1 and f2 are the frequencies that the processor can run at that are closest

to fideal. The authors in [66] prove that it is sufficient to run task v partly at f1

and partly at f2. Using this result, we formulate a second problem after VAR-TB

has completed. Let the number of cycles that task v runs at frequency f1 by given

by x1 and at f2 be x2. We modify the execution time and energy consumption for

task v as shown below.

x1 + x2 = Workload(v) (2.14)
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Table 2.2: Processor characteristics

Processor Single issue, 5 stage pipeline, FPU

Registers 64 (32-bit)

Technology 90nm

L1 cache 16K I and D caches – 4 way set-associative

L2 cache 1 MB L2 cache – 16 way set associative

Execution time = x1 ∗ cp1 + x2 ∗ cp2 (2.15)

Energy consumed = Cv ∗ (
x1
cp12

+
x2
cp22

) (2.16)

Here cp1 and cp2 are the clock periods associated with frequencies f1 and f2 and

x1 and x2 are the variables in the formulation. The remainder of the formulation is

the same as before. Note that the constraints are linear and the objective function

is convex. By solving this second formulation, for a task v we can determine the

number of cycles to run at each of the two possible frequencies. Although not

shown here, we also consider the overhead associated with the frequency switch

as described in section 2.4.4.

2.5 Experimental Results

We compare the results of our algorithm VAR-TB with a DVS algorithm which

considers the worst-case only (WC-DVS), a worst-case DVS algorithm which per-

forms dynamic slack reclamation [29] (WC-Reclaim), the method proposed in [93]

(DynOpt) and a hypothetical method that can accurately determine the workloads

of each task before hand and performs optimal scheduling (Oracle). WC-Reclaim

allocates dynamic slack proportional to worst-case WorkLoad(v).
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Figure 2.2: Energy savings over WC-DVS

2.5.1 Random task-graphs

We run our scheduling algorithm on several random task graphs generated from

TGFF [47] with a resource constraint of 4 processors. We add the probability dis-

tribution of the task workloads as task attributes in the TGFF description. We

obtain the probability distribution of SCE(v) every task by performing a number

of Monte-Carlo simulations (10,000 in our experiments). After the optimization

step, we use Monte-Carlo simulations to compute the energy consumption and de-

termine the average energy consumption. We compute the energy savings obtained

by each algorithm and plot the savings as a percentage of energy consumption of

the worst-case algorithm in Figure 2.2. The plot depicts the energy savings over

algorithm WC-DVS for different task graphs. As can be seen, the simple algo-

rithm WC-Reclaim performs much better than WC-DVS suggesting that the task

graphs have significant variation in workloads to exploit. Our algorithm VAR-

TB performs significantly better than algorithm WC-Reclaim; on an average the

solutions provided by VAR-TB are 20-25% better than algorithm WC-Reclaim.
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Figure 2.3: Varying the number of cores

Finally, we analyze the scheduling solution obtained by algorithm Oracle. As we

can see, VAR-TB performs well compared to Oracle with the maximum deviation

being 20% and the average deviation being 15%. Moreover, the quality of solu-

tions provided by VAR-TB does not degrade with increase in the number of tasks

in the task graph. Moreover, VAR-TB completes within 90 seconds for all task

graphs. In the experiments presented, the number of SCE(v) entries per task has

been set to 16.

We have not plotted the results of algorithm DynOpt. We discovered that

the pruning step for DynOpt proposed in [93] causes scheduling solutions that

are inferior locally but optimal globally to be discarded. Such local pruning tech-

niques cannot generate optimal solutions for scheduling problems. We found that

DynOpt performs worse than WC-Reclaim in some cases. Moreover, DynOpt and

[14] will require up to 520 optimization passes for the medium sized task graphs.

Next, we examine the effect of varying the number of SCE(v) entries per task.

The energy savings over WC-Reclaim are shown in Figure 2.3 for 4, 8, 12 and 16

entries per task. As we can see, our method of choosing the entries is effective –

having 4 entries per task leads to a energy loss of only about 5% over having 16

23



Figure 2.4: Varying the number of SCE values

entries per task. Finally, we examine the effect of varying the number of cores.

We perform experiments for 2, 4 and 8 cores with 8 SCE(v) entries per task. The

results are shown in Figure 2.4. Our technique performs appreciably in all cases.

The quality of the solution produced by our technique seems to improve when the

number of cores is increased from 2 to 4 and then stabilizes.

2.5.2 Real-world Benchmarks

We perform experiments on two real-world applications – MPEG-4 decoder and

Motion-JPEG (MJPEG) encoder. For these benchmarks, we apply dynamic slack

reclamation after every algorithm. We evaluate two different schemes – W-Aware

in which the workload of a task can be predicted from its input values and W-

Unaware where the workload of the task cannot be predicted from its input values.

Processor Architecture The processor cores in our experiments are modeled after

the Intel XScale processor has 7 voltage levels as given in [29]. All processors

share a 1 MB on-chip L2 cache through a common bus and implement a MESI

cache-coherence protocol. Table 2.2 lists the relevant parameters. We use SESC

[9] to simulate our multi-processor system and obtain profiling information (prob-
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Figure 2.5: Task graph for MPEG-4 decoder (a) single iteration (b) two itera-

tions

abilities and WorkLoad values).

For measuring dynamic energy consumption of on-chip components, we use

Wattch [22] (integrated with SESC). Energy values for read-write operations for

caches and SRAM-based array structures (TLB, ROB) are obtained from Cacti

[82] for 90nm technology. For other processor components (such as ALU, de-

coder etc), energy numbers are obtained from Wattch for 180nm technology and

scaling factors are applied as in [111]. Inter-processor communication is carried

out through blocking FIFOs that are similar to the Fast-Simplex Link (FSL) [96]

provided by Xilinx. We set the bandwidth of the FIFOs to be 300MB/s [96].

2.5.2.1 MPEG-4 decoder

A simplified task graph for the MPEG-4 decoder provided by Xilinx [100] is shown

in Figure 2.5(a). The main components of the decoder are the Parser (P), Copy-

Controller (CC), Inverse-DCT (IDCT), Motion Compensation (MC) and Texture
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Figure 2.6: Probability distribution of workload (a) Copy control (b) Motion

compensation

Update (TU). While IDCT does not show significant variation across different

runs, the P, CC, MC and TU modules exhibit significant variation (Figure 2.6).

By unrolling the loop for one macroblock and performing loop pipelining (Figure

2.5(b)), a parallel version of the decoder was implemented on a 7 processor system.

A performance requirement of 20 frames/second was imposed on the decoder

leading to a latency constraint of 500us per macroblock. We measure the energy

reduction that our algorithm provides over the WC-Reclaim algorithm. Moreover,

we measure how the quality of the solution is affected by the number of SCE(v)

values per task. The results are summarized in Figure 2.7. The two curves

represent the energy consumption of the schedule produced by the two schemes

– W-Aware (red curve) and W-Unaware (blue curve). From the plot, it is clear

that our algorithm can achieve significant savings over the WC-Reclaim – up to

40% for W-Aware and up to 22% for W-Unaware. What is interesting is the

fact that for modules such as IDCT and Motion-Compensation, the workload can

be predicted very accurately from its input values primarily because of a nested

if-else construct that depends on control signals that are inputs to the modules.
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Figure 2.7: Normalized energy consumption for W-Aware and W-Unaware

schemes for MPEG-4 decoder

2.5.2.2 MJPEG encoder

We apply our algorithm to the MJPEG encoder [45] for which the task graph is

shown in Figure 2.8(a). The encoder is constrained to process Minimum Coded

Units (MCU) of the incoming data stream in sequence. However, for processing

a single MCU, we implement a pipelined version of the encoder using a four

processor system where each task in Figure 2.8(a) is assigned to a processor. Of

the four tasks, only the Huffman encoding task shows significant variation (Figure

2.9). We perform loop unrolling to obtain the task graph in Figure 2.8(b), on

which we apply our We apply our algorithm to the MJPEG encoder [45] for

which the task graph is shown in Figure 2.8(a). The encoder is constrained to

process Minimum Coded Units (MCU) of the incoming data stream in sequence.

However, for processing a single MCU, we implement a pipelined version of the

encoder using a four processor system where each task in Figure 2.8(a) is assigned

to a processor. Of the four tasks, only the Huffman encoding task shows significant

variation (Figure 2.9). We perform loop unrolling to obtain the task graph in
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Figure 2.8: Task graph for MJPEG encoder (a) single iteration (b) unrolled

Figure 2.8(b), on which we apply our scheduling algorithm.

We compare the energy savings obtained from our algorithm against the WC-

Reclaim algorithm. As explained before, we consider two cases – W-Aware and

W-Unaware and vary the number of SCE(v) entries. We show the energy con-

sumption of the two schemes normalized to the energy consumption obtained by

the WC-Reclaim algorithm in Figure 2.10. For the W-Aware scheme (red curve),

we see that we can obtain up to 14% savings in energy whereas for the W-Unaware

scheme (blue curve), the maximum savings we obtain is 4%. The small savings is

because of the low variation seen in this benchmark.

2.6 Conclusions

We present a mathematical formulation which can exploit variation in workloads of

tasks in applications to provide a low-energy scheduling solution. Our algorithm is

capable of handling precedence constraints and multiple processors. We show that

the schedule table can be generated in polynomial time and is optimal for trees.
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Figure 2.9: Workload variation of Huffman encoding module

Figure 2.10: Normalized energy consumption for W-Aware and W-Unaware

schemes for MJPEG encoder
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Finally, our experiments show that significant energy savings can be obtained by

our scheduling algorithm over worst-case only scheduling algorithm.
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CHAPTER 3

Assuring Application-level Correctness Against

Soft Errors

3.1 Introduction

While the previous chapter dealt with energy efficient computing in the presence

of application-level variability, another important aspect of efficient computing is

application-level reliability. With decreasing transistor sizes and supply voltages,

CMOS devices face an increasingly higher probability of suffering from Single

Event Upsets (SEUs) [4]. In theory, to ensure correct execution of programs, every

operation needs to be duplicated and verified at runtime. However, the authors in

[76] observe that the notion of correctness in programs can be defined in multiple

ways. Quoting the authors from [76] – “traditionally, a program’s execution is

said to be correct only if its architectural state is numerically perfect on a cycle-

by-cycle basis. A similar (though slightly looser) notion of correctness requires a

program’s visible architectural state, i.e. its output state, to be numerically perfect.

In both cases, correctness requires precise numerical integrity at the architecture

level, which is a very strict requirement. We refer to the traditional notion of

correctness as architecture-level correctness. Such strict assumptions regarding

program output has led to conventional error detection and recovery techniques

(such as triple (or dual) modular hardware/software redundancy (TMR, DMR))

that suffer from large performance and energy overheads. In many applications,

even if execution is not 100% numerically correct, the program can still appear to
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execute correctly from the user’s perspective [76][120]. Although such numerically

faulty executions do not pass the test of architecture-level correctness, they may be

completely acceptable at the user or application level. We refer to such a notion of

correctness as application-level correctness. Good examples of such error tolerant

applications are programs from the multimedia domain, where a few bits errors in

an image or video stream may still be acceptable.”

However, even applications that exhibit a high degree of error tolerance contain

certain instructions (and program segments) that are required to be numerically

correct for the program output to be acceptable. Such instructions are called

application-level critical instructions, or critical instructions in short, in this pa-

per. For example, in a MPEG-4 decoder, the finite state machine module, that

determines control flow in the program is crucial for ensuring that the decoded

video is of acceptable quality. Since real-world programs are typically far too

complex for detailed manual analysis to determine critical instructions, automatic

analysis techniques are required.

In this chapter, we focus on determining critical program segments which,

when erroneous, will affect application level correctness. We assume that our

application source code and the target hardware are correct, but transient errors

(such as single event upsets due to high-energy particle strikes) are the sources

of errors during run-time. Identifying critical instructions allows us to selectively

replicate and verify critical program segments while executing a single, unchecked

copy of the remainder of the program, thus greatly reducing overhead (in terms of

time and energy) for transient error detection and recovery than the widely used

TMR or DMR schemes.
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3.2 Related work and our contributions

Several researchers have proposed techniques to distinguish between critical and

non-critical instructions in programs. We briefly survey the existing techniques in

this section.

3.2.1 Monte-Carlo based techniques:

The approaches proposed in [76][113][53][73][98] are based on extensive random,

fault injection into program code and then observing their effect on program ex-

ecution. In [76], based on these results, the program stack, register file contents

and the PC, along with certain manually identified application specific data struc-

tures, are marked as part of critical state,. A detailed analysis of the frequency

and type of abnormal program symptoms that are caused by errors is presented

in [73]. The authors in [73][113][53] identify such symptom generating instruc-

tions and show that the probability of an error showing up as a symptom within

a relatively small instruction window is high. In [98], likely program invariants

are detected using Monte-Carlo simulation and checks are inserted to verify these

invariants during program execution. Fault injections and analysis are performed

at register transfer level by [112]. The advantage of Monte-Carlo techniques is

that they are general and can be applied to any application; the downside is the

high running time and the possibility of missing some critical instructions.

3.2.2 Program analysis techniques

In [53], the authors mark instructions that affect global variables and arguments

to functions as high-value. Approaches proposed in [105][103] provide a simple

static analysis technique wherein instructions that affect control flow and memory

address computation are tagged critical and are marked for protection. However,

such an approach might not be safe as some data flow critical instructions might
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be missed. In [20], the authors analyze multimedia workloads that can tolerate

errors, and propose exploiting this to address manufacturing defects. In [86][88],

the authors use dynamic dependence graphs (DDG) to identify critical instruc-

tions and perform static analysis to determine all instructions that affect such

instructions. However, as with Monte-Carlo based techniques, none of the above

techniques can guarantee to identify all critical instructions. In [87], the authors

use formal methods with symbolic expressions to obtain exhaustive error propa-

gation and coverage metrics. But results are reported for small programs and it

is unclear whether this technique can scale to large programs.

3.2.3 Using program invariants and patterns

The compiler research community has proposed several approaches for detect-

ing errors in programs based on static analysis [44][52] using approximated fault

models. Runtime error detectors are specified by the designer using rule-based

templates in [65]. Daikon [50] and DIDUCE [63] are systems which dynamically

detects program invariants. It is unclear whether all critical data and instruc-

tions can be protected by using such invariants. In [49], the authors try to learn

common program patterns from the source code. Deviations from these patterns

are tagged with a warning for possible errors. However, it would be very time

consuming, if not impossible, for the user to specify all possible invariants for all

critical instructions in a program.

In failure oblivious computing platforms such as in [95], the target platform is

modified so that the faulty application can recover from a checkpoint even in the

case of an instruction that causes fatal error (such as program termination). How-

ever, if the faulty instruction is critical in terms of application-level correctness,

the output error can be arbitrarily large.

In contrast to previous work, our contribution is a highly efficient, profiling-
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guided static program analysis technique and runtime monitoring approach that

is guaranteed to identify all critical instructions in a program. In particular, our

approach includes:

• A scalable program analysis phase that conservatively classifies instructions

into 2 sets – static critical (SC) and static non-critical (SNC) based on the

number of output that each instruction affects. The analysis is conservative

because it might classify certain non-critical instructions as critical.

• A profiling phase that further divides the instructions in set SC into two

subsets – likely critical (LC) (typically a small subset) and likely non-critical

(LNC) based on the results of profiling.

• A lightweight run-time monitoring mechanism that tracks instructions that

were classified as LNC by the static analysis to ensure that corrective actions

are taken if these instructions become critical at run-time (in corner cases,

non-profiled input sequences etc).

• We use the results of our analysis to ensure application-level correctness

in the presence of soft errors. Instructions belonging to the set LC are

duplicated and checked using the approach proposed in [83][94], instructions

in LNC are monitored at runtime while instructions in set SNC are neither

duplicated nor monitored. Together this ensures that all critical instructions

are detected and verified at runtime.

Put together, our approach is shown to provide 21% reduction in energy consump-

tion at run-time. Our approach is different from Monte Carlo based techniques,

because profiling is used only to identify instructions that are likely non-critical

(LNC ), but cannot be proven by static analysis to be non-critical. Runtime mon-

itoring is used to detect when such instructions might become critical (in rare

cases) and to take corrective actions if necessary. This ensures that application-

level correctness is ensured at run-time.
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The remainder of this chapter is organized as follows. Section 3.3 describes

certain preliminaries associated with our method. Section 3.4 provides a brief

overview of our technique. Section 3.5 describes our static dependence analysis

technique. Section 3.6 describes our lightweight runtime monitoring technique to

detect if any likely non-critical instruction became critical. Section 3.7 describes

experiments and results and finally we conclude the chapter in Section 3.8.

3.3 Program Representation

3.3.1 Preliminaries

Programs can exhibit enhanced error resilience at the application level when mul-

tiple valid outputs are permitted. In this paper, we say such programs have “elas-

tic outputs”. Elastic outputs commonly occur in programs computing results

that are interpreted qualitatively by the user, such as multimedia applications

and heuristic-based algorithms (such as genetic algorithms, loopy belief propaga-

tion and support vector machines) that attempt to solve complex problems for

which absolute optimal solutions are too costly to compute. Programs with elas-

tic outputs have application-dependent fidelity metrics associated with them to

mathematically characterize the quality of the solution. Examples of fidelity met-

rics include PSNR (peak signal to noise ratio) for the multimedia applications,

bit error rate for error correcting codes, etc. Application-level correctness can be

defined in terms of the value of such fidelity metrics. Intuitively, these metrics

estimate the overall quality of solution in the intended application domains.

3.3.1.1 Application-level correctness

Given an application A with:

• A vector of elastic outputs O.
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• A set of outputs Oc that require numerical correctness.

• A fidelity metric FA(I, O) associated with its input I and the corresponding

elastic output O.

• A user-specified threshold T .

An output instance (O Oc) obtained by executing application A with input

instance I in the presence of soft-errors is defined to be application-level correct

if FA(I, O) ≤ T and Oc is numerically correct.

In general, the fidelity metric considers both the magnitude of error in each

element of O and the number of elements that are erroneous. In our paper, we

focus on the second part, as the impact of an soft error to an instruction output

can be unbounded. More precisely, we assume that if an error in instruction x can

propagate to output element oi then the magnitude of error of oi can be arbitrarily

large and hence, the number of incorrect outputs determines whether the program

execution satisfies application-level correctness. Previously proposed techniques

in numerical analysis, such as those in [41], can be used to estimate the sensitivity

of the error of oi with respect to the error magnitude in x; however, there is one

major difference from dealing with soft errors – in numerical analysis the inputs

are assumed to have small error (precision error, which might be amplified by

subsequent computations) and errors in subsequent computations are computed

according to the assumed error propagation model. For soft errors, the error in

any instruction can be arbitrarily large (depending on which bits were flipped).

We also introduce the follow definitions that are used in the rest of the chapter.

• Nmin: Given the maximum possible value of error for one output element

(Emax), Nmin is the minimum number of output elements that must be

erroneous (each with error Emax) so that FA(I, O) falls below the specified

threshold T .
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1 X=s q r t (Y) ;

2 for ( i =1; i<N;++ i )

3 {

4 C[ i ] = C[ i −1] + i ;

5 output [ i ] = C[ i ] + X;

6 }

Figure 3.1: Running example

• Basic block : A basic block in a program is a sequence of consecutive in-

structions that has one entry point, one exit point and no other branch

instructions in between.

• Instruction instance: Instance of an instruction x in the program refers to

a dynamic execution of the instruction at run-time.

• α-AFFECTER: An instruction x is said to be an α − AFFECTER of

instruction y if an error in one instance of x can propagate to at least α

instances of y.

• Static instruction id (SID): Each static instruction is given a unique id –

SID – at compile time.

Figure 3.1 shows a simple example where the array output can tolerate some

errors. Assume that the each element of output is 10 bits wide and hence each

element can have error no greater than 1024. Let the fidelity metric be the average

error over all the elements of output. If the threshold value is T , then the value

of Nmin can be computed as T∗N
1024

. If N is 106 and T is 0.1, Nmin is approximately

100. Figure 3.2 shows the LLVM IR for the above example. Intuitively, we can

see that 100 add instructions in line 8 (Figure 3.2) would need to be erroneous to

cause large degradation in output quality. On the other hand, a single error in the
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1 entry :

2 X = c a l l s q r t (Y) ;

3 bb :

4 i = phi [ entry , 1 ] [ bb , i i n c ]

5 c i 1 = load &(C[ i −1])

6 add C = c i 1 + i

7 s t o r e add C , &(C[ i ] )

8 c i = load &(C[ i ] )

9 o u t i = add c i , X

10 s t o r e out i , &(output [ i ] )

11 i i n c = add i , 1

12 cond = cmp i l t , i i n c , N

13 br cond bb , e x i t

Figure 3.2: LLVM IR of the running example

computation of variable i (line 3) might cause significant degradation (especially

if the error occurs in early iterations).

3.3.2 Program representation

We implement all our analysis techniques in the LLVM compiler framework [10]

– however, our technique is not restricted to LLVM and can be applied easily

to other compiler infrastructures. The LLVM intermediate representation (IR)

is a static single assignment (SSA) based representation that essentially models

a RISC processor with infinite registers where accesses to pointers (and arrays)

are only through load/store instructions while all other instructions operate on

register operands. Starting from the LLVM IR, we construct a weighted program

dependence graph (PDG) G(V,E,W ) as follows:
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Figure 3.3: PDG of the running example

• Vertices V correspond to the instructions in the program, with one node for

each instruction in the program. I(u) represents the instruction correspond-

ing to node u.

• Edges E are used to represent dependence among instructions in the pro-

gram. An edge e(u, v) is created between nodes u and v in the PDG if:

– There exists a true data dependence between I(u) and I(v), or

– I(u) is a branch instruction and there exists a control edge between the

basic blocks containing I(u) and I(v).

• Weight w(u, v) for each edge represents the maximum number of instances

of I(v) that are affected by one instance of I(u). Essentially, if an error

occurs in one instance of I(u) at run-time, w(u, v) represents the maximum

number of instances of I(v) to which the error propagates to.
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3.4 Overview of the proposed method

Our proposed method, named CIAP (Critical Instruction Analysis and Protec-

tion), consists of the following steps

• Construction of the weighted PDG from the LLVM IR (section 3.4.2).

• Using the PDG to compute Nmin − AFFECTER for all outputs. As per

the definition given above, the weighted PDG estimates the effect of an er-

roneous instruction on its immediate successors. Section 3.5 describes how

this information is propagated through the PDG to estimate the effect on

instructions that write to the final outputs. This step classifies instructions

into 2 sets: static critical (SC) and static non-critical (SNC). The classifica-

tion is conservative in the sense that certain non-critical instructions might

be marked critical.

• Profiling using given sample inputs is used to further refine the instructions

in set SC. Instructions that are frequently seen to be critical are classified

as likely critical (LC) while others are classified as likely non-critical (LNC).

• Runtime monitoring is used to detect whether any instructions in set LNC

become critical at runtime. This is described in section 3.6.

• Reliable execution is achieved by duplicating the instructions that are in

set LC after step 3. Checks are inserted in the program for error detec-

tion and recovery (section 3.6.3). Together with the runtime monitoring

system, errors (if any) in critical instructions are detected and corrected by

re-execution.

3.4.1 Constructing PDG and computing edge weights

We introduce some terminology that we use in this section:
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• Loop nest vector Lvec(v) (L1, L2, ...., Lk) for node v represents the loop nest

inside which node v resides. The outermost loop is the first element of the

loop vector.

• Trip count of loop L, TC(L) is the number of iterations executed by loop

L. If this value cannot be determined statically, then it is assumed to be a

large value TCmax.

3.4.2 Constructing PDG

The construction of the PDG, apart from edges connecting store and load oper-

ations, is trivial given a SSA-based intermediate representation. For each LLVM

instruction v, an edge e is added from every operand u to v. For load-store in-

structions, we use LLVMs alias analysis to determine whether the address for the

load and store instructions can overlap. If the alias analysis returns true and if the

object accessed is an array and the array index is an affine function of loop index

variables, we further check for dependence using the Omega library. The Omega

library [11] is a tool capable of fast analysis of affine integer constraints. We use

the Omega library to determine loop carried and loop independent memory de-

pendences as follows: let the memory addresses accessed by a store and a load

instruction be given by the affine expressions a>1 ∗I1+b1 and a>2 ∗I2+b2 respectively

(where I1 and I2 are the iteration vectors of the loop nest for the two accesses). For

loop carried dependences, we set the constraint that iteration vector I2 should be

lexicographically greater than I1 ( I2 � I1) and a>1 ∗I1+b1 = a>2 ∗I2+b2 . Together

these two constraints imply that the load should be executed after the store in the

loop nest and the address accessed by both the instructions is identical. We also

add constraints on the loop bounds of the iteration vectors (if loop bounds are

constants). The Omega library can determine if the mathematical relation exists

between I1 and I2 such that the above mentioned constraints are satisfied. If the
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Omega library returns a feasible solution, it implies that loop-carried dependence

exists for the store-load pair. Hence, we add a new edge in the PDG between the

nodes corresponding to the load-store pair. Similarly, loop independent depen-

dences are computed using the Omega library as well. If the array access is not

an affine expression of the loop index variables or the object being accessed is not

an array (generic pointer), then we make a conservative assumption and assume

both loop carried and loop independent dependence between the load-store pair

over all common loops in Lvec(s) and Lvec(l).

Figure 3.3 shows the partial weighted PDG for the example in Figure 3.2.

The dotted edge indicates that it is a loop carried dependence edge between the

store (node 3) and load instruction (node 2), and the solid edges represent loop

independent dependences.

3.4.3 Computing edge weights - Static method

We describe how we compute the edge weights of the PDG based on a number of

different cases. First, we introduce the definition of Max live reads:

Max live reads(s, l) is the maximum number of instances of load instruction l

that read the live value produced by store instruction s. Essentially, this number

estimates the number of instances of l that are impacted by an error in store

instruction s. In general, this is a difficult quantity to compute - we describe two

scenarios in which this quantity can be efficiently computed. If neither scenario

occurs, we conservatively set this value to a large number MLRmax.

• Scenario 1: instructions s and l are in the same basic block, have identical

address operands and s is before l in the basic block. In this case, the

Max live reads(s, l) is 1 because a new instance of s is always executed

before l and both access the same address. For the example in Figure 3.3,

for one instance of node sc (store C[i]), there will be one instance of node c i
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(load C[i]) which reads the value of the store in the same iteration. Hence,

Max live reads(sc, c i) is set to 1.

• Scenario 2: instructions s and l are in the same basic block, access the same

array object and the array access indexes are affine functions of the loop

indexes (given by a>1 ∗I1+b1 and a>2 ∗I2+b2). A polytope can be constructed

using equality constraint on the array access indexes ( a>1 ∗I1+b1 = a>2 ∗I2+b2

) and lexicographic ordering constraints on the iteration vectors ( I2 � I1).

In this case, the Barvinok library [109] can be used to get an upper bound

of the number of integer points within this polytope, each of which is a legal

solution to the above constraints. By assuming unbounded loops, for a given

value of I1, this number is an upper bound on the number of instances of l

that will read the value generated by one instance of s. For the example in

Figure 3.3, for one instance of node sc (store C[i]), there will be one instance

of node c i 1 (load C[i-1]) in the next iteration which reads the value of the

store. Hence, Max live reads(sc, c i 1) is set to 1 and e(sc, c i 1) is a loop-

carried dependence edge.

The LLVM IR contains three kinds of nodes that need to be considered specially

while assigning weights to dependence edges – SSA phi node, load and store

instructions (that provide read and write access to pointers and arrays). We

identify three cases for edge e(u, v):

• Case 1: v is not a load or phi node. Let Lvec(u) and Lvec(v) be the loop nest

vectors for the two nodes, such that Lvec(u) and Lvec(v) are identical up to

the ith entry and are different after i. Then, w(e) is given by
∏mv
k=i+1 TC(Lk)

which is the product of the trip counts of the loops of which v is part of but

u is not. Note that if v is not part of any loop nest or is part of an outer

loop relative to u then this value evaluates to 1. For the example in Figure

3.3, node X is outside the loop nest that contains node out i (add X, c i).
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Hence, w(X, out i)) is set to N because any error in the computation of X

will affect N instances of the add instruction (out i = add X, c i).

• Case 2: v is a phi node and e is the dependence edge corresponding to control

edge b for v. If b is not a back edge, then w(e) is computed in the same

manner as Case 1. If b is a back edge corresponding to loop Lq (of which v

is also a part) and Lvec(u) and Lvec(v) are loop vectors for nodes u and v

that are identical up to the ith entry and are different after i, then w(e) is

set to
∏q
k=i+1 TC(Lk). Essentially, this value computes an upper bound on

the number of times the control-edge b is executed for one instance of node

u. Case 3: v is a load instruction. If u is the instruction that computes the

address from which data is loaded, edge e is handled in the same way as

Case 1. If u is a store instruction, which may alias with the address of the

load, then the w(e) is set to Max live reads(u, l).

3.5 Computing α-AFFECTER from weighted PDG

In this section, we present an algorithm Propagation to determine whether an

instruction x is a α − AFFECTER of instruction y given a weighted PDG G.

We first assume that G is a directed acyclic graph (DAG) and then relax this

assumption.

3.5.1 Acyclic PDG

Algorithm Propagation iterates over the nodes in topological order. The value

propagate(root → v) represents the maximum number of instances of node v to

which an error in a single instance of root can propagate to. At first, all values

of propagate are set to 0. propagate(root → root) is set to 1 (because in a

DAG 1 instance of a node affects only 1 instance of itself). For a node u, the
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value of propagate(root→ v) has been computed for all predecessors v (since we

traverse G in topological order). By definition, propagate(root → v) represents

the number of instances of v to which an error from a single instance of root

can propagate to and w(v, u) is the number of instances of u to which an error

from a single instance of v can propagate to. Hence, the maximum number of

instances of u to which an error from a single instance of root can propagate to

through nodev is simply the product w(v, u) ∗ propagate(root → v). We take

the maximum over all predecessors v to get an upper bound on the number of

instances of u to which an error in a single instance of root can propagate to. More

precisely:propagate(root→ v) = maxu∈predecessors(v)propagate(root→ u ∗ w(u, v)

3.5.2 PDG with cycles

Our goal is to modify the PDG by adding new edges and updating some edge

weights so that all cycles can be removed. Existence of cycle C implies that

an error propagated to any single node instance in C will propagate to all node

instances in C (in the worst case). Hence, any node that can affect one node of

the cycle must affect all the nodes of the cycle. This information must be reflected

in the modified PDG. Since the PDG has cycles, the original program must have

loops. This implies that for each cycle C in the PDG G, there exists an edge be

which corresponds to the back-edge of the loop L associated with the cycle C.

We first add edges to all nodes in C from nodes which are not part of C but

affect at least one node in C. More precisely, ∀u ∈ S = {x|∃ v s.t. e(x → v) ∈

E∧v ∈ C∧x /∈ C} , create edges e′(u→ v) for all and set w(e′) to TC(L)∗w(be).

This ensures that any error from a node outside the cycle will be propagated to

all nodes in the cycle and the number of instances affected is upper bound by

the product of trip count of the loop L and weight of the back-edge. We can

then delete be. By repeating this process for all cycles, we finally end up with a

DAG, for which we can reuse algorithm Propagation. The only difference is the
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initial value of propagate(root → u) for nodes that were part of the cycle C, the

initial value is set to TC(L) ∗ w(be). This implies that any error in one instance

of root will propagate to all instances of u in the cycle of which both u and root

are part of (in the worst case). For the PDG shown in Figure 3.3, the loop

carried dependence between nodes 2 and 3 makes the value of propagate(3 → 3)

and propagate(2 → 3) to become N . Thus, nodes 2 and 3 are marked critical -

however, node 1 does not become critical as propagate(1→ 5) is simply 1.

3.5.3 Identification of critical instructions

Let NC = (i1, i2, ..in) be the instructions that directly write to outputs that are

required to be numerically correct and J = (j1, j2, ..jm) be those that directly

write to the vector of elastic outputs. An instruction x is marked critical if:

• Rule 1: x is 1-affecter for any instruction inNC i.e.
∑n
k=1 propagate(x→ ik) ≥

1 OR

• Rule 2: x isNmin−affecter for any instruction in J i.e.
∑m
k=1 propagate(x→ jk) ≥

1 OR

• Rule 3: x is 1− affecter for any instruction marked critical by the above 2

rules.

3.5.4 Control flow optimization

The procedure described in the previous sections marks certain non-critical control

flow statements conservatively as critical. We define a critical basic block as a

basic block that contains at least one critical instruction. Consider the control-

flow graphs (CFG) shown in Figure 3.4 where each block represents one basic

block. Critical basic blocks are shaded. In Figure 3.4(a), assume that block D

contains an instruction X that has been marked critical according to rule 1 or
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Figure 3.4: PDG of the running example

rule 2 in section 3.5.3. Let us also assume that blocks B and C do not have any

instructions that are marked critical according to Rules 1 or 2. Rule 3 would lead

to the branch instructions in B, C and A to also be marked critical (since they

are 1 − affecters of the critical instruction X in D). However, the control flow

from block A reaches critical block D irrespective of the direction taken by the

branch instruction at the end of A. Since blocks B and C do not really have any

critical instructions, an error in As branch instruction will not cause an error at

the application-level. Thus, As branch has been conservatively marked critical. In

contrast, in Figure 3.4(b), block R is critical and hence block P s branch becomes

critical (along with all instructions that affect P s branch). We now present an

analysis technique for further identifying non-critical control flow code segments.

To detect non-critical control flow, we first unmark branch instructions that have

been marked critical only by Rule 3 in section 3.5.3. We use the concept of

post-dominator from control-flow analysis. A basic block B is said to strictly

post-dominate block A if and only if all control paths from A to the end must pass

through B and B is not equal to A. The immediate post-dominator of a block

A (ipdom(A)) is the unique block B that strictly post-dominates A but does not

strictly post-dominate any other block that strictly post-dominates A. The main

idea behind our technique is to determine whether from a given basic block A,
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control flow can reach a critical basic block before it reaches ipdom(A). If not, As

branch is not critical because no matter what path the control flow takes from A,

it does not reach a critical basic block before it reaches ipdom(A).

Figure 3.5 shows the outline of our analysis technique C−Opt. In the Initialize

step (line 1), basic blocks are marked critical based on the conditions:

• All basic blocks containing at least one critical instruction (section 3.5.3)

are marked critical.

• All basic blocks that exit from loops that contain at least one critical basic

block are marked critical.

• All basic blocks that contain an exit instruction (exit function, return etc.)

are marked critical.

Our algorithm then iterates over all basic blocks (lines 4-6) and for each block A

tries to find whether control flow from A can reach a critical basic block before

ipostdom(A) (line 7). This step is a simple depth-first search in the CFG starting

at A. If yes, then A is marked as a critical block and As branch instruction (Abr)

is also marked critical (lines 9-11). All instructions that are 1-affecters of Abr

(denoted DS(Abr)) are also marked critical as are the basic blocks that contain

these instructions (line 12). The algorithm terminates when no more basic blocks

are marked critical (line 15). The algorithm is guaranteed to terminate because

in the worst case all blocks will be marked critical.
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Initialize

2: while new critical blocks found do

for i = 1→ num blocks do

4: A← block[i];

if reachesCriticalBeforeIPDom(A) then

6: Mark A as critical basic block;

Abr ← As branch

8: Mark Abr as critical;

Mark DS(Abr) as critical;

10: end if

end for

12: end while

Figure 3.5: Control-flow optimization algorithm - C-opt

3.6 Assuring application-level correctness - profiling and

runtime monitoring

3.6.1 Profiling edge weights

As is true for any static analysis, the results of the static dependence analysis

might be overly pessimistic. We identify two main sources of conservatism that

might lead to high edge weights resulting in several instructions being marked

critical conservatively.

• Conservative edge weights – Conservative alias and control flow analysis

techniques might set certain edge weights much higher than they occur dur-

ing program execution.

• Correlated edge weights – It is possible that two dependence edges are never

active simultaneously during program execution due to control flow, data
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dependent address computation etc.

In our approach, we track edge weights that are overestimated by static analysis.

Determining correlations between edge weights requires path tracking which we do

not investigate in our work. Profiling is used to estimate edge weights of two kinds

of edges – edges between a store and load instruction and control dependent edges

with a phi node as their end-point. We compare weights of edges obtained during

profiling with those estimated by static analysis. Any edge whose weight obtained

from profiling is 25% of the value estimated by static analysis is identified as a

conservative edge. We then substitute the new values of edge weights obtained

from profiling for conservative edges and re-run the Propagate technique described

in section 3.5. It is possible that certain instructions which were marked critical

earlier by static analysis are now no longer critical. We mark these instructions

as likely non-critical (LNC) to be monitored at runtime.

3.6.2 Runtime monitoring of edge weights

At runtime certain edges may have higher weights for certain corner input cases,

which would make the conclusions of the profiling-guided criticality analysis in-

valid. Hence, we propose the use of a lightweight runtime scheme that can monitor

edge weights and trigger a signal when a edge weight increases above a thresh-

old (which might make certain instructions critical). We explain how we track

edge weights for dependences between a store and load instruction. Each memory

location has a tracker structure associated with it – the tracker has two fields a

src field to store the static instruction id (SID) of the instruction writing to the

address and a counter field to determine the number of times the memory location

is read before being overwritten by a new value. When a store instruction writes

to an address, it sets the src field of the tracker to its SID value and resets the

counter to 0. When a load instruction reads from an address, it reads the src
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field associated with the tracker and increments the value of the counter. The

src id along with the load instructions SID describes the dependence edge. The

src SID and the load instructions SID together uniquely determine the depen-

dence edge and the value of the counter represents the edge weight. For each edge

being monitored at runtime, a threshold value is assigned. As long as the edge

weight is below the threshold, the results of the profiling guided analysis hold and

all instructions in set LNC are still non-critical. If the edge weight crosses the

threshold value, then there is a chance that certain instructions in the set LNC

may become critical. The threshold value is computed at compile time – it is set

to 80% of the edge weight obtained during profiling.

Accessing the counter location given the source and destination SIDs at run-

time needs to be efficient. We use a perfect hashing scheme [90] to achieve this – a

perfect hash is feasible since all the possible likely source ids given the destination

id is already known after profiling.

In our method two versions of the code are compiled – version V 1 which as-

sumes that all instructions are critical and version V2 which assumes that only

instructions classified as likely critical (LC) after the profiling phase are critical.

Version V 2 also contains runtime monitors to track dependence edges associated

with likely non-critical (LNC) instructions. To begin with, version V2 is exe-

cuted. If an unexpected dependence edge is seen during program execution, then

we switch to version V1 as we can no longer guarantee non-criticality of instruc-

tions in version V2 due to the unexpected dependence. We observe two common

patterns of accesses to array/pointer locations that would benefit from monitoring.

The first pattern involves array/pointer objects that are accessed in a streaming

fashion. The full input stream might be very large but the block of data (in the

array/pointer) being processed in one stage is relatively small. For such arrays, it

is important to keep track of accesses to individual words, because each word is

read and overwritten frequently – the tracker counters associated with each word
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need to be reset to 0 on every store instance (that writes to the particular word).

The second pattern involves accesses to large sized pointer/array objects whose

read counts are uniformly distributed across all the individual elements and read

counts per element are rarely large enough to make store operations to these loca-

tions critical. For objects with such access patterns, maintaining a single counter

for a contiguous region of memory is expected to provide good estimates of edge

weights. Offline profiling can be used to estimate whether accesses to a particular

array/pointer fit into one pattern or the other.

3.6.3 Ensuring application-level correctness

We use the results of our analysis to obtain application-level correctness using

the approach in [83]. All instructions in the set LC are duplicated and their

results are compared before writing to memory. If any errors are detected, then

execution is rolled back to the start of the basic block and instructions are re-

executed. Runtime monitors are inserted to detect whether any instructions in

set LNC become critical. Finally, the instructions in set NC are not checked (since

any errors in NC will not affect application-level correctness).

3.7 Experiments and Results

We assume our program will run on a commercial off the shelf (COTS) processor

platform where the memory structures (caches, external memory) are protected

by ECC. We measure the energy overhead for achieving reliable execution by

simulation using Winsconsin’s GEMS simulation infrastructure [80] and McPAT

[74] for power estimation. We simulate a 4-issue processor with 64 KB L1 caches

and 4MB L2 cache. Some of the relevant configuration parameters of the processor

system which we simulated are given in Table 3.1.
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Table 3.1: Simulation parameters

Parameter name Value

Issue-width 2-issue superscalar processor

Physical registers 224

L1 cache 64 KB, 4-way set associative, 64 byte block

L2 cache 1 MB, 4-way set associative, 64 byte block

3.7.1 Error injection methodology

For each instruction in IR-level representation, based on the given error probability

(0.01% in our case) and the number of times the instruction is executed (obtained

using a profiling run), we use a pseudo-random number generator to determine

whether that particular instruction should be impacted by a single-event upset.

If yes, a new function call is inserted into the program – the new function call

invokes a pseudo-random number generator and determines whether to inject an

error or not at run-time. Using real soft error rates for applications would take a

long time for errors to appear; hence we use 0.01% as a sample value. For actual

soft-error rates, we refer the reader to [75]. For all applications, the maximum

allowed fall in quality of solution is set to 5%.

3.7.2 Illegal memory accesses

In [73], the authors showed that when an error at the RTL-level for a processor

is not masked, it appears in software primarily as an illegal memory address

leading to a program crash. However, since many instructions are non-critical,

an application-level correctness aware system would ignore memory accesses with

faulty address values. Fortunately, current processor ISAs such as SPARC v9

[12] provide non-faulting loads (for optimized compilation) – load instructions

which will execute correctly when the memory address is legal and will be ignored
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when illegal. Such non-faulting loads have no overhead relative to normal load

instructions when the address is legal.

We investigate the effectiveness of our technique on multimedia benchmarks

from MiBench [7]. DCT, Huffman coding and ycc2rgb are important kernels in the

JPEG decoder. Susan is an image recognition program with kernels for detecting

edges and corners in images. G721 is a voice compression application while GSM

implements a decoder for the GSM communications standard. LDPC [5] (low

density parity check) is a linear error correcting code. H264 is a video decoder

from the MediaBench suite [6] while libmad is an open source mp3 decoder.

Table 3.2 shows the results obtained by static analysis and profiling. Columns

1 and 2 show the total number of instructions and basic blocks in the program.

Columns 3 and 4 show the number of instructions marked critical during the

static analysis and control flow analysis phase respectively. Column 5 shows the

number of basic blocks marked critical during our control flow analysis phase.

Column 6 shows the number of instructions which became LNC after profiling

phase. The primary reason for the large number of instructions marked critical

during static analysis is the conservative nature of alias analysis. Profiling helps

reduce weights of certain edges which leads to many instructions being marked as

LNC, particularly for the larger benchmarks.

Table 3.3: Comparison with [83]: columns under ‘Error-free’ and ‘Errors inserted’

show the # instructions executed without and with errors at runtime respectively,

column titled ‘Energy reduction’ shows the energy reduction relative to [83]

Benchmark Error-free Errors inserted Energy reduction (%)

CIAP Previous

[83]

CIAP Previous

[83]

Static

only

Static

+monitor

IDCT 1.036 2.00 1.037 2.001 95 95

Huffman 1.761 2.00 1.78 2.02 32 32
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Table 3.3: Comparison with [83]: columns under ‘Error-free’ and ‘Errors inserted’

show the # instructions executed without and with errors at runtime respectively,

column titled ‘Energy reduction’ shows the energy reduction relative to [83]

Benchmark Error-free Errors inserted Energy reduction (%)

CIAP Previous

[83]

CIAP Previous

[83]

Static

only

Static

+monitor

ycc2rgb 1.15 2.00 1.16 2.00 98 98

GSM 1.343 2.00 1.352 2.02 104 104

G721 1.665 2.00 1.687 2.00 63 63

Susan-edges 1.015 1.99 1.016 2.001 107 107

Susan-

corners

1.045 2.00 1.046 2.03 110 110

LDPC

(LBP)

1.098 1.99 1.1 2.007 103 103

Rician

denoise

1.57 2.00 1.62 2.08 8.23 42

H264 1.63 2.00 1.68 2.00 7.10 51

Libmad

(mp3)

1.41 1.99 1.49 2.002 4.56 71

Average 1.34 2.00 1.36 2.01 66.53 79.63

Table 3.3 shows the overhead (in terms of number of instructions executed at

run-time and energy) of duplicating critical instructions to achieve application-

level correctness with respect to the approach proposed in [83]. The approach in

[83] protects all instructions in the program and guarantees architectural correct-

ness. Columns 2 and 3 show the number of instructions (relative to the single

correct copy) executed at run-time when no errors are inserted into the applica-

tion for our approach and the previous work [83]. Columns 4 and 5 show the
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Table 3.2: Static instruction classification

Benchmark InstructionsBasic

blocks

Critical

data flow

Critical

control

flow

Critical

blocks

LNC

IDCT 224 4 0 8 4 -

Huffman 443 76 0 309 66 -

ycc2rgb 85 8 27 17 7 -

GSM 2533 451 2 923 151 -

G721 1077 215 52 554 121 -

Susan -

edges

1299 44 7 34 14 -

Susan

-corners

993 106 14 30 15 -

LDPC

(LBP)

200 29 145 19 9 122

Rician 832 87 72 12 17 64

H264 50431 7731 18654 24321 5845 14312

Libmad

(mp3

decoder)

12349 2335 6086 3129 1945 4045
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data for the case when errors are injected into the application. As can be seen, for

the random error injections, the overhead of recovery is small primarily because of

the relatively small number of critical instructions and the relatively small number

spent in re-execution. Columns 6 and 7 show the energy savings achieved by our

method compared to the approach in [83] – column 6 shows the impact of static

analysis only while column 7 considers both static analysis and run-time monitor-

ing. On the average, our technique provides 79.63% energy reduction compared

to [83] while guaranteeing application level correctness.

Table 3.4: Comparison with [103]: columns under ‘Error-free’ and ‘Errors inserted’

show the # instructions executed without and with errors at runtime respectively,

column titled ‘Energy reduction’ shows the energy reduction relative to [103]

Benchmark Error-free Errors inserted Energy reduction (%)

CIAP Previous

[103]

CIAP Previous

[103]

Static

only

Static

+monitor

IDCT 1.036 1.036 1.037 1.037 0 0

Huffman 1.761 1.82 1.78 1.83 3 3

ycc2rgb 1.15 1.12 1.16 1.12 -1.7 -1.7

GSM 1.343 1.99 1.352 2.01 34 34

G721 1.665 1.96 1.687 1.99 17 17

Susan-edges 1.015 1.997 1.016 2.030 63 63

Susan-

corners

1.045 1.984 1.046 2.012 63.3 63.3

LDPC

(LBP)

1.098 1.63 1.1 1.64 5 24.7

Rician

denoise

1.57 1.92 1.62 2.1 0 19.3

H264 1.63 1.91 1.68 1.98 0 32
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Table 3.4: Comparison with [103]: columns under ‘Error-free’ and ‘Errors inserted’

show the # instructions executed without and with errors at runtime respectively,

column titled ‘Energy reduction’ shows the energy reduction relative to [103]

Benchmark Error-free Errors inserted Energy reduction (%)

CIAP Previous

[103]

CIAP Previous

[103]

Static

only

Static

+monitor

Libmad

(mp3)

1.41 1.62 1.49 1.65 0 21

Average 1.34 1.72 1.36 1.76 16.69 25.05

Table 3.4 shows the overhead (in terms of number of instructions executed at

run-time and energy) of duplicating critical instructions to achieve application-

level correctness with respect to the approach proposed in [103]. The approach

in [103] protects only control flow and memory address computations and does

not guarantee application-level correctness. Columns 2 and 3 show the number

of instructions (relative to the single correct copy) executed at run-time when no

errors are inserted into the application for our approach and the previous work

[103]. Columns 4 and 5 show the data for the case when errors are injected into

the application. As can be seen, for the random error injections, the overhead

of recovery is small primarily because of the relatively small number of critical

instructions and the relatively small number spent in re-execution. Columns 6 and

7 show the energy savings achieved by our method compared to the approach in

[103] – column 6 shows the impact of static analysis only while column 7 considers

both static analysis and run-time monitoring. On the average, our technique

provides 25% energy reduction compared to [103] while guaranteeing application

level correctness.
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3.7.3 Analysis of results

For applications such as DCT and YCC2RGB in JPEG, the data flow is non-

critical and only loops form the critical program segments. These applications

have affine accesses to arrays and hence static analysis is able to perform well.

GSM and G721 operate on small chunks of data (16-130 bytes) and almost all

dependences which are not well analyzed by static techniques affect the control

flow. A few control statements are marked non-critical by our control-flow analysis

technique. The kernels in Susan have affine accesses with a large number of

instructions affecting control flow – however, each control decision affects only

one output element and each decision is independent. Thus, our control flow

analysis can save a significant number of critical instructions. Static analysis

performs adequately for these applications. Static analysis performs poorly for

the remaining benchmarks. LDPC is pointer-heavy with linked lists being used for

representing a sparse matrix. Denoising on the other hand is an iterative algorithm

with a check for convergence. Although it shows strong loop-dependence, the

number of iterations, before convergence, is rarely large enough (even in presence

of errors) for an error to propagate to a large number of elements. H264 and

libmad (mp3 decoder) are streaming applications; however, static analysis is not

able to perform effective alias analysis due to the complex nature of the code

involved. For these applications, the runtime monitoring scheme is useful as it

helps to overcome the overly conservative nature of static analysis. Table 3.5

shows the overhead associated with runtime monitoring (for the applications that

benefited from runtime monitoring). The main source of overhead is the write and

read of the source and destination SIDs in memory. Hashing is relatively fast.

For our set of applications, we did not any edge weights crossing their threshold

values. This might be a characteristic of media benchmarks – other applications

such as simulated annealing might behave differently.
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Table 3.5: Overhead associated with runtime monitoring

Benchmark Overhead (# dynamic instructions) Performance overhead

LDPC 9% 11%

Denoising 6% 9%

H264 13% 16%

MP3 8% 9.2%

3.8 Conclusion

In this chapter, we presented a hybrid analysis technique which analyzes programs

with elastic outputs to determine critical instructions. Our approach consists of a

static analysis phase which can identify critical instructions and mark those which

are identified as critical because of the conservative nature of static analysis. This

is followed by a profiling phase that determines whether instructions conservatively

marked critical by static analysis do become critical at run-time – if not, these

instructions are monitored by a lightweight run-time system. We use the results of

our analysis to reduce the number of replicated instructions and show significant

benefits over previous approach while guaranteeing application-level correctness.
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CHAPTER 4

Architecture support for custom instructions

with memory operations

4.1 Introduction

The previous two chapters focused on energy efficient computing in the context of

application level variability and reliability. However, the target platform on which

the applications were executed was a general purpose processor based system (chip

multiprocessor or CMP). When we talk of energy efficient computing, hardware

specialization has been a very powerful tool. Fixed-function accelerators are cus-

tom processing units which are highly efficient (in terms of energy) and fast at

performing tasks for which they are designed [40] (compared to software running

on conventional processor cores). However, typical coarse-grained accelerators are

not very flexible – they are unable to handle computations apart from those for

which their data-path and control flow are designed for. To bridge the gap be-

tween coarse-grained accelerators and software, instruction-set customization has

been proposed in [21][32][1][13][99][36][15]. Custom instructions (CIs) enhance

the conventional processor pipeline by allowing certain patterns of operations to

be executed efficiently on custom functional units (CFUs) added to the proces-

sor pipeline. CFUs are typically small compared to coarse-grained accelerators

– most CFUs comprise of a few operations and operate on a few inputs (< 10)

compared to coarse-grained accelerators which operate on hundreds of input data

elements and typically consist of hundreds of operations. This makes it possible
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for compilers to automatically extract computation patterns from programs and

map them to the CFUs. In our work, we target systems where the CFUs can be

implemented in reconfigurable fabric that is tightly integrated with the processor

pipeline.

Integration of CFUs with a superscalar pipeline provides additional opportu-

nities – typical superscalar processors have hardware for speculatively executing

instructions and rolling back and recovering to a correct state when there is mis-

speculation. Speculation may involve branch prediction or load speculation – by

load speculation we mean the scenario where a load instruction can read memory

before the address of a preceding store instruction is even computed (operating

under the assumption that the store and load will not access the same address).

Using a content-addressable memory structure (CAM) called load-store queue

(LSQ), the processor can detect conflicts and recover in case of mis-speculation.

In our work, we propose an architecture for integrating CFUs with the superscalar

pipeline to exploit the processor’s hardware for speculation and recovery. Several

previous works have proposed architectures for supporting processors with CFUs

– in the following section, we review related work and discuss their limitations to

motivate our work.

4.2 Related work and our contributions

4.2.1 ALU-like CFUs

In such systems, the CFUs read (write) their inputs (outputs) directly from (to)

the register file of the processor and cannot access memory – hence the term

ALU-like CFUS. Such an architecture has been used in several previous works

[15][36][32]. This architecture makes it simple to integrate the CFU with a super-

scalar pipeline – the processor micro-architecture can perform register renaming,

branch prediction and control speculation in a manner transparent to the CFU.
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However, since the CFU cannot access memory, the size of the computation pat-

tern that can be implemented on a CFU is constrained by the number of ports

in the register file. A variety of architectures have been proposed to overcome

this bottleneck – shadow register files [38][119], clustered register files [68] and

spreading the register file reads (writes) across multiple cycles [92][48].

4.2.2 CFUs with memory operations

The primary problem with allowing CFUs to launch memory operations is to

make sure that memory is updated and read in a consistent fashion with respect

to other in-flight memory instructions in the superscalar pipeline. In the GARP

[64] processor, the reconfigurable array can launch memory operations – however,

the assumption is that all memory operations within the processor pipeline have

completed before launching the CI and the processor pipeline cannot launch any

memory operations while the CFU is computing. In the VEAL design [31], the

authors assume that the compiler and hardware together take care of synchro-

nization between the CFU and the processor pipeline and memory consistency

is maintained using the system’s cache coherence protocol. In the OneChip [23]

processor, the compiler needs to insert special instructions in the program to mark

all the memory blocks which may be read or updated by the CFU – the mem-

ory controller uses this information to ensure the correct ordering of operations

within the pipeline. The limitation of this architecture is that the addresses of

all possible memory blocks that may be touched by a CI needs to be computed

before launching the CI itself.

4.2.3 CFUs with Architecturally Visible Storage (AVS)

The idea of AVS is to make a memory block inside the CFU visible to the processor

micro-architecture so that data can be transferred to/from the memory block
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from/to the processor’s memory hierarchy in a consistent fashion. The CFU can

then launch memory operations which read/write from/to the AVS block. In

[17], the compiler inserts special instructions to explicitly transfer data from/to

the CFU’s AVS – thus, the compiler needs to identify which memory blocks are

read by a CFU, which software instructions update the memory blocks before the

CFU is launched and insert the transfer instructions after the update instructions

have completed. Coherence was addressed by the authors in [70] who introduced

a MESI coherence mechanism between the AVS and the processor cache. In an

extension to that work, the authors in [71] propose minimizing the overhead of the

coherence protocol between the AVS and cache by allocating some cache lines for

the AVS. However, in all these approaches, it is the responsibility of the compiler

to ensure that synchronization instructions are inserted in the program between

the CI and inserting transfer instructions at the correct position.

4.2.4 Context-full CFUs

The authors in [114] proposed an architecture by which the CFUs can possess con-

text/state (to minimize the number of transfers between the CFU and processor

memory/register file) and can be launched speculatively. The proposed hardware

contained support for storing CFU context and recovering it when there was a

mis-speculation. However, no other details of the interaction between the CFU

and the processor pipeline were provided.

4.2.5 Our contributions

In our paper, our goal is to design an architecture such that CIs with memory

operations can execute seamlessly along with other instructions in the processor

pipeline without any special synchronization operations. Our goal is to introduce

minimal changes to a conventional superscalar core architecture and re-use most
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of its component. More precisely,we present an architecture for integrating CFUs

with the processor pipeline with the following properties:

1. CFUs can launch memory operations to directly access the L1 D-cache of

the processor – our CFUs have no internal memory or context which removes

the need for coherence between the CFU and D-cache.

2. CFUs do not have to specify which memory addresses they access before

executing the CIs. This is specially useful for pointer heavy applications

[106] where the address of memory accesses cannot be determined ahead of

time.

3. No synchronization instructions need to be inserted before /after the CI –

this greatly reduces the burden on the compiler specially for applications

with operations whose memory address cannot be determined beforehand.

Our architecture uses the components of the superscalar pipeline to ensure

the correct ordering among the different memory operations.

4. The effect of doing away with synchronization instructions is that more ag-

gressive speculative pipelining of CIs is possible for ’hot’ loops in a program.

CIs no longer need to wait for earlier CIs to complete.

5. Multiple CFUs can issue memory operations simultaneously in a specula-

tive fashion – again, our architecture leverages and extends the superscalar

pipeline components to determine conflicts and the processor’s rollback and

recovery mechanism to restart from a safe state in case of mis-speculation.

Our goal is to add CFUs to a relatively small superscalar core (for example,

a 2-issue wide core) and achieve the performance of a larger core (for example,

a 4-issue wide) with significant savings in energy consumption. Additionally, we

show that our architecture can be used for applications with complex memory
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1 ld [A] , R1

2 s t R2 , [ R1 ]

3 CI

Figure 4.1: Memory ordering example

access patterns and achieve good performance gains while previous approaches do

not perform well for such applications.

The rest of the paper is organized as follows – section 4.3 describes our main

contribution in supporting memory operations in CIs. Section 4.4 describes some

implementation details in our flow, section 4.5 describes the architecture of our

processor which is tightly integrated with the CFUs. Section 4.6 describes our

custom compilation flow for extracting CIs from computation-intensive loops of

benchmarks so that they can be efficiently executed on the processor system with

CFUs. Results are presented in section 4.7.

4.3 Challenges and our proposed solution for supporting

memory operations in CFUs

Execution of ALU-like CIs, which only read from/write to the core’s registers,

is well understood – the conventional register renaming mechanism takes care

of dependences between the CI and other instructions in the pipeline. In this

section, we explain the issues associated when CFUs connected to an out-of-order

(OoO) core are allowed to launch memory operations directly. As we explain the

issues, we propose modifications in the compilation flow as well as the underlying

micro-architecture of the core to support such CFUs. A more detailed view of the
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architecture is described in section 4.5.

Basic working : A CI is essentially a set of operations grouped together by

the compiler to be executed as a single instruction. The primary inputs for a CI

always come from the registers of the processor – all input registers must be ready

before a CI is ready to execute. Once a CI starts executing, it can issue a series of

memory operations into the processor’s pipeline. The addresses of these memory

operations need not be known before the CI starts executing – the CI can supply

the addresses as it executes. Outputs of the CI can be writes to the processor’s

registers or write operations to memory.

4.3.1 Issue 1: Maintaining program order for memory operations

Typically, when CIs are inserted inside a sequential code block, the user expects

that memory is updated in program order. Consider the simple example in Figure

4.1 – the CI to be executed launches 3 memory operations, a read from location

M2 and writes to M1 and M3. Note that the preceding store instruction could

possibly write to the same location as M2 (shown as a dotted arrow in the depen-

dence graph). For previous work [23][70], the CI needs to wait at least until the

addresses of all preceding memory operations are computed before proceeding.

However, the address of the preceding store instruction is provided by the pre-

ceding load instruction – in case of a cache miss, the load instruction could take

several cycles to complete. Since the core is OoO and the CI may begin executing

before the store instruction’s address has been computed, the only way to achieve

program correctness is through compiler inserted synchronization instruction(s)

before the CI. This would force the CI to wait till the address of the store has

been computed, even if the CI does not really depend on the store instruction.

Note that even if the compiler determines address M2 to be a constant, the syn-

chronization instruction is still needed since the compiler cannot determine the

address of the store instruction. This could lead to idle resources in the pipeline
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Figure 4.2: Ordering of instructions in the pipeline for the example in Figure

4.1

while the preceding addresses are being computed. Using a coherence protocol

[70] reduces the burden on the compiler in transferring data between the CFU

and L1 cache, but by itself does not guarantee correct program order ([70] uses

synchronization instructions provided by the compiler) .

We overcome this limitation by modifying the core micro-architecture – the

key difference of our approach is to make the memory operations launched by a CI

visible to the OoO processor’s pipeline in program order . In the decode

stage of the pipeline (see Figure 4.2), in which program order is still maintained,

the CI in Figure 4.1 would launch 3 memory operations (which we call mem-

rops) into the dispatch stage. In the dispatch stage, each operation is assigned a

tag representing its program order. Since the store instruction would have been

decoded/dispatched before the CI, it would have been assigned a preceding tag.

The OoO pipeline would assign 1 entry for the store and 3 entries for the CI in

the LSQ – the LSQ would contain the address, a valid bit to determine whether

the address is known and the instruction tag. If the addresses of the CI memory

operations can be computed (within the CI) before the store instruction’s address,

they are allowed to execute. Once the store instruction’s address is determined,

the LSQ will check whether any successive operations have an address conflict –
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in case of a conflict, the OoO pipeline would ensure that the CI is squashed and

a pipeline flush occurs. If not, the instructions wait for retirement.

Note that because we made the ordering of memory operations launched by

the CI explicit to the OoO pipeline, the hardware is able to determine when

a data hazard occurs without any information from the compiler (no explicit

synchronization needed). Also, the CI can execute before the preceding address

values are known.

4.3.2 Issue 2: Ordering of memory operations within a CI

For the CI in Figure 4.1, assume that the first write operation to address M1 and

the read operation reading from M2 overlap/conflict. In case of normal memory

instructions, if the read executes before the write, the read would be squashed

and re-executed in the OoO pipeline. However, the instruction stream of the

program contains only the CI and not the individual memory operations. Re-

execution would need to begin from the CI and the same conflict would occur

again. To overcome this problem, we place a constraint during the CI compilation

phase – the compiler cannot cluster a memory operation in a CI if there is a

preceding memory write operation within the CI which may cause a conflict.

The compiler uses alias analysis (possibly in a conservative way) to satisfy this

constraint. Memory dependences between different CIs are handled in the same

way as described in section 4.3.1.

4.3.3 Issue 3: Possible partial commit to memory

For the CI in Figure 4.1, assume that the first write operation to address M1

commits and updates memory. However, after this commit, it is determined that

the write operation to M3 fails because of a TLB translation fault. For a normal

instruction, the pipeline would be squashed and the TLB translation fault would
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be serviced by a page walk. However, for an operation launched by a CI, re-

execution would begin from the CI again. This would leave the memory in an

inconsistent state since the write to address M1 was committed. We overcome

this problem by delaying the commit of all write memory operations launched by

the CI till the successful completion of the CI (no TLB faults).

4.3.4 Issue 4: Handling TLB faults

Memory operations launched by a CI can cause TLB faults – we handle this from

the compiler side. The compiler assigns an additional output register for the

CI. When there are no faults, the CI writes 0 to this register, else it writes the

logical address which caused the TLB translation fault. All memory operations

launched by the CI are squashed (no update to memory). The compiler inserts

four additional instructions – a comparison to see whether the output register

contains a non-zero value, a branch if-not zero instruction, a load instruction for

the logical address which caused the fault and an unconditional branch back to

the CI. Basically, the program checks whether a TLB fault occurred (given by

the non-zero test of the output register), performs a software read where the TLB

fault is handled and re-executes the CI.

4.3.5 Issue 5: Handling variable number of memory operations

Since CIs can span multiple basic blocks in the program, the number of mem-

ory operations launched by a CI could vary across executions and need not be

deterministic before the CI starts executing. This issue is solved by launching

the maximum number of memory operations that a CI can execute during the

decode stage. These memory operations wait in the processor pipeline till the CI

supplies valid addresses. In case a particular memory operation is not executed,

the CI supplies a ‘dummy’ address for these operations effectively turning them
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Table 4.1: Alias information for benchmarks – columns titled 0-10 show the

fraction (as percentages) of memory dependences sorted by iteration distance.

The last column shows the ratio of dynamic/static memory dependences (ex-

pressed as percentage).

Bench-

mark

0 1 2 3 4 5 6 7 8 9 ≥10 Dynamic

/Static

(%)

bzip2 8.71 9.8 4.2 0 0 1.54 0 3.23 0 0 72.52 14.34

lib-

quantum

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.0 5.74

mcf 0.00 17.51 10.46 7.21 4.33 3.81 1.76 1.55 0.86 0.99 51.52 0.16

gobmk 72.40 13.77 3.24 1.60 0.94 0.58 0.45 0.36 0.31 0.23 6.12 17.86

h264 88.75 7.91 0.36 0.21 0.15 0.12 0.18 0.11 0.11 0.11 2.00 23.45

sjeng 55.87 21.74 2.67 1.76 1.50 1.09 1.48 0.70 0.66 0.62 11.93 11.78

hmmer 14.34 7.8 2.3 3.7 0 0 0 0 0 0 71.86 16.49

into nops. To bound the maximum number of memops that a CI can execute, our

compiler ensures that control flow within a CI never follows a loop backedge.

4.3.6 Scenarios where our architecture would beat a system with com-

piler inserted synchronization

Our architecture would be beneficial if memory dependences predicted by the

compiler are very conservative with respect to actual dynamic memory depen-

dences in the program. In Table 4.1, we analyze integer benchmarks from the

SPEC 2006 suite and show the distribution of dynamic memory dependences

across loop-iteration distances for the 10 ‘hottest’ loops in each program. For ex-

ample, the number in column titled 0 for h264 implies that for 88% of all memory

dependences (read after write) for the top 10 loops, the write and read operations

were executed in the same iteration of the loop (hence iteration distance 0). The

last column shows the ratio of the number of memory dependences observed at
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runtime to the number of memory dependences predicted by the compiler (alias

analysis). The relatively low values in the last column show that the alias analy-

sis of the compiler is conservative when it comes to estimating RAW hazards for

memory operations. If the compiler was expected to figure out all the memory

dependences while generating custom instructions (like in OneChip [23] ), then

a large number of ‘synchronization’ instructions would need to be inserted into

the code. In our experiments, we use the the full alias analysis from LLVM to

estimate dependence at compile time.

The distribution of memory dependences across iteration distances in loops,

shows us that there is significant opportunity for speedup using loop pipelining

with CFUs – if a large percentage of memory dependences had a small dependence

distance (1 to 3), then loop pipelining would not be efficient since too many iter-

ations would depend on near previous iterations. Note that memory dependences

with iteration distance 0 are not an issue with respect to loop pipelining. Our

results are consistent with those reported in [106] regarding speculative pipelining.

4.3.7 Difference with CISC ISAs

Our method of using mem-rops is similar to micro-ops used by x86 based proces-

sors. CISCinstructions (like x86) are typically split into relatively simple micro-

ops – typically an address computation micro-op, a memory read/write micro-op

and possibly an arithmetic micro-op. The CIs in our system differ from CISC

instructions in the following ways: (1) A CI can launch an arbitrary number of

mem-rops which may complete in any arbitrary order. (2) Memory read rops

launched by a single CI can have dependence between them as well (for exam-

ple ptr → next → X). (3) A CI can span multiple basic blocks in the program

and it is possible that the actual number of mem-rops executed varies from one

execution of the CI to another. The reason we used rops is because we want to

minimize the changes needed in the core for supporting memory operations from
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Figure 4.3: Layout of the processor pipeline with tightly integrated CFU

within a CI.

4.4 Custom instruction operation and representation

In our system, a reconfigurable datapath is integrated tightly within the proces-

sor pipeline – the logical layout is shown in Figure 4.3. Physically, our system

is a tiled chip multiprocessor (CMP). Individual tiles may be processor cores, L2

cache banks or tiles of reconfigurable fabric (see Figure 4.4). A core can imple-

ment custom instructions in an adjacent tile containing reconfigurable fabric. The

baseline core in our system is a 2 GHz 2-issue superscalar processor. Consider the

Xilinx Virtex-6 XC6VSX315T FPGA which has around 50K slices and 1300 DSP

blocks in a 23mm by 23 mm die. In our system, we estimate the area occupied

by a core (using McPAT [74]) and compute the number of slices/DSPs that could

fit in this area as per the density of the above mentioned Virtex-6 FPGA die –

this turned out to around 2000 slices and 150 DSP blocks. From McPAT [74],

we determine that it would take 5 processor cycles to communicate between the

reconfigurable fabric and core pipeline to transfer values from/to the FPGA in
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Figure 4.4: Tiled CMP with reconfigurable logic

Figure 4.5: Custom instruction format

a pipelined fashion. More details of the communication are provided in section

4.5.6.

At the start of an application, the datapath is re-configured to implement

the CFUs which execute the CIs selected by the compiler for that particular

application (section 4.6). Reconfiguration time for modern FPGAs is around 1

ms [77] and is small enough to be ignored if performed once per application. We

assume that the processor clock and the CFU clock arise from the same master

clock and the processor frequency is an integer multiple of the CFU frequency.

This may reduce the frequency at which CFUs are able to run, but makes the

interface between the clock domains simpler [110] – essentially all that is needed

is a register which can accept new data from the processor at a rate equal to the

integer multiple. More details of the interaction between the CFU and processor

pipeline are described in section 4.5.

Since memory operations launched by the CI can take arbitrary time to com-

plete (cache misses etc), each CFU is not a simple deterministic datapath – the

synthesized circuit contains a finite-state machine with dedicated states in which

the CFU stalls while the launched memory operations are completed.

Each CI has a code associated with it which tells the hardware which CFU
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to run the CI on. This code is part of the binary representation of the CI.

In our setup, we use the SPARC v9 ISA and use the nop instruction “sethi

< imm value >, %g0 ” provided to implement CIs – see Figure 4.5 for the instruc-

tion format of sethi (the numbers above the rectangle specify the number of bits)

. This instruction provides 22 bits for representing the immediate value – we use 5

bits for the code of the CI, 11 bits as a bit vector to determine which registers are

inputs to the CI and 6 bits as another bit vector for determining which registers

are outputs of the CI (Figure 4.5 lower rectangle). For example, in the 11 bit

source register bit-mask, if bit number 8 is set to 1 (numbering assumed to start

from 0), then this implies that register r8 is one of the inputs to the CI. Note that

the SPARC ISA has 32 registers – however, under our setup, CIs can only use 11

of them as inputs and 6 as outputs (in our experiments, we use registers 8 to 18

for inputs and 19-24 for outputs). This imposes a hard limit on the number of

register inputs/outputs that custom instructions can have in our architecture.

4.5 Details of proposed architecture

Our baseline processor is a superscalar processor with support for branch pre-

diction (and rollback-recovery) and out of order execution of memory operations.

Figure 4.3 shows the basic layout of how our reconfigurable CFU units interact

with the rest of the processor pipeline – the rest of the section briefly explains

each component of this interaction. There are two main issues we need to consider

in our architecture: (1) Each CI can have more than 2 source registers and more

than 1 destination register (unlike conventional instructions). (2) Each CI can

launch 1 or more memory operations. For the purpose of illustration, we assume

that our baseline processor is a 2-issue wide superscalar processor.
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Figure 4.6: Decoder modification (a)baseline(b)modified

4.5.1 Fetch stage

Our baseline processor can fetch upto two instructions every cycle from the I-

cache (assuming cache hit), perform branch prediction, update the PC and store

the fetched instruction in the fetch buffer. The fetch buffer is a circular FIFO – the

head (updated by the decode unit) points to the next instruction to be decoded

while the tail (updated by the fetch unit) points to the last instruction fetched.

The fetch unit ensures that the head of the fetch buffer is not overwritten when

the decode stage is stalled. We make no changes to the fetch stage.

4.5.2 Decode stage

Our baseline processor’s decoder has two decode slots and hence, can decode two

instructions every cycle from the fetch buffer (moving the head pointer of the

fetch buffer by two every cycle). The decoded instructions are placed into two

decode registers which are read by the rename logic in the subsequent cycle. The

rename logic checks for dependencies between the two instructions and renames

the source registers by accessing the register alias table (RAT) which stores the

mappings between architectural and physical registers. The destination registers

of each instruction are assigned a physical register from the free list buffer (which is

maintained as a circular FIFO). Since we are using the SPARC ISA, an instruction

can have at most 3 source registers (store integer instruction) and 1 destination

register. We assume that a 2-issue wide processor can rename upto 2x3 source

registers per cycle and can assign upto 2x1 destination physical registers per cycle.
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Since CIs may contain upto 11 source registers, 6 destination registers and

multiple memory operations and the number of ports of the register file (and

other components in the micro-architecture of a superscalar processor such as the

RAT, free list, reservation station) is limited, additional changes are needed in the

micro-architecture to support CIs. Essentially, we split a complex CI into multiple

simple operations which we call rops (for RISC operations). This approach is

similar to decoding performed in x86 processors where a complex instruction is

split into multiple simple micro-ops (uops) [3]. However, the difference is that

for our CIs the micro-ops are used only for reading from/writing to registers and

memory while the computation is performed by customized logic on the FPGA.

When the decode stage encounters a CI, it determines the number of register

operands from the binary representation of the instruction (see Figure 4.5) . The

opcode of the CI (see section 4.4) is used to determine the number and type

(read/write) of memory operations that the CI will launch. This operation is

essentially a table lookup – we assume a 1-cycle latency for this operation (bit

vector to denote the type of operation). We introduce a SRAM table called CFU

memop table to store the mapping between the CI opcode and the number of

memory operations launched by the CI – this is a programmable table which is

filled up when a new application is launched.

Consider an example CI with 8 register inputs, 3 register outputs and 4 memory

operations on a 2-issue wide baseline processor. Our baseline ISA is SPARC v9

where an instruction can have at most three source registers and one destination

register. For a fair comparison, we use the same constraints and hence, a rop can

have at most three source registers and one destination register. Hence, the decode

logic creates 3 sreg-rops (source register rops), 4 mem-rops (read operations first

followed by write operations), 3 dreg-rops (destination register rops). For a 2-

issue processor, assuming the CI is decoded in decode slot 0, upto 2 rops (and/or

instructions) can be processed every cycle. Hence, for our example CI, it would
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take 5 cycles to insert all the rops into the pipeline. Also, we introduce two

additional bits in the decode registers to mark the first and last rops of a CI.

A CI can appear at any of the two inputs of the decoder in a 2-wide processor

while the rops of the CI can be output at any of the two outputs of the decoder.

This implies that we need a crossbar at the end of the decode stage because the

rop issued by any decode unit should be able to enter any of the two decode slots

available (see Figure 4.6).

Using a circular FIFO for the fetch buffer allows the decode stage to throttle

the fetch stage when the buffer is full. However, if the pipeline design is similar to

the Alpha-21264 [69] with a single wide register to store the fetched instructions

every cycle, our design needs another modification. An additional wide register is

introduced to copy the fetched instructions every cycle – if the fetched instructions

contain a CI, the fetch unit is stalled and the decoder will use the duplicate register

in subsequent cycles till all the instructions in the duplicate register are decoded

fully.

4.5.3 Rename stage

The sreg-rops and dreg-rops are renamed in the same way as normal instructions.

Mem-rops are ignored completely by the rename stage.The source operands for

these mem-rops (address and/or data) are provided by the CI after partial exe-

cution. Making sure that the mem-rops ’ source operands are passed correctly is

handled by the dispatch stage and the scheduler.

4.5.4 Dispatch stage

The dispatch stage is the last stage in the pipeline where instructions are processed

in order (apart from the commit stage) – each instruction is assigned a sequence

id or SID which represents the program order. The SID is typically the index in
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Figure 4.7: Reservation station entry format (a)baseline(b)modified

the ROB in which the instruction is stored.

The main job of the dispatch stage is to perform resource allocation – create

entries in the ROB (and assigning SIDs) for each instruction/rop, the reserva-

tion station and in the LSQ for memory instructions/rops. Since mem-rops get

their address (and data) operands directly from the CIs (and not register file),

each entry in the reservation table needs to be expanded to accommodate this

information. We explain with an example: consider a modern superscalar proces-

sor with 256 physical registers and a 128-entry ROB. A typical reservation station

(RS) contains entries whose format looks similar to the one shown in Figure 4.7(a)

– each entry has 3 fields for the source operands, each field stores the physical

register id and value of the source operands (and/or immediate operand), a valid

bit and a ready bit (labeled V and R respectively). For our example processor,

the width of the physical register id field would be 8 bits.

In our modified ISA, the number of destination registers has been limited to 6

and source registers to 11 (see section 4.4). From section 4.4, each CI can have at

most 16 mem-rops. Thus, each CI can have at most 4 sreg-rops, 6 dreg-rops and

16 mem-rops. Each mem-rop can have two source operands – address and data

(for memory write operations). Thus, to correctly address the source operand of

a mem-rop, the following information is needed:

• SID of the CI which provides the source operands: We use the SID of the

first rop to represent the SID of a CI. We denote this by SIDfirst. Since an

SID is the index of the rop in the ROB, the bitwidth for SID in our example
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system is log2(128) bits.

For normal instructions, each source operand is simply the physical register

id – to maintain compatibility with the field for SID is expanded to 1 +

log2(max(256, 128)) bits, with one additional bit to determine whether the

source operand is a physical register or is provided by a CI.

• Index of the rop inside the CI – we call this the ropid. In our example, the

CI could provide data to upto 16 mem-rops, 4 dreg-rops or the 6 dreg-rops.

Thus, ceil(log2(26)) bits are needed to represent the ropid.

• Operand index within a single rop: For example, a mem-rop has upto two

source operands (address and data) and hence, 1 bit is needed to mark the

operand index within a single rop.

This brings the bitwidth of each source operand id to 15 bits while baseline

processor (without CIs) would use only 8 bits for representing source ids (physical

register ids).

For each rop that passes data to the CI, the rop needs to know the SID of the

CI i.e. SIDfirst. This information is used to correctly route the results of sreg-rops

and mem-rops over the bypass path to the CFU executing the CI. Additionally,

since a CI may launch multiple sreg-rops and mem-rops, each rop must know

its own index within a CI. Since a CI can have at most 26 rops, we would need

5 bits to represent the index of the rop within a CI or ropid as described in the

previous paragraph. Normal instructions in the baseline processor have one field to

represent the destination physical register id. We extend this field to also include

the additional information required for CIs. In our baseline example processor,

the destination register id field is log2(256) bits wide. In our system, this field is

extended to 1 + log2(max(256, 128)) + 5 bits – the one additional bit is 1 if the

destination is a CI, 0 otherwise.
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From McPAT [74], we observe that the area of the reservation station in the

baseline processor would be 0.17 mm2 while the modified reservation station would

occupy 0.21 mm2 at the 45 nm node.

4.5.5 Scheduler and execute stage

When a particular sreg-rop becomes ready (all its source register operands become

ready), assuming the CFU corresponding to the CI is idle or the CI corresponding

to the sreg-rop has already been assigned to the CFU, the scheduler may decide

to assign the CFU to that particular CI. Communication to the CFU occurs over

the 5-cycle link mentioned in section 4.4. The correspondence between an sreg-rop

and the issuing CI is obtained by reading the SIDfirst value from the destination

field as described in subsection 4.5.4.

Preventing deadlocks : Consider an example, where two CIs C1 and C2 that

runs on the same CFU enter the pipeline in-order and launch one sreg-rop each,

given by r1 and r2 respectively. It is possible that r2 is ready before r1 (cache miss

etc) and the scheduler reserves the CFU for C2. However, if there is a dependence

between C1 and C2, then C2 would never complete execution on the CFU and C1

would never execute (as C2 has reserved the CFU) leading to a deadlock. The

scheduler makes sure that such a deadlock never happens by reserving a CFU for

a CI only when all the sreg-rops for the same CI are ready.

Once the CFU has obtained all its register operands, it begins execution. When

a memory operation is encountered, the CFU computes the address (and data)

for the operation and sends it over the bypass path to forward it to the mem-rop

waiting in the RS. The address is tagged with the SIDfirst of the CI and the ropid

so that the correct mem-rop reads the address. The CFU may have to stall till

the mem-rop is completed – if the mem-rop is a read operation and its value is

needed for further operations in the CFU.
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Figure 4.8: Communication links – W is the number of CFUs that can commu-

nicate in parallel

The mem-rop, using the address obtained from the CFU, proceeds with the

memory operation in a manner identical to load/store instructions. Assuming

there are no conflicts in the LSQ or TLB misses, the memory operation completes

and waits in the ROB for retirement. If the mem-rop is a memory read operation,

the read value is forwarded to the CFU over the bypass paths (again using SIDfirst

to route the value to the correct CFU).The value is also tagged with the ropid (as

described in section 4.5.4).

The CFU completes execution and forwards the results to dreg-rops waiting

in the RS after which the dreg-rops wait in the ROB for retirement.

4.5.6 Communication with CFUs

Figure 4.8 shows the communication mechanism between the processor core and

CFUs. As described in subsections 4.5.4 and 4.5.5, the value of ropid is used to

pass data either from sreg-rops to the primary inputs of the CFU or from mem-

rops to the CFU. The value of ropid is used to pass address and data values to

dreg-rops and mem-rops. The parameter W determines the number of CFUs that

can communicate in parallel; in our experiments W is set to 1.
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The communication links and source registers for the CFUs are pipelined and

operate at the core frequency. The CFU reads from the source registers at the

FPGA frequency which is typically much lower. The difference between the fre-

quency of the communication links and the CFUs allows communication to pro-

ceed efficiently even when there are several CFUs connected to the core. In our

experiments, we determined that increasing the width of the communication links

did not provide any performance improvements (the frequency difference between

the primary reason).

4.5.7 Retire stage

The sreg-rops and mem-rops which only read from memory are retired like any

other instructions – except that they do not update any registers. Unlike store

instructions, write memory mem-rops launched by CIs are allowed to update

memory only when all the rops launched by the CI have retired because of reasons

explained in section 4.3.3. We introduce two additional bits per entry of the ROB:

(1) Bit 0 is 1 if the current entry is the first rop of a CI. (2) Bit 1 is 1 if the current

entry is the last rop of a CI.

Table 4.2: CI statistics – average over largest CIs per loop

Benchmark #Nodes #Inputs #Outputs #Memory operations

bzip2 14.5 6.2 4.7 5.8

libquantum 11.4 5.1 4.4 1.9

hmmer 17.5 5.5 8.4 4.3

mcf 16.3 4.2 6.2 4

gobmk 47.5 5.6 9.6 7.6

h264 37.6 12.4 17.8 4.5

sjeng 74.9 10.6 31.2 9.6
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Table 4.3: Simulation processor parameters

Parameter Value(s)

Issue-width 2/4

ROB 128/256 entries

RS 128/256 entries

Register file 256 physical entries

LSQ 64 entries

Cache 64 KB L1 I/D cache, 4MB L2 cache

Table 4.4: Normalized performance (#cycles elapsed) with non-pipelined CFUs

on FPGAs
2-issue/128 entries 2-issue/256 entries 4-issue/128 entries 4-issue/256 entries

baseline CFU baseline CFU baseline CFU baseline CFU

bzip2 1.000 0.960 0.999 0.940 0.958 0.947 0.956 0.945

libquantum 1.000 0.847 1.000 0.810 0.653 0.607 0.653 0.606

hmmer 1.000 0.850 1.000 0.842 0.775 0.715 0.775 0.704

mcf 1.000 0.980 1.000 0.978 0.973 0.963 0.973 0.962

gobmk 1.000 1.001 0.999 0.960 0.982 0.971 0.981 0.969

h264 1.000 0.880 0.998 0.870 0.765 0.701 0.763 0.688

sjeng 1.000 0.930 0.999 0.920 0.895 0.890 0.894 0.888

Average 1.000 0.921 0.999 0.903 0.857 0.828 0.857 0.823

Improvement(%)- 7.886 - 9.664 - 3.443 - 3.896
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Table 4.5: Normalized performance (#cycles elapsed) with pipelined CFUs on

FPGAs
2-issue/128 entries 2-issue/256 entries 4-issue/128 entries 4-issue/256 entries

baseline CFU baseline CFU baseline CFU baseline CFU

bzip2 1.000 0.945 0.999 0.944 0.958 0.901 0.956 0.902

libquantum 1.000 0.564 1.000 0.536 0.653 0.213 0.653 0.193

hmmer 1.000 0.714 1.000 0.701 0.775 0.483 0.775 0.472

mcf 1.000 0.964 1.000 0.963 0.973 0.937 0.973 0.936

gobmk 1.000 0.977 0.999 0.976 0.982 0.960 0.981 0.958

h264 1.000 0.693 0.998 0.700 0.765 0.465 0.763 0.447

sjeng 1.000 0.863 0.999 0.866 0.895 0.757 0.894 0.756

Average 1.000 0.817 0.999 0.812 0.857 0.674 0.857 0.666

Improvement(%)- 18.298 - 18.722 - 21.401 - 22.202

Table 4.6: Normalized total energy consumption with pipelined CFUs on FPGAs

2-issue/128 entries 2-issue/256 entries 4-issue/128 entries 4-issue/256 entries

baseline CFU baseline CFU baseline CFU baseline CFU

bzip2 1.000 0.691 1.046 0.716 1.367 0.949 1.452 0.929

libquantum 1.000 0.620 1.058 0.735 1.044 0.726 1.141 0.700

hmmer 1.000 0.615 1.094 0.743 1.079 0.685 1.291 0.888

mcf 1.000 0.698 1.060 0.723 1.035 0.717 1.123 0.711

gobmk 1.000 0.694 1.011 0.663 1.391 0.895 1.412 0.881

h264 1.000 0.678 1.051 0.657 1.137 0.718 1.224 0.768

sjeng 1.000 0.700 1.029 0.719 1.290 0.818 1.343 0.867

Average 1.000 0.671 1.050 0.708 1.192 0.787 1.284 0.821

Improvement(%)- 32.894 - 32.582 - 33.986 - 36.075
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4.6 Compiler flow for creating CIs

We implement all our analysis and program transformations as part of the LLVM

compiler infrastructure framework [10]. We use profiling to find the 10 most

computationally intensive loops of an application and then use the pattern enu-

meration and selection approach described in [39] to determine the CIs – however,

we are allowed to have memory access operations inside our CI. The pattern enu-

meration approach has to satisfy the constraints imposed in sections 4.4 and 4.5.

There are additional constraints imposed to generate valid patterns for CIs. We

enumerate these constraints below:

• Convex data flow [39]: Assume instruction X is included as part of a CI Y

which depends on X is not part of the CI. Then, any instruction Z which

is dependent on Y cannot be part of the CI because this would lead to a

cyclic dependency between the CI and instruction Y .

• No special instructions : Instructions such as function calls, return, volatile

memory operations, atomic instructions etc cannot be part of a CI as our

synthesize logic is incapable of handling these instructions.

• No loops within CIs : We do not allow CIs to include the back-edge for a

loop (a single CI by itself cannot execute multiple iterations). Allowing back

edges would lead to the CFUs storing some context that is invisible to the

processor making rollback impossible (since the CFUs do not possess any

means to rollback).

• Maximum number of memory operations per CI : Each type of CI can launch

only a predetermined maximum number of memory operations – this allows

the dispatch logic to determine the number of entries to create in the ROB

and RS. CIs spanning multiple basic blocks are handled as described in 4.3.5.
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• Bound on the number of memory operations : The number of memory oper-

ations launched by a CI should be no more than the number of entries in

the ROB/reservation station/LSQ.

In Table 4.2, we present some statistics for the largest CIs we found in our pro-

grams. We determined the largest CIs that our compiler pass could identify in

the top 10 loops and took the average over these loops. The first column shows

the number of nodes in each CI, the second shows the number of register inputs,

the third shows the number of register outputs and the fourth shows the number

of memory operations per CI. Allowing memory operations in the CI allows us to

increase the size primarily because: (i) Fewer input/output registers. (ii) Not al-

lowing memory operations increases the likelihood of non-convexity of a CI. Note

that we cannot really use the largest CIs because of architectural constraints that

limit the number of register inputs/outputs and memory operations per CI.

4.7 Results

4.7.1 Evaluation setup

We use the LLVM compiler framework to analyze and extract CIs from the SPEC

integer 2006 benchmark suite (since FPGAs are not very area efficient at im-

plementing floating point operations). Our compiler framework is limited to C

programs (3 of the SPEC integer benchmarks are C++ programs) – perlbench

and gcc would crash when compiled with LLVM. We use AutoESL HLS tool for

synthesizing our CFUs and Xilinx XPower for energy numbers for the FPGA. We

use Wisconsin’s Gems simulation infrastructure [80] to model the performance of

our system – the simulation parameters we use are listed in Table 4.3. We use

McPAT [74] to estimate energy of the processor core – for compatibility reasons,

we assume that the core is implemented in a 45 nm process (the same as Xilinx
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Virtex-6). Our cores and the CFUs run at different frequencies –the core runs at

2 GHz while the frequency of the CFU is provided by Xilinx ISE. To keep the in-

terface logic as simple as possible, the CFU is adjusted so that the CPU frequency

is an integer multiple of the CFU frequency (see section 4.4). The reconfigurable

fabric is reconfigured once per application – hence, the actual time per reconfigu-

ration is not critical in our methodology. Based on our description in section 4.4,

we can have most 32 CFUs at a time. For the CFUs that our compiler selected

for our benchmarks, for 5 of the benchmarks the CFUs could operate at 200 MHz

(1 FPGA cycle = 10 core cycles) while for the other 2 benchmarks, the frequency

we had to use was 125 MHz (1 FPGA cycle = 16 core cycles).

We first examine the effect of allowing memory operations inside the CI. We

find that the average number of nodes per CI is 3.6 when memory operations are

not allowed inside the kernel and 12.3 when allowed. Additionally, the primary

constraining factors that prevent the increase in CFU size in the first case are

memory operations and limited number of register ports. For the case where

memory operations are allowed, the primary constraining factor is the presence of

aliased memory read operations (section 4.6).

4.7.2 Comparison with baseline

We compare the performance of our system with several core configurations in

Tables 4.4 and 4.5 – All numbers are normalized with respect to the 2-issue baseline

processor (by performance we mean the normalized number of cycles taken to

execute the programs).

Performance: Table 4.4 shows the performance when the CFUs are not pipelined.

As can be seen, the average performance improvement is small compared to soft-

ware. This is primarily because of the massive frequency difference between the

FPGA and CPU. Table 4.5 shows the performance when the CFUs are pipelined –
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initiation interval of pipelining varies between 1 and 3 FPGA cycles (as determined

by AutoPilot). With pipelining, we begin to see significant performance improve-

ments – average of around 18% for 2-issue cores. The key point in our approach

is to compare the performance of a 2-issue core augmented with CFUs (column

2) with a 4-issue core (column 5) – our architecture can beat the performance of

a 4-issue core using 2-issue core and CFUs. For benchmarks with significant ILP

(libquantum, hmmer, sjeng, h264 ), the speedup is reasonable. Benchmarks such

as mcf which have a large working set see very little improvement mainly because

they are memory bound and encounter a high fraction of cache misses.

Energy : Table 4.6 shows the energy consumption (normalized to the 2-issue

core). Here, we see that having CFUs provides significant energy savings. On the

average, we see a 32% energy reduction. Of the total energy savings, we observe

that 41% of the total energy savings in our system comes from reduced number

of accesses to the I-cache, instruction buffer and decode logic, 32% of the savings

comes from reduced energy consumption of the ALUs (since many arithmetic

operations are performed in the FPGA now) and register files and the remaining

27% of the energy savings are distributed among the reservation station, rename

logic and ROB.

MIPS/J : To sum it up, we plot the performance over energy average values

for the different configurations that we studied in Figure 4.9. We compute the

MIPS/J metric for each configuration and normalize them with respect to the

MIPS/J metric for the 2-issue/128 entry window core. As we can see, using our

CFUs significantly improves the MIPS/J metric, upto 1.8X times the baseline

core. The 4-issue cores have relatively low values of MIPS/J metric because of

the large energy consumption of the 4-issue base core. However, with CFUs their

MIPS/J values also rises significantly thanks to the larger reduction in energy

consumption relative to the 2-issue core. An additional conclusion that can be

drawn is that the increase in window size from 128 to 256 entries provides no
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Figure 4.9: Graph showing average MIPS/J values normalized to the 2-is-

sue/128 entry window core

significant benefits while causing an increase in energy consumption.

Resource usage: Table 4.7 shows some statistics and resource usage associated

with our selected CFUs. Column 1 shows the number of different CFUs selected,

column 2 shows average number of operands per CFU, column 3 shows average

number of memory operations per CFU, columns 4 and 5 show the total slices

and DSP blocks used respectively.

4.7.3 Comparison with restricted CIs

We examine the benefits of allowing memory operations inside a CFU. Table 4.9

shows the results of a system where the CFU is not allowed to launch memory

operations compared to a 2-issue superscalar processor. As can be seen, the

performance and energy improvements are very small mainly because the size of

each individual CFU (and the custom datapath) is limited to a few operations and

so the CFUs do not perform significantly better than software. Not having memory
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Table 4.7: Resource usage for selected CFUs

# CFUs #Instructions/CI #memops Slices DSP

bzip2 27 20 4 1958 114

libquantum 16 11 3 1961 112

hmmer 21 16 7 1886 139

mcf 25 18 3 1852 135

gobmk 23 11 4 1893 121

h264 22 13 7 1918 124

sjeng 16 13 4 1892 114

operations launched from within a CI limits the speedup and energy savings for

superscalar processors.

We examine the benefits of allowing CIs to execute speculatively – namely

the case where the memory read operation launched by a CI can proceed before

preceding store instructions or CIs have completed. Table 4.10 shows the results

of a system where the CFU is not allowed to execute speculatively – the CI has

to wait for all preceding memory operations and CIs to complete before being

launched. Again as can be seen, the performance improvement compared to a 2-

issue superscalar processor is very small mainly because multiple CFUs within the

same loop cannot execute speculatively – they wait for the preceding operations

to complete. In a superscalar processor without CFUs, load-store instructions

can execute speculatively in parallel – adding synchronization operations between

software instructions and CIs significantly degrades performance (specially if the

number of memory aliases is small). If the CI needs to wait for preceding load-

/store instructions to complete before execution, the improvement is significantly

degraded.
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4.7.4 Sensitivity with respect to FPGA resource availability

We study the effect of increasing FPGA resources available to implement CFUs.

Tables 4.11 and 4.12 show the normalized performance and energy consumption

as we increase the slices available. The baseline is a 2-issue core and the 2K slices

column is the same as shown in subsection 4.7.2. As can be seen the performance

increase is not significant for most cases. For cases like mcf and gobmk, the pri-

mary reason is the high rate of cache misses. The observation that we made during

our experiments is that pipelined CFUs implemented on FPGAs are most effec-

tive when they cover instructions which are part of hot innnermost loops. In such

cases, the pipelined CFUs provide high throughput (relative to baseline). High

resource availability leads to covering parts of the program which are not in the

innermost loops (still in hot loops). For such CIs, the latency of execution is more

important than the throughput since successive invocations of the CI are spread

out over relatively large periods of time. Since the FPGA frequency is significantly

lower than the core frequency, such CIs do not provide signficant performance im-

provements. The normalized energy consumption does decrease by 47% when

50K LUTs are available – the addition of extra CFUs reduces the instructions

fetched/decoded/renamed which leads to smaller energy consumption.

4.7.5 Comparison under equal area constraint

To make a meaningful comparison under an almost equal area constraint, we

compare the performance of a baseline system with two cores and a one core system

with an FPGA tile for implementing the CFUs. In this way, we compare systems

with equal silicon area. We run two copies of each application and examine the

benefits of our approach. Table 4.8 shows the performance and energy reduction of

our system. Our system does suffer from significant slowdown ( 40-52%) because

our CFUs are not able to provide a large speedup. Also, the energy reduction
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Table 4.8: Comparing the slowdown and energy reduction of 2 baseline cores with

1 core + FPGA CMP system

Bench-

mark

2-

issue/128

entries

2-

issue/256

entries

4-

issue/128

entries

4-

issue/256

entries

Slow-

down

(%)

Energy

reduc-

tion

(%)

Slow-

down

(%)

Energy

reduc-

tion

(%)

Slow-

down

(%)

Energy

reduc-

tion

(%)

Slow-

down

(%)

Energy

reduc-

tion

(%)

bzip2 76.729 23.974 76.614 24.921 75.928 25.467 76.419 30.949

lib-

quantum

5.486 35.405 0.221 28.949 -38.949 31.466 -44.709 39.327

hmmer 33.623 33.945 31.151 28.592 16.605 33.531 14.007 29.142

mcf 80.289 23.142 80.214 24.974 80.260 23.877 80.011 29.923

gobmk 82.652 23.297 82.662 27.009 82.767 30.061 82.522 31.984

h264 29.592 28.412 31.216 33.410 13.712 34.189 9.652 34.941

sjeng 61.326 24.254 62.081 24.475 58.183 31.850 58.119 30.969

Average 52.814 27.490 52.023 27.476 41.215 30.063 39.432 32.462
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( 27-32%) is slightly lower than what we observe for the individual cores case

( 32-36%). This is because the larger execution time on our system leads to the

shared L2 cache being active and dissipating leakage power for a longer time. This

causes an increase in the energy consumed by our system relative to the baseline.

In the age of Dark Silicon, when energy consumed and not chip area is not

the limiting constraint, it is useful to minimize the energy consumption of every

application that is executed on the system. In scenarios where the system is lightly

loaded with respect to utilization of all cores in the system (example: few single

threaded applications are running), it may be beneficial to power down most of

the cores and use CFUs implemented on the FPGA fabric to run the applications.

In times of high load, the OS may decide to use all the cores in the system for

obtaining the best throughput.

4.8 Conclusions

In this paper, we present an architecture by which CIs can launch memory op-

erations and execute speculatively when integrated with a superscalar processor

pipeline. Our approach does not need any synchronization or detailed memory

analysis by the compiler. Our architecture uses the components of the superscalar

pipeline to detect conflicts and mis-speculation at run-time and to rollback to a

safe state.Our experiments show that even for pointer-heavy benchmarks our ap-

proach can average of 24% energy savings over software only implementations and

significant performance improvements (average of 14%).
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Table 4.9: Comparison of CFUs with 2-issue superscalar processor with no mem-

ory operations

Benchmark Performance improvement (%) Energy reduction(%)

bzip2 0.9 0.76

mcf 0.2 1.2

gobmk 3.7 2.9

hmmer 5.3 8.4

sjeng 6.2 10.6

libquantum -2.1 1.4

h264ref -4.6 6.6

Average 1.45 5.18

Table 4.10: Comparison of CFUs with 2-issue superscalar processor with synchro-

nization

Benchmark Performance improvement(%) Energy reduction(%)

bzip2 -2.7 4.7

mcf -4.1 2.2

gobmk -9.5 4.5

hmmer -3.5 6.2

sjeng -2.3 0.2

libquantum -6.1 1.1

h264ref -7.6 2.3

Average -5.51 2.75
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Table 4.11: Sensitivity with respect to FPGA resources – normalized perfor-

mance

Benchmark baseline 2K slices 10K slices 50K slices

bzip2 1.000 0.945 0.941 0.935

libquantum 1.000 0.564 0.529 0.484

hmmer 1.000 0.714 0.692 0.663

mcf 1.000 0.964 0.961 0.958

gobmk 1.000 0.977 0.975 0.972

h264 1.000 0.693 0.669 0.639

sjeng 1.000 0.863 0.852 0.838

Average 1.000 0.817 0.803 0.784

Improvement(%)- 18.298 19.725 21.580

Table 4.12: Sensitivity with respect to FPGA resources – normalized energy

Benchmark baseline 2K slices 10K slices 50K slices

bzip2 1.000 0.691 0.611 0.541

libquantum 1.000 0.620 0.540 0.470

hmmer 1.000 0.615 0.535 0.465

mcf 1.000 0.698 0.618 0.548

gobmk 1.000 0.694 0.614 0.544

h264 1.000 0.678 0.598 0.528

sjeng 1.000 0.700 0.620 0.550

Average 1.000 0.671 0.591 0.521

Improvement(%) - 32.894 40.894 47.894
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CHAPTER 5

Architecture support for dynamic instruction

set customization

5.1 Introduction

As described in the previous chapter, instruction set customization provides sig-

nificant opportunities for obtaining improvements in both performance and energy

consumption. Compared to coarse grained, fixed function accelerators, using cus-

tom functional units provides significantly greater flexibility. However, techniques

that customize the instruction sets of processors offline are typically faced with

the following challenges:

1. Storage of configuration bits for a reconfigurable functional unit : As the

number of custom instructions (CIs) increases, the size of memory needed

to store the configuration information increases.

2. Reconfiguration overhead : Reconfiguring a customizable functional unit may

require several cycles as well as reconfiguration energy. For example, for

FPGA-like fabric, the reconfiguration time could be in the order of hun-

dreds of micro-seconds. This overhead has implications on the frequency of

reconfiguration that can be performed for a given system.

3. Binary compatibility : Customized executables/library modules may not be

able to work on systems where the customized functional units are not avail-

able. This challenge was addressed by introducing branch and link instruc-
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tions in [34] with a software fall back mode. Pre-compiled libraries in which

programs may spend significant amount of time provide additional chal-

lenges.

4. Legacy binaries : Finally, for those portions of a program for which the source

code is not available (pre-compiled libraries, for example), offline instruction

set customization may not be possible.

Dynamic instruction-set customization techniques could overcome some of the

challenges described above. Issue (1) could be handled by generating configura-

tion bits on the fly while (3) and (4) would be handled implicitly as no changes are

made to the binary. However, dynamic techniques still face issue (2) and must also

take into account the overhead (time and energy) of generating configurations for

the reconfigurable functional units at runtime. The overhead depends both on the

reconfigurable fabric used to implement the custom functional units as well as the

heuristics used to extract and map program segments onto the custom functional

units. For example, FPGAs provide an extremely fine-grained reconfigurable fab-

ric which implies that significant effort is needed to map (place and route) data

flow computations onto the fabric. Alternatives such as CGRAs (coarse-grained

reconfigurable arrays) are less flexible in terms of configurability but the effort to

map computation onto a CGRA may be lower.

Highlights of our contribution

1. We present a microarchitecture which can generate custom instructions on

the fly for frequently executed code blocks during the application execution.

Along with the custom instruction creation, the microarchitecture can gen-

erate the configurations for the custom functional units on a reconfigurable

datapath.

2. Our microarchitecture generates the custom instructions and the modifies

the instruction stream (with custom instructions) dynamically while ensur-

99



ing correct program operation, guaranteeing correct program state to deal

with context switches and interrupts.

The above contributions are enabled by:

1. A hardware module to generate legal custom instructions and configurations

from the instruction stream.

2. A L0 instruction cache to store the modified instruction stream (with custom

instructions) along with hardware to determine the entry and exit points.

3. An architecture by which the custom instruction generation hardware can

be shared among multiple cores in a chip multiprocessor (CMP) system.

We note that previous work on custom instructions has focused mainly on of-

fline custom instruction selection/generation [21][1][13][99][36][15][119], sometimes

with dynamically configurable functional units [34][57]. While other work has fo-

cused on dynamic instruction stream optimization [104][18][97][42], to the best of

our knowledge, this is the first work to dynamically generate fine grained custom

instructions and optimize the instruction stream in hardware. For a more detailed

review of previous work, we refer the author to section 5.2.

5.2 Related work

5.2.1 Static instruction set customization

A vast body of previous work exists for customizing instruction sets for optimizing

performance or energy efficiency [21][1][13][99][36][15][38][119][92][48][68][64][23][107].

However, all these approaches use a static (or offline) method to determine the

operations to group into custom instructions and also statically determine the

configuration of the custom functional units (CFUs) to be implemented (mostly

on FPGAs). The typical flow is to identify ‘hot’ program segments and map the
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operations in these segments to CFUs implemented on a reconfigurable fabric such

as FPGAs. These approaches suffer from the limitations described in the introduc-

tion section. While FPGAs are reconfigurable, the overhead of reconfiguration is

in the order of 100s of micro-seconds which prevents fine-grained reconfiguration.

5.2.2 Dynamically configurable functional units

All approaches described in this subsection determine the mapping of computa-

tions to the configurable functional units offline, i.e., either by the compiler or a

trace optimizer beforehand. This implies that legacy binaries or dynamic libraries

loaded at runtime cannot use the configurable functional units.

The authors in [34][35][84][51] propose a customizable datapath with multiple

levels of ALUs. The datapath can be configured to connect ALUs between succes-

sive levels. Configuration is done by using a hardware block that can generate the

configuration bits based on the operations selected and scheduled on the datap-

ath. A similar datapath called versatile processing unit (VPU) with configurable

interconnect between the ALUs is proposed in [28]. In the Dyser work [57], the

configurable functional unit is a two dimensional array of functional units (ALUs)

with configurable switches to determine the connections. A credit-based scheme

is used to ensure that data transfer is scheduled correctly. The configuration of

the array is selected offline, however, reconfiguration is done through a series of

configuration instructions which load the configuration bits into the array. Such

a functional unit resembles a CGRA system used in [84]. In QsCores [108], each

core has access to a small set of custom functional units (selected offline) and

the compiler partitions computations in an application among these units (where

possible). In [37], the authors compose large accelerators at runtime using a set

of simpler units called accelerator building blocks.
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5.2.3 Dynamic instruction stream customization

While JITs (just-in-time compilers) and code instrumentation techniques can be

used to generate CFUs [79], our focus is more on fine grained instruction stream

customization for efficient utilization of hardware. In DISE [42], the authors iden-

tify instruction patterns of interest offline and replace them with a more optimized

sequence. The patterns are stored in a pattern table and instructions executed

at runtime are compared by the hardware with the patterns in the table to check

whether a match occurs. If a match is detected, then a replacement sequence of

instructions is inserted into the instruction stream of the processor. A similar

approach was proposed in [27][26] for achieving program monitoring. In Mini-

Graph [19], frequently executed dataflow patterns are identified and stored by the

compiler in a hardware table before execution. At runtime, the dataflow patterns

in the table are consulted to reserve functional units and bypass paths of the

processor for scheduling the dataflow pattern statically. The drawback of such

approaches is that the number of distinct patterns that can be stored/matched is

relatively small and cannot be updated frequently.

In [121], the authors propose an approach to use the rePLay mechanism [85] to

modify the instruction stream to optimize instruction segments on the fly. How-

ever, the architecture of the target configurable functional unit and the latency

to map to such a functional unit is unclear.

5.2.4 Trace cache based methods

While the methods described in this subsection did not directly customize the

instruction set, the goal was to optimize instruction traces at runtime for energy

efficient execution. Several previous papers propose the use of an out of order

(OoO) front-end to generate an instruction trace at runtime which is then fed into

a simpler in-order backend [104][18] using a trace cache [97]. Repeated execution
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of an optimized trace that is constructed once by the OoO engine by a simple back-

end could lead to energy efficiency. Trace cache based techniques are orthogonal

to our approach of customizing instruction traces as our technique can be modified

to use the trace cache. The rePLay framework [85] is a popular system to generate

long optimized instruction segments which commit or abort atomically. However,

the use of such a framework depends on the baseline processor’s microarchitecture

to maintain speculative state and commit when no hazards have occurred.

5.3 System overview

Figure 5.1 shows the high level view of our processor microarchitecture with the

new components shaded. In our system, an application begins execution on a pro-

cessor core. Instructions are fetched and executed from the core’s L1 cache. The

core’s pipeline is augmented with a Configurable Functional Unit (CFU)

(and control logic). Our goal is to identify frequently executed parts of the pro-

gram at runtime from the program binary (performed by the block indicated

as Re-use Detection Hardware) and schedule and map operations onto the

CFU to provide speedups for frequently executed blocks of instructions. This

is performed by the Custom Instruction Generation Hardware . Instruc-

tion blocks are optimized by grouping instructions into custom instructions (CIs)

which run on the CFU. This optimized instruction stream with CIs is written to a

small L0 I-cache from which it is fetched and executed. Anytime the program’s

control leaves the optimized stream, the core begins fetching instructions from the

L1 cache. Additional control logic is provided to detect entry and exit points in

the L0 cache. Section 5.8 provides the implementation details for each module in

the microarchitecture.

We enumerate the basic steps involved in achieving the described goal:

• Identifying frequently executed parts of the application to exploit CFU.
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Figure 5.1: DISC microarchitecture
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• Generating control information for scheduling and mapping instructions

onto the CFU.

• Generating optimized and legal instruction blocks with CIs that run com-

putations on the CFU. The system must ensure that control flow within the

program is functionally correct even when CIs have been inserted into the

instruction stream.

• Running optimized instruction stream on the core and CFU. The system

must ensure correct execution when the instruction stream branches out of

the optimized portion of the stream. Also, program state must be correctly

maintained to handle context switches and interrupts. This is because after

a context switch the L0 cache is invalidate and the optimized instruction

stream will not be available when the application is re-scheduled.

• As a final step, we investigate the possibility of sharing the new components

we add across multiple processor cores in a CMP (chip multi-processor)

system. The idea is to amortize the area overhead of the components of the

system. We present more details in section 5.8.3.

5.4 CFU architecture

We use the CFU design proposed in [33][34][35] for our CFU. The authors in

[34] selected the design based on their analysis of applications from the SPECint

and MediaBench suites. The CFU design is shown in Figure 5.2 which they call

Configurable Compute Accelerator (CCA). The shaded functional units can per-

form logical operations, bitwise operations, sign extraction and moves on integer

operands while the other functional units can perform 32-bit addition/subtraction

and logical operations. The CCA has two outputs which are ultimately written

to the register file and four inputs which are read from the register file. The inter-

105



Figure 5.2: CCA from [33]

connect consists of a configurable crossbar between every two successive levels of

functional units. Configuration bits are provided to configure the interconnect of

the CCA. The authors compute that for the given CCA, a total of 245 configura-

tion bits would be needed. Unlike FPGAs, where one configuration bit would be

needed for every connection, in the CCA, a single bit would control the connection

of a 32-bit data source with its destination port.

We introduce one modification to the above CCA – in the previous work, the

authors assume that the CCA is not pipelined and end up with a delay of 5.62

ns at the 90 nm technology node. In our setup, the CCA is pipelined and hence

is able to run at a higher frequency – 2 GHz at the 45 nm technology node.
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1 L1 : add R1 , R2 , R3

2 L2 : xor R3 , R4 , R5

3 load [M1] , R1

4 sub R5 , R6 , R7

5 and R7 , R1 , R2

6 s t o r e R2 , [M2]

7 cmp R2 , 0

8 bnz L1

9 .

10 .

11 branch L2

Figure 5.3: Assembly code for our running example

5.5 Identifying frequently executed parts of an application

We use a simple hardware mechanism to identify frequently executed parts of an

application. We maintain a small cache of previously executed branch instructions

called the Branch History Cache (BHC) (similar to the ones in [55][97]). If any

branch is seen in the history, then very likely it is part of a loop and assume that

this branch is the beginning of a loop. Even if this assumption is incorrect, it

does not affect the correctness of the program. Apart from the virtual address of

the branches, this cache also stores the number of instructions executed. If the

number of instructions executed between two successive invocations of a branch

instruction is too large, then very likely this branch is not part of an inner loop

and any CIs generated for the instructions between two successive invocations of

the branch would have a lesser chance of being re-used. The BHC uses the FIFO

replacement policy.
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5.6 Challenges in generating CIs and optimized instruc-

tion stream

Once a frequently executed segment of the program has been identified, the next

step is to identify subgraphs of computation that can be mapped and scheduled

onto the CCA. In the following subsections, we describe the challenges in the

construction of legal CIs and optimized instruction streams.

For the purpose of explanation, we use the running example shown in Figure

5.3. The assumption is that the code from the first instruction to the bnz instruc-

tion is part of a loop while the unconditional branch to L2 at the end is outside

the loop. Our loop detection logic described in section 5.5 would store the branch

bnz in line 8 in the BHC and detect a loop when it is executed again.

5.6.1 Generating correct CIs

For a CI to be legal, it must satisfy the following constraints:

• Number of inputs/outputs should be no more than the number of inputs and

outputs provided by the CCA (four and two respectively).

• Restricted operations : Only the integer operations that are supported by

the CCA (see section 5.4 can be included in a subgraph. This implies that

memory, branch, control transfer, or atomic operations cannot be part of an

enumerated subgraph. For our example, in Figure 5.3, only the arithmetic,

bitwise and comparison instructions can be executed on the CCA.

• Localized to a single basic block : Since the CCA cannot deal with control

flow and the baseline core may not posses any logic to rollback and recover

from branch mis-predictions, subgraphs that span multiple basic blocks are

deemed illegal.
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• Convexity : Only convex subgraphs [39] can be executed on the CCA. As-

sume instruction Y depends on instruction X. Instruction X is selected to

be part of a subgraph while instruction Y is not. Then, any instruction Z

which is dependent on Y cannot be part of the subgraph because this would

lead to a cyclic dependency between the custom instruction representing the

subgraph and instruction Y .

5.6.2 Generating correct optimized instruction stream

In our work, after constructing the CIs, we generate a distinct optimized instruc-

tion stream with the CIs that is stored in a separate L0 instruction cache.

• Maintaining virtual addresses of instructions in the program: Since many

branch instructions in the executable specify their destination as an offset

with respect to the program counter, the system should ensure that the vir-

tual addresses of branch targets do not change. This is achieved by inserting

the appropriate number of nops in the instruction stream when multiple in-

structions have been collapsed into one CI and inserting a branch to ensure

that nops are not fetched and decoded by the processor pipeline.

For our running example in Figure 5.3, consider a possible custom instruc-

tion created by grouping all the arithmetic, logical and comparison instruc-

tions into one subgraph (see Figure 5.4. Additional nops and a branch

instruction need to be added to make sure the virtual addresses of the in-

structions are maintained (shaded instructions in Figure 5.4).

• Maintaining correct program state in case of interrupts/traps/context switches :

Consider the optimized instruction stream in Figure 5.4; the custom instruc-

tion CI in line 1 would update the register state for all arithmetic and logical

operations in the program segment. However, it is possible that the load in-

struction in line 3 causes a TLB miss and possibly invokes the operating
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1 L1 : CI In (R1 , R2 , R4 , R6) Out(R5 , R2)

2 L2 : nop

3 load [M1] , R1

4 branch L3

5 nop

6 L3 : s t o r e R2 , [M2]

7 nop

8 bnz L1

9 .

10 .

11 branch L2

Figure 5.4: Modified assembly code for our running example with CIs

system to perform a page walk. This would invalidate all entries in the

L0 cache. The program would resume from the load instruction, however,

instructions would be fetched from normal instruction stream from the L1

cache. This implies that the sub, and and cmp instructions in lines 4, 5 and

7 respectively would be re-executed. This could potentially lead to incorrect

computation.

For our example in Figure 5.4, the subgraph has instructions which are non-

consecutive. More specifically, there are three sets of instructions in the

subgraph which are non-consecutive – set S1 = {add, xor}, S2 = {sub, and}

and S3 = {cmp}. The custom instruction executes instructions from all

three sets and updates the register file. However, we observe that even

though the register file is updated, re-executing instructions from S2 and

S3 do not change the values of the registers. Such sets of instructions are

called idempotent sets in [46]. Hence, even if the load instruction in line 3

causes a TLB fault, re-executing these instructions would not affect program
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correctness.

• Identifying correct entry/exit points into/from the optimized stream: Con-

sider the example in Figure 5.4 – the branch labeled bnz in line 8 is the back

edge of a loop. The optimized stream would be stored in the L0 cache of

the core and would continue execution. However, after exiting the loop the

second branch from line 11 could redirect control flow in the middle of the

optimized stream where the original instructions have been replaced with

nops.

The problem that occurred in the above example is that the subgraph enu-

meration logic considers only a limited part of the program. In the above

example, the branch in line 11 was outside the loop of interest and hence, the

subgraph enumeration logic could not determine all the basic block bound-

aries in the program. As a result the custom instruction CI spanned across

multiple blocks.

This problem is solved by our system by restricting the portions in the

program from where control can enter an optimized stream. In the above

example, our loop-detector from section 5.5 would mark branch bnz in line

8 as the branch which started the frequently executed portion and L1 as

the start of the block which was optimized. Thus, when control flows from

bnz to L1, instructions are fetched from the L0 cache. After the loop exits,

subsequent instructions would be fetched from the L1 cache. The branch

in line 11 is not explicitly marked as a legal entry point into the optimized

stream and instructions would continue to be fetched from the L1 I-cache.

111



5.7 Hardware support for CI construction and optimized

instruction stream generation

5.7.1 Determining instruction dependences

After the repeat execution of a loop branch is detected, the process of optimiz-

ing the instruction stream for the next iteration (second iteration of the loop)

begins. All the intermediate data for processing an instruction stream is stored

in a table called the Optimized Instruction Stream Table (OIST).The basic step

in the optimizing step is to remove WAR and WAW dependences from the in-

struction stream so that only true dependences are maintained. The hardware

for the optimizing step is similar to the rename logic in superscalar processors,

except that we do not have any physical registers or free list (since we are not

using the renamed instructions for actual execution). Renamed instructions are

stored in the OIST. Note that the renaming is only used for generating the op-

timized instruction stream – the baseline core is still executing the instructions

with possible false dependences.

If the OIST is full before the loop branch is detected again, then the process of

storing the optimized stream is aborted. If the loop branch is detected before the

OIST is full, then the system proceeds to the next step of subgraph enumeration.

The OIST contains one bit each to mark the boundaries of basic blocks.

Branch instructions which can continue in the optimized stream are marked legal.

For conditional branches within the optimized stream, as long as the direction

of the branch is the same as that during the optimized stream construction, the

processor can keep fetching instructions from the optimized stream.
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5.7.2 Subgraph enumeration

The subgraph enumeration algorithm uses the optimized stream in the OIST to

produce subgraphs and performs three passes to enumerate the subgraphs.

Matching operands : The first pass maps operands to the instruction ids in

the OIST table. If any source instruction is in a different block or there exists

a special instruction (function call, atomic) between the source and the target

instruction, then the source cannot be clustered with the target and the input can

only be passed through the register file. A bit is set for this source operand for

such a target instruction to imply that the source instruction cannot be clustered.

In the first pass, an additional computation is performed where each instruc-

tion is assigned a completion time based on ASAP scheduling meaning that the

completion time of an operand is one over the maximum completion time of its

predecessors.

Maintaining data flow convexity : Data convexity is maintained by maintaining

a set of successors for each instruction in the OIST and comparing it with the

inputs of the current CI being produced. If a successor is an input to the CI, then

the instruction cannot be clustered into the CI.

Subgraph enumeration and selection: A simple list scheduling heuristic to iden-

tify feasible subgraphs. Subgraph growth begins at an instruction (root) and

moves up its predecessor instructions in a breadth-first approach. The root in-

struction’s output is considered to be the primary output of the CCA and each pre-

decessor instruction is scheduled at one level higher than the current instruction.

Subgraphs grow by including the next predecessor instruction into the subgraph

as long as the following conditions are satisfied:

• The operation can be scheduled on the higher CCA level.
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• The number of inputs does not increase beyond four.

• Data flow convexity is maintained.

Our next step is to determine which instructions can be safely replaced with nops

while maintaining the correctness of the program. An instruction is said to be

internal to a given subgraph if it satisfies one of the following conditions

• The output register of the instruction is also an output of the subgraph OR

• The output register of the instruction is consumed only by other instructions

that are internal to the subgraph.

Instructions that are internal a subgraph can be replaced with nops in the in-

struction stream.

Subgraph selection happens in parallel with enumeration. The latency of a

subgraph is obtained by adding the maximum completion time of the predecessors

(see subsection 5.7.2) with the worst case path length. If this completion time is

at least half the latency that would be taken by executing all instructions within

the subgraph in-order, then the subgraph is selected.

We synthesized all the hardware for subgraph enumeration and selection using

the Synopsys Design Compiler with TSMC 45nm technology library. For the table

structures, we use McPAT [74] to estimate the area and energy.

5.7.2.1 Storing the optimized instruction stream

The optimized instruction stream with its CIs and nops is stored in a small L0

instruction cache – in our experiments this L0 cache is a M KB 2-way set asso-

ciative cache with LRU replacement. Like the L1 cache, the L0 cache is indexed

and tagged using the virtual and physical addresses of the instruction blocks re-

spectively. The L0 cache is invalidated whenever there is a context switch.
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Figure 5.5: Block diagram for producing optimized instruction stream

Additionally, the configuration bits associated with the CIs are stored in a

CCA Configuration Table (CCT). The CCT is a simple SRAM table indexed

using the opcode of the CI.

Figure 5.5 shows a block diagram for the whole subgraph enumeration and

selection logic. Note that this logic is power gated with sleep transistors and does

not dissipate power when not being used.

5.8 Putting it all together

Figure 5.6 shows the complete microarchitecture of the core’s pipeline. Apart

from the additional CCA unit at the execute stage, all our changes are restricted

to the fetch and decode stages.

5.8.1 Fetch stage

Initially, instruction fetch starts from the L1 cache normally. PC values for branch

instructions are stored in the BHC as well as compared with previous entries.

When a loop branch is detected, the subgraph enumeration hardware is activated

as execution continues in the core. As mentioned before, for our running example
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Figure 5.6: Microarchitecture of the processor pipeline
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in Figure 5.3, the branch bnz in line 8 would be stored in the BHC and the loop

would be detected.

When the optimized instruction stream produced and stored in the L0 cache,

the loop branch is added to the Optimized Branch Cache (OBC) to mark a legal

entry point into the optimized instruction stream. The OBC is a N -entry fully

associative content addressable memory which stores the legal entry points into

the optimized instruction stream. It is tagged using the virtual addresses (PC) of

the branch instructions. The fetch stage checks the OBC whenever an instruction

is fetched. If the OBC provides a hit, subsequent instructions are fetched from

the L0 cache. For our running example, the branch bnz in line 8 would be stored

in the OBC and would allow fetch to proceed from the L0 cache. However, the

branch in line 11 is not inserted into the OBC.

Exit from an optimized instruction stream in the L0 cache can happen in two

ways. First, a branch instruction fetched from the L0 cache can direct control

flow to an address which misses in the L0 cache. Second, a branch could exit from

the optimized instruction stream because of the conditions described in section

5.6.2.In both scenarios, subsequent fetches are directed towards the L1 cache.

5.8.2 Decode stage

When the decode stage encounters a CI, it uses the CI opcode to index into the

CCT and reads the configuration bits. The configuration bits are loaded into the

CCA pipeline. Register reads happen in normal fashion; however, since a CI can

have upto four inputs, it may take two cycles for the read to complete due to the

register port limitation.

If the baseline core is an out-of-order (OoO) core, the configuration bits are

read and loaded into the CCA when the CI is scheduled for execution and not in

the decode stage.
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Figure 5.7: Shared CCA and subgraph enumeration hardware in a CMP system

Table 5.1: Area numbers for the different components of the dynamic enumera-

tion logic

Component Area (in mm2) Relative Area (%)

Baseline core 15.924 –

Integer CCA 0.029 0.182

FP CCA 0.052 0.327

BHC (32 entry) 0.069 0.433

OBC (16 entry) 0.062 0.389

CCT (64 entry) 0.235 1.476

L0 (8 KB) 0.707 4.440

Subgraph enumeration

hardware

1.915 12.026

Total overhead 3.069 19.273
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5.8.3 Extension to CMP systems

The area overhead of adding all the extra hardware described in the previous

sections amounts to around 19% of the core area (see Table 5.1). Column one

in table 5.1 shows the absolute area of each component (in mm2). Column two

shows the area relative to a baseline single issue core. Out of these the L0 cache

and the subgraph enumeration and optimized stream generation logic take most of

the area. We consider the possibility of sharing the CCA, subgraph enumeration

and optimized stream generation logic among multiple cores in the system (see

Figure 5.7). The effect of sharing these hardware structures among multiple cores

is explained in the results section (section 5.9). Sharing reduces the area overhead

for dynamically customizing instructions. The L0 cache, the OBC and BHC

cannot be shared because they are accessed frequently during the fetch stage and

any increase in latency of access would cause significant performance degradation.

Table 5.2: Relative energy of components normalized to baseline core energy

Component Relative energy (%)

Integer CCA 11.53

FP CCA 9.75

BHC (32 entry) 0.023

OBC (16 entry) 1.557

CCT (64 entry) 0.478

L0 (8 KB) 21.45

Subgraph enumeration hardware 3.589

Total overhead 48.377

Table 5.2 shows the energy overhead of each component relative to the base-

line single issue core. Again, the L0 cache dominates in terms of total energy

consumed. We would like to clarify that the overhead mentioned in table 5.2

is not the total energy overhead with respect to the full system. For example,
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Table 5.3: Simulation processor parameters

Parameter Value(s)

Core type Pipelined, in-order

Issue-width 1/2/4

Cache 64 KB L1 I/D cache, 4-way set asso-

ciative, 4MB L2 cache

Table 5.4: Sizes of BHC, OBC and L0 cache

Parameter Value(s)

BHC size 16/32/64 entries

OBC size 8/16/32 entries

CCT size 16/32/64 entries

L0 Cache 4/8/16 KB, 4-way set associative

although the L0 cache consumes significant energy, the L1 cache will see a corre-

sponding decrease in dynamic energy because instruction fetches are directed to

the L0 cache. Similarly, the ALUs in the baseline core pipeline will see an energy

reduction because several computations are now executed on the CCA. We report

the actual energy overhead of our approach in section 5.9.

5.9 Results

5.9.1 Evaluation framework

We use Wisconsin’s Gems simulation infrastructure [80] to model the performance

of our system – the simulation parameters we use are listed in Table 5.3. We use

McPAT [74] to estimate energy of the processor core. Since our CCA is synthesized

using TSMC 45 nm library, for compatibility reasons, we assume that the core

is implemented in a 45 nm process as well. Table 5.4 lists the sizes of the BHC,
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OBC and the L0 cache that we use in our experiments. We use the SPEC 2006

integer benchmarks for assessing the impact of the sizes of the different structures

on the performance of the system and both integer and floating point benchmarks

for subsequent sections.

5.9.2 Evaluating the impact of sizes of the proposed hardware struc-

tures

Table 5.5: Performance improvement (as %) with BHC size (# entries) relative

to 16-entry BHC and OBC size with respect to 8 entry OBC

Benchmark BHC sensitivity OBC sensitivity

32 64 16 32

bzip2 5.781 6.263 9.132 10.343

hmmer 7.181 9.436 7.789 8.688

gobmk 7.471 8.494 4.938 6.410

sjeng 6.026 8.996 10.392 11.415

libquantum 4.006 4.313 5.345 7.323

h264 7.523 10.940 10.627 12.477

xalanc 5.808 6.804 11.707 12.998

mcf 5.208 6.725 7.191 8.880

gobmk 1.297 1.986 10.713 13.181

astar 0.896 2.426 8.352 8.876

Average 5.120 6.638 8.619 10.059

Table 5.5 shows the impact of the sizing of the BHC and OBC respectively.

Increasing the size of the BHC increases the likelihood of detecting loops which

have several basic blocks inside them. From Table 5.5 it can be seen that increasing

the size of the BHC from 32 to 64 has minimal impact on the performance. This

is because large loops with more than 32 basic blocks (and hence more than 32
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branches) are unlikely to be selected for optimization since the custom instructions

for large loops are unlikely to be re-used from the CCT.

Increasing the size of the OBC increases the number of legal entry points into

the optimized stream located in the L0 cache. From Table 5.5, using a small num-

ber of entries (8), does impact the performance significantly. However, increasing

this number beyond 16 provides no significant benefits. The temporal and spa-

tial locality of programs (with respect to the instruction stream) ensures that an

optimized program segment with limited entry points is executed frequently.

Table 5.6: Performance improvement (as %) with CCT size (# entries) relative

to 32-entry CCT

Benchmark 64 128

bzip2 15.322 17.878

hmmer 18.758 24.817

gobmk 30.397 36.926

sjeng 15.765 22.149

libquantum 41.007 42.658

h264 16.978 21.799

xalanc 33.550 38.955

mcf 40.314 47.484

gobmk 18.373 24.390

astar 18.746 21.845

Average 24.921 29.890

Table 5.6 studies the impact of the size of CCT which determines the number of

valid custom instruction (CI) configurations that are stored simultaneously. Small

table sizes affect performance significantly because older CI configurations need

to be invalidated frequently as and when new CIs are created. The performance

improvement starts to taper off as the size is increased because the configuration

122



for all the CIs which are active simultaneously can fit inside the CCT. Since the

CCT is an SRAM table and not a CAM (content addressable memory), we use

64 entries for all our subsequent experiments.

Table 5.7: Performance improvement (as %) with L0 size (KB) relative to 4 KB

L0 cache

Benchmark 8 KB 16 KB

bzip2 21.027 26.330

hmmer 11.056 13.054

gobmk 22.606 25.086

sjeng 10.261 11.927

libquantum 21.163 24.239

h264 23.102 25.916

xalanc 32.050 35.845

mcf 13.836 16.038

gobmk 20.173 21.612

astar 11.708 13.401

Average 18.698 21.345

Finally, we study the impact of the L0 cache in table 5.7. Beyond 8 KB, we

observe minimal performance improvements. 8 KB of a cache can store up to

2048 32-bit instructions which is adequate in most cases to hold inner loops of the

program. For our subsequent experiments, we assume that our L0 cache is sized

at 8KB.

5.9.3 Comparison with baseline and previous work

Table 5.8 and 5.9 show the performance improvement provided by dynamic in-

struction customization over the baseline software implementation for integer and

floating point operations respectively. For completeness sake, we compare the per-
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Table 5.8: Speedup with respect to baseline software implementation – specint

Benchmark inorder 2-issue 4-issue

bzip2 1.865 1.532 1.12

hmmer 2.012 1.678 1.08

gobmk 1.775 1.498 1.102

sjeng 1.69 1.27 1.05

libquantum 2.192 1.603 1.09

h264 1.972 1.802 1.18

xalanc 1.52 1.378 1.139

mcf 1.821 1.087 1.02

omnetpp 1.796 1.796 1.07

astar 2.463 1.873 1.153

Average 1.910 1.551 1.100

formance with respect to 2-issue and 4-issue cores also. As the baseline processor

complexity increases, the performance improvement drops. For example, for the

4-issue core, the performance improvement is minor. One of the reasons is that

the issue width of the core is the same as the number of inputs for the CCA;

hence, the customized instructions are unlikely to provide any speedup.

Table 5.10 shows the speedup with respect to the previous work which deter-

mines the CIs at compile time [34]. Our method is able to match the performance

of the previous approach for all benchmarks and significantly outperform in the

cases of gobmk, omnetpp, astar and xalanc. For gobmk, the lack of specific “hot

spots” in the program ensures that the compilation pass is unable to select the

best set of CIs. For the other three benchmarks, additional performance gains are

obtained because these applications spend a significant amount of time in library

code (stl library) and accelerating library code dynamically improves performance.

Table 5.11 and 5.12 show the impact of adding our hardware on energy con-
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Table 5.9: Speedup with respect to baseline software implementation – specfp

Benchmark inorder 2-issue 4-issue

410.bwaves 2.37 1.3 1.13

416.gamess 2.16 1.14 1.12

433.milc 1.94 1.31 1.07

434.zeusmp 2.6 1.24 1.13

435.gromacs 2.53 1.34 1.08

436.cactus 2.71 1.32 1.11

437.leslie3d 1.96 1.35 1.09

444.namd 1.93 1.18 1.12

447.dealII 2.41 1.17 1.1

450.soplex 2.49 1.14 1.06

453.povray 1.8 1.29 1.12

454.Calculix 1.8 1.13 1.13

459.Gems 2.77 1.18 1.11

465.tonto 1.89 1.13 1.07

470.lbm 1.83 1.31 1.05

481.wrf 2.29 1.28 1.12

482.sphinx3 2.01 1.33 1.11

Average 2.205 1.243 1.101

125



Table 5.10: Speedup (as X) over previous work [34]

Benchmark inorder 2-issue

bzip2 1.23 1.129

hmmer 1.1 1.087

gobmk 1.34 1.23

sjeng 1.29 1.21

libquantum 1.08 1.02

h264 1.07 1.06

xalanc 1.37 1.32

mcf 1.05 1.021

omnetpp 1.67 1.52

astar 1.72 1.59

Average 1.292 1.2187

Table 5.11: Energy overhead with respect to baseline (as %) – specint

Benchmark inorder 2-issue 4-issue

bzip2 13.87 2.3 0.72

hmmer 7.896 1.9 1.43

gobmk 18.91 2.6 1.07

sjeng 14.29 2.08 0.92

libquantum 9.05 0.18 -0.09

h264 14.59 2.36 2.36

xalanc 19.765 3.12 0.903

mcf 15.275 1.78 1.67

gobmk 21.635 1.62 2.57

astar 16.923 4.2 0.78

Average 15.2204 2.214 1.2333
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Table 5.12: Energy overhead with respect to baseline (as %) – specfp

Benchmark inorder 2-issue 4-issue

410.bwaves 14.16 1 0.09

416.gamess 13.53 1.79 0.51

433.milc 10.54 1.38 0.7

434.zeusmp 12.09 1.45 2.04

435.gromacs 11.07 1.53 0.15

436.cactusADM 10.68 1.45 0.62

437.leslie3d 8.23 1.62 0.67

444.namd 9.98 1.73 0.16

447.dealII 10.53 1.08 1.41

450.soplex 9.14 1.4 1.08

453.povray 7.05 1.14 1.08

454.Calculix 7.2 2.1 0.3

459.GemsFDTD 9.19 1.32 0.88

465.tonto 12.03 2.06 1.58

470.lbm 11.93 1.35 0.4

481.wrf 12.32 1.89 1.09

482.sphinx3 14.83 2.07 2.05

Average 10.852 1.550 0.871
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Figure 5.8: Graph showing average MIPS/J values normalized to the in-order

core

sumption of the system for integer and floating point benchmarks respectively. For

the simple core, the energy overhead of our system is around 15%. For more com-

plex cores, the energy overhead is small primarily because of the higher baseline

energy of the complex cores.

To sum it up, we plot the performance over energy average values for the

different configurations that we studied in Figure 5.8. We compute the MIPS/J

metric for each configuration and normalize them with respect to the MIPS/J

metric for the in-order core. As we can see, using DISC with the in-order and

2-issue cores significantly improves the MIPS/J metric. The 4-issue cores have

relatively low values of MIPS/J metric because of the large energy consumption

of the 4-issue base core which is many cases provides relatively small performance

improvement over the 2-issue core. The 2-issue core wins over the in-order core

mainly because the core can be switched off earlier (as it completes execution

earlier).
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Table 5.13: Performance degradation (as %) when placing a CCA 1 or 2 hops

away in the NoC – specint

Benchmark Inorder 2-issue

1-hop 2-hops 1-hop 2-hops

bzip2 -19.86 -30.89 -29.73 -55.18

hmmer -11.28 -27.46 -29.77 -59.75

gobmk -18.02 -28.4 -29.61 -60.25

sjeng -11.15 -23.35 -40.04 -50.87

libquantum -14.08 -28.42 -29.49 -46.71

h264 -12.2 -28.78 -39.71 -49.63

xalanc -12.37 -33.49 -36.31 -47.45

mcf -12.89 -24.54 -41.6 -48.19

omnetpp -17.07 -23.71 -37.98 -58.04

astar -14.33 -33.98 -34.98 -47.35

Average -14.325 -28.302 -34.922 -52.342
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Table 5.14: Performance degradation (as %) when placing a CCA 1 or 2 hops

away in the NoC – specfp

Benchmark Inorder 2-issue

1-hop 2-hops 1-hop 2-hops

410.bwaves -11.2 -24.54 -38.41 -49.44

416.gamess -15.65 -30.53 -30.69 -52.92

433.milc -12.76 -35.2 -33.17 -45.81

434.zeusmp -17.73 -34.42 -30.64 -48.1

435.gromacs -19.21 -24.83 -33.97 -62.35

436.cactusADM -16.05 -29 -41.5 -62.09

437.leslie3d -13.49 -36.38 -33 -48.59

444.namd -11.13 -25.76 -38.44 -45.68

447.dealII -13.77 -29.93 -32.44 -60.25

450.soplex -11.1 -28.78 -31.87 -48.83

453.povray -13.37 -30.92 -32.12 -63.69

454.Calculix -14.24 -28.36 -30.94 -49.64

459.GemsFDTD -15.63 -30.78 -31.07 -45.98

465.tonto -19.87 -25.11 -41.14 -49.42

470.lbm -11.76 -26.87 -34.39 -46.84

481.wrf -15.27 -25.4 -30.69 -59.46

482.sphinx3 -17 -28.78 -36.26 -57.54

Average -14.660 -29.152 -34.161 -52.742

5.9.4 Studying the impact of sharing hardware structures

We study the impact of sharing the CCA and the subgraph generation logic on

performance. Before actually sharing the hardware structures, we estimate the
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impact on performance of moving the structures one or two hops away on the

network on chip (NoC). Tables 5.13 and 5.14 show the impact on performance if

the CCA is located one and two hops away for integer and floating point bench-

marks respectively. The performance degradation is very large. The reason for

this is that CIs executing on the CCAs are typically small in terms of the number

of operations executed. Adding a latency of four to ten cycles (which is approxi-

mately the latency to cross one and two hops in the NoC) impacts the performance

greatly.

We also observe the impact of sharing the subgraph enumeration logic. This

turns out to have minimal impact on performance. On the average, we observe less

than 0.1% degradation when the subgraph enumeration hardware is placed two

hops away. We do not enumerate the tables for these experiments as the results

are practically identical to that shown while comparing against the baseline. The

reason for this being that the subgraph enumeration is off the critical path of

computation in a program. Our results are consistent with those observed for

frame based optimizations in [85].

As noted before, the L0 cache, the OBC and BHC cannot be shared because

they are accessed frequently during the fetch stage and any increase in latency of

access would cause significant performance degradation.

To make a meaningful comparison under an almost equal area constraint, we

compare the performance of a baseline system with three simple cores and a

two core system with shared subgraph enumeration hardware and private CCAs.

The two core system with DISC consumes slightly less area (see table 5.1). We

run three copies of each application and examine the benefits of our approach.

Tables 5.15 and 5.16 show the performance and energy reduction of our system

for integer and floating-point benchmarks respectively. The performance of our

two core system is comparable to the three core baseline, however, our system

benefits from a 30% reduction in energy.
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Table 5.15: Comparing the slowdown and energy reduction of 3 baseline cores

with 2 core DISC (specint)

Benchmark Inorder 2-issue

Slowdown

(%)

Energy re-

duction (%)

Slowdown

(%)

Energy re-

duction (%)

bzip2 -0.29 24.05 6.13 38.31

hmmer 1.19 32.54 5.91 31.47

gobmk 0.19 25.7 9.28 39.83

sjeng 2.07 37.02 8.67 39.3

libquantum 2.82 30.36 5.49 34.77

h264 1.63 35.5 -1.25 43.69

xalanc -3.12 37.42 6.67 34.1

mcf 1.54 28.32 7.92 29.76

omnetpp -0.11 31.8 4.25 45.73

astar -1.44 26.91 -0.77 41.05

Average 0.448 30.962 5.23 37.801

132



Table 5.16: Comparing the slowdown and energy reduction of 3 baseline cores

with 2 core DISC (specfp)

Benchmark Inorder 2-issue

Slowdown

(%)

Energy re-

duction (%)

Slowdown

(%)

Energy re-

duction (%)

410.bwaves 3.06 34.61 7.77 30.57

416.gamess -0.64 24.8 -1.48 40.98

433.milc 0.45 26.17 8.73 45.63

434.zeusmp 2.6 24.82 -1.63 41.16

435.gromacs -1.38 37.46 8.72 35.09

436.cactu -1.32 28.54 2.92 41.43

437.leslie3d 0.9 31.4 3.57 32.66

444.namd 4.44 24.19 7.67 42.32

447.dealII 3.54 33.54 7.62 33.06

450.soplex 3.28 36.17 8.42 34.74

453.povray -2.57 35.68 1.45 43.62

454.Calculix 4.51 28.24 4.53 33.52

459.Gems -0.66 30.79 4.62 39.56

465.tonto 3.85 23.63 1.89 36.77

470.lbm 1.4 35.31 5.19 38.99

481.wrf 3.94 30.31 2.1 42.25

482.sphinx3 -1.71 26.36 -2.09 30.4

Average 1.393 30.118 4.117 37.808
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Table 5.17: Comparing the slowdown and energy reduction of 3 baseline cores

with 2 core DISC (PARSEC)

Benchmark Inorder 2-issue

Slowdown

(%)

Energy re-

duction (%)

Slowdown

(%)

Energy re-

duction (%)

blackscholes 1.91 37.30 8.52 41.63

bodytrack 0.52 23.60 2.79 37.72

facesim 1.44 29.46 4.13 35.17

ferret 21.45 7.56 27.94 5.34

freqmine 0.59 31.84 2.87 29.63

swaptions 11.34 16.43 15.34 19.61

fluidanimate 4.56 28.45 8.91 45.65

x264 42.30 2.10 51.45 5.98

canneal 29.33 -1.23 32.45 0.56

streamcluster 2.05 35.86 6.70 34.26

Average 11.55 21.14 16.11 25.56
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Table 5.17 shows the results for the multi-threaded benchmarks from the PAR-

SEC suite [16]. For most of the benchmarks, the behavior is similar to the multi-

workload scenario. The reason for this is that most of the PARSEC benchmarks

are data parallel in nature and hence, once the independent threads are launched,

the behavior (in terms of computation) of individual threads is not very different

from that of the SPEC benchmarks. There are three applications which suffer

significant slowdown – canneal, x264 and ferret. x264 and ferret exploit pipelined

parallelism and hence, having an extra core helps improve the throughput of the

pipeline by balancing the resources available for the three threads. Canneal is a

memory intensive benchmark and hence, our CCA does not provide adequate ben-

efits over the software implementation. In the age of Dark Silicon, we may have

DISC along with all three processor cores; however, it may be decided (by the OS

scheduler, for example) to power down one of the cores when DISC can provide

a good performance boost or power down DISC hardware when no performance

boost is obtained.

5.10 Conclusions

In this chapter, we provided a detailed description of an architecture with the ca-

pability to customize instructions on the fly and execute them on a pre-designed

CCA. Results show that the high frequency of the CCA combined with quick

reconfiguration time and high re-use of optimized instruction streams lead to sig-

nificant performance improvements with respect to the baseline. The fact that

instruction customization happens dynamically allows us to obtain speedups for

unmodified, pre-compiled binaries. Overall, we see around 1.9X speedup over

the baseline when each core has a private copy of the hardware structures pro-

posed and around 31% energy reduction when certain hardware structures used

for customizing the instruction set are shared.
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CHAPTER 6

Conclusions and Future Directions

Reducing energy consumption is a crucial problem for many computing systems.

A wide variety of tools and techniques are needed to tackle the challenges posed

by this problem. Designers must consider the best optimization strategies and

decide whether to implement them offline or online. In this thesis, I studied three

main aspects of energy efficient computing, namely application-level variability,

application-level reliability and flexibility and explored the design and trade-off

associated with offline and online optimizations.

• Variation aware DVFS scheduling : While DVFS based scheduling is an old

problem, I explored scheduling optimizations for applications in the presence

of input dependent variation. A rigorous convex optimization based schedule

was generated offline and a simple lookup table based approach was used at

runtime.

• Identifying critical instructions : Soft errors and single-event upsets are es-

timated to be increasingly an issue as device sizes decrease [4]. A compiler

analysis technique along with a runtime monitoring technique is presented

to reduce the number of instructions that need to be replicated and verified.

• Improved ASIPs : The use of customized computing hardware has been very

effective at improving energy efficiency. Techniques and architectures to

extend the impact of ASIPs to SPEC benchmark like workloads were pre-

sented. The techniques involved both compiler analysis as well as runtime
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scheduling and hazard detection to obtain best results.

There are still lots of avenues for further improvement in each of the three

areas. While we explored the concept of critical instructions in error resilient ap-

plications, further research is needed to develop architectures which can effectively

exploit knowledge of such critical instruction segments. Additional analysis tech-

niques which can determine the criticality of an instruction/instruction segment

at runtime would provide further benefits.

For ASIPs, the interesting direction is to study the nature of the reconfig-

urable fabric used to implement the custom functional units – should it be FPGA

or CGRA based? Additionally, future ASIPs could incorporate mechanisms from

out of order execution such as speculative execution to obtain higher efficiency.

Studying the tradeoff between the overhead of such mechanisms and the added

benefits they provide in an ASIP environment could lead to interesting architec-

tures.

To conclude, my thesis studies three areas of energy efficient computing and

provides solutions which involve both offline and online optimizations. We be-

lieve that these studies form a useful stepping stone for future refinements and

exploration.
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to stochastic dvs scheduling. In Proceedings of the 7th ACM & IEEE in-
ternational conference on Embedded software, EMSOFT ’07, pages 37–46,
New York, NY, USA, 2007. ACM.
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