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Abstract

Chemical mechanical polishing: asperity-based computational modeling at the feature and
die scales

by

Brian Salazar

Doctor of Philosophy in Engineering- Mechanical Engineering

University of California, Berkeley

Professor Hayden K Taylor, Chair

Semiconductor manufacturing is the process used to create electronic computer chips. Ad-
vancing semiconductor process technology enables the design of new computer chips with
lower power requirements and faster speeds. For our society, this enables expanded avail-
ability of communications, higher levels of defense, more intelligent modes of transportation,
and higher capacity consumer electronics.

Chemical mechanical polishing (CMP) is a crucial step in semiconductor manufacturing, as it
enables the manufacture of ever-smaller integrated circuits that would not be possible with-
out it. One significant CMP application is the shallow trench isolation (STI) process, where
CMP is used to planarize oxide; this oxide subsequently forms dielectric isolation between
transistors. While critical and ubiquitous in semiconductor manufacturing, CMP presents
many open engineering problems, including the need to reduce chip defects and maintain
high efficiency. For STI in particular, the relevant efficiency metric is the planarization effi-
ciency, which evaluates the normalized difference in material removal rate within desired and
undesired areas. Many components synergize to make an efficient CMP process, including
the polishing pad, the polish material (wafer), the conditioning disk, and the abrasive slurry.

This thesis focuses on the polishing pad’s role in polishing. As recent advances in additive
manufacturing enable a much larger space of possible pad designs, this thesis provides a
framework for modeling the efficiency of a pad design, which may guide optimal pad design
selection. At present, polishing pad selection requires significant trial and error, which
involves testing multiple pad designs (at a high cost) until the CMP tool user identifies a
suitable pad design. The CMP tool user repeats this trial and error process for each new
chip design since each has its polish requirements. A computational prediction tool that
replaces this trial and error process would be beneficial for reducing the development time.
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However, computational modeling of this process is a highly complex task, as the process
contains billions of polygons that would be impossible to represent computationally. I present
a framework for simulating the polish between a given chip layout and pad design. In
particular, this work enables the simulation of polishes using segmented pads, consisting of
a higher elastic modulus contacting material embedded in a lower elastic modulus material.
The simulation of a multimaterial CMP pad in such detail is novel. The computational
method uses a contact wear model and well-established tribology and contact mechanics
techniques. In CMP, the pad’s surface texturing plays a dominant role, as only a few
asperities that protrude furthest from the pad are contacting the polish material. This
thesis shows the use of microscopy techniques to scan an entire, used CMP pad surface. The
computational method then uses that experimental scan as input to contact simulations.

Before simulating die polishing, we must understand how features with a given size, shape,
and height behave when polished by a given pad. This thesis first presents a feature scale
model, which predicts a pad’s planarization efficiency when polishing features with known
size, shape, and height. This feature scale model operates by simulating the solid contact
between the pad and features across the range of relative positions and rotations and subse-
quently averaging the behavior across those positions and rotations. This information feeds
into the die-scale model, which predicts the polish behavior for arrangements of various
features.

As a result of this modeling work, we can look forward to application-specific CMP pad
development. Until now, the design of a CMP pad relied heavily upon trial and error at high
experimental cost; this model now informs that design process for the first time.
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tion vector in the radial direction, with the center of rotation at the pad center.
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Chapter 1

Introduction

1.1 Chemical mechanical polishing: background

Chemical mechanical polishing (CMP; also known as chemical mechanical planarization) is
ubiquitous in semiconductor manufacturing. When an integrated circuit (IC)—such as your
computer’s processor—needs to be fabricated or when a micro-electro-mechanical system
(MEMS) device—such as the accelerometer and gyroscope in your smartphone—needs to
be produced, the CMP process is employed. Fabrication of those consumer products likely
requires multiple CMP steps, making CMP a critical and frequently employed process. Be-
cause the deposition of thin films onto patterned semiconductor substrates is non-planar,
CMP enables the fabrication of advanced IC chips and MEMS devices. That non-uniform
film thickness complicates subsequent steps in the long sequence of semiconductor processes.
Hence, CMP’s role is to selectively polish the thin film to make the resultant film more
planar and ready for subsequent process steps.

CMP tools, such as the one described in Section A.2, are used to perform the CMP
process, and tool makers consistently release new tools. There is typically a high cost
associated with running a CMP tool due to high equipment, consumable material, and
cleanroom operating costs. As a result, tool users aim for low process times (also known
as high-throughput). Figure 1.1 contains a schematic of a typical CMP tool. The polish
material is a silicon wafer that has undergone at least one thin film deposition. The schematic
shows a CMP process in which a wafer and pad rotate about their respective centers, with
their rotations being non-concentric. Additionally, the wafer sweeps back and forth along
the pad in one direction, which I will describe as horizontal. There are other CMP forms, but
this dissertation focuses on this specific form since the experiments employed this particular
setup.

The setup consists of a wafer loaded into a wafer carrier (also called the polishing head).
Silicon wafers have standard sizes, with a 300 mm diameter being the typical size used in
semiconductor fabrication plants. A retaining ring surrounds the wafer edge and controls
the pressure at the wafer edge. The wafer carrier rotates and translates horizontally at
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Figure 1.1: Schematic of a CMP tool, showing the location of the wafer carrier, pad, pad
conditioner, and slurry source. The pad’s rotational motion, the wafer’s rotational and
sweeping motions, and the applied pressure between the wafer and pad are illustrated.

prescribed speeds while a set down pressure is applied. Wafer carriers contain sensors that
monitor the applied pressure on the wafer. Advanced wafer carriers may have a membrane
between the wafer and retaining ring. This membrane allows for finer control of the pressure
distribution: by creating zones that are a set radial distance from the wafer center and
through the retaining ring, the average pressure within these zones may be adjusted to
achieve higher uniformity.

At the interface between the wafer and pad is a slurry, which contains abrasive particles.
A common abrasive particle choice is cerium oxide (ceria), which has a diameter on the order
of tens of nanometers. Slurry has multiple roles: to provide the particles that abrade into the
film and provide chemical modification and weakening of the film. Since slurry constantly
flows out the system (as it flows off the pad edge), it is also constantly supplied into the
system through an inlet.

This dissertation focuses on one particular CMP component: the pad. Its purpose is to
provide the pressure required to remove material from the wafer. The pad typically has a
diameter of about 76 cm and is made from a polymeric material. The pad is onto the platen,
and it provides the rotational motion.

The fourth CMP component is the conditioning disk (also known as the pad conditioner
or diamond disk), which imposes a certain roughness on the pad by mechanical abrasion. The
disk contains multiple, small diamond protrusions; fine disk designs contain smaller, closer
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packed diamonds than in coarse disk designs. During conditioning, the conditioner presses
onto the pad with a prescribed downforce, which causes the tallest diamond protrusions to
abrade the pad [1]. Before any wafers are polished, the pad will undergo a break-in step,
wherein it may undergo conditioning for around an hour. The conditioning allows the pad
to attain a specific and uniform roughness characteristic. As the pad polishes a wafer, the
pad itself will flatten (known as glazing) and wear, which can be detrimental to the polishing
uniformity [2], [3]. Hence, the pad needs to be conditioned throughout its life so that its
roughness can stay consistent over time. There are two conditioning options: ex-situ and
in-situ. In in-situ conditioning, the conditioning happens while a wafer is being polished.
The drawback is that a pad particulate that the conditioner has dislodged may contact the
wafer and create a defect. In ex-situ conditioning, the conditioning happens in-between wafer
polishes and not while a wafer is being polished. The drawback is that more time is required
to process one wafer. During conditioning, both the pad and conditioning disk experience
wear. Kim investigated this wear mechanism and found that the polish performance may
vary over the pad’s lifetime [4].

There are many forms of CMP, categorized into metal CMP and dielectric CMP, where
the naming refers to the polish material. Two common metal CMP applications are the
damascene and dual-damascene processes, where copper (a conductor) is polished. Two
common dielectric CMP applications are interlayer dielectric (ILD) CMP and shallow trench
isolation (STI) CMP. In ILD CMP, a dielectric material located between metal interconnects
is polished. This dissertation focuses on the shallow trench isolation process, where silicon
dioxide (also called oxide, an insulator) is polished. Section 1.2 further describes this process.
The modeling principles discussed in this work are readily adaptable to include other forms
of CMP.

1.2 The shallow trench isolation (STI) process

The shallow trench isolation process is a multi-step process used for fabricating transistors
and involves deposition, etching, patterning, and polishing steps. Figure 1.2a is a schematic
that shows the wafer before the CMP step. The silicon substrate contains an etched feature.
Above the silicon is a thin pad oxide layer, followed by a nitride layer and another thicker
oxide layer. The schematic depicts the active and trench oxide regions, and a step between
the two regions is visible. CMP’s goal is to remove the active oxide and to flatten this step
and, as shown in Figure 1.2b. The nitride layer serves as a stop layer and protects the
oxide layer beneath it [5]. However, the CMP process is inherently non-ideal due to factors
described in Section 1.6. Those factors mean that some features will polish faster than
other features. CMP users must ensure complete active oxide clearing across the wafer for
subsequent nitride stripping). To accomplish complete active oxide clearing, CMP users may
decide to overpolish the wafer, leading to the pad potentially removing more trench oxide
than desired. Figure 1.2c illustrates this undesired trench oxide removal (called dishing).
Additionally, while the nitride layer has a higher resistance to polish than the oxide, it
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may slowly polish, leading to erosion; significant nitride erosion may lead to damage in the
underlying active silicon [6].

(a) Prior to polishing

(b) Following an ideal polish

(c) Following a non-ideal polish

Figure 1.2: Schematic of a single feature on the wafer (in cross-section) undergoing the CMP
step of the STI process. (a) shows the feature’s geometry prior to polishing. (b) shows the
feature’s geometry following an ideal polish, including complete active oxide removal and
no dishing. (c) shows the feature’s geometry following a non-idea, realistic polish, including
dishing and potential nitride erosion.

This dissertation focuses on models that can assist CMP users to attain that first process
goal: to remove the active oxide as quickly as possible and reduce dishing. There exist
published works that assist with the second goal of predicting the nitride erosion profile [7].
Future work may expand this model towards more accurate nitride erosion predictions.
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1.2.1 Polish metrics

There are several quantitative metrics for determining the quality of a CMP process. For
STI CMP, we define the planarization efficiency as

P.E. =
Ractive −Rtrench

Ractive

(1.1)

where Ractive is the material removal rate in the active region (units of length per time) and
Rtrench is the material removal rate in the trench region.

The presence of the step between active and trench regions means that contacting as-
perities will compress to a lesser extent in trench regions than in active regions, leading to
Ractive > Rtrench. It then follows that the planarization efficiency may have any value between
0 and 1. A CMP process with a planarization efficiency of 1 is ideal, and a planarization
efficiency of 0 corresponds to having no selectivity between the trench and active oxide re-
gions. Note that the planarization efficiency varies with respect to time and position on the
wafer. The planarization efficiency’s temporal dependence arises from the decrease in fea-
ture step heights as the polish proceeds. The smaller feature heights have a higher likelihood
that a pad asperity will contact the trench and experience higher trench pressure since they
may compress pad asperities to a greater extent than a feature with a larger step height.
The planarization efficiency’s spatial dependence arises from multiple factors, including the
pressure distribution, slurry distribution, and temperature distribution.

Semiconductor manufacturers also seek to quantify the amount of variation in the oxide
thickness, both for a specific die and across the entire wafer. The within-die-non-uniformity
(WIDNU) is the range in oxide thickness across a specific die, and the within-wafer-non-
uniformity (WIWNU) is the range in oxide thickness across the entire wafer. Ideal polish
processes would have WIDNU and WIWNU values approaching zero. Additionally, the CMP
process may introduce defects onto the wafer, such as embedded particles, scratches caused
by slurry particles, and scratches caused by conditioning disk diamond debris [8]–[10]. A
cleaning process is performed after CMP to remove some of these defects, but not all defects
can be corrected. The defectivity is often expressed as the number of defects measured
within a given area or as a count across the entire wafer, and the type of defect may also
subdivide it.

Since CMP tool time is costly, CMP users seek to process wafers as quickly as possible.
To quantify this, we evaluate the process’ blanket removal rate. The blanket removal rate
is the change in polish film thickness divided by the polish time for an unpatterned wafer,
typically averaged across many locations on the wafer. The blanket removal rate depends
on many process parameters, including the pad, wafer film material [11], slurry, applied
pressure, rotational speeds, and conditioning disk.
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1.3 Challenges for CMP processes

When a wafer needs to be polished, a CMP user must select various CMP process parameters,
and costly trial-and-error experiments guide these parameter selections. CMP intimately
couples the conditioning disk, slurry, pad, retaining ring, and wafer; changing any one of
these consumables is likely to alter the polish behavior [12]. Furthermore, each of those
consumables has additional process parameters associated with it, such as the conditioning
disk’s down-force and sweeping motion and the slurry’s flow rate. Zhao discusses how the
various process input parameters synergize to create multiple distributions across the wafer
(for temperature, sliding distance, slurry, and pressure), which then determine the removal
rate distribution [13]. A particularly non-obvious example of how multiple input parameters
may interact is in regards to the wafer rotational speed to pad rotational speeds ratio and the
wafer horizontal speed to wafer rotational speed ratio, which Zhao showed to have drastic
effects on how uniformly a slurry particle slides across the wafer [14]. By developing a
kinematic analysis of a single particle trajectory across the wafer surface, Zhao found that
some combinations of those two process ratios result in some wafer regions where a particle
did not contact as much as the remaining regions [14].

One of the CMP user’s goals is to minimize the slurry mean residence time (so that fresh
slurry may be incorporated) and maximize the slurry utilization efficiency (to minimize
slurry wastage). Mu experimented with grooved pads and found that the mean residence
time increased with the pad groove width and decreased with the applied pressure [15].
Additionally, Mu found that the slurry utilization efficiency increased with the pad groove
width only up to a certain point before plateauing and did not change with the applied
pressure.

The conditioning disk selection and the path that the conditioning disk takes as it sweeps
across the pad are of great importance. CMP tools typically allow the user to specify the
disk’s velocity across multiple zones, with each zone specified as a certain radial distance
from the pad center [16]–[18]. Lee investigated sweeping profile effects and determined that
this choice affects the wear behavior across the pad, which may subsequently affect the polish
behavior [19]. Ban developed a computational simulation of pad conditioning and used it
to study the tilt angle’s effect on the pad surface texture, where the tilt angle is the angle
between the conditioning disk and pad [20]. Ban’s simulations showed that for a zero tilt
angle, the sweeping profile held a dominant effect on the pad’s nonuniformity [20]. However,
for a non-zero tilt angle, the tilt angle held a dominant effect on the pad’s nonuniformity,
compared to the sweeping profile [20].

Khanna determined that conditioning disk diamonds that are too sharp lead to an un-
stable CMP performance, and the conditioning disks themselves require a break-in period
so they may reach a stable regime [21]. Khanna additionally discussed the coupling between
pad design and conditioning disk selection and experimentally determined that a porous pad
achieves the best uniformity with a fine conditioner. In contrast, a solid pad achieves the best
uniformity with a comparatively moderately-coarse conditioner [22]. Khanna’s experiments
on conditioning disk parameter selection show that optimizing the pad’s surface roughness
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can lead to improvements in the material removal rate and planarization efficiency while
also minimizing overpolishing effects and reducing the slurry flow rate requirements [23].
Additionally, Khanna found that optimizing both the surface roughness and the pad surface
hardness improved the planarization efficiency and defectivity compared to a standard pad.

The process temperature is a parameter that a CMP user cannot specify but is crucial to
determining and understanding the polish behavior, as elevated temperatures may affect the
pad’s mechanical properties and the slurry’s chemical reactivity. Matsunaga found that an
increase in the polish temperature results in a higher removal rate [24]. Khanna’s experiments
showed that the polish temperature might increase substantially, especially with long polish
times, which leads to a decrease in the pad’s storage modulus, and results in a higher removal
rate and a lower planarization efficiency [25]. Similarly, Suzuki showed that pads may exhibit
nonlinear viscoelastic behavior [26]. Viscoelastic pad behavior may affect the polish since
pad asperities may more readily reach into trench regions as the loading time and operating
temperature increase. A similar effect is that the pad—and especially soft pads—may shrink
over time due to moisture loss [27]. That shrinkage results in non-uniform pad conditioning
which may affect polishing performance [27].

As the semiconductor industry advances towards more sophisticated chip designs, with
smaller feature sizes and more layers, CMP needs to advance with the goals of achieving
a higher planarization efficiency, a higher removal rate, and a lower defectivity. Signifi-
cant research efforts aim to improve all aspects of CMP, including both the CMP tools and
consumables. Conditioning disk designers frequently introduce new disks with more sophis-
ticated diamond designs, such as described in [28]. Additionally, the development of new
slurries with new abrasive particles and chemical compositions progresses, as described in
[12], [29]. Finally, pad development progresses, as described in Section 1.4.

As the number of available CMP consumables is consistently increasing, CMP tool users
need guidance to select the optimal consumable combination. This work aims to guide
CMP pad selection, which may significantly reduce the amount of trial-and-error required
to optimize CMP for a particular wafer design.

1.4 Novel CMP Pads

CMP pads are composed of polymeric materials, which allows for sufficiently high contact
pressures to generate material removal while allowing sufficient pad compliance and confor-
mation to the wafer. Cook classified pads into four categories: I. pads based on impregnated
felts, II. synthetic suede, III. closed-cell polyurethane foams, and IV. solid grooved polymers
[30], [31]. Pad class III is the most commonly used, with pad class IV being the second most
commonly used. This work discusses pads of both Class III and Class IV.

The use of a solid (non-porous) pad allows for attaining a higher planarization efficiency,
while the incorporation of porosity allows the pad properties to be tuned (towards a lower
effective modulus), which may result in lower defectivity at the cost of a lower planarization
efficiency.
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Pads contain both microtexture (imposed onto the pad by the disk conditioner) and
macrotexture (determined by the pad groove designs); Li studied how that texturing may
facilitate slurry transport [32]. When generating a surface microtexture on a solid pad, that
texture is a function of only the conditioning disk, whereas when using a porous pad, that
texture is a function of both the conditioning disk and the porosity size and distribution.
Pads may be grooved, which means that grooves are cut into the polymer; these grooves
may serve as pad compliance mechanisms and as slurry reservoirs. As the slurry is dispensed
into a CMP process, there are two important metrics to evaluate: the slurry mean residence
time is the amount of time that the slurry remains in the pad-wafer interface, and the slurry
utilization efficiency is the volumetric flow rate ratio of slurry that contributed to polishing
to the total amount [15].

Perhaps the most studied pad is DuPont’s IC1000TM pad, composed of a porous poly-
urethane, is classified as a hard pad, and is available in various groove designs. IC1000TM is
used as a top pad, then stacked and adhered onto a sub-pad. DuPont’s SubaTM IV is the
sub-pad commonly used with IC1000TM; SubaTM IV is highly compressible, which allows the
top pad to better conform to the wafer and hence improves wafer uniformity.

Modern manufacturing processes, such as 3D printing, allow CMP pads of a much wider
range of geometries and material combinations to be fabricated [33]–[35]. The question
is now: if CMP pads can be additively manufactured, how do we decide on optimal pad
designs? This work aims to provide a CMP prediction tool that accounts for the pad’s role.
Our prediction tool may subsequently allow the pad design to be optimized for polishing a
given die design.

1.4.1 Segmented CMP pads

The pads discussed in this work are known as segmented pads, which are monolithic and
not composed of multiple different pads. These pads still contain distinct top and sub-pad
regions, but the fabrication process allows the pad to be formed as one. The top pad consists
of high modulus segments, which are the portions that contact the wafer. This segmentation
allows the pad to achieve a degree of local planarity (across the width of the segment) while
allowing longer range conformation across the wafer. In between the segments are grooves,
which may serve as slurry reservoirs and affect slurry transport. A pad without any segments
is likely to possess both high nonuniformity and low material removal rates since it cannot
conform to the wafer, and the slurry cannot reach into the pad-wafer interface. The subpad
is designed to enable the segments to flex and conform to the wafer, and it does not directly
contact the wafer.

1.5 Material removal mechanisms

The mechanisms by which material removal occurs are not entirely understood. It is still a
subject of debate whether pad asperities directly contact the wafer and maintain the entire
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applied load or if the slurry carries some or even all of that load. Further, when supposing
that the pad asperities are contacting the wafer, what is the nature of that contact and what
is occurring at the interface. In particular, what percentage of material removal is caused by
pad asperities directly contacting the wafer and what percentage is caused by slurry particles
that are trapped between the pad asperities and the wafer?

1.5.1 Lubrication regimes and the Stribeck curve

For two contacting, solid, lubricated bodies, there are three possible lubrication regimes:
boundary lubrication, mixed lubrication, and full film lubrication [36]. Other writers may
refer to these three regimes by other names, such as contact lubrication, mixed lubrication,
and hydrodynamic lubrication / hydroplaning. In boundary lubrication, the solid bodies are
so close together that the pressure is carried by contacting asperities. In full film lubrication,
there exists a lubricant film that prevents the two bodies from directly contacting. That
lubricant film has a thickness and maintains a hydrodynamic pressure, and it is important
to note that the lubrication film discussed here is distinct from the thin film that is being
polished by CMP. There are two sub-regimes within full film lubrication: elastohydrodynamic
lubrication (EHL) and hydrodynamic lubrication. For a system in a full film lubrication
regime, if the deformation within at least one of the bodies is on the same order of magnitude
as the film thickness, then it is considered as EHL; otherwise, if the solid deformation is
negligible compared to the film thickness, it is considered as hydrodynamic lubrication.
Finally, the mixed lubrication regime is a transition between boundary lubrication and full
film lubrication: the pressure is carried by both contacting asperities (in some regions) and
a hydrodynamic lubrication film (in the remaining regions).

To help identify the lubrication regime between two solid bodies, the Stribeck curve may
be generated [37]. The Stribeck curve plots the coefficient of friction against the Hershey
number on logarithmic axes. The Hershey number is the dynamic viscosity (Pa · s) times
the rotational speed

(
1
s

)
divided by the applied pressure (Pa).

Previous researchers have performed experiments to generate Stribeck curves of particular
CMP processes [38]–[41]. Liang found that their copper CMP process likely operates under
boundary lubrication [42]. Kasai found that their wafer may not have been held level during
polishing but instead angled toward its leading-edge, leading to a non-uniform lubrication
film thickness [43]. Doy presented a CMP process where the lubrication regime depended on
the pad groove design; using a positive spiral design resulted in a mixed lubrication regime
while using a negative spiral design resulted in boundary lubrication [44]. Recently, Borucki
developed a theory where the lubrication film is envisioned to cycle between providing lift
and suction forces on the wafer at high frequencies, and the lubrication film carries a higher
percentage of the load when the wafer is in lift mode [45]. While there is no consensus
within the CMP community on which lubrication regime a CMP process experiences, and
it is possible that different CMP processes will undergo different lubrication regimes, the
boundary lubrication regime is more stable and results in the higher removal rates that
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CMP users often desire. As such, we will ignore any lubrication film thickness effects and
develop our model for boundary lubrication.

1.5.2 Two-body vs three-body contact

As the pad is pressed against the wafer, there are two different types of contact: there is two-
body contact in which the pad asperities directly contact the wafer, and there is three-body
contact in which abrasive particles are embedded into the interface between contacting pad
asperities and the wafer. The presence of abrasive particles at the contact interfaces leads to
higher local pressures than if they were not present; the abrasive particles may be thought
of as high hardness, low contact area indenters that plow through the chemically-weakened
oxide.

Previous researchers have studied the abrasive particles’ role in polishing. Bozkaya states
that the majority of material removal is caused by three-body contacts [46], and Kim en-
visions polishing as a long sequence of particles producing fine scratches on the wafer [47].
Sampurno found that the material removal rate tends to increase linearly with the median
particle size [48] and Srinivasan provided a detailed overview of chemical mechanisms that
facilitate material removal [5]. Recently, Jeon performed experiments that showed that the
particle material choice might alter the material removal rate’s relationship with the contact
area ratio [49]. In Jeon’s experiments, increasing the contact area ratio resulted in a higher
material removal rate when using ceria particles but resulted in a lower material removal
rate when using silica particles [49]. Jeon posited that this behavior change was due to the
particle’s bond strength. Ceria forms a stronger bond with the oxide film than silica does,
so the ceria particles were more likely to penetrate the film, whereas the silica particles were
more likely to roll across the oxide instead of penetrating [49]. When using ceria, increasing
the contact area ratio led to more contacting particles, and hence higher removal rates [49].
This is in contrast to the silica particles, for which increasing the contact area ratio led to
lower pressures on individual particles, thereby increasing the probability of rolling instead
of penetrating and leading to a lower material removal rate [49]. While this dissertation
focuses on two-body contact, the role of abrasive particles could be incorporated later.

Knowing the contact area ratio between the pad and wafer is important. The contact
area ratio is the ratio between the real contact area and the apparent (nominal) contact area.
The contact area ratio depends on many CMP process parameters, including the pad design.
A two-body contact scenario with a contact area ratio close to 1 would produce much lower
contact pressures than a scenario with a contact area ratio close to 0. Section 1.9 provides a
review of previous experimental efforts to measure the contact area ratio in CMP processes.
This work proceeds by assuming that CMP’s contact area ratio is indeed much smaller than
1% so that material removal occurs due to high contact pressures between pad asperities
and weakened oxide.
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1.6 Length scales at which to study CMP

CMP modeling is an interesting and complicated problem to study because of the multiple
length scales at which polish occurs. Pads have a diameter of about 760 mm, and they polish
wafers with a diameter of 300 mm. The wafers contain tessellations of dies, which will later
be diced out of the wafer to become individual computer chips. Those dies contain feature
arrangements of multiple sizes and shapes. Then, it is pad asperities and slurry abrasives
which cause material removal.

Figure 1.3 shows the four relevant length scales at which CMP variation occurs, as dis-
cussed in this dissertation, and other researchers may categorize the length scales slightly
differently [50]. The individual particle scale is on the order of 10 nm–100 nm, and the par-
ticle size and concentration are contributing parameters [48], as is the pad asperity’s shape
[51], [52]. At the feature-scale, which is on the order of 10 nm–1 mm, the feature’s size, shape,
and height are important. At the die-scale (on the order of 10 mm), the die’s design—namely
the pattern density arrangement—may affect the polish. Namely, a given feature’s polish-
ing may be affected by its neighbors. The final length-scale is the wafer scale, which is on
the order of 300 mm. The wafer’s average pattern density may contribute at this scale, as
wafers with a larger feature area will distribute the pressure over that larger area, leading
to lower local pressures and hence lower removal rates. Additionally, wafer edge effects are
well-documented [53]–[55], as features near the edge of the wafer may experience higher local
pressures and hence higher removal rates compared to features near the wafer center.

The accumulation of effects across these four relevant length scales leads to non-ideal pol-
ishes, and accounting for all of these contributors is a complex task. Additionally, because of
this multi-scale nature, it would be computationally infeasible to use more traditional mod-
eling methods, such as the finite element method, because the number of required elements
would be too large. This dissertation focuses on two length-scales: Chapter 3 discusses
feature-scale modeling and Chapter 4 discusses die-scale modeling. Future work could in-
corporate the particle and wafer scales.

1.7 Tribology and contact mechanics: previous work

As this dissertation relies heavily on and advances existing tribology and contact mechanics
techniques, it is important to contextualize this work within the existing literature.

1.7.1 Single and multi-asperity models

Classical contact mechanics often deals with the stress distribution that develops in a smooth,
elastic half-space when it is loaded by a smooth indenter, and Johnson [56] provides an
overview of those methods. In particular, the classic Hertz theory of contact assumes that
the materials behave elastically, the contact area ratio is small, each body is an elastic half-
space, and the surfaces are frictionless. The finite element method has been used to simulate
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Figure 1.3: The various length-scales at which polishing non-uniformity occurs. At the scale
of an individual particle, the particle size and concentration may affect the contact pressure.
At the feature scale, the feature shape, size, and height may affect the feature’s planarization
efficiency. A die’s layout, and especially its pattern density distribution, may lead to non-
uniform polishing at the die scale. Finally, at the wafer scale, the wafer’s average pattern
density may affect the average removal rate, and the polishing behavior near the wafer edge
may differ from that near the wafer center.

the contact between a rigid, single asperity (indenter) and an elastic, perfectly-plastic layer
on an elastic, perfectly-plastic substrate, but the finite element method is limited to small
simulation domains, due to computational cost [57].

Real contact scenarios contain surfaces where multiple asperities are contacting, and not
where only a single asperity is contacting, and the solution procedure for multi-asperity con-
tact problems often uses results from single-asperity contact problems [58]–[60]. Greenwood
and Williamson developed the often-cited theory for the contact of two rough, nominally-flat
surfaces; Greenwood and Williamson [61] is one of the early works where a multi-asperity
model is developed. Critically, Greenwood and Williamson employ Hertzian contact the-
ory and assume that the contacting asperities deform independently of each other, which
drastically simplifies the contact problem and may not be realistic for CMP. Additionally,
the Greenwood and Williamson theory allows for a small amount of plastic deformation,
which occurs when an asperity’s contact pressure exceeds a certain value, and Greenwood
and Williamson [61] argue that the elastic theory may still be employed as long as the plastic
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contact zone is small in comparison to the elastic contact zone. They implement their theory
for the cases when the asperity heights have either an exponential or Gaussian distribution
and use these assumptions to predict the contact area. Komvopoulos used a 2D finite ele-
ment method to simulate the contact between a rigid surface with multiple asperities and
an elastic half-space, and found that closely-spaced, contacting asperities may influence each
other [62].

1.7.2 Models that incorporate measured surfaces

The use of measured roughness profiles directly in simulations is a significant milestone for
contact mechanics theory, as the measured profiles may more closely match reality than
theoretical distributions. Webster analyzed the contact between two rough surfaces, in 2D,
and incorporated 2D roughness which was measured from a real surfaces [63]. Cole expanded
that analysis for layered surfaces, by investigating the contact between a flat, elastic layer on
an elastic substrate and a rough, elastic indenter, in 2D, also with 2D measured roughness
[64].

Following that work, many researchers have analyzed layered, rough surfaces in 3D; most
notably Nogi and Kato analyzed the frictionless contact between layered, elastic bodies and
a rough, rigid indenter where the indenter’s topography was represented as the sum of a
smooth sphere and 3D roughness measured from a nominally flat, real surface [65]. Nogi
and Kato’s work is also significant for employing the conjugate gradient method (CGM) to
iteratively solve the inverse problem (i.e. to determine the pressure distribution required
to impose a certain displacement) and, within each of those CGM iterations, using the fast
Fourier transform to determine the surface displacements given a pressure distribution. The
Nogi and Kato method also uses an iterative approach to determine the contact region, which
was previously described by Johnson [56]. The boundary element method approach taken by
Nogi and Kato, where the contacting layer’s pressures are calculated only at its contacting
boundary and not throughout the entire body, is significantly less computationally expensive
than a finite element method-based approach.

Peng and Bhushan (and later Cai and Bhushan) built upon Nogi and Kato’s work, but
instead of using a CGM solver, Peng and Bhushan used a quadratic programming approach
for solving the inverse problem, which may yield better results in contact scenarios with large
contact area ratios [66], [67]. Though Peng and Bhushan presented results using artificially
generated surfaces, they also stated that the method applies when using measured surfaces.
While previous research modeled surfaces as elastic–perfectly plastic, Chen et al. and later
Wang et al. developed contact mechanics theories for an elastic–plastic surface, and presented
results using measured roughness profiles [68], [69].

Other models take experimental asperity scans and fit characteristic parameters to form
a representative surface, such as a sinusoidal surface [68] or a fractal surface [70], [71] for use
in contact simulations. Yan developed the theory for contact between 3D fractal surfaces
and an elastic–plastic layered media [72].
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1.7.3 Recent advances and applications

More recent advances in contact mechanics focus on incorporating the role of adhesion at
the contacting interfaces [73], [74] and on developing the boundary element method for the
mixed lubrication regime (both solid–solid contact and hydrostatic fluid carry the load) [75].
Additional studies on the contact between nominally flat surfaces investigate the role of
dynamic sliding effects [76], the behavior of oblique, contacting asperities [77], [78], and the
importance of asperity spacing and total number of asperities when one of the surfaces is
regularly patterned [79]. Contact mechanics-based approaches, like the ones discussed here,
have been used to model a variety of manufacturing processes, including the micro-embossing
of thermoplastic layers [80], nanoimprint lithography [81], and metal imprinting [82].

1.8 Previous CMP models

CMP modeling is a rich field, and there exist hundreds of previous modeling attempts in
the literature. The modeling goals vary from researcher to researcher but the understanding
gained from previous models is invaluable.

1.8.1 Models at a single length scale

A wide body of previous CMP modeling research exists, and specifically, many models focus
on CMP at one particular length scale. Stine, Ouma, et al. [83]–[85] significantly advanced
the understanding of CMP’s pattern dependence. Stine et al. presented an analytical model
for the removal rate as a function of the die’s pattern density which, while limited in its
predictive ability, is a remarkably simple and thus useful model [83], [84]. Ouma et al.
expanded upon that work by introducing the concept of the effective pattern density, and
using the effective pattern density instead of the local pattern density within the model [85].
The effective pattern density is computed by convolving the local pattern density with a
filter, where that filter has a characteristic length equal to the planarization length. The
planarization length is the distance over which the pad is able to completely conform to
the polish material’s topography [8], [85]. Ouma et al. showed a method for extracting
the planarization length from experiments using a characterization pattern layout, and their
experiments showed the planarization length to be several millimeters [85].

Many existing models are based on Greenwood and Williamson’s theory, including at
the asperity scale [86], [87] or at the feature scale [88], [89]. Vlassak developed one such
Greenwood and Williamson-based model at the feature scale, and discussed that the model
is limited to only features with size greater than the asperity size [90]. Seok used finite-
element software to determine the stiffness of asperities of various sizes, which are assumed
hemispherical in shape [91]. Boning provided an understanding of a pad asperity’s modulus;
by using a Greenwood and Williamson–based approach and modeling the asperity heights
as having an exponential distribution, Boning developed a relationship between the contact
area ratio and the pad asperity modulus [92]. Laursen et al. presented a 2D feature-scale
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model which predicts the polish film thickness as a function of the polish time, by calculating
the contact pressures between the pad and film [93].

1.8.2 Models which integrate fluid and solid mechanics

There also exist CMP models that incorporate the effects of both solid contact and fluid
mechanics, at the feature-scale [94] or at the wafer-scale [95]–[97]. Wang developed a the-
oretical feature-scale model using smoothed particle hydrodynamics [98]. By envisioning a
single asperity with a given shape (namely, a Gaussian shape), Wang found that the fluid
film pressure depends on the feature shape. Notably, the feature-scale model analyzed vari-
ous asperity to feature configurations, by allowing the asperity to sweep horizontally across.
However, the approach assumed the pad asperity to be rigid, and pad deformation may
significantly affect the pressure distribution.

Significant insight may be extracted from multi-scale CMP models. Kim created an
asperity- and wafer-scale model, with a modified version of Greenwood and Williamson’s
theory where the asperity height distribution is a Gaussian distribution that is clipped to
have a maximum asperity height [99]. By solving for both the solid–solid contact stresses
and the fluid pressures using finite element analysis, Kim found that the contact pressure
may vary significantly across the wafer.

1.8.3 Models which account for the spatial dependence of
applied pressure

Suzuki developed a finite-element analysis-based wafer-scale model for CMP processes which
use an airbag-type wafer carrier [55]. By simulating the contact stresses between the
wafer/retaining ring and pad, Suzuki found that the wafer edge’s contact pressures vary
significantly from the wafer center’s contact pressures. When comparing against experimen-
tally measured material removal rates across the wafer edge, Suzuki found that the simulated
contact pressures did not directly correlate with the material removal rates, and posited that
the coefficient in Preston’s equation (discussed in Section 2.2) varies with respect to position,
since the abrasive particle distribution may be uneven. Chen also developed a finite-element
analysis-based wafer-scale model, and Chen’s analysis allows for multiple membrane zone
pressures within the wafer carrier [100]. Chen modeled both flat and bowed wafers, and
found that the zone pressures could be adjusted to reduce the size of the wafer edge affected
zone for both types of wafers. Wang similarly developed a finite-element analysis-based
wafer-scale model, which allows for multiple zone pressures, and found strong agreement
between simulations and experimentally-measured material removal rates [101], [102]. Zhao
expanded upon that work, and found that the zone pressure selections may lead to wafer
bending, which affects the fluid film pressure [54].
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1.8.4 CMP models that incorporate measured roughness

A limited number of CMP models directly used measured surface roughness. Terrell et al.
used a voxel-based simulation approach, and while the model incorporated wafer topography
measured using profilometry, it also used a statistically-generated pad topography and was
implemented for only small domains [94]. Similarly, in [103], Terrell et al. scanned the
substrate for use in simulations, though they also assumed the pad was flat. Gray modeled
the static contact between pad asperities (taken from a confocal microscopy scan of a small
pad portion) and a blanket wafer, which allowed for contact area ratio estimation [104]. Yu
incorporated a measured pad topography to calculate the contact area ratio between the pad
asperities and blanket wafer and the contact area ratio’s interactions with the pad design,
but did not allow for the plastic behavior of asperities [105].

1.8.5 Understanding the contact temperature

Borucki developed a 3D fluid flow and thermal model for copper CMP, which also incor-
porates a Greenwood-Williamson model [106]. He found that contacting asperities may
experience a higher temperature than previously understood, with simulations suggesting
that contacting asperity summits reached as high as 180 ◦C while the pad temperature (at a
spot near the wafer leading edge) remained closer to 40 ◦C.

1.8.6 Understanding the mechanics of grooved pads

Baisie et al. developed finite element analysis-based models for pad conditioning [107], [108].
By assuming linear-elastic, isotropic pad material properties, modeling the pad porosity as a
reduction in the pad’s effective modulus, and assuming that the contact interface between the
pad and conditioner is perfectly smooth, Baisie et al. provided insights into how conditioning
occurs. In particular, Baisie et al. discovered that as the simulated conditioner contacts the
pad, it is imposing a tilting motion onto the pad segment, and it is the softer sub-pad
deformation which allows the segment to remain closer to planar [108].

1.8.7 Asperity-based models for the polishing of patterned
wafers

It is worth noting that many of the preceding works involved the study unpatterned wafers
and/or flat contact scenarios. We will now devote our attention exclusively to asperity-
based contacts with patterned wafers. Feng developed a feature-scale model, where the
pad is envisioned as a linear-elastic half-space, the pad texturing is modeled using either a
Gaussian or non-Gaussian distribution, and the asperity distribution is characterized using
pad scans [109]. By using a Green’s function approach to predict dishing in a metal CMP
process, the interactions between neighboring asperities are not neglected and the model is
able to predict increasing dishing amounts as the feature size increases.
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Xie [110] and Fan [111], [112] both developed models that assume asperities to behave
elastically, and to have negligible width. Thus, their models have no asperity size dependence,
and an asperity could just as easily reach into a small trench as it could to a large trench.
Xie’s pattern density step height (PDSH) model is particularly notable, as it predicts the
active and trench pressures as a function of only the feature’s step height, by assuming an
exponential asperity height distribution and the mean asperity height λ [110]. Meanwhile, Xu
used an exponential asperity height distribution to determine the amount of feature dishing
as a function of the feature size in a metal CMP process [89]. The height distribution is
modified so that there is an asperity-size dependence, through the use of a fitting parameter.
While the use of statistical asperity height distributions may be insightful, scans for pads
used in this dissertation do not show the asperities in these experiments to have such a
mathematically-represented distribution. It is critically important to accurately capture the
asperity profile, as they determine the real contact area, and thus the contact pressures.

1.8.8 Multi-scale CMP models

No review of CMP modeling would be complete without discussing the influential work by
Luo and Dornfeld, who developed theories at multiple scales, including a 3D feature-scale
model that simulates evolution, a wafer-scale model (for both the boundary and hydrody-
namic lubrication modes), and a feature to die-scale model [113]. The multi-scale model
operates by envisioning pads to have a bulk layer with given stiffness and a uniform, flat
asperity layer with given thickness and stiffness. Since that asperity layer may have lower
stiffness than the bulk layer, the model is better able to capture dishing and feature size
dependence. The model procedure involves multiple steps, including using a 2D boundary
element model to determine the feature’s effective asperity layer stiffness, which would lead
to realistic feature size dependence. Then, that effective asperity layer stiffness is used in a
1D topography evolution model, where the pad mechanics are now envisioned as springs and
dashpots and not with a boundary element approach. This last point is why it was crucially
important to use the 2D model; if the asperities are envisioned as independent springs, there
is no feature-size dependence, but the use of an effective asperity layer stiffness whose value
depends on the feature size (a larger feature corresponds to a lower asperity layer stiffness)
does allow for feature size dependence. Within this 1D model, at the feature-scale, the con-
tact between the wafer and the asperity layer is computed and at the die-scale, the contact
between the wafer and the pad bulk layer is computed so that topography evolution may be
predicted.
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1.9 Existing contact area ratio estimations

1.9.1 Static methods for measuring the contact area ratio

Many researchers have attempted to experimentally measure the contact area ratio under
dry, static conditions [114]–[122]. This typically involves pressing a transparent material
(sapphire or quartz) onto the pad and scanning through the transparent material with a
confocal microscope. Sun used this technique and found a linear relationship between the
contact area and the applied pressure, with the contact area ratio under a 2 psi applied
pressure being 0.026% [115]. Isobe measured contact area ratios between 0.1% and 0.5%
under a 35 kPa (5 psi) applied pressure [119]. Jiao found that the contact ratio is highly
dependent on the pad surface temperature [118]. By placing a heating element below the
pad, and calibrating a model for the pad surface temperature, Jiao found that the contact
area ratio increased from 0.029% at 25 ◦C to 0.092% at 45 ◦C. Elmufdi measured contact
area ratios between 1.0% and 3.6% for a 3 psi polish pressure process with various pads
[120]. Elmufdi’s subsequent work found that the contact area ratio is highly dependent on
the conditioning disk choice and conditioning time, with the measured contact area ratios
ranging from 0.07% to 13.40% (for a 4 psi polish pressure process and various pad options)
[121].

1.9.2 Dynamic methods for measuring the contact area ratio

It is difficult to accurately measure the contact area ratio from experiments, since the pres-
ence of slurry, velocity, and temperature all affect the pad deformation, but these variables
are difficult to simulate using the previously described static contact area measurements.
Instead, researchers have created dynamic contact area measurement apparatuses.

Uneda developed a method for in-situ contact area measurements, where the pad contacts
against an image rotation prism in the presence of slurry. [123], [124]. When light was
incident upon the top of the prism, the prism bottom completely reflected the light at
locations where there was no contact and diffusely reflected light at locations where there
was contact. These images were then captured using a camera, and the contact area ratio
was found to range between .3% and 1.1%, with a 10 kPa (1.45 psi) applied pressure.

Gray conducted dynamic contact ratio measurements on grooved pads, using Dual Emis-
sion Laser Induced Fluorescence [104]. In these experiments, the pad was pressed and rotated
against a transparent window, and two dyes were incorporated into the slurry. The light
emission through the transparent window provided insight into the fluid film thickness, with
higher light intensity corresponding to a larger film thickness. The contact area ratio was
extracted from the fluid film thickness, and the contact ratio ranged between 0.1% and 4%
for a 1.7 psi process. Gray additionally discussed possible limitations associated with per-
forming these dynamic measurements on grooved pads, as the slurry may accumulate at
the segment edges, thereby obscuring the measurements, and recognized that noise in the
measurement process prevented contact ratio measurements below 0.1%.
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Jiang used a simulation-based approach to estimate the contact area [125]. By scanning
a small pad portion with a confocal microscope, Jiang imported that texture into a finite
element analysis package, applied a nonlinear pad material model, and imposed contact with
a rigid flat plane. By simulating the loading and unloading, Jiang was able to measure the
amount of plasticity that developed in contacting asperities, and found that plasticity devel-
oped not only in the contacting asperity tips but also in the surrounding areas, suggesting
that asperities do not behave elastically and independently.

1.9.3 Implications of previous contact area ratio measurements
on CMP fundamental understanding

The preceding discussion illuminated the wide range in contact area ratio estimates, with
estimates spanning from as low as 0.026% to as large as 13.40%. When interpreting these pre-
vious measurements, it is important to recognize that each experiment was performed under
different conditions—pad, slurry, conditioner, substrate material, applied pressure, etc.—
and those conditions directly affect the contact area ratio. Additionally, each methodology
contains some amount of measurement uncertainty, and the associated resolution of imaging
might prevent measurement of small contact area ratios (< 0.1%). These two factors make
cross-comparison exceedingly difficult but it is still possible to draw generalizations about
where CMP typically operates. Most previous work found that CMP processes typically
operate with a contact area ratio around or below 1%, and potentially multiple orders of
magnitude below 1%, and only a minority of studies found higher values. This operating
zone with a contact area ratio below 1% may be desired for high removal rate processes, since
the sparse contact leads to high pressures and slurry access (though it may have drawbacks
for defectivity). For processes where the contact area ratio is below 1%, it is the tallest few
pad asperities that dominate the contact and models that assume flat pads are unrealistic.

An important limitation of all the works discussed in this section is the use of non-
patterned (i.e. blanket) wafers. While using blanket wafers to characterize a CMP process
and to estimate the contact ratio is very insightful, there is not yet enough understanding
on how the polish behavior translates from blanket wafers to patterned wafers.

1.10 The need for CMP modeling

CMP is an exceedingly complex process, with decisions on the consumable set and tool
parameters being intimately coupled with the design that is to be polished. The industry
provides hundreds of options for just one consumable, and that consumable choice has a
domino effect on the remaining consumable choices. At present, many CMP process decisions
are driven by trial and error (such as in Wang [126]), which can be time-consuming and costly.
At the same time, CMP is a ubiquitous process and is used for many steps in the fabrication
of the technology that drives our world, so reducing trial and error could lower production
costs, increase factory throughput, and enable fabrication of more advanced chips.
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Because the pad-wafer interface is so small, and consists of opaque materials that are
rotating at high velocities, we cannot directly measure what happens at the interface. We
can, however, use models to extract insights on what occurs at the interface, and use those
insights to engineer more efficient processes.

Additionally, CMP users may have conflicting process goals, as there is often a tradeoff
between planarization efficiency and defectivity, a tradeoff between the removal rate and
defectivity, and another tradeoff between the WIDNU and the WIWNU. Simulations may
assist in finding optimal process parameters and in designing new process consumables, which
can enable advanced semiconductor designs.

One particular modeling thrust that would benefit IC designers is the ability to integrate
CMP models into computer-aided design software, such as presented in [127]. If IC designers
possessed the ability to quickly predict how a particular layout would behave in CMP, they
could detect non-uniformity hotspots and take actions to reduce those impacts. One method
for this is to use dummy-fill (i.e. incorporate additional features into the layout which do
not contribute to the final chip’s performance but aid in maintaining polishing uniformity).
The decisions on where to incorporate dummy fill may be driven by modeling efforts [128].

CMP is filled with unanswered, fundamental questions which modeling efforts may at-
tempt to answer. Table 1.1 contains a listing of open questions, and this list is by no means
comprehensive.
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Table 1.1: Listing of various fundamental questions which CMP models may aim to answer.

With respect to conditioning
• What is the optimal surface texturing to impart to a pad surface for a high removal rate

and planarization efficiency yet low defectivity?
• How consistent does the pad surface need to remain as polishing progresses, to reduce

wafer-to-wafer non-uniformity?
• What is the optimal disk sweeping profile for minimal variation across the pad?

With respect to pad design
• What is the optimal pad segment size and modulus for a high removal rate and planariza-

tion efficiency yet low defectivity?
• What is the optimal pad groove width and modulus for a high removal rate and planariza-

tion efficiency yet low defectivity?
• What is the optimal subpad thickness and modulus for a high removal rate and planariza-

tion efficiency yet low defectivity?
• How are the pad mechanics affected by the temperature?

With respect to feature-scale considerations
• How does a feature’s planarization efficiency depend on the pad’s segment size?
• How does a feature’s size, shape, and height affect its planarization efficiency?
• How can the amount of dishing within a feature be predicted / minimized?

With respect to die-scale considerations
• How can a designer optimize their layout design for minimal within-die-non-uniformity?
• How can a process’ planarization length be determined?
• How can optimal dummy fill patterns be determined?
• Can die topography be predicted sufficiently fast for computer-aided design applications?
• Within a die, where are the non-uniformity hotspots?

With respect to wafer-scale considerations
• How can a process achieve balance between the WIDNU and the WIWNU?
• Can we predict the polish time required for all features across the wafer to polish?
• How do the process parameters (such as the applied pressure, wafer’s rotational speed and

the pad’s rotational speed) affect non-uniformity?
• How can the optimal head membrane zone pressures be selected?
• How can the size of the affected zone at the wafer edge be reduced?
• How do the retaining ring size and positioning affect the polishing near the wafer edge?

With respect to the process in general
• What is the material removal law?
• How can the optimal slurry chemistry, particle size, and particle distribution be selected?
• Is the process operating in a stable lubrication regime or in an unstable regime?
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1.11 The need for a better CMP model

Recent advances in manufacturing have enabled new and almost infinite pad designs, and it
is these new manufacturing capabilities that have ignited the need for this modeling work.
Pad manufacturers seek pad designs that achieve high planarization efficiencies for a wide
variety of features, low defectivities, and high conformity across the wafer. They have many
fundamental questions, including those listed in Table 1.1.

Despite all the insightful modeling efforts described in Section 1.8, additional modeling
work is still required. In particular, a better CMP model requires

• An understanding of how neighboring asperities interact, and not a representation of
pad asperities that behave as independent springs.

• Realistic pad textures, based on pad scans, and not flat pad surfaces or purely theo-
retical asperity distributions.

• A thorough representation of the pad mechanical behavior as a composite material, in-
cluding the presence of segments and multiple constituent materials, and not a lumping
of the pad behavior into a layer with an effective modulus.

• Analysis for patterned wafer, and not solely blanket wafers whose polish behavior may
differ from that of patterned wafers.

• An understanding of multi-scale polish behaviors, as they may be more accurate and/or
computationally efficient than models which represent only one length scale.

The work presented here, and previously in [129], [130], is the first model which attempts
to incorporate these five requirements.

1.12 Thesis structure

Chapter 1 has reviewed existing understanding of the CMP process, summarized previous
modeling efforts, and motivated the need for a more sophisticated model. Chapter 2 pro-
vides a contact mechanics based, 3D framework for predicting the pressure distribution and
material removal between the wafer and pad. The contact mode is assumed to be solid-solid,
and the boundary element approach described accounts for interactions between neighboring
asperity contacts. The pad design is intimately studied, so that the pad segment, subpad
matrix, and the pad asperity deformations are all accounted for and based on the constituent
material properties. The wafer features have topography, and are represented as rigid com-
pared to the polymeric pad. Importantly, the pad texturing is accounted for, by scanning
used pads and incorporating the measured pad asperities within the wafer topography.

The contact mechanics framework described in Chapter 2 is then employed at the fea-
ture scale, as described in Chapter 3. The feature-scale model predicts the planarization
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efficiency of a feature with given size, height, and shape, and those predictions may then
be used in the die-scale model described in Chapter 4. That chapter also contains useful
insights gained from the model on how layout affects polish behavior. Chapter 5 contains
some concluding remarks and provides suggestions on future modeling work. Appendix A
provides information on the experimental measurements used to acquire data that inform
this physically-based model.
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Chapter 2

Modeling framework

2.1 Modeling goals

This chapter presents a framework for analyzing the solid–solid contact between a CMP pad
and a patterned wafer. The framework is used in Chapter 3 to calculate the planarization
efficiency of a feature with a given size, height, and shape. It is subsequently used in
Chapter 4 to simulate the topography evolution of an entire die. Section 1.11 expands upon
the desired goals for this model. Vital to this work is the incorporation of real asperity
profiles, taken by scanning used pads, as described in Section 2.7.

2.2 Preston’s equation

One of the most difficult tasks in computational mechanics is understanding how contact
pressures translates to material removal. There is a special class of processes, known as
Prestonian processes, for which the following linear relationship holds:

R̄ = k · v̄ · P̄

where R̄ is the average material removal rate
(

m
s

)
, k is a process constant

(
1

Pa

)
, v̄ is the

average relative rotational velocity between the pad and the wafer
(

m
s

)
, and P̄ is the average

contact pressure (Pa).
Whether a CMP process is well approximated as Prestonian depends on many factors, in-

cluding the slurry choice and polish material. For the slurry, the abrasive material, abrasive
size distribution, the chemistry, the flow rate, and the transport mechanisms may all affect
whether the process is Prestonian. Additionally, not all substrate materials exhibit a Presto-
nian relationship. Preston conducted experiments on glass (one of whose main constituent is
silicon dioxide) where he showed that glass exhibits a Prestonian relationship [131]. To deter-
mine whether a process is Prestonian, process developers must run multiple blanket wafers,
with wafers tested at various values for the relative velocity and average down pressure.
Using pre- and post-polish average oxide thickness measurements to compute the material
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removal rate, process developers may plot R̄ against v̄ · P̄ ; a linear relationship here suggests
a Prestonian process and a non-linear relationship suggests a non-Prestonian process. This
same process may be used to fit the material removal law, to obtain a phenomenological
model.

Researchers have suggested alternative process laws [132]–[134]. Runnels points out that
Preston’s equation is limited in that it does not account for large changes in polish behavior
that would occur when switching between lubrication regimes, and proposes using the shear
stress—instead of the average velocity—in the material removal rate equation [135], [136].
Maury found that a modified Prestonian law, consisting of a piece-wise linear relationship
between the material removal rate and average relative velocity times applied pressure, agreed
with their oxide polishing experiments [133]:

R̄ =

{
k1 · v̄ · P̄ v̄ · P̄ ≤

(
v̄ · P̄

)
transition

R̄0 + k2 · v̄ · P̄ v̄ · P̄ >
(
v̄ · P̄

)
transition

where k1 > k2 are process constants. Additional research, summarized in Castillo-Mejia
[137], has studied a generalized Prestonian equation:

R̄ = k · v̄α1 · P̄α2

where α1 and α2 are process constants. As described in [137], various researchers have
attempted to fit values of α1 and α2 for their experiments, with some results suggesting
that the material removal rate has a sublinear dependence on both the average pressure and
average relative velocity. For example, Hocheng found that values of α1 = 0.5 and α2 = 0.5
had reasonable agreement with experiments [134].

Additional rate laws with increasing complexity have been proposed, as summarized in
Luo [113]. In this work, I proceed by assuming that all processes are locally Prestonian, as
described in [137], so that

R(x, y) = k · v(x, y) · P (x, y) (2.1)

where R(x, y) is the material removal rate, k is a process constant, v(x, y) is the relative
rotational velocity between the pad and the substrate that is being polished (i.e. the wafer),
and P (x, y) is the contact pressure. By assuming that k is a constant, this model implicitly
assumes that the temperature and slurry distributions are constant across the wafer. Lee
proposed a version of this locally Prestonian rate law which raises the normalized contact
pressures to an exponent and raises the normalized relative velocities to another exponent
[138], [139]. Using finite element analysis simulations to predict the contact pressures, Lee
found that raising the normalized contact pressure to a power of 3.77 led to the best agree-
ment with experiments. However, these results are limited in that the method assumes
smooth contact between the pad and wafer, and the presence of asperities may significantly
affect the contact pressures.

By examining the literature, it is clear that the material removal law is very specific
to the particular process. Since one of the modeling goals is to use as simple a model as
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possible, the model presented here proceeds by using the locally Prestonian model described
in Equation 2.1 and the methodology allows for alternative rate laws (as demonstrated in
Section 4.3.6).

2.3 The planarization efficiency for Prestonian

processes

One of the modeling goals is to predict a process’ planarization efficiency. I make use of the
planarization efficiency definition given in Equation 1.1. For a Prestonian material, I can
then express the planarization efficiency as

P.E. = 1− Ptrench

Pactive

(2.2)

Since Ptrench and Pactive depend on both time and space, the planarization efficiency also
varies with the polish time and wafer position.

2.4 Matrix representation of pressure and topography

variables

In this simulation, the variables that are functions of position are implemented as two-
dimensional matrices. For example, the pressure distribution P (x, y) and the pad topography
w(x, y) are both implemented as matrices on a corresponding grid with grid size p× p. The
notation P [i, j] and w[i, j] means to select the pressure value and the pad topography value
at the i-th row and j-th column of the corresponding matrices. The matrices have size
M × N . This dissertation will use both the continuous representations and the discretized
representations of variables interchangeably.

2.5 Parametrizing the pad design

The pad design space is quite expansive, and I narrow the design space to consist of segmented
pads, as shown in Figure 2.1. Much of the analysis focuses on concentric-ring, grooved
pads where the segment material is of much higher modulus than the subpad material.
Chapter 4 also discusses grooved pads with a non-concentric ring design, and where the
segment material is not very different from the subpad material.

2.6 Decomposing the pad deformation

I take a contact mechanics approach and analyze the solid–solid contact between the pad
segments and wafer features. I assume three dominant modes of pad deflection: due to pad
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Figure 2.1: Diagram showing the parametrization of a segmented pad (shown in cross-
section). The pad consists of segments embedded into a subpad. The variables are further
described in Section 2.1.

surface elasticity, due to bulk downward displacement of a pad segment, and due to bulk
rotation of a pad segment. I use surface response functions to determine the resultant pad
surface topography when given a pressure distribution:

w = Csurface ∗ P + Cpressure ∗ P̄segment + Cmoment ∗ Pmoment (2.3)

where ∗ represents the convolution operation and C’s represent the surface responses. P
is the pressure distribution represented as a matrix. P̄segment is the average pressure on a
segment. Pmoment is the effective moment on a segment. For computational efficiency, the
convolutions are performed using fast Fourier transforms on MATLAB gpuArray structures.

2.6.1 Pad surface elasticity

I use Nogi and Kato’s approach to determine the elastic response of the ring material’s
surface when a unit pressure is applied to the central element [65]. The response function is
shown in Figure 2.2.
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Table 2.1: Table of parameters that describe a pad design, and typically ranges for those
parameters. The variable names correspond with those shown in Figure 2.1.

Parameter Range Meaning
E1 400–4000 MPa Pad segment material’s Young’s modulus
E2 1–100 MPa Sub-pad material’s Young’s modulus

wsegment 0.2–3 mm Segment width
wgroove 0.2–3 mm Groove width
hsegment 0.2–1 mm Segment height
bsubpad 0.2–2 mm Height from pad bottom to the pad segments’ bottom
tsubpad 0.5–2.5 mm Sub-pad thickness

λcharacteristic 10–100 µm Characteristic asperity height
Esurface 1000–10000 MPa Pad segment material’s surface modulus
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Figure 2.2: The surface response function Csurface representing the elasticity of the pad surface
(for Pad A). Inset shows the top view of the response, zoomed onto the loading location.

I treat the pad segments as elastic half-spaces with no surface roughness, which contact
a rough topography. That topography is composed of the wafer feature topography and the
measured pad surface topography. Note that the wafer feature topography is represented as
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locally flat within active/trench regions, as the local roughness of the wafer is much smaller
than the pad’s roughness.

2.6.2 Pad segment bulk behavior

The pad segment bulk behavior is decomposed as containing both bulk downward displace-
ment and bulk rotation of the entire segment. Using the Abaqus 6.14 finite-element package,
I simulated the mechanical behavior of the pads. Since CMP pads are large (762 mm diam-
eter) compared to an individual pad segment, and polish happens sufficiently far from the
center of the pad so that the ring curvature is low, I use a plane-strain approach as shown
in Figure 2.3, for computational efficiency.

I seek to understand how the pad deforms when one of its segments is loaded with either
a unit downward pressure or a unit moment. The number of pad segments within the
simulation domain is variable, as further described in Section 3.4, and the method described
here required that the number of pad segments be a power of two. The loaded segment is
then selected as the (floor

(
# of pad segments in the domain

2

)
+ 1)th segment.

In the example with 2 pad segments shown in Figure 2.3, I simulate two unit cells of
the pad segments, with the second segment surface set as the loading location. The left
and right edges of the simulation domain are given periodic boundary conditions, using the
method discussed in Wu [140]. The bottom of the pad is set to be fixed, which represents
the steel platen in the physical system. Since the pad deflections are small, I employ a
linear-elastic material behavior, which requires only the two materials’ Young’s moduli and
Poisson’s ratios. I used plane strain square elements, with an element size of 10 µm.

The unit response functions are then the vertical displacement along the top of the
pads, and, for this example, are shown in Figure 2.4. Since the contact mechanics model
presented in this dissertation may use a resolution different from the 10 µm element size at
which Abaqus produced the unit response functions, these unit response functions need to
be sampled at the proper resolution.

2.6.3 Convolution and fast Fourier transforms

Given the large number of convolution operations that need to be performed in this modeling
framework, the computational speed of that operation is critical. For a general response ŵ
that is the convolution between a kernel C and pressure P , such that

ŵ = C ∗ P, (2.4)

the convolution may be rewritten in Fourier space:

fft2(ŵ) = fft2(C)� fft2(P ) (2.5)

where fft2 is the two-dimensional fast Fourier transform (since the variables presented here
are implemented as two-dimensional matrices). The multiplication represented by � is a
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Figure 2.3: Vertical displacement (in meters) from plane-strain finite element simulations of
the second segment being loaded with a unit downward displacement or unit moment (for
Pad A). The deformation is scaled by a factor of 106 for (a) and by 0.05 for (b).
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Figure 2.4: The bulk unit response functions, which are the vertical displacements along
the top of the pad segments from the previous finite element simulations. The pad grooves
are demarcated from the pad segments, as the displacement in the grooves is set to zero
(since the subpad’s displacement within the grooves is not relevant for wafer contact). The
insets contain top views of the pad surface displacements and the main plots show horizontal
cross-sections through the top views (for Pad A).
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component-wise multiplication, and hence a computationally intensive matrix-multiplication
is not required. By taking the two-dimensional, inverse fast Fourier transform, I have

ŵ = ifft2 (fft2(C)� fft2(P )) (2.6)

This approach implicitly assumes periodic boundary conditions for P , C, and ŵ.

2.6.4 Determining the Pressure Distribution

I follow the approach used by Taylor [80] for microembossing and decompose the pressure
distribution into two kinds:

1. The pressure distribution Pe that would cause unit downward displacement of all points
in the contact set

2. The pressure distribution Pf that would cause filling of the feature trenches by points
within the contact set

To find Pe, I use MATLAB’s bicgstab function to find the pressure in Equation 2.3 when
w = [we] = [−1]. Similarly, to find Pf , I use MATLAB’s bicgstab function to find the
pressure in Equation 2.3 when

w = [wf ] =

{
0 if pad is contacting active
hstep if pad is contacting trench

(2.7)

The resultant pressure distribution is

P [m,n] = Pf [m,n] + ∆ · Pe[m,n] (2.8)

∆ is a normalizing parameter chosen such that the average pressure equals the applied
average pressure P̄ :

∆ =
P̄ −mean(Pf )

mean(Pe)
(2.9)

where the mean() operation is the arithmetic average of all the elements in the domain D
for the feature-scale model. For the die-scale model, the averaging occurs over all elements
within the die of interest Ddie, which is a subset of the entire domain D as described in
Section 4.2.8.

2.6.5 Contact set determination

Similar to Xie [110], I take an iterative approach to determining the contact region C. The
contact set is given by

C = {(x, y) ∈ D |w(x, y) ≥ wwafer(x, y)} (2.10)
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Figure 2.6 shows examples of the rigid, rough topography wwafer(x, y) and of the deformed pad
topography w(x, y). The algorithm is shown in Figure 2.5 and, for the situations discussed
here, typically requires three iterations through the loop for convergence.

The approach starts with an initial estimate for the contact set; while a good estimate may
reduce the required number of iterations, it does not affect the final result. The algorithm
then computes what the pressure distribution would have to be for this contact set, using
the method discussed in Section 2.6.4. Now that the pressure distribution is known, the pad
surface’s deformation is calculated using the method from Section 2.6. Subsequently, the pad
topography is used in conjunction with the wafer’s topography to attain a refined estimate
for the contact set. That includes checking if any new pad asperities are now contacting the
wafer and subsequently removing any locations where the pressure is non-positive, since the
contact is assumed as nonadhesive. This loop is repeated until the contact set estimate has
converged.
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Output the contact set

no
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Figure 2.5: Algorithm for iteratively determining the contact set.

2.7 Incorporating surface roughness

The inclusion of surface roughness is crucial to calculating realistic contact pressures, espe-
cially inside of trenches. The wafer contains two types of roughness: macroroughness due to
the presence of features (∼ 0.2 µm step heights) and microroughness (∼ 0.02 µm). Because
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the pad’s microroughness (∼ 40 µm) is much greater than the wafer’s roughness, any micror-
oughness within the active and trench regions is negligible, and those regions are represented
as uniformly flat, with only the step height separating them. The starting (undeformed) pad
topography is represented as

ŵpad(x, y) =

{
0 (x, y) ∈ segment
− (hsegment − tsubpad + bsubpad) (see Figure 2.1) (x, y) ∈ groove

(2.11)

Namely, the undeformed pad is represented as having flat segments, with grooves in between
the segments that are deep enough that they will not contact the wafer.

The representation of pad asperities is critical to CMP modeling. Contact models are
typically developed as having one smooth surface and one rough surface. As discussed
in Nogi, Peng et al. [65], [66], the contact of two rough surfaces can be modeled as a
smooth surface and an equivalent rough surface. This model proceeds by envisioning the
pad segments as flat, and the wafer having roughness that accounts for both the wafer
macroroughness ŵwafer(x, y) and pad asperity profile ŵasperities(x, y). Here, ŵasperities(x, y) is
defined to have only positive values, and min (ŵasperities(x, y)) := 0. Namely, we have

wwafer(x, y) = ŵwafer(x, y)− ŵasperities(x, y) + max (ŵasperities(x, y)) (2.12)

Figure 2.6 shows an example of this process (in cross-section), where the wafer topography
is a superposition of the wafer pattern and the pad asperities, and the pad segments are
represented as flat.

The pad texturing is acquired by scanning a used pad, as described in Section A.3.
An example pad scan—containing two segments and two grooves—is shown in Figure 2.7.
Caution needs to be taken when acquiring pad scans, as there are many types of possible
measurement errors, including pad warpage. Maculotti discusses errors that occur when
scanning surfaces (namely, the inclusion of artificial spikes) and a method for removing
those errors [141]. Another common error is that the pad sample may not be flat; the
scanner software was used to tilt-correct the examples shown here. As of now, a rigorous
method for properly scanning pad surfaces for use in contact mechanics modeling has not
been developed, and may be a source of possible errors.

2.7.1 Calculating the contact area ratio

I assume that when a pixel (grid element) is in contact, the entire area in that pixel is in
contact, and the pressure is uniform throughout the pixel. I then use the pressure distribution
to calculate the contact area ratio over the simulation domain, as follows:

Contact area ratio =
1

MN

M∑
m=1

N∑
n=1

1C[m,n] (2.13)

1C[m,n] is an indicator function that is 1 in the contact set and 0 outside of the contact set,
as follows:

1C[m,n] =

{
1 P [m,n] > 0
0 else

(2.14)
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Figure 2.6: Plot of the contacting wafer and pad topographies. The wafer topography is a
superposition of the wafer pattern and the pad roughness. The pad deforms in the contact
zone.
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Figure 2.7: Surface scans of Pad A, after tilt-correction processing.



CHAPTER 2. MODELING FRAMEWORK 36

Note that from this definition of the contact area ratio, the maximum contact area ratio
value that a segmented pad could have is not 1, but is limited by the segment width in
relation to the sum of the segment size and pad groove width.

2.8 Computational requirements

The simulations presented here are run on a computational cluster. Each node contains an
Intel Xeon E5 with four Nvidia K80 GPUs (2 CPU cores assigned to each GPU) and 64
GB of RAM. The feature-scale implementation (described in Chapter 3) has low memory
requirements. Since it is highly parallelized, each task runs on one GPU and all available
cores are used. Requesting additional nodes/GPUs from the cluster has a direct reduction
in the required wall-clock time. A typical wall-clock time, when using a dozen of these nodes
and matrix sizes of 256 × 256, is on the order of 30 minutes. The die-scale implementation
(described in Chapter 4) uses only a single node at a time. When using matrix sizes of 1024
× 1024, it requires 32 GB of RAM. The most computationally intensive portion is creating
the pad topography representations (described in Section 4.2.5). These pad topography
representations may be computed once, saved, and subsequently used in simulations that
require those same representations (i.e. the rotational speeds, wafer sweeping profile, and
pad texturing did not change). Using this approach, a typical wall-clock time for simulating
a 60 s polish is on the order of 3 days, instead of 7 days. Using computational resources with
faster GPUs, such as the NVIDIA P100, leads to further decreases in the required wall-clock
simulation time.
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Chapter 3

Feature-scale model

3.1 Modeling goals

We require a model that can predict the planarization efficiency for features of a given size,
shape, and step height. As this model will be run many times (to simulate various feature
sizes, shapes, and heights), it must be computationally efficient. Further, it must capture
the effects of the pad geometry. In particular, we expect there to be a transition in the
behavior when the feature size goes from being smaller to being larger than the pad segment
size. This is because if the feature size is larger than the pad segment size, then pad may
more easily reach into trench areas, resulting in a drastic decrease in planarization efficiency.
Finally, the contact area ratio between the pad and features is of particular importance.
Strong agreement between the simulated contact area ratio and the contact area ratio as
reported in the literature would provide greater confidence to this model.

3.2 Model description

The feature-scale model employs the contact mechanics framework described in Chapter 2,
with inputs described in Section 3.4 and Section 3.4. In this implementation, the pad
segments are envisioned to remain stationary, and the wafer features are represented as
sweeping horizontally and rotating. To account for the various possible feature horizontal
positioning and rotational orientations, multiple possible configurations are simulated.

The jth configuration’s simulation output is the pressure distribution as a function of
position P (x, y)(j). Section 3.5 describes how the contact mechanics framework is post-
processed, to extract insights into feature-scale polishing behavior.
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3.3 Feature topography representation

The features are represented as steps, with topography given by

ŵfeature(x, y) =

{
0 (x, y) ∈ active
hstep (x, y) ∈ trench

(3.1)

As discussed in Section 2.7, since any micro-roughness within the active and trench regions
is negligible compared to the pad’s roughness, those regions are represented as uniformly
flat, with only the step height separating them.

The die layout described in Section A.2.1 contains many feature classes, which refers
to features with a given size and shape. In particular, the 50, 100, 200, 500, 1000, and
2000 micron checkerboard and the 50, 100, and 200 micron 50%-line/space feature classes
may be interesting to simulate since they demonstrate polish effects due to changing only
the feature size. Each of these feature classes is simulated independently, following the
methodology described below.

3.3.1 Wafer rotation and sweeping

The pad and wafer movement during polishing (both pad/wafer rotation and wafer sweeping)
allows for various configurations under which material removal occurs. To capture this, the
model simulates various relative angles between the features and pad segments. Namely,
the model simulates the contact between the pad segments and features that have been
rotated between 0◦ and 90◦. Through a convergence study, I found that simulating 10
different angular configurations is sufficient. Furthermore, the model sweeps the features
across the pad segments, with each simulation moving the features horizontally by one pixel.
This means that there are 492 different horizontally swept configurations for Pad A (see
Section A.1 for the pad details).

This results in 4920 different configurations to simulate the polishing of one feature
class with Pad A. Figure 3.1 shows how each feature configuration is computed. First,
for a feature with specific size and shape, a base configuration is determined. Then, the
model uses MATLAB’s imrotate to rotate the base configuration by a prescribed angle.
Following that, using standard MATLAB array indexing, this rotated configuration is swept
by a prescribed horizontal amount, resulting in the final configuration. Since each angle
and horizontal position pairing is independent from all other pairings, the model employs
the MATLAB Parallel Computing Toolbox to distribute simulations across computational
nodes.
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Figure 3.1: Diagram showing how the feature configurations are computed. For a specific fea-
ture class (with given size and shape), the base configuration is computed, then rotated and
subsequently swept. Multiple feature configurations are computed, and simulation results
averaged over all possible configurations.

3.4 Pad topography representation

The number of pad segments contained in the simulation domain must be a power of two,
so that the bulk segment deformation may be calculated using the framework described in
Section 2.6. The number of pad segments needs to be chosen so that a sufficient number of
features can be represented in the domain, and hence this decision depends on the segment
size, groove size, and feature size. The results presented in this chapter contain domains with
four pad segments, and further work is required to determine the predicted planarization effi-
ciency’s sensitivity to the number of features within the domain. The undeformed pad topog-
raphy ŵpad(x, y) is generated to have this macroroughness (as described in Equation 2.11) and
the pad microroughness ŵasperities(x, y) is experimentally scanned, for use in Equation 2.12.
The pad and feature representations wfeature(x, y), ŵasperities(x, y), and ŵpad(x, y) are used as
input to the framework described in Chapter 2, with ŵwafer(x, y) = ŵfeature(x, y) in Equa-
tion 2.12. The pad topography w(x, y) when the wafer applies a pressure distribution P (x, y)
is modeled using Equation 2.3.

3.4.1 Investigating the pad asperity distribution

The pad surface scans contained in Figure 2.7 contain useful information about the pad as-
perities. Many previous contact mechanics analyses have employed theoretical distributions
for the asperity heights, and it is worthwhile to check whether these particular measured
surfaces can be approximated by such a theoretical distribution. Figure 3.2a contains the
asperity height distribution for Pad A, and Figure 3.2b contains the associated normal prob-
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ability plot. If these pad asperity heights were drawn from a normal distribution, then the
points would form a straight line on this normal probability plot. Since the data deviate
significantly from a linear relationship, it is clear that the measured asperity heights do not
fall on a normal distribution.

It is, however, only the tallest few asperity heights that contribute to polishing, and
perhaps these tallest few asperities do possess a theoretical distribution. Figure 3.2c contains
the asperity height distribution when analyzing only the tallest 5% of asperities. When
investigating the probability plots for multiple well-known distributions including the normal,
exponential, and logistic distributions (as shown in Figure 3.2), it is clear that these asperity
heights are not well approximated by a well-known theoretical distribution. As such, direct
use of the measured surfaces within contact mechanics simulations and not approximating
the heights as having a particular distribution is likely to yield more accurate results.
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(e) Exponential probplot (tallest asperities)
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Figure 3.2: Histograms and probability plots for the measured asperity heights shown in
Figure 2.7. (a) contains the histogram when all asperities are included and (b) shows the
associated normal probability plot. (b) contains the histogram when only the tallest 5%
of asperities are analyzed. (d) contains the normal (e) contains the exponential, and (f)
contains the logistic probability plots when analyzing only the tallest 5% of asperities.
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3.4.2 Pad material plasticity

We incorporate the nonlinear behavior of asperity deformation by setting a maximum pres-
sure that an asperity point can withstand, similar to Terrell [94]. We first set the asperities
into contact with a flat plate, and apply a down-pressure of p0/ρ. ρ is the feature pattern
density, and for the features simulated here, is equal to 0.5. If the pressure distribution
reveals that an asperity point has a pressure exceeding the material’s yield strength σY, that
point is clipped and the height is set equal to the height of the tallest of its eight neighboring
points. The contact simulation is then iterated until all points in the contact set experience
pressures less than or equal to the yield strength. Figure 3.3 contains a flowchart describing
this algorithm. Equation 3.2 mathematically describes this flattening:

wasperities(x, y) =

{
ŵasperities(x, y) if P (x, y) ≤ σY

wmax
asperities if P (x, y) > σY

(3.2)

when the down-pressure is incrementally increased under displacement control until no ad-
ditional points yield (i.e. convergence is reached). Here, wmax

asperities represents the maximum
asperity height. Then, in Equation 2.12, the flattened asperity profile wasperities(x, y) is used
in place of ŵasperities(x, y).

An example output from this glazing algorithm is shown in Figure 3.4. The flattening of
asperities contains characteristics similar to the wafer-dominated pad surface profiles shown
by Lawing [2], [3]. Our method is an approximation for both the glazing that a pad undergoes
during polish and the flattening of asperities when loaded.
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Figure 3.3: Algorithm for determining the flattened asperity profile.
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Figure 3.4: A cross section of as-measured asperities (from Pad A) contacting a flat plate,
and the same asperities after they have been glazed.

3.5 Calculating the simulated planarization efficiency

The output of the contact mechanics simulation for the j-th pad-wafer configuration is the
pressure distribution P (x, y)(j). To extract a planarization efficiency prediction for that

feature class, the pressure distributions need to be averaged over the regions D(j)
probe
active

and

D(j)
probe
trench

. The locations of these probing regions must be evaluated for each configuration,

since the location of the features changes. Section 4.2.11 discusses the importance of properly
selecting this domain over which the pressure is probed.

For line/space features with sizes such that multiple features are captured in the simu-
lation window, the pressures are averaged across the entirety of multiple active and trench
regions. For checkerboard features, the averaging regions consists of all active and trench
regions which lie in the central third of the simulation domain. The region-averaging is given
by

P̂
(j)
active =

1

Area

(
Dprobe

active

) ∫
Dprobe

active

P (x, y)(j) dA (3.3a)

P̂
(j)
trench =

1

Area

(
Dprobe

trench

) ∫
Dprobe

trench

P (x, y)(j) dA (3.3b)
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Then, the region-averaged pressures are averaged across all configurations, to attain

P̃active =
1

# of configurations

# of
configurations∑

j=1

P̂
(j)
active (3.4a)

P̃trench =
1

# of configurations

# of
configurations∑

j=1

P̂
(j)
trench (3.4b)

Subsequently, P̃active and P̃trench are used in Equation 2.2, to calculate the predicted pla-
narization efficiency for that particular feature class. This process is repeated for additional
feature classes.

3.6 Results: simulated pressure distribution and

contact area ratio

For each of these configurations, the feature-scale model predicts the pressure distribution
over the domain. An example of this pressure distribution, for one particular configuration, is
shown in Figure 3.5. Since the pad is segmented, there is no contact where the pad grooves are
located. The simulation shows that the contact is sparse (<0.4% of all pixels are contacting
in this particular configuration). The predicted value for the contact area ratio aligns well
with experimental observations from the literature, when recognizing that experiments from
the literature use different materials and are performed at dry, room-temperature conditions.
Section 1.9 further discusses the limitations associated with experimentally estimating the
contact area ratio.
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Figure 3.5: The simulated pressure distribution across the pad-wafer interface. White corre-
sponds to regions outside of the contact set (i.e. zero pressure). The prediction shows sparse
contact.

3.7 Results: planarization efficiency predictions

The feature-scale model has two parameters which can be tuned with experimental data until
a best-fit parameter set for Pad A is attained. Section 3.7.1 discusses the influence of these
two fitting parameters on the planarization efficiency vs step height curve, and Section 3.7.2
evaluates the predicted planarization efficiency’s dependence on feature size (when using the
best-fit parameters).

3.7.1 Effects of varying the simulation parameters

Figure 3.2 shows the effects of varying the simulation parameters. As shown in Figure 3.6a,
increasing Esurface results in a higher predicted planarization efficiency, for a given feature
step height. This matches both intuition and previous understanding of the CMP process, as
harder pads are known to result in higher planarization efficiencies (because pad asperities
are less likely to deform and reach into trenches). It is also helpful to inspect h step

critical
, which
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is the critical step height at which planarization efficiency dips to less than 1. Figure 3.6a
shows that increasing Esurface results in a lower h step

critical
, for the same reason that harder pad

asperities are less likely to deform and reach into trenches.
In contrast, increasing σY results in a lower predicted planarization efficiency for a given

step height and a higher h step
critical

, as shown in Figure 3.6b. This is because lower σY values

correspond to flatter pad surfaces and higher contact area ratios, which again restricts the
pad asperities’ ability to deform into trenches.

Increasing σY by a unit amount results in a larger P.E. drop for smaller step heights than
it does for larger step heights. Similarly, decreasing Esurface by a unit amount also results in a
larger P.E. drop for smaller step heights than it does for larger step heights. Because of this, it
is not yet possible to achieve strong agreement between simulations and experiments. Strong
agreement is defined as having the predicted planarization efficiencies lie within the error
bars, where the error bar sizes are determined as described in Section A.6. The simulation
parameter set with the greatest experimental agreement (determined via manual tuning) is
given in Table 3.1.

Table 3.1: Table of parameters used in feature-scale simulations with Pad A which yield the
greatest experimental agreement, as shown in Figure 3.7.

Parameter Value Parameter description
Esurface 2000 MPa Pad segment material’s surface modulus
σY 100 MPa Pad segment material’s surface yield stress

3.7.2 Evaluating the predicted feature size dependence

Figure 3.7 shows the planarization efficiency vs step height curves for two feature classes:
200 µm checkerboards and 500 µm checkerboards. The plot shows that smaller features are
predicted to have a higher planarization efficiency, for a given step height. This matches
intuition and previous understanding of the CMP process since the smaller trench openings
make it more difficult for pad asperities to reach into the trenches.

3.8 Conclusion

This chapter has presented a feature-scale CMP model which predicts the planarization
efficiency for a feature with given size, shape, and step height. The model employs a con-
tact mechanics approach to simulate the pressure distribution between the pad and wafer
and the behavior is averaged across all possible relative pad–wafer configurations. The pad
deformation is decomposed into three modes—pad surface deformation due to local inden-
tations, pad segment bulk downward displacement, and pad segment bulk rotation—and is
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Figure 3.6: Plots of the planarization efficiency vs feature step height (for a 200 µm checker-
board feature class polished with Pad A). (a) shows the effects of changing Esurface (with
σY = 80 MPa) and (b) shows the effects of changing σY (with Esurface = 2000 MPa). Circles
and error bars correspond to the simulations and experiments, respectively.
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Figure 3.7: Plot of the planarization efficiency vs feature step height, for multiple feature
classes polished with Pad A and when using the simulation parameters given in Table 3.1.
The circles correspond to the simulations and the error bars correspond to the experiments.

computed using a computationally-efficient surface response approach. Critically, this model
incorporates measured pad surface textures directly in contact mechanics simulations, which
is essential to capturing the decrease in trench pressures compared to the active pressures.
Pad asperity plasticity is modeled using an elastic-plastic material model to flatten the pad
topography (preventing unrealistically low planarization efficiency predictions).

When comparing the model predictions against experimental data, there exists a sig-
nificant difference between the predictions and experiments, suggesting that further model
improvement is required. Regardless, the model at present captures significant trends, in-
cluding the feature-size dependence, and it is a significant finding that this dependence can
be captured using a solid-solid contact approach. Furthermore, the model is able to repre-
sent that pads with a higher surface modulus result in a higher planarization efficiency and
that pads with a higher surface yield stress (and thus lower contact area) result in a lower
planarization efficiency. The predicted contact area set is sparse, with a predicted contact
area ratio less than 0.4%, matching experimental estimations from the literature.
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These physically-based trends between the planarization efficiency, pad design, feature
class, and feature step height can be used to create look-up tables. The look-up tables
can then be incorporated into CMP models at other scales, including the die-scale model
presented in Chapter 4.
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Chapter 4

Die-scale model

4.1 Modeling goals

Given that the designs processed in CMP contain multiple features arranged in a die (and
not solely features of a given size, shape, and height as considered in Chapter 3), we now
need a model that takes that die design as input. The challenge is more difficult now, as the
die may contain some features that are much smaller than the pad segment size, and some
features that are much larger than the pad segment size.

The oxide topography depends on how long the die has been polished for. We now need
to predict the oxide topography across the die as a function of the polish time. For strong
confidence in the model, we need to compare the predicted oxide topography as measured
on a particular feature within the die with an experimentally measured oxide topography.
A strong model would have the predicted values lie within the 95% confidence intervals
on the mean of the experimentally measured value. Further, we need to have at least as
many experimental comparison points than we have model fitting parameters; one way to
accomplish this is to perform these comparisons for multiple polish times and multiple feature
types.

Whereas the feature-scale model discussed in Chapter 3 accounts for the various possible
orientations between the pad segments and wafer features by representing the pad segments
as stationary, and calculating the feature orientation by accounting for the wafer rotation
and wafer horizontal translation, this die-scale does the opposite. Namely, in this die-scale
model, the die on the wafer is represented as being stationary, and the pad segments’ orien-
tation is calculated, accounting for both the pad and wafer rotation and the wafer horizontal
translation. This is because we now need to consistently track the die’s topography (the
oxide’s thickness is the output of this model), making it simpler for the die to remain in an
unrotated and untranslated state.

Once the model has been established as reasonably valid, we can use it to simulate the
polishing of new die designs (for a given pad design) and then optimize the die design.
Alternatively, we can use the model to simulate the polishing of new pad designs (for a given
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die design) and then optimize the pad design. These optimization tasks are left as future
work.

4.2 Modeling framework

The die-scale model uses the contact mechanics framework discussed in Section 2 to calculate
the solid–solid pressure distribution between the pad and wafer. However, the die-scale
model contains additional components, as it simulates polish material wear (i.e. the oxide
topography will evolve over time). To accomplish this, I use a kinematics-based model to
calculate the velocity distribution, a time-stepping approach to incrementally calculate the
removal distribution, and a fitting process to determine the constant in the material removal
law.

4.2.1 Time stepping: forward Euler method

We start with a representation of the die before polish (when t = 0 s and when the index
i = 0). A forward Euler method tells us

hi+1
active = hiactive +

dh

dt

∣∣∣∣i
active

∆t (4.1a)

hi+1
trench = hitrench +

dh

dt

∣∣∣∣i
trench

∆t (4.1b)

Assuming a Prestonian process, we have

dh

dt

∣∣∣∣i
active

= −k · v(x, y) · P (x, y)iactive (4.2a)

dh

dt

∣∣∣∣i
trench

= −k · v(x, y) · P (x, y)itrench (4.2b)

4.2.2 Selecting an appropriate pixel size

The simulation domain is gridded into pixels, each of size p × p. To select an appropriate
value for p, there are two considerations: p must be small enough to resolve relevant feature
groups in the die design, but p must not be so small that the overall number of elements
becomes computationally taxing. Here, computationally taxing means that the simulation
could require so much memory that it exceeds the available hardware or that the required
time is too large. The allowable computation time depends on the usage context: simulations
used within a computer-aided design tool may have time constraints of multiple hours while
simulations used for verifying model accuracy may have time constraints of multiple days.
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Reasonable matrix sizes for use with the computational resources described in Chapter 2.8
are O(1000)×O(1000).

For the die design described in Chapter A.2.1, a pixel size of p = 50 µm results in 310×240
elements.

4.2.3 Selecting an appropriate time step

When selecting an appropriate time step for simulations, there are three main considerations:
the time step needs to allow all pixels in the simulation domain to potentially have contact,
the simulations need to converge, and the simulations cannot require excessively large sim-
ulation times (no more than a few days). Too small of a time step, and the simulations can
require several days, and too large of a time step and some pixels in the simulation domain
might never see contact with pad asperities. A reasonable number of time increments for
use with the computational resources described in Chapter 2.8 is O(10000).

There are two factors that affect how fast the wafer moves (and hence how small the time
step must be): the wafer’s horizontal translation and the wafer’s rotation. I will start by
analyzing the horizontal translation. The wafer translates horizontally a distance of 2 · lwafer

with period Twafer. That means the wafer translates with a speed of
2 · lwafer

Twafer

. For the distance

that a contacting asperity moves in a time step to not exceed the size of a pixel, that requires

∆t ≤ p · Twafer

2 · lwafer

(4.3)

Next I analyze the wafer’s rotation. A point on the wafer’s edge moves at a speed of
ωwaferrwafer. For the distance that a contacting asperity moves in a time step to not exceed
the size of a pixel, that requires

∆t ≤ p

ωwaferrwafer

(4.4)

When using the parameters from this experiment, the translation-based analysis suggests
using ∆t ≤ 0.003 s and the rotation-based analysis suggests using ∆t ≤ 2.45× 10−5 s. The
value provided by the rotation-based analysis would result in too many simulation incre-
ments, and too large a simulation time. The translation-based analysis, while resulting in
a more reasonable number of required simulation increments, would still result in too large
a simulation time. Instead, I selected a time step of ∆t = 0.0118 s, for a total polish time
of 125 s, resulting in 10584 required increments. A convergence analysis (running the simu-
lation with a time step equal to half this value) did not show meaningful differences in the
predicted oxide thicknesses, suggesting that this time step value is sufficient.

4.2.4 Die topography representation

In this computational model, the oxide die’s topography is represented as a matrix. It is
necessary to define a zero reference point for the topography. While the choice of the zero
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reference point is arbitrary, it is also convenient to set the zero at the bottom of the silicon
features, as shown in Figure 4.1. The silicon features have a certain etch depth detch, which
is assumed to be 1540 Å (based on the SEM measurements of a few features, as discussed in
Section A.4). On the active portions of the features, a pad oxide and nitride film is present;
the nitride is typically used as a stopper for the chemical mechanical polishing process. The
thicknesses of these films were assumed to be t pad

oxide
= 100 Å and tnitride = 900 Å.

+W

0

Figure 4.1: Schematic showing the terminology associated with an oxide feature. Shown in
the schematic is an oxide thin film on a silicon feature before it has been polished. In the
active regions, separating the oxide film and silicon feature, is a pad oxide film and a nitride
film. The schematic shows the relevant dimension names.

The oxide film is conformally deposited on the nitride layer, and within the silicon trench.
This conformal deposition process results in a step within the oxide film, whose height is
known as the step height. The thickness of the oxide layer within the active region is labelled
hactive and the thickness of the oxide layer within the trench region is labelled htrench; these
two quantities are the outputs that our simulation aims to predict. However, there are
multiple features in a die. The test die discussed here has tens of thousands of features,
and modern chips can have billions of features. We need to predict the oxide thicknesses for
all features across the die—not only one—and so we represent the active and trench oxide
thicknesses using matrices.

Note that there is variation in the silicon features’ depths, and in the pad oxide and
nitride films’ thicknesses due to process variation (which may depend on the feature size).
It is possible to experimentally measure detch, t pad

oxide
, and tnitride across the die, to acquire

values for use in simulation. That task is left as future work, and the assumption of those
as constant values suffices for our purposes.
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However, there is also variation in the pre-polish active and trench oxide thicknesses,
and it is critical that we capture that spatial variation, since these oxide thicknesses are
the simulations’ output. To account for this variation in across-die oxide thicknesses, the
oxide thickness was measured at multiple feature sites, as described in Section A.4. These
experimental values were then used directly in simulations. Starting oxide thicknesses for
feature sites that were not experimentally measured were assumed to have values equal to
the mean thickness of features that were measured: 4517 Å for active regions and 4543 Å for
trench regions.

Section A.2.1 shows the test die design, including a description of the constituent features.
From Figure 4.1, we see that{

hstep(x, y) = hactive(x, y)− htrench(x, y) + tnitride + t pad
oxide

+ detch ∀ (x, y) s.t. ρ(x, y) 6= 0

0 ∀ (x, y) s.t. ρ(x, y) = 0

(4.5)
and {

w(x, y) = hactive(x, y) + tnitride + t pad
oxide

+ detch ∀ (x, y) s.t. ρ(x, y) 6= 0

w(x, y) = htrench(x, y) ∀ (x, y) s.t. ρ(x, y) = 0
(4.6)

where w is the oxide topography. Figure 4.2 shows the active oxide thicknesses, trench oxide
thicknesses, die topography, and pattern densities which are used as input to this model
(with a 50 micron grid size). We see that the across-die variation in both active and trench
oxide thicknesses is less than 1% for this die, meaning that variation is unlikely to contribute
significantly to the oxide evolution predictions for this die. However, CMP users may employ
other oxide deposition processes, which may have higher oxide thickness variability, and the
ability to incorporate that is already included in this model.
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Figure 4.2: Representation of the die’s topography, including the pre-polish active oxide
thickness, trench oxide thickness, oxide topography, and pattern density. Features with a
critical dimension greater than or equal to 100 microns are fully resolved, and features smaller
than that are lumped into pixels (with 50 micron size) with the corresponding pattern density.
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4.2.5 Pad topography representation

Throughout the polish, the portion of the pad scan that is relevant to contact simulations
changes. Here, our goal is to determine that portion of the pad scan that is relevant for use
in contact simulations at a given polish time t.

I start by defining a Cartesian coordinate system, with the origin at the pad center and
unit direction vectors Êx and Êy. This coordinate system has an associated polar coordinate

system with unit direction vectors Êr and Êθ. I then define a new polar coordinate system,
with origin at the wafer center, to track the die’s center position. This polar coordinate
system has unit direction vectors êr and êθ.

̂Ex

̂Ey

̂Er̂Eθ

̂er̂eθ

Figure 4.3: The coordinate systems associated with the pad and wafer. Êr is the unit
direction vector in the radial direction, with the center of rotation at the pad center. êr
is the unit direction vector in the radial direction, with the center of rotation at the wafer
center.

The wafer is constrained to move only along the x-direction. At time t = 0 s, the
spacing between the pad center and wafer center is cwafer,0. The pad platen is set to rotate
with rotational speed Npad, and the wafer carrier is set to rotate with rotational speed
Nwafer. The pad’s angular velocity is then ωpad = 2πNpad and the wafer’s angular velocity is
ωwafer = 2πNwafer.
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On this wafer, I select one die to analyze (shown in Figure 4.4a). That die’s center is
zdie,0 away from the wafer center in the x-direction, and ydie,0 away from the wafer center in
the y-direction. At time t = 0 s, the die has position rdie,0êr + γ0êθ. I calculate that

γ0 = arctan
ydie,0

zdie,0

(4.7a)

rdie,0 =
√
z2

die,0 + y2
die,0 (4.7b)

After t seconds of polish, the wafer has both rotated and moved along the x-axis (sweep-
ing). I first analyze the rotation, and account for the sweeping in the subsequent step.
After t seconds of rotation, the die’s center has a new position: zdie,1 away from the wafer
center in the x-direction and ydie,1 away from the wafer center in the y-direction (shown in
Figure 4.4b).

zdie,1 = rdie,0 cos (γ + γ0) (4.8a)

ydie,1 = rdie,0 sin (γ + γ0) (4.8b)

I define γ as the angle that the die has rotated, with respect to the y-axis. I define φ
as the angle which subtend the arc from the die’s center position at 0 s to the die’s center
position at time t. Using Figure 4.4c, I show that φ = γ. Figure 4.4c shows the die at its
position at 0 s of polish, along with a line tangent to the die’s rotational motion (shown in
red) at this instant. The angle between this tangent line and the die’s major axis (that is,
the axis that goes through the center of the rectangle’s smaller sides) at this instant is γ0.
Figure 4.4c also shows the die’s position after t seconds of wafer rotation, along with a line
tangent to the die’s rotational motion (shown in green) at this instant. The angle between
this tangent line and the die’s major axis at this instant is φ+γ0−γ. Since the angle between
the die’s major axis and the radius of the die’s motion does not change, the angle between
the die’s major axis and the tangent must also not change (since the radius and tangent line
are perpendicular). This means that φ+ γ0 − γ = γ0 and hence φ = γ.

I determine γ as
γ = ωwafer · t (4.9)

This means that, at time t, the die’s center has coordinates rdie,0êr + (γ0 + γ) êθ.
I now account for the wafer’s translation, as shown in Figure 4.4d. The wafer’s sweeping

profile is specified on the polish tool. These simulations use a sweeping profile where the
wafer sweeps a horizontal distance 2 · lwafer with period Twafer. I assume the sweeping profile
is a triangle wave. The sweep is centered so that the min for cwafer is cwafer,0 − 0.5lwafer and
the max is cwafer,0 + 0.5lwafer. The distance between the wafer’s center at time t and the
wafer’s center at time 0 is

s(t) =
2 · lwafer

Twafer

(
t− Twafer

2

⌊
2t

Twafer

+ 0.5

⌋)
∗ (−1)

⌊
2t

Twafer
+0.5

⌋
(4.10)
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This means that the wafer center has an x-position of

cwafer = cwafer,0 − s(t) (4.11)

Further, this means that after t seconds of wafer rotation and translation, the die’s center
has position: zdie = zdie,1 away from the wafer center in the x-direction and ydie = ydie,1 away
from the wafer center in the y-direction. We now have coordinates for the die center on our
Cartesian coordinate system:

xdie = cwafer + zdie (4.12a)

ydie = ydie,1 (4.12b)

Our goal is to find the portion of the pad scan that will have position xdieÊx + ydieÊy
at time t. One option is to rotate the pad scan by angle δ, and determine which portion of
the rotate pad scan lies underneath the die. However, since the pad scan is large (in terms
of memory requirements), rotating this large matrix is computationally tasking (though
possible). A quicker approach is to find the location of those asperities on the non-rotated
pad scan, select a region from that pad scan, and rotate only that region a corresponding
amount.

The die’s center has position r̂Êr + σÊθ at time t. I find that

r̂ =
√
x2

die + y2
die (4.13a)

σ = arctan
ydie

xdie

(4.13b)

The portion of the pad scan that is relevant for contact simulations at time t has center-
position r̂Êr − (σ − δ)Êθ (as shown in Figure 4.4e; this follows the parameterization for a
clockwise circle). I find that

δ = ωpad · t (4.14)

In the Cartesian coordinate system, the center-position is aÊx + bÊy, where

a = r̂ cos (σ − δ) (4.15a)

b = −r̂ sin (σ − δ) (4.15b)

Now that we have the center-position coordinates for the relevant pad region, we need to
determine how that region is rotated. That region needs to be rotated an angle 270◦+σ− δ
from the y-direction, counterclockwise (as shown in Figure 4.4f).
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Figure 4.4: Diagrams showing the die’s location on the wafer, and its motion throughout
the polish, along with the location of the corresponding pad asperities
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γ

Figure 4.5: Schematic showing the representation of the pad scan that is relevant for simu-
lations at a given instant. Since the simulation envisions the die as stationary throughout,
the pad scan must be rotated a corresponding amount.

Note that these die-scale simulations envision the die as remaining stationary throughout
the simulation, and the pad is what rotates. As shown in Figure 4.5, the pad scan must then
be rotated by γ clockwise, so that the pad scan aligns with the stationary die.

Instead of rotating the pad scan 270◦ + σ − δ counterclockwise and then rotating it γ
clockwise, it is simpler to rotate the pad scan 270◦ + σ − δ − γ counterclockwise.

Note that Equation 4.7 contains a singularity if the die is centered at the wafer center.
This singularity is easily resolved by recognizing that, in this case, r̂ = cwafer and σ = 0.

Figure 4.6 shows some example portions of a pad scan that are relevant for polish simu-
lations at the given simulation times.

0 s 0.00295276 s 0.00590551 s

0.00885827 s 0.011811 s 0.0147638 s

Figure 4.6: Six example portions of a pad scan that are relevant for polish simulations at
the given simulation times.
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4.2.5.1 Processing measured pad surfaces with a flattening algorithm

The white light scanning microscope used to measure entire pad surfaces (discussed in Sec-
tion A.3) contains instances of unrealistically tall asperity spikes. These exceedingly tall
asperities, if used directly in contact simulations, would dominate the polish and easily
reach into trench regions. Instead, the pad scan must be processed to remove those unreal-
istically tall asperities. The pad surface material plasticity implemented in the feature-scale
model (in Section 3.4.2) is designed for use with small pad portions and would be exceedingly
computationally expensive for the large pad scan used in the die-scale model.

To flatten measured pad scans, asperities are envisioned to have a maximum allowable
height wmax

asperities. Any asperities with height greater than this value are trimmed to have a
height equal to wmax

asperities, and the pad surface is thereby flatter than before this processing
step. wmax

asperities is treated as a fitting parameter, which controls both the maximum simu-
lated pressures and the simulated contact area ratios. That is, a lower value of wmax

asperities

corresponds to a flatter surface, and hence lower contact pressures and higher contact area
ratios. It is important to note that wmax

asperities is defined in reference to a zero-height chosen
by the scanning equipment, meaning that the value of wmax

asperities depends on the particular
pad scan.

4.2.6 Calculating the relative velocity

The model requires the instantaneous relative velocity between the pad and wafer, for use
in calculating the material removal rate. While the relative velocity tends not to vary much
across the wafers (CMP tool users will select process parameters which keep the variation
low), my results show that this variation can exceed 5%, and hence it is important to account
for the relative velocity’s spatial dependence. Further, as the polish time progresses (meaning
the wafer rotates and sweeps), the distance between the die’s center and the pad’s center can
go from being about 0 to about the pad’s radius. That means that the relative velocity can
have a large temporal variation. I calculate the relative velocity as a function of both the
position in the simulation domain and the simulation time. The pad has angular frequency
ωpad, which is defined to be positive when the pad rotates counterclockwise (when viewing
the pad from above). The wafer has angular frequency ωwafer, which is also defined to be
positive when the wafer rotates counterclockwise (when viewing the pad from above).

The instantaneous velocity of the pad consists of only rotational velocity, and is given by

vpad(x, y) = −ωpadyÊx + ωpadxÊy ∀(x, y) ∈ pad (4.16)

The instantaneous velocity of the wafer consists of both its rotational velocity and its trans-
lational velocity. The wafer’s instantaneous velocity is given by

vwafer(x, y, t) = (−ṡ(t)− ωwafery) Êx + ωwafer (x− cwafer) Êy ∀(x, y) ∈ wafer (4.17)
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Where ṡ(t) is the component contributing to the translational velocity and is given by the
time derivative of s(t) (following Equation 4.10). Namely, we have

ṡ(t) =
2 · lwafer

Twafer

· (−1)

⌊
2t

Twafer
+0.5

⌋
(4.18)

However, for the experiments analyzed here, the wafer’s translational speed is much smaller
than its rotational speed (the translational speed is about 17 mm/s whereas the rotational
speed is on the order of 2000 mm/s). Hence, the translational contribution is negligible and
we will approximate the wafer’s velocity as

vwafer(x, y) ≈ (−ωwafery) Êx + ωwafer (x− cwafer) Êy ∀(x, y) ∈ wafer (4.19)

The instantaneous relative velocity between the pad and wafer is

vrelative(x, y) = vpad(x, y)− vwafer(x, y)

= y (ωwafer − ωpad) Êx + (ωpadx− ωwaferx+ ωwafercwafer) Êy ∀(x, y) ∈ wafer

(4.20)

The magnitude of the relative velocity is then

|vrelative(x, y)| =
√

(y (ωwafer − ωpad))2 + (ωpadx− ωwaferx+ ωwafercwafer)
2 ∀(x, y) ∈ wafer

(4.21)

Figure 4.7 shows a visual representation of this relative velocity calculation, by showing
the pad and wafer rotational speeds as vector fields, subtracting the two to attain the relative
velocity within the wafer domain, and plotting the magnitude of the relative velocity (i.e.
the relative speed). Figure 4.8 shows a cross-section of the relative speed through y = 0, for
various possible platen rotation speeds and illustrates that the instantaneous relative speed
may vary significantly across the wafer.
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(a) Pad and wafer rotational velocities
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Figure 4.7: Velocity fields. (a) shows the pad’s rotational velocity (red) and the wafer’s
rotational velocity (black) as vector fields, where the length of the arrow corresponds to the
rotational speed at that location. The difference between the pad and wafer’s rotational
velocities (within the wafer) is the instantaneous relative velocity, and the relative velocity’s
magnitude is plotted in (b).
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Figure 4.8: The instantaneous relative velocity (in magnitude) is plotted against the position
on the pad (with x = 0 corresponding to the pad center. Various cases for the pad’s rotational
speed are shown, and the results indicate that increasing the pad’s rotational speed not only
increases the instantaneous relative speed, but it also increases the variation in speed across
the wafer.

We need to extract the portion of the relative velocity field that is relevant to contact
simulations (i.e. within the simulation domain D at a given time increment). The process
is identical to that shown in Section 4.2.5, with the relative velocity field used in place of
the measured pad surface scan, and with δ = 0. An example of the relative velocity field at
specified simulation time increments is shown in Figure 4.9.
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Figure 4.9: Relative velocity (mm/s) relevant for contact simulations at the following time
increments: 0 s, 1.1811 s, and 2.3622 s of simulated polish.

4.2.7 Understanding the pad and wafer velocities’ effect on the
relative velocity

It is important to understand how the set pad and wafer rotational speeds impact the relative
velocity distribution. There are two important quantities that describe the relative velocity
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distribution: the range in relative velocity across the wafer and the average relative velocity
across the wafer. It is typically desired to have a low range, so that polishing may be uniform
across the wafer. The desired average velocity value, however, needs to be determined by
the process engineer, as they need to balance high removal rates with stabilizing the process
(i.e. not having the wafer hydroplane).

I studied these two summary statistics by predicting the relative velocity field for mul-
tiple pad rotational speed and wafer rotational speed combinations. Many insights can be
drawn from scenarios where both the pad and wafer rotate in the same (counterclockwise)
direction and this analysis also included scenarios where the pad and wafer rotate in different
directions.

Figure 4.10 plots the variation in relative speed across the wafer. If the pad and wafer are
both rotating counter clockwise, then high variation in relative speed occurs when the wafer’s
rotational speed is high but the pad’s rotational speed remains low. If instead, the pad and
wafer are set to rotate in different directions (say the pad is set to rotate counterclockwise
and the wafer is set to rotate clockwise), then high variation in the relative velocity will occur
with little sensitivity to the specified speeds. Figure 4.11 plots the average relative speed
across the wafer. If the pad and wafer are both rotating counter clockwise, then increasing
the pad’s rotational speed by 10 rpm has a much larger effect on the average relative velocity
than increasing the wafer’s rotational speed by 10 rpm.
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Figure 4.10: Visualizations of the variation in relative speed, for multiple pad velocity and
wafer velocity combinations. In (a), situations when the pad rotates either clockwise or
counterclockwise while the wafer rotates either clockwise or counterclockwise are included.
In (b), only the situations when the pad and wafer both rotate counterclockwise are shown.
(c) contains a 2D top view of (a) and (d) contains a 2D top view of (b), which aids in
detecting combinations that lead to high variation in relative speed.
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Figure 4.11: Visualizations of the average relative speed, for multiple pad velocity and
wafer velocity combinations. In (a), situations when the pad rotates either clockwise or
counterclockwise while the wafer rotates either clockwise or counterclockwise are included.
In (b), only the situations when the pad and wafer both rotate counterclockwise are shown.
(c) contains a 2D top view of (a) and (d) contains a 2D top view of (b), which aids in
visualizing the average relative speed field.

Maury [133] provides equations for calculating the relative velocity across the wafer,
when averaged across time. This time-averaged relative velocity is plotted against the radial
position from the wafer center in Figure 4.12, for multiple values of the pad’s rotational speed
while the wafer’s rotational speed is held constant. The plot shows that the time-averaged
relative velocity fields have significantly less across-wafer variation than the instantaneous
relative velocity fields. This is expected, since the purpose of rotating the wafer (and not
only rotating the pad) is to provide this averaging. Rotating the pad and wafer about offset
centers also helps reduce this variation. Figure 4.12 also shows that, for this particular
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setup, setting the pad’s rotational speed value close to the wafer’s rotational speed results
in the least amount of variation. Additionally, the time-averaged relative velocity remains
relatively uniform near the wafer center, and rises towards the wafer edge.
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Figure 4.12: The time-averaged relative speed is plotted against the radial position from the
wafer center, for various values of the pad’s rotational speed. The wafer’s rotational speed
is held constant at 65 rpm.
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4.2.8 Boundary conditions

The die-scale model needs to account for the periodic boundary conditions around the die’s
edge, since the die design are tessellated across the wafer and the die at the wafer center
is completed surrounded by die’s with the same pattern. Note that the wafer used in the
experiments may contain spacer features between the dies, which are not accounted for here
but may readily be modeled. Since the fast Fourier transform assumes periodic boundary
conditions around the simulation domain, as described in Figure 4.12, the simulation domain
is chosen to consist of a single die and the periodic boundary conditions are automatically
imposed.

4.2.9 Incorporating multiple length scales

This die-scale model is useful for analyzing arrangements of features which span areas on
the order of 10 mm x 10 mm. To simulate an area of this size, a rather coarse resolution
is needed (here, p = 50 microns). This means that only features with size greater than
2p = 100 microns are resolved within these simulations. However, there are features on the
die which are smaller than 100 microns but which would still benefit from contact mechanics-
based simulations using experimentally measured asperity profiles. To this end, this section
presents a method for using the feature-scale model presented in Section 3 (and the finer
scans associated with that model) in conjunction with this die-scale model (and the coarser
scans associated with this model).

Now, for a given feature in the domain, the decision will be: which model needs to be
used for calculating that feature’s planarization efficiency? Figure 4.13 shows the decision
tree. The decision of which model to use for calculating the feature’s planarization efficiency
depends on that feature’s critical dimension. If that feature is sufficiently large that it can
be adequately resolved within the die-scale model (here, greater than 100 microns), then
the die-scale model is used directly for calculating that feature’s planarization efficiency. If,
instead, this feature is not large enough to be resolved within the die-scale model, then we
have another branch: is this feature large enough to be resolved by the finer scanner? If so,
we employ the feature-scale model for calculating the planarization efficiency (as a lookup
table for this specific feature size and type, where the planarization efficiency vs step height
curve is linearly interpolated to attain the planarization efficiency at any step height value).
If, instead, the specific feature is so small that it cannot be resolved by either scanner, then
we use a theoretical model for its planarization efficiency as presented in Section 4.2.10.

4.2.10 Determining the sub-pixel pressures

The die-scale model is implemented with a given grid size. In the present work, that grid
size is set to 50 microns. However, there are many features in the die that are smaller than
this grid size. It would be computationally intractable to use a grid that is fine enough to
resolve even the smallest features. Instead, we select a grid size that is fine enough to resolve
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< 2p ≥ 2p

Figure 4.13: Decision tree for determining which model to use for calculating the planariza-
tion efficiency of a given feature set. The decision depends on the size of the particular
feature, in relation to the die-scale simulation’s pixel size and the finer scanner’s resolution.

as many features on the die as possible but coarse enough so that the simulation runs in
reasonable time.

For those features that are smaller than the grid size, we require a method for determining
the pressure within those features’ active and trench regions (herein called the sub-pixel pres-
sures). This method is presented in [129]. We start with Equation 2.2 for the planarization
efficiency of Prestonian materials

P.E. = 1− Ptrench

Pactive

We then recognize that the sub-pixel active and trench pressures must sum to the total pixel
pressure (when weighted by the pattern density), meaning that

P (x, y) = ρPactive(x, y) + (1− ρ)Ptrench(x, y) (4.22)

By solving Equation 4.22 for Pactive, substituting into Equation 2.2, and simplifying (and
similarly solving Equation 4.22 for Ptrench, substituting into Equation 2.2 and simplifying),
we get

Pactive(x, y) =
P (x, y)

1 + (ρ− 1)PE
(4.23a)

Ptrench(x, y) =
(1− PE)P (x, y)

1 + (ρ− 1)PE
(4.23b)

We now have equations for the pressures in active and trench regions, where those regions
are smaller than the pixel size. These equations are in terms of the average pressure for
that pixel, the pattern density in that pixel, and the planarization efficiency for the features
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contained within that pixel. We now require a method for computing that planarization
efficiency.

For very small features (in comparison to the pad segment size), the lateral feature size
and feature shape are unlikely to affect the planarization efficiency. The feature step height,
however, does affect the planarization efficiency, even for small features. We now incorporate
a theoretical model for the planarization efficiency of small features.

Xie’s pattern density step height (PDSH) model tells us that if the asperity height has
an exponential probability density distribution, then

Pactive(x, y) =
1

1 + ρ
(
exp h

λ
− 1
)P (x, y) (4.24a)

Ptrench(x, y) =
exp h

λ

1 + ρ
(
exp h

λ
− 1
)P (x, y) (4.24b)

Here, h is the step height of the features. It then follows from Equation 2.2 that

PE(x, y) = 1− Ptrench(x, y)

Pactive(x, y)
= 1− exp

(
−h
λ

)
(4.25)

Figure 4.14 shows this relationship between the planarization efficiency and feature step
height, for various values of λ, and compares it against experimental measurements of the
planarization efficiency.

By substituting Equation 4.25 into Equation 4.23, we now have expressions for the pres-
sure at active and trench regions for subpixel-sized features.

4.2.11 Selecting the areas on which to measure the oxide
thicknesses

Selecting the regions over which to average the active and trench oxide thicknesses (for
plotting) is an important task, as those thicknesses may vary across the feature cluster. For
features with size ≥ 50 µm, the probing regions were chosen as the entirety of that feature’s
active and trench regions. This allows the plotted thicknesses to be averaged across the
largest possible area, which minimizes any jaggedness in the predicted oxide thickness vs
time curve that would result from the small percentage of time that each individual pixel
experiences material removal (due to the low contact area ratio). While this averaging
removes potential jaggedness in the predicted oxide thickness vs polish time curve, there is
pixel-to-pixel jaggedness in each feature’s simulated topography (as shown in Figure 4.17).
This pixel-to-pixel jaggedness is an unphysical artifact that arises from the low contact
area ratio, time step selection and simulation pixel size selection. Despite the pixel-to-pixel
jaggedness, averaging across the entirety of the feature’s active and trench regions produces
smooth predicted oxide thickness vs time curves (as shown in Figure 4.15).

For features with size less than 50 µm, the experimental protocol specifies that measure-
ments are performed within 50 µm × 50 µm metrology patches, which are either entirely
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Figure 4.14: Plot of the planarization efficiency vs feature step heights (as given in Equa-
tion 4.25), for various values of λ. Also plotted are experimental measurements taken on
small features (using a backward difference method with an assumption that the sum of the
etched trench depth, nitride thickness, and pad oxide thickness equals 300 nm). Lines cor-
respond to the simulations and symbols correspond to the experiments. Circle, square, and
diamond symbols correspond to 10, 5, and 0.5µm line/space feature classes, respectively.
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active or trench regions and are surrounded by features of that class. These metrology
patches are shown in Figure 4.2d, as yellow (active) or dark blue (trench) squares. The
entirety of these metrology patches are chosen as the probing regions for the small features.

4.3 Results

Using this previously described method, several die-scale simulations were run, and those
results are presented here. In the following subsections, I first present comparisons between
simulations and experiments, and while reasonable agreement is shown, there is still op-
portunity for greater agreement. Following that, the model is used to simulate additional
interesting scenarios for which experiments were not performed. Finally, a discussion of the
simulation parameters and their effects on the polish predictions is presented.

4.3.1 Comparing simulated and experimentally measured
oxide-thickness curves

The die-scale model contains four parameters: Esurface, w
max
asperities, λ, and k. Die-scale simu-

lations using Pad Bwere run, and manually tuned until reaching the parameter set provided
in Table 4.1. Predicted active and trench oxide thickness vs polish time curves, for multiple
feature classes, are shown in Figure 4.15. Included on those plots are error bars representing
95% confidence intervals on the mean for the experimentally measured thicknesses. The plots
show generally strong agreement between the simulations and experiments, for all four fea-
ture classes shown. The level of agreement varies as the polish time increases. In particular,
the 1000 µm checkerboard simulations predict a significantly higher active oxide thickness at
75 s of polish than was measured in experiments. Additionally, the 2000 µm checkerboard
simulations predict a significantly higher active oxide thickness at 50 s and 75 s of polish
than was measured in experiments. At the time of writing, a set of values for simulation
parameters had not been found that would improve the overall agreement, as improving the
agreement at the 75 s polish times led to decreased agreement at the 25 s polish time.

It is important that the model captures the planarization efficiency’s feature size depen-
dence. Figure 4.16 shows a plot of the planarization efficiency vs feature class, for features of
five different sizes. The plot shows that the predicted planarization efficiencies decrease as
the feature size increases, which matches the experimental trend. The predictions are com-
pared against experimentally measured planarization efficiencies (for four feature classes),
and they agree with each other to within six percentage points—a rather strong agreement
level.

It is important to note the possibility that the experimental metrology process introduces
new process effects which are not modeled here. As described in Section A.4.2, since the
wafer polishing is paused for measurement purposes, the pad is allowed to return to room
temperature and the trench oxide thickness measurements differ from when less of these
pauses are taken. This model does not attempt to capture pad temperature effects. Despite
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these limitations, this die-scale model still achieves a high level of agreement with experiments
and it is still useful for extracting CMP fundamental insights.
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Figure 4.15: Plot of the oxide thickness vs polish time for the (a) 200 µm (b) 500 µm (c)
1000 µm and (d) 2000 µm checkerboard feature classes. Lines correspond to simulation pre-
dictions (black: active, blue: trench) and the error bars correspond to 95% confidence in-
tervals on the mean (based on experimental measurements with Pad B for the active and
trench regions).
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Figure 4.16: Plot of the planarization efficiency vs feature class. Error bars correspond to
the 95% confidence intervals on the mean (from experiments with Pad B). The planarization
efficiency is calculated using the secant slopes on the oxide thickness vs polish time curves
from 0 to 20 s, for both the active and trench regions.

4.3.2 Visualizing the die topography’s evolution over the polish
time

Figure 4.17 shows the die topography at the start of the polish and after three different
polish simulation times. The simulations show that the within-die range decreases as the
polish continues, with the range being ∼ 2500 Å before the polish, and ∼ 700 Å after 75
seconds of polish (i.e. there is planarization). Note that there is one feature — a large active
block — which is the slowest to polish (matching experimental observations).
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Figure 4.17: The simulated die topographies (in Å) after (a) 0 s, (b) 25 s, (c) 50 s, (d) 75 s of
polishing with Pad B.
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Table 4.1: Table of parameters used in die-scale simulations of Pad B which yield the greatest
experimental agreement, as shown in Figure 4.15.

Parameter Value Parameter description
Esurface 400 MPa Pad segment material’s surface modulus
wmax

asperities 50 µm Height at which to trim pad asperities
λ 500 Å Mean asperity height for use in the PDSH model
k 2× 10−14 Pa−1 Coefficient in the material removal rate law

4.3.3 Simulating pad topographies with varying roughness

This CMP model may be particularly useful for extracting fundamental insights into the
CMP process. One avenue for potential insights is understanding the pad surface roughness’
effect on the oxide thickness vs polish time curve. To this end, simulations with three
different pad surface textures were run. These pad surface textures were generated using an
exponential distribution with parameter λ1 for the asperity heights and the three values of
λ1 are 0 Å (i.e. perfectly flat), 500 Å (medium roughness), and 2000 Å (high roughness). The
results, plotted in Figure 4.18, illustrate that flat pad surfaces result in high planarization
efficiencies at low times, which does not match experimental observations. The flat pad
segments are not able to contact the trench regions until more than 30 s of polish have elapsed.
This suggests that incorporation of pad surface texturing is critical to accurately predicting
the planarization efficiency, since it is the pad asperities that reach into the trenches. On the
opposite end of the spectrum, a pad surface roughness that is too large results in planarization
efficiencies that are too low compared to the experimental measurements. For this particular
experiment, a value of λ1 = 500 Å results in the strongest agreement with experiments.

4.3.4 Pad segment width effects

Next, I present the model’s ability to capture pad segment width effects. To this end, I
simulated polishing with four different pads, each with a different segment width wsegment, but
having the same segment pitch wsegment + wgroove = 2.05 mm. The scenario where wsegment =
1.35 mm corresponds to the experiment with Pad B, and Pad B’s surface texture was used for
all four simulations (in the portions where the simulated pad contained segment material).

The model accurately predicts that rings with larger widths have higher planarization
efficiencies, as shown in Figure 4.19. Moreover, pads with larger ring widths have smaller
within-die active oxide thickness ranges, as shown in Figure 4.20 and Figure 4.21. Here, the
within-die ranges are calculated at the polish time when the average active oxide thickness
across the die is 100 Å. These finding indeed match both intuition and previous experimental
observations, and it is important that this computational mechanics approach can capture
these trends.
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Figure 4.18: (a) Plot of the oxide thickness vs polish times, for the 200 µm checkerboard
features. The pad surface texture was generated from an exponential distribution with
parameter λ1, and three different values of λ1 are simulated. The circles represent the
experimentally measured values. (b)–(d) show visualizations of the die (shown in black)
contacting the pad (shown in red), in horizontal cross-section from the 50 µm checkerboards
to the 200 µm line/spaces at t = 0 s. The corresponding values of λ1 are (b) 0 Å, (c) 500 Å,
and (d) 2000 Å.
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Figure 4.19: Plot of the simulated planarization efficiency against the feature step height (for
the 200 µm checkerboard features). The 1.35 mm ring width scenario corresponds to Pad B.

4.3.5 Neighborhood effects: simulating various die designs

Next, I demonstrate the model’s sensitivity to the input die design. I run simulations in
which the die design changes slightly; the 2 mm x 2 mm area directly to the right of the
200 micron checkerboard features is varied from being (a) completely trench (b) line/space
features with 25% pattern density (c) 50% line/space features (d) 75% line/space features (e)
completely active. Figure 4.22 shows a cross section through the simulated 200 µm checker-
board topography after a 52 second polish. We see that the predicted oxide thickness—
particularly for the region that was closest to the changing neighbor—depends on the neigh-
bor’s pattern density. The trend is consistent with intuition: having a neighbor with high
pattern density results in slower material removal rates for the feature of interest (since high
density regions tend to hold the pad away from adjacent regions), and hence a higher oxide
topography. The model is sensitive to the pattern density of neighboring features; we see
differences of ∼ 300 Å between the two extreme cases.
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Figure 4.20: Plot of the within-die range against the simulated pad ring width wsegment. The
within-die range is calculated at the instant when the average active oxide thickness across
the die is 100 Å. The 1.35 mm ring-width scenario corresponds to Pad B.

4.3.6 Simulating additional pad designs and opportunities for
model improvement

The preceding subsections discussed simulations with Pad B, which yielded strong agreement
with experimental data. While the framework is able to model Prestonian processes (like in
the case with Pad B), at the time of writing, the model is not yet able to adequately predict
polishing for non-Prestonian processes. I now present an example non-Prestonian process
using Pad C. Section 2.2 contains discussion of alternate material removal laws; here, I will
present the methodology using a power material removal rate equation:

R(x, y) = k1 · (v(x, y) · P (x, y))k2 (4.26)

where k1 and k2 are constants. Alternate rate equations may still be considered. With
the removal rate law from Equation 4.26, the die-scale model now contains five parameters:
Esurface, w

max
asperities, λ, k1, and k2. Equation 2.2 for calculating the planarization efficiency
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Figure 4.21: Visualization of the simulated die topography (in Å) when varying the pad ring
width. Plots are shown at the instant when the average active oxide thickness across the die
is 100 Å. The corresponding ring widths and simulated polish times are (a) 0.35 mm, 99.0 s
(b) 0.45 mm, 98.7 s (c) 0.70 mm, 98.3 s (d) 1.35 mm, 98.0 s. Scenario (d) corresponds to Pad
B.



CHAPTER 4. DIE-SCALE MODEL 83

0   200 400 600 800 1000 1200 1400 1600 1800 2000

x-position (microns)

3950

4000

4050

4100

4150

4200

4250

4300

4350

O
x
id

e
 t

o
p

o
g

ra
p

h
y
 (

A
)

Oxide scan through 200 um CB features after  52 s

ρ = 0.25
ρ = 0

ρ = 0.5
ρ = 0.75
ρ = 1

Right 

Neighbor

TrenchActive TrenchActive Trench Active Trench Active Trench Active

(a)

(b) (c) (d) (e)

(f)

Figure 4.22: Simulations of the oxide topography when the average pattern density of the
200 µm checkerboard feature’s right neighbor is varied. (a) Plot of the oxide topography
against the x-position along the 200 µm checkerboard features, where x=2000 µm corresponds
to the edge of the 200 µm checkerboard feature which is closest to the right neighbor. The
five different scenarios are shown in (b)–(f) and the corresponding right neighbor average
pattern densities are (b) 0 (c) 0.25 (d) 0.5 (e) 0.75 (f) 1.0. Simulations use the Pad B design
and experimental parameters.
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needs to be adjusted to account for this material removal law, as follows:

P.E. = 1−
(
Ptrench

Pactive

)k2
(4.27)

That means that Equation 4.25 is updated to:

PE(x, y) = 1− exp

(
−h · k2

λ

)
(4.28)

Accordingly, Equation 4.23 is also updated to:

Pactive(x, y) =
P (x, y)

ρ+ (1− ρ) (1− PE)
1
k2

(4.29a)

Ptrench(x, y) =
P (x, y)

ρ+ (1− ρ) (1− PE)
1
k2

(1− PE)
1
k2 (4.29b)

The simulation parameter set can be tuned to achieve high accuracy for one specific
feature class, such as for the 500 µm feature class shown in Figure 4.23b. However, the
simulations for Pad C have not been able to adequately predict the planarization efficiency’s
dependence on feature size, leading to insufficient accuracy for the remaining feature classes.
To increase the amount of feature size dependence, the parameter set may be adjusted.
Figure 4.23 shows that lowering Esurface (and thereby increasing the contact area ratio) leads
to a larger predicted feature size dependence. In particular, Figure 4.23a shows that lowering
Esurface from 100 MPa to 10 MPa results in the change in planarization efficiency (calculated
from the 100 µm checkerboard features to the 2000 µm checkerboard features) going from
∼5% to ∼35%. This suggests that lowering Esurface can lead to greater predicted feature size
dependence, though the overall values for the predicted planarization efficiencies are also
affected. Figure 4.24 shows two additional parameters that may be adjusted to increase the
overall model agreement: decreasing k2 and decreasing wmax

asperities both lead to an increase in
the predicted planarization efficiency.

Figure 4.23 and Figure 4.24 also show a large deviation in behavior between the 50 µm
and 100 µm checkerboard features. This sharp change in predicted planarization efficiency
is a result of the different models used for these features (see Figure 4.13). These large
deviation are not physical, and greater agreement between the different models is required.

4.4 Conclusion

This chapter has presented a die-scale CMP model which predicts the die topography’s
evolution over the course of a polish. This die-scale model expands upon the feature-scale
model presented in Chapter 3, to allow simulation of arrangements of features. The particular
die design is provided as input to the model.
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Figure 4.23: Plot of the planarization efficiency vs feature class, for various values of Esurface.
In (a), the pad texture was generated from an exponential distribution with parameter
λ1 = 2000 Å while (b) uses a measured pad scan. Error bars correspond to the 95% confi-
dence intervals on the mean (from experiments using Pad C). The planarization efficiency
is calculated using the secant slopes on the oxide thickness vs polish time curves from 0 to
20 s, for both the active and trench regions.
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Figure 4.24: Plot of the planarization efficiency vs feature class. (a) shows the effect of
increasing k2 and (b) shows the effect of increasing wmax

asperities. Error bars correspond to the
95% confidence intervals on the mean (from experiments using Pad C). The planarization
efficiency is calculated using the secant slopes on the oxide thickness vs polish time curves
from 0 to 20 s, for both the active and trench regions.
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The model employs a contact mechanics approach to simulate the pressure distribution
between the pad and die. For the two pads discussed here, only one pad deformation mode
is significant: pad surface deformation due to local indentations. The pad deformation is
computed using a surface response approach and fast Fourier transforms. Notably, this model
incorporates entire pad surface texture scans directly in contact mechanics simulations, and
may be the first to do so. The model can also be used in tandem with finer pad scans, to
create a multi-scale model.

When comparing the model predictions against experimental data, strong agreement
was attained with Pad B’s experiments. However, further work is required to reach strong
agreement with Pad C’s experiments. The model was shown to capture pad segment width
dependence, feature-size dependence, and neighborhood effects. It is significant that these
three dependencies can be accounted for by using a solid–solid contact approach. Addition-
ally, the model predicts that the pad surface texture has a dominant effect on the polish,
which reaffirms that proper pad conditioning and pad surface texture maintenance is vital for
CMP processes. The model is also demonstrated using a non-Prestonian material removal
law, and may readily be adapted with other removal rate equations.

With this model for predicting the active and trench oxide thicknesses as a function of
the polish time, die design, pad design, and experimental tool parameters, new pad designs
may be simulated. In the future, simulation results may be used to inform new pad designs,
to select appropriate pads for a particular die, and to optimize die layout.
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Chapter 5

Conclusions and future work

In Chapter 3, I have developed a feature-scale model of the planarization efficiency, as a
function of the feature size, shape, and height. The model analyzes the solid-solid contact
pressures at various possible pad-feature configurations, and then averages across these con-
figurations to calculate an average planarization efficiency. In this manner, the effects of
wafer horizontal sweeping and rotation are accounted for. I decompose the pad behavior
into three deformation modes: surface elasticity, bulk segment downward displacement, and
bulk segment rotation and generate surface response functions for each of these deformation
modes. By using the surface response function approach, the pad deformation computa-
tions are much more computationally efficient than a purely finite element method approach
would be. Results show that asperities are the dominant source of planarization, and for
sufficiently large features, asperities are able to reach within the trench regions, causing the
planarization efficiency to drop. Asperity tips cannot be treated as perfectly sharp, as this
would result in only a few contact points and exceedingly high contact stresses. Instead, I
model the asperities’ nonlinear mechanical behavior as elastic, perfectly-plastic, which leads
to flattened asperities and contact scenarios that match experimental results in the litera-
ture. A solid–solid contact model of CMP is sufficient to capture the planarization efficiency’s
dependence on feature size.

The die-scale model expands the methods used in the feature-scale model, and simulates
the polishing of feature arrangements, not solely features of the same size and shape. It
integrates various length-scales, by employing the feature-scale model to predict the pla-
narization efficiency for features that are too small to be resolved by the die-scale model’s
resolution. For features that are even smaller than the feature-scale model’s resolution (di-
cated by the pad scanner’s resolution), a theoretical model known as the pattern density
step height model is used. Significant insight into how the die layout affects polishing is
provided.

The modeling work presented here is particularly important for the following reasons:
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• The interactions between neighboring pad asperities are accounted for. This is done
by computing asperity deformations using a boundary element approach. Pad asperity
mechanics are not simply represented as independent springs.

• Pad texturing is represented as realistically as possible, by inputting measured pad
scans directly into the contact mechanics models. The pressure distributions predicted
by simulations using these measured pad asperities differ greatly from those predicted
by models that assume flat pad surfaces, since the pressure is concentrated within
a small area determined by the tallest asperities. Analysis showed that these pad
asperities had distributions that were not well modeled by commonly used theoretical
asperity distributions such as Gaussian or exponential distributions.

• The pad mechanical behavior is intricately represented as a composite material behav-
ior. The material properties and sizes of each constituent material are used within finite
element simulations to generate pad surface response functions. Those pad surface re-
sponse functions are then used in convolution operations to determine the total pad
deformation in a computationally efficient approach. The pad is not simply lumped to
behave as a layer with an effective modulus.

• This analysis is performed for patterned wafers whose layout contains various feature
sizes and types. The starting topography for this patterned wafer is measured and
used in simulations. This analysis does not solely focus on blanket wafers, which,
while easier to manufacture, test, and measure, possess polish behavior that might
differ from that of patterned wafers.

• The die-scale model can be deployed as a multi-scale model, by creating planarization
efficiency lookup tables with the feature-scale model. In this way, pad scans at two
length-scales—a finer, lower-area and a coarser, larger-area scan—are used in conjunc-
tion with each other.

Looking forward, there remain significant areas for additional modeling work. Further
work may focus on building this modeling framework, towards achieving greater agreement
between simulations and experiments. It remains interesting to investigate dies with new
layouts, which may provide more insight than the test die used here. This model can be
expanded to investigate retaining ring effects and to account for the various applied pressure
zones. A significant research thrust is in the optimization of process design variables; while
this work focused on prediction, the die design and pad design can be optimized to achieve
a user’s process goals. The problem of the conditioning disk’s sweep path remains an open
problem; the disk’s design may be improved and the sweeping profile may be optimized,
leading to more uniform pad textures and higher planarization efficiencies.

The framework presented here opens new avenues to envisage the CMP process and its
modeling. Above all else, proper representation of pad asperities is crucial to representing
the pad–wafer interface and the pressures that develop at the contact zones.



90

Bibliography

[1] Z. Liu, G. Muldowney, and R. Palaparthi, “Measurement and Analysis of Single-Pass
Conditioning Furrows in CMP Pad Surfaces,” ECS Journal of Solid State Science
and Technology, vol. 4, no. 11, P5118–P5126, 2015. doi: 10.1149/2.0181511jss.

[2] A. S. Lawing, “Pad conditioning and pad surface characterization in oxide chem-
ical mechanical polishing,” in Materials Research Society Symposium Proceedings,
vol. 732, 2002. doi: 10.1557/PROC-732-I5.3.

[3] A. S. Lawing, “Polish Rate, Pad Surface Morphology and Pad Conditioning in Oxide
Chemical Mechanical Polishing,” in Chemical Mechanical Planarization : proceedings
of the International Symposium, Electrochemical Society Proceedings Series, 2002,
pp. 46–60.

[4] H. Kim, S. Hong, C. Shin, Y. Jin, D. H. Lim, J. yong Kim, H. Hwang, and T.
Kim, “Investigation of the pad-conditioning performance deterioration in the chemical
mechanical polishing process,” Wear, vol. 392-393, pp. 93–98, 2017. doi: 10.1016/
j.wear.2017.07.019.

[5] R. Srinivasan, P. V. Dandu, and S. V. Babu, “Shallow Trench Isolation Chemical
Mechanical Planarization: A Review,” ECS Journal of Solid State Science and Tech-
nology, vol. 4, no. 11, P5029–P5039, 2015. doi: 10.1149/2.0071511jss.

[6] T. Gan, “Modeling of Chemical Mechanical Polishing for Shallow Trench Isolation,”
Master’s thesis, Massachusetts Institute of Technology, 2000.

[7] J. Choi, S. Tripathi, D. A. Hansen, and D. A. Dornfeld, “Chip Scale Prediction of
Nitride Erosion in High Selectivity STI CMP,” in CMP-MIC, Fremont, CA, 2006.

[8] M. R. Oliver, Ed., Chemical-Mechanical Planarization of Semiconductor Materials.
Springer-Verlag Berlin Heidelberg GmbH, 2004, isbn: 9783540431817. doi: 10.1007/
978-3-662-06234-0.

[9] J.-G. Park, T.-Y. Kwon, R. P. Venkatesh, and B.-J. Cho, “CMP Defects; Their De-
tection and Analysis on Root Causes,” ECS Transactions, vol. 44, no. 1, pp. 559–564,
2012. doi: 10.1149/1.3694369.

https://doi.org/10.1149/2.0181511jss
https://doi.org/10.1557/PROC-732-I5.3
https://doi.org/10.1016/j.wear.2017.07.019
https://doi.org/10.1016/j.wear.2017.07.019
https://doi.org/10.1149/2.0071511jss
https://doi.org/10.1007/978-3-662-06234-0
https://doi.org/10.1007/978-3-662-06234-0
https://doi.org/10.1149/1.3694369


BIBLIOGRAPHY 91

[10] Y. Y. Lin, F. S. Tsai, L. C. Hsu, H. K. Hsu, C. Y. Li, Y. Y. Ke, C. W. Huang,
J. M. Chen, S. J. Chang, T. Y. Lee, E. Chen, and C. Y. Cheng, “Fast and accurate
defect classification for CMP process monitoring,” ASMC (Advanced Semiconductor
Manufacturing Conference) Proceedings, vol. 2019-May, pp. 224–228, 2019. doi: 10.
1109/ASMC.2019.8791750.

[11] C. Liu, B. Dai, and C. Yeh, “Characterization of the Chemical-Mechanical Polish-
ing Process Based on Nanoindentation Measurement of Dielectric Films,” Journal of
The Electrochemical Society, vol. 142, no. 9, pp. 3098–3104, 1995. doi: 10.1149/1.
2048695.

[12] H. Lee, D. Lee, and H. Jeong, “Mechanical aspects of the chemical mechanical pol-
ishing process: A review,” International Journal of Precision Engineering and Man-
ufacturing, vol. 17, no. 4, pp. 525–536, 2016. doi: 10.1007/s12541-016-0066-0.

[13] D. Zhao and X. Lu, “Chemical mechanical polishing: Theory and experiment,” Fric-
tion, vol. 1, no. 4, pp. 306–326, 2013. doi: 10.1007/s40544-013-0035-x.

[14] D. Zhao, T. Wang, Y. He, and X. Lu, “Kinematic optimization for chemical me-
chanical polishing based on statistical analysis of particle trajectories,” IEEE Trans-
actions on Semiconductor Manufacturing, vol. 26, no. 4, pp. 556–563, 2013. doi:
10.1109/TSM.2013.2281218.

[15] Y. Mu, Y. Zhuang, Y. Sampurno, X. Wei, T. Ashizawa, H. Morishima, and A. Phili-
possian, “Effect of pad groove width on slurry mean residence time and slurry uti-
lization efficiency in CMP,” Microelectronic Engineering, vol. 157, pp. 60–63, 2016.
doi: 10.1016/j.mee.2016.02.035.

[16] S. Lee, S. Jeong, K. Park, H. Kim, and H. Jeong, “Kinematical modeling of pad profile
variation during conditioning in chemical mechanical polishing,” Japanese Journal of
Applied Physics, vol. 48, no. 12, 2009. doi: 10.1143/JJAP.48.126502.

[17] S. Choi, F. M. Doyle, and D. A. Dornfeld, “Material Removal Mechanism during
Copper Chemical Mechanical Planarization Based on Nano-Scale Material Behavior,”
ECS Journal of Solid State Science and Technology, vol. 6, no. 5, P235–P242, 2017.
doi: 10.1149/2.0071705jss.

[18] A. J. Khanna, P. Jawali, D. Redfield, R. Kakireddy, A. Chockalingam, D. Benvegnu,
M. Yang, S. Rozo, J. Fung, M. Cornejo, I. Abramson, M. Yamamura, Z. Yuan, and R.
Bajaj, “Methodology for pad conditioning sweep optimization for advanced nodes,”
Microelectronic Engineering, vol. 216, no. March, 2019. doi: 10.1016/j.mee.2019.
111101.

[19] H. Lee and S. Lee, “Investigation of pad wear in CMP with swing-arm conditioning
and uniformity of material removal,” Precision Engineering, vol. 49, pp. 85–91, 2017.
doi: 10.1016/j.precisioneng.2017.01.015.

https://doi.org/10.1109/ASMC.2019.8791750
https://doi.org/10.1109/ASMC.2019.8791750
https://doi.org/10.1149/1.2048695
https://doi.org/10.1149/1.2048695
https://doi.org/10.1007/s12541-016-0066-0
https://doi.org/10.1007/s40544-013-0035-x
https://doi.org/10.1109/TSM.2013.2281218
https://doi.org/10.1016/j.mee.2016.02.035
https://doi.org/10.1143/JJAP.48.126502
https://doi.org/10.1149/2.0071705jss
https://doi.org/10.1016/j.mee.2019.111101
https://doi.org/10.1016/j.mee.2019.111101
https://doi.org/10.1016/j.precisioneng.2017.01.015


BIBLIOGRAPHY 92

[20] X. X. Ban, H. Y. Zhao, S. J. Zhao, R. Q. Xie, Y. W. Gu, X. L. Zhu, D. F. Liao, L. Li,
and Z. D. Jiang, “Effect of geometry error on accuracy of large-diameter pads used
for CMP dressing,” International Journal of Advanced Manufacturing Technology,
vol. 100, no. 5-8, pp. 1505–1520, 2019. doi: 10.1007/s00170-018-2797-9.

[21] A. J. Khanna, V. R. Kakireddy, J. Fung, P. Jawali, M. Yamamura, N. Baradanahalli
Kenchappa, V. Hariharan, D. Redfield, and R. Bajaj, “High-Performance Pad Con-
ditioning (HPPC) Arm for Augmenting CMP Performance,” ECS Journal of Solid
State Science and Technology, vol. 9, no. 6, p. 064 012, 2020. doi: 10.1149/2162-
8777/aba9fd.

[22] A. J. Khanna, M. Yamamura, V. R. Kakireddy, A. Chockalingam, P. Jawali, N.
Baradanahalli Kenchappa, V. Hariharan, D. Redfield, and R. Bajaj, “Investigation
of the Impact of Pad Surface Texture from Different Pad Conditioners on the CMP
Performance,” ECS Journal of Solid State Science and Technology, vol. 9, no. 6,
p. 064 011, 2020. doi: 10.1149/2162-8777/aba726.

[23] A. J. Khanna, V. R. Kakireddy, J. Fung, M. Yamamura, P. Jawali, A. Chockalingam,
N. Baradanahalli Kenchappa, D. Redfield, and R. Bajaj, “Engineering Surface Tex-
ture of Pads for Improving CMP Performance of Sub-10 nm Nodes,” ECS Journal of
Solid State Science and Technology, vol. 9, no. 10, p. 104 003, 2020. doi: 10.1149/
2162-8777/abbcb5.

[24] T. Matsunaga, M. Uneda, Y. Takahashi, K. Shibuya, Y. Nakamura, D. Ichikawa, and
K. I. Ishikawa, “Influence into platen and polishing pad surface temperature on re-
moval rate in sapphire-chemical mechanical polishing,” in 2015 International Confer-
ence on Planarization/CMP Technology (ICPT), 2015, pp. 1–4, isbn: 9781619565104.

[25] A. J. Khanna, R. Kakireddy, P. Jawali, A. Chockalingam, D. Redfield, R. Bajaj, J.
Fung, M. Cornejo, M. Yamamura, Z. Yuan, C. Orilall, B. Fu, G. Ganapathi, F. C.
Redeker, and N. B. Patibandla, “Impact of Pad Material Properties on CMP Perfor-
mance for Sub-10nm Technologies,” ECS Journal of Solid State Science and Technol-
ogy, vol. 8, no. 5, P3063–P3068, 2019. doi: 10.1149/2.0121905jss.

[26] N. Suzuki, A. Kato, M. Asaba, and E. Shamoto, “Primary study on nonlinear vis-
coelasticity measurement of chemical mechanical polishing pads by applying on-
machine compression test,” Japanese Journal of Applied Physics, vol. 53, no. 5 SPEC.
ISSUE 2, 2014. doi: 10.7567/JJAP.53.05GB01.

[27] M. Uneda, T. Omote, K. Shibuya, Y. Nakamura, D. Ichikawa, and K. I. Ishikawa,
“Evaluation of in-plane microdeformation distribution characteristics of polishing pad
surface,” Japanese Journal of Applied Physics, vol. 52, no. 05FC01, 2013. doi: 10.
7567/JJAP.52.05FC01.

[28] Z. Li, E. Baisie, X. Zhang, and Q. Zhang, “Diamond disc pad conditioning in chem-
ical mechanical polishing,” Advances in Chemical Mechanical Planarization (CMP),
pp. 383–412, 2022. doi: 10.1016/b978-0-12-821791-7.00014-9.

https://doi.org/10.1007/s00170-018-2797-9
https://doi.org/10.1149/2162-8777/aba9fd
https://doi.org/10.1149/2162-8777/aba9fd
https://doi.org/10.1149/2162-8777/aba726
https://doi.org/10.1149/2162-8777/abbcb5
https://doi.org/10.1149/2162-8777/abbcb5
https://doi.org/10.1149/2.0121905jss
https://doi.org/10.7567/JJAP.53.05GB01
https://doi.org/10.7567/JJAP.52.05FC01
https://doi.org/10.7567/JJAP.52.05FC01
https://doi.org/10.1016/b978-0-12-821791-7.00014-9


BIBLIOGRAPHY 93

[29] K. Lee, J. Seo, and U. Paik, Preparation and characterization of slurry for CMP. 2022,
pp. 323–354, isbn: 9780128217917. doi: 10.1016/b978-0-12-821791-7.00005-8.

[30] L. M. Cook, “CMP Consumables 11 : Pad,” Semiconductors, vol. 63, 2000.

[31] L. Cook, CMP pads and their performance, Second Edi, d. Elsevier Ltd., 2022,
pp. 567–590, isbn: 9780128217917. doi: 10.1016/b978-0-12-821791-7.00011-3.

[32] S. Li, G. Gaudet, F. Sun, and A. Naman, “ILD CMP with Silica Abrasive Particles:
Interfacial Removal Kinetics and Effect of Pad Surface Textures,” Journal of The
Electrochemical Society, vol. 157, no. 11, H1061, 2010. doi: 10.1149/1.3486806.

[33] R. Bajaj, D. Redfield, M. C. Orilall, B. Fu, A. J. Khanna, J. G. Fung, A. Chock-
alingam, M. Yamamura, V. R. R. Kakireddy, G. E. Menk, and N. B. Patibandla,
“Polishing Pads Produced By An Additive Manufacturing Process,” United States
Patent 20210107116A1, 2021.

[34] A. J. Khanna, J. G. Fung, P. Jawali, R. Bajaj, A. W. Manzonie, N. B. Kenchappa,
V. R. R. Kakireddy, J. An, J. Kim, and M. Yamamura, “Polishing Pads Having
Selectively Arranged Porosity,” United States Patent 20210187693A1, 2021.

[35] N. B. Kenchappa, R. Popuri, A. Chockkalingam, P. Jawali, S. Jayanath, D. Redfield,
and R. Bajaj, “Soft Chemical Mechanical Polishing Pad for Oxide CMP Applica-
tions,” ECS Journal of Solid State Science and Technology, vol. 10, no. 1, p. 014 008,
2021. doi: 10.1149/2162-8777/abdc40.

[36] B. Bhushan, Introduction to Tribology, 2nd Editio. John Wiley & Sons, 2013, isbn:
9781119944539.

[37] J. Seo, “A review on chemical and mechanical phenomena at the wafer interface
during chemical mechanical planarization,” Journal of Materials Research, vol. 36,
no. 1, pp. 235–257, 2021. doi: 10.1557/s43578-020-00060-x.

[38] A. Philipossian and S. Olsen, “Fundamental Tribological and Removal Rate Studies
of Inter-Layer Dielectric Chemical Mechanical Planarization,” Japanese Journal of
Applied Physics, Part 1: Regular Papers and Short Notes and Review Papers, vol. 42,
no. 10, pp. 6371–6379, 2003. doi: 10.1143/JJAP.42.6371.

[39] R. Han, Y. Sampurno, S. Theng, F. Sudargho, Y. Zhuang, and A. Philipossian, “Ap-
plication of the Stribeck+ Curve in Silicon Dioxide Chemical Mechanical Planariza-
tion,” ECS Journal of Solid State Science and Technology, vol. 6, no. 4, P161–P164,
2017. doi: 10.1149/2.0241704jss.

[40] M. Bahr, Y. Sampurno, R. Han, and A. Philipossian, “Improvements in Stribeck
Curves for Copper and Tungsten Chemical Mechanical Planarization on Soft Pads,”
ECS Journal of Solid State Science and Technology, vol. 6, no. 5, P290–P295, 2017.
doi: 10.1149/2.0241705jss.

https://doi.org/10.1016/b978-0-12-821791-7.00005-8
https://doi.org/10.1016/b978-0-12-821791-7.00011-3
https://doi.org/10.1149/1.3486806
https://doi.org/10.1149/2162-8777/abdc40
https://doi.org/10.1557/s43578-020-00060-x
https://doi.org/10.1143/JJAP.42.6371
https://doi.org/10.1149/2.0241704jss
https://doi.org/10.1149/2.0241705jss


BIBLIOGRAPHY 94

[41] G. Diaz, L. Peckler, Y. Sampurno, and A. Philipossian, “Communication—Tribology
of Retaining Rings in Chemical Mechanical Planarization,” ECS Journal of Solid State
Science and Technology, vol. 7, no. 5, P266–P268, 2018. doi: 10.1149/2.0211805jss.

[42] H. Liang and G. Helen Xu, “Lubricating behavior in chemical-mechanical polishing of
copper,” Scripta Materialia, vol. 46, no. 5, pp. 343–347, 2002. doi: 10.1016/S1359-
6462(01)01249-0.

[43] T. Kasai and B. Bhushan, “Physics and tribology of chemical mechanical planariza-
tion,” Journal of Physics Condensed Matter, vol. 20, no. 22, 2008. doi: 10.1088/
0953-8984/20/22/225011.

[44] T. K. Doy, K. Seshimo, K. Suzuki, A. Philipossian, and M. Kinoshita, “Impact of
Novel Pad Groove Designs on Removal Rate and Uniformity of Dielectric and Copper
CMP,” Journal of The Electrochemical Society, vol. 151, no. 3, G196, 2004. doi:
10.1149/1.1646144.

[45] L. Borucki, Y. Sampurno, and A. Philipossian, “Pad-Wafer-Slurry Interface Informa-
tion from Force Data,” ECS Journal of Solid State Science and Technology, vol. 8,
no. 5, P3133–P3144, 2019. doi: 10.1149/2.0211905jss.
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Appendix A

Experimental methods

A.1 Pad designs

Three different pads were used in this work. Table A.1 provides descriptions about these
three pads and the parameters used in the experiments.

Table A.1: Table of pads used in this work and the associated pad design and experimental
parameters. The pad design variable names correspond with those shown in Table 2.1. The
experimental data are courtesy of Applied Materials, Inc.

Parameter Pad A Pad B Pad C
Segment design Concentric rings Concentric rings Segmented spirals

E1 2500 MPa 790 MPa 69.3 MPa
E2 1 MPa 55 MPa 105 MPa

wsegment 0.34 mm 1.35 mm 1.35 mm
wgroove 0.34 mm 0.68 mm 0.68 mm
hsegment 1 mm 0.5 mm 0.5 mm
bsubpad 2 mm 2 mm 1 mm
tsubpad 2.5 mm 2.5 mm 1.5 mm
P̄ 13 789.5 Pa 13 789.5 Pa 6894.8 Pa
Npad 93 rpm 93 rpm 93 rpm
Nwafer 87 rpm 87 rpm 87 rpm

Paused for metrology? No Yes Yes

A.2 Wafer processing

Wafers were processed using standard lithographic techniques and a conformal deposition of
oxide. Experiments were run on an Applied Materials Reflexion LK Prime using 300 mm
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wafers, 760.2 mm diameter pads, and a ceria-based slurry. For the experiments shown in
Chapter 3, a 3MTM A82 conditioning disk with a 74 µm nominal diamond size was used.
The wafer was swept across the pad such that the wafer center to pad center distance varied
from 165.1 mm to 215.9 mm over a 3 second period. The applied pressures, platen rotational
speeds, and wafer carrier rotational speeds are listed in Table A.1.

A.2.1 Mask Design

The 15.5 mm × 12 mm die contains 2 mm by 2 mm blocks of features of a given size and
shape. The die design is tessellated across the wafer. Our analysis focuses on the features
with line/space or checkerboard shapes, and with critical dimensions ranging from 10 µm to
2000 µm.
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Figure A.1: The test die pattern, which is tessellated across the wafer. The die contains
features of various shapes, including line/space features, checkerboard features, and features
similar to DRAM. For checkerboard features, the size of one square—and not the pitch—is
provided. For line/space features, the feature pattern density and pitch are provided. Figure
provided courtesy of Applied Materials, Inc.
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A.3 Measuring pad surface topographies

Two different scanning systems were used to measure pad textures in this work: one system
to scan small pad portions at high resolution and another system to scan entire pads at
coarse resolution. Both systems were used on pad specimens that had been conditioned and
used in polishing experiments (courtesy of Applied Materials, Inc.).

A Keyence VK4 was used to perform 3D laser scanning microscopy on used pad speci-
mens. The specimens were punched out of a region of the pad located 190.5 mm away from
the pad center. The profile scans had sizing sufficient to encapsulate between two and four
pad segments across. The scanner’s lateral resolution adjusts with its overall size, to keep
memory requirements manageable. With a scan size of 1.36 mm × 1.36 mm, the scanner
provided asperity profile data with a lateral resolution of 2.782 µm. The Keyence Analyzer
software was used to perform tilt correction, which corrects for possible sloping of the pad
sample.

A Solarius white light interferometer was used to scan entire pads after removal from the
polishing platen. The scanner was able to scan the entire 762 mm diameter pad with a 25 µm
lateral resolution. The scanner’s output was processed with an averaging filter to produce a
pad surface texture with 50 µm lateral resolution for use in Chapter 4.

It is important to note that both the pad punch-outs and the entire pads may exhibit
warpage, which may affect the scans and simulations. A more rigorous method for scanning
pad topographies while keeping the pad flat is left as future work.

A.4 Measuring die oxide topographies

A Nova i550 ellipsometry tool was used to measure the oxide thicknesses for active and trench
regions, at multiple features and die locations. For the experimental results discussed in
Chapter 3, a KLA Tencor HRP-340 profilometer was used to measure the wafer topographies
prior to polishing.

For the experimental results discussed in Chapter 4, SEM micrographs were used to
extract the etched feature depths detch, the nitride film thickness tnitride and the pad oxide
thickness t pad

oxide
. It is well known that these dimensions may depend on the feature size and

shape. Indeed, Figure A.2 shows SEM micrographs of 1 µm and 100 µm line-space features,
and tnitride + t pad

oxide
is almost 20 nm (almost 20%) smaller for the 100 µm feature compared to

the 1 µm feature. Despite this feature-scale non-uniformity, this work proceeds by assuming
all features to have detch + tnitride + t pad

oxide
= 254 nm (obtained by averaging across multiple

feature measurements). This assumption is necessary because it was not possible to obtain
SEM micrographs for all features, and it would be unfeasible to measure all wafers used in
this study (to account for potential wafer-to-wafer variation). Future studies may investigate
the simulation’s sensitivity to this starting die topography assumption.



APPENDIX A. EXPERIMENTAL METHODS 108

Slot 6-Array B6_007

(a) 1 µm line-space

Slot 6-Array C4_021

(b) 100 µm line-space

Figure A.2: SEM micrographs of STI features, with dimensions of the etched trench and
nitride + pad oxide films shown. (a) shows a set of 1 µm line-space features and (b) shows a
100 µm line-space feature. The arrows point to coatings used for metrology purposes. Figure
provided courtesy of Applied Materials, Inc.
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The experimental results shown in Chapter 4 were obtained by sequentially polishing a
wafer: a wafer was polished for a set amount of time, measured, polished for an additional
amount of time, and the cycle repeated until the total number of measurement times was
obtained. In contrast, the experimental results shown in Chapter 3 were obtained by pol-
ishing multiple wafers, each for a predetermined and different amount of time. The benefit
to sequentially polishing a single wafer is that it requires fewer materials and there are no
wafer-to-wafer variation effects. The drawback is that there may be startup effects that get
compounded and affect the polish behavior (as discussed in Section A.4.2). All wafers were
measured prior to polishing as well.

A.4.1 Messy data: detecting erroneous measurements

An important step when analyzing a dataset is to confirm that all data points are physically
realistic. Visualization of the oxide thickness vs time curves revealed instances of unphysical
measurement values, namely where the oxide thickness increased in comparison to a previous
measurement time. These unphysical measurements were typically limited to only a few
features and did occur at multiple die locations. The cause of these erroneous measurements
is unknown, and those data points are removed from the dataset.

Figure A.3a shows an example where unphysical measurements were collected on a 2000µ
feature. In particular, this example plot shows a trench oxide profile with a vertical shift
from 60 s to 180 s. A careful decision needs to be made: is it the measurements between
60 s and 180 s that are erroneous, or is it the remaining data points that are erroneous? To
answer that question, the data points need to be compared with measurements from other
features, and it is expected that (for a constant polish time) the trench oxide thickness for a
larger feature should be smaller than for a smaller feature. Using this analysis, Figure A.3b
shows the processed results without those erroneous measurements.

A.4.2 Variation in experimental measurements: thickness
measurements depend on the number of time splits

Experiments suggest that pausing a polish for measurement purposes may affect the polish
behavior. Figure A.4 shows a pair of experiments, where one experiment contained six
measurement times (4 pauses) and the other experiment contained 3 measurement times (1
pause). The plot shows a significant difference in the trench oxide thickness measurements,
despite the two experiments being performed under identical conditions. This suggests that
there may be start-up effects that compound in the scenario with more measurement times.
A possible mechanism for this is related to the pad temperature: when pausing the polish,
the pad temperature is returned to room temperature and hence the pad does not soften
as much. This means that the pad is not able to reach into trenches to the extent that it
would if the pad temperature was allowed to build. A second possible explanation is related
to slurry: it is well known that it may take a few seconds at the start of the polish for the
slurry to equilibrate in the pad-wafer interface [142].
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Figure A.3: Oxide thickness vs polish time plots for a 2000 µm feature. Black corresponds
to active measurements and blue corresponds to trench measurements. The various lines
correspond to replicate measurements performed on neighboring dies. (a) shows the raw
measurements, including nonphysical positive slopes in the trench thickness curves. (b)
shows the same measurements after processing to remove erroneous measurements.

It is important to recognize that experiments may have such start-up effects which the
simulation does not currently capture. Additionally, when comparing simulation predictions
to experimental results, it is important to recognize that the experimental results themselves
may have large variations due to the measurement procedure.

A.5 Material characterization

Dogbone samples of the pad segment and subpad materials were fabricated and tested in
uniaxial tension on an Instron machine. For the pad designs discussed in Chapter 3, the test
results indicated the segment material and subpad material had an average tensile elastic
modulus of 2500 MPa and 1 MPa, respectively. In finite-element simulations, I assume the
high-modulus material to have Poisson’s ratio of 0.3, and the low-modulus material to have
Poisson’s ratio of 0.45 (based on the Poisson’s ratios of similar polymers). Nanoindentation
tests on a Hysitron TriboIndenter TI 900 with a conical tip indicated the high modulus
material to have a surface modulus of 3800 MPa. Tensile tests indicated the high modulus
material to have a yield strength of σY = 58 MPa. Note that the uniaxial tests were per-
formed under tensile conditions, whereas the pad experiences compressive loading, which is
significant since the mechanical properties of polymers may differ when loaded under pure
compression versus when loaded under pure tension. Furthermore, these tests were per-
formed without the presence of slurry and at room temperature, which could further affect



APPENDIX A. EXPERIMENTAL METHODS 111

0 20 40 60 80 100

Time (s)

0

1000

2000

3000

4000

5000

6000

O
x
id

e
 t

h
ic

k
n

e
s
s
 (

A
)

6

3

Number of

measurement times

Figure A.4: Plot of the oxide thickness vs polish time, as measured for two experiments.
Black symbols correspond to the active region and blue symbols correspond to the trench
region. In the experiment that used six measurement times, the trench oxide thicknesses
measurements are higher than in the experiment that used only three measurement times.
Both experiments held all other parameters constant. Error bars correspond to 95% confi-
dence intervals on the mean.

the mechanical properties. Despite those limitations, these experimental material charac-
terizations are still helpful for estimating the simulation parameters, and those parameters
may be further refined in simulation with parameter tuning.

A.6 Calculating planarization efficiency from

experiments

Calculating the planarization efficiency using experimental measurement data collected at
discrete times is a delicate task, since the planarization efficiency decreases over the polish
time. Here, I provide a method for estimating the planarization efficiency using those discrete
time measurements. This method assumes that the active and trench oxide thicknesses were
measured at all measurement times, and that the starting feature step height was measured
before polishing. This method is used in Chapter 3.
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The goal here is to determine the planarization efficiency and step height for individual
feature classes. The fact that measurements occur at multiple times means that the feature
step heights will vary, and it is important to capture the planarization efficiency’s depen-
dence on the step height. For a particular feature, the active and trench oxide thickness
measurements at a given measurement time ti are hiactive and hitrench and the initial step
height is hi=0

step. Here, i = 0 corresponds to the start of the polish, and thus ti=0 = 0 s. The
step height at a given measurement time is given by

histep = hi=0
step +

(
hiactive − hi=0

active

)
−
(
hitrench − hi=0

trench

)
(A.1)

Calculating the planarization efficiency requires knowledge of the material removal rate.
Using a central difference method, the removal rates are calculated as

Ri
active =

hi+1
active − hi−1

active

ti+1 − ti−1
(A.2a)

Ri
trench =

hi+1
trench − h

i−1
trench

ti+1 − ti−1
(A.2b)

Then, using Equation 1.1, the planarization efficiency at a given measurement time is
given by

P.E.i = 1− Ri
trench

Ri
active

= 1− hi+1
trench − h

i−1
trench

hi+1
active − hi−1

active

(A.3)

In both Equation A.2 and Equation A.3, due to the use of the central difference method,
the number of measurement times at which these equations may be used is 2 fewer than the
total number of measurement times, and hence we have i ∈ {1, 2, ..., q}, where q is the total
number of measurement times.

It is important to place error bars on these experimentally determined values. I present
a simple method for determining upper and lower bounds on the step height and planariza-
tion efficiency, and a more rigorous, statistical method could be used with more replicate
measurements. This method proceeds by assuming that the metrology tools have an error
of ±50 Å (based on previous experience with the tools). That error then propagates to the
planarization efficiency as follows:

P.E.i
]

Lower
bound

= 1− hi+1
trench − h

i−1
trench − 100 Å

hi+1
active − hi−1

active + 100 Å
(A.4a)

P.E.i
]

Upper
bound

= 1− hi+1
trench − h

i−1
trench + 100 Å

hi+1
active − hi−1

active − 100 Å
(A.4b)

For the step height, each of the 5 measured quantities in Equation A.1 has a ±50 Å error,
and hence the step height has a ±250 Å error. Note that the planarization efficiency must
be between 0 and 1 (inclusive) and the step height must be nonnegative.
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