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ABSTRACT OF THE DISSERTATION

A Unified Framework with Benchmarks

for Human-like Visual and Relational Reasoning in the Real World

by

Xiaojian Ma

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2023

Professor Song-Chun Zhu, Chair

Cogito, ergo sum. Building machines that can think and reason like humans is a long-

standing goal of AI. Despite the tremendous progress in AI we witnessed in recent years,

it is still not clear whether these learning machines at scale can solve problems that re-

quire sophisticated thinking and reasoning, especially when the problems are also tied to

ontologies (entities, relations) in the real world and raw sensory observations, i.e. visual and

relational reasoning. Further, human-level reasoning and thinking also call for the capability

of generalizing what the machine has learned to problem instances with their novel forms

and combinations. We anticipate such generalization should be possible even with few data

as well as on diverse modalities, e.g . vision, text, embodied 3D scenes, etc, which creates a

significant gap between humans and machines.

This dissertation studies human-like visual and relational reasoning in the real world,

aiming at closing the aforementioned gap between humans and machines. The first part of

this thesis focuses on deepening the current understanding of the limitations of existing ML-

based reasoning systems when compared to humans. To this end, a series of benchmarks are
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developed in hope of examining the full spectrum of anticipated capabilities of these systems,

including zero-shot, few-shot generalization, and adaptation to difficult modalities including

embodied 3D scenes. Based off these new quests for AI reasoning, thorough evaluations are

conducted with recently proposed reasoning systems, and their limitations are discussed.

The second part of this dissertation introduces a unified framework by drawing inspira-

tion from the human language system, which is grounded, entity-centric, semantically rich,

and could be the key to human-level generalization in reasoning [Fod75, Cho06, And18].

Specifically, the problem of learning language-like representations from a generative learn-

ing perspective is investigated. The resulting models can facilitate learning object-centric

representations from images and discrete-continuous hybrid representations from text using

an energy-based formulation. Further, intuitive and scalable inductive biases are developed

to leverage the semantic supervision from the English language to learn object-centric and

relational representations, to directly tackle the challenging zero-shot systematic generaliza-

tion problem in visual and relational reasoning. Finally, what could be the next major move

in the field is highlighted.
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CHAPTER 1

Introduction

I propose to consider the question: ‘Can machine think?’

— A. M. Turing, 1950 [TUR50]

Building a machine that can think and reason like humans is a long-standing goal of AI.

Since the earliest proposal of the Turing Test in 1950, AI has come a long way and it now

can perform tasks that are previously thought to be exclusive to humans. However, despite

the tremendous progress in AI we’ve witnessed in the past decade, the quest of building

a thinking machine is still far from over. Even with the latest advancement in the large-

scale transformer neural networks [VSP17a] that require massive web-scale data to train

tens of billions of parameters [KMK20, BMR20, ADL22], it is still not clear to which extent

these learning systems at scale can replicate human’s extraordinary capability of solving

challenging problems with sophisticated thinking and reasoning [MIB23].

When it comes to thinking and reasoning, what do humans have that machines are

still struggling with? Some studies rooted in cognitive science and developmental psychol-

ogy [Kar94, Car00, Che11, AGP15] have pinpointed some key capabilities drawing the line

between humans and machines. Specifically, humans are capable of:

• Reasoning over complex entities and relations among them that are grounded to the

real world, from raw sensory observations, i.e., visual and relational reasoning.

• Generalizing what they have learned (e.g . concepts, knowledge) to their novel forms

and combinations, and solve the new reasoning problems accordingly with no or very

1
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Figure 1.1: Humans can perform extensive thinking and reasoning in the real world, posing huge

challenges to AI (zoom in for a better view).

few data, i.e., systematic generalization and zero-shot and few-shot learning.

• Adapting the above capabilities to diverse modalities, e.g . images, text, embodied

3D scenes, etc.

Figure 1.1 demonstrates these capabilities, which indeed, create a valley of despair between

humans and machines. Nonetheless, building machines that can mimic these capabilities

could be crucial to not only understanding how human intelligence emerges from a devel-

opmental perspective but also developing general AI and putting it into many real-world

applications & teaming with humans.

The fundamental research question this thesis tries to address is to what extent can we

shrink this gap and therefore pave the way towards building human-level thinking and

reasoning machines. It calls for a joint effort of computer vision, natural language

processing, machine learning, and cognitive science so we can have a better under-

standing of the challenges, and design models that could accommodate how our human think

2



and reason by drawing inspirations from these disciplines. We will describe how we conduct

these efforts in the following sections.

1.1 Benchmarking Real World Human-like Visual and Relational

Reasoning

[computers] are tyrants. They insist on being spoken to in special computer

languages, and act as though they can’t understand a simple English sentence.

— Terry Winograd, 1971 [Win71]

We would like to start with a better understanding of the current AI reasoning through bench-

marking. Despite the importance of filling this gap between humans and machines in terms

of the capabilities illustrated in Figure 1.1, unfortunately, many of these key aspects still re-

main largely untouched in the current computer vision, NLP, multimodal ML, and reasoning

research in general. Let’s break down the literature based off the aforementioned capabili-

ties. 1) visual and relational reasoning in the real world: A majority of visual and relational

reasoning tasks are still using synthetic images [ZGJ19a, NYM20a, SLY17, JHV17], which

makes their generality to the real-world questionable. Some recent work including VQA and

NLVRv2 [AAL15a, GKS17a, SZZ18, MRF19] pioneer real-world evaluations but they lack

complex and abstract concepts & relations required to solving their tasks. GQA [HM19]

combines the best of both worlds with real-world images and sophisticated relations to

reason over. However, it does not offer generalization challenges as many counterparts.

2) generalization and zero-shot/few-shot learning: many zero-shot and few-shot learning

tasks [VBL16, TZD20, KLG18, HPQ20a] only vaguely mention generalization in their eval-

uation protocols and fail to establish a clear benchmark on what exactly is expected to be

generalized; 3) adaptation to diverse modalities: most of the existing visual reasoning bench-

marks [GKS17a, SZZ18, HM19] are only evaluated on images, which limits their applicability

to other modalities such as 3D scenes, etc.
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Motivated by the aforementioned deficiencies of existing works, in Chapter 2 we introduce

Bongard-HOI [JNY22], the first benchmark that combines the best of both worlds: real-world

images, reasoning over complex entities and their relations (human-object interactions, i.e.

HOIs), few-shot learning and explicitly-required zero-shot generalization of the underlying

HOI of the problem, all encapsulated in a minimalist format of the seminal Bongard prob-

lems [Bon68]. Our benchmarking demonstrates the gap between humans and machines on

few-shot visual and relational reasoning and zero-shot generalization, and further suggests

possible future directions including representation learning. Next, we bring visual reasoning

to embodied 3D scenes in Chapter 3, aiming at benchmarking the reasoning capabilities of

embodied agents. The resulting SQA3D dataset [MYZ22] reconciles 3D scene understand-

ing and embodied AI via the proposed embodied scene understanding and reasoning tasks.

The situation-aware, knowledge-intensive reasoning problems impose huge challenges to the

current state-of-the-art reasoning systems, including powerful LLMs like GPT-3 [BMR20].

1.2 A Unified Framework For Human-like Visual and Relational

Reasoning in the Real World

Solving a problem simply means representing it so as to make the solution trans-

parent.

— Herbert A. Simon, 1969 [Sim69]

Our intuition to shrinking the human-machine gap in reasoning is to build a unified frame-

work that draws inspiration from how our humans perceive the world & think and reason

about it. There is rich philosophy, neuroscience, and cognitive science literature on ex-

plaining human thinking [BJ96, DA05, Kar94, AGP15], here we focus on a representation

learning perspective of the infamous Plato’s allegory of the cave [EHR20] and the language

of thought hypothesis [Fod75] (an illustration can be found in Figure 1.2). Frankly, humans

are capable of developing representations out of raw sensory observations of the real-world.
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(a) An illustration of Plato’s alle-

gory of the cave.

(b) An interpretation from the per-

spective of representations.

(c) How will the representa-

tions be like?

Figure 1.2: A representation learning perspective of Plato’s allegory of the cave. Humans can

build mental representations just from raw sensory observations (“shadows”) of the real-world, in

service of thinking, achieving goals, etc. We believe such representations are deeply shaped by our

metal languages [Fod75] and might be the key to human-level reasoning. Graphics are adapted

from [EHR20] (zoom in for a better view).

Such representations are highly structured, arguably shaped by our mental language, which

is believed to closely connect to the language we use. Therefore, language-alike structures

are very likely to be established within our mental representations of the world, empowering

us with extraordinary capabilities of thinking and reasoning as discussed before. In short,

we hypothesize that the representations are:

• Entity-centric. Just like how sentences are composed of words, the representations

are composed by entities abstracted from the raw sensory observations, which provide

the basis for mental processing later on.

• Relational. Upon the grounded entities consolidated in the representations, the prop-

erties of these entities (unary relations) and how they interact with each other (binary

and n-ary relations) should also be infused. This is similar to how the sentences are

enriched with more details.

• Hybrid. There is no doubt that our brain is analog and therefore continuous. But

at the same time, we also anticipate some discrete or categorical aspects to form a
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(a) Entity-centric representa-

tions from real-world images.

(b) Modeling object relations via

patch-based tokenization.
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(c) Coupling EBMs with

categorical variables.

Figure 1.3: Our unified framework aims at mimicking the suggested human mental representations.

The framework is composed of three components: 1) learning entity-centric representations from

real-world images; 2) learning object relations via patch-based tokenization and relational inductive

biases; 3) learning hybrid representations using symbol-vector coupling EBMs.

hybrid system. This effectively reflects how our discrete language system works –

gluing various continuous parts in our brain and body.

The inverse engineering of human metal representation for reasoning ultimately leads

to our unified framework. As demonstrated in Figure 1.3, our framework suggests learn-

ing these representations in a bottom-up fashion. In Chapter 4, we propose an energy-based

generative learning formulation to extract object-centric representation from natural images.

Fueling with a novel inductive bias that helps distinguish the background, the resulting DRC

model [YXM21] robustly identifies the foreground objects and can generalize to new datasets

in a zero-shot fashion. Next, we devise concept-guided contrastive learaning [MNY22] based

off vision transformers [DBK20] that boosts the emergence of better object-centric and re-

lational representations in Chapter 5. Our model reaches state-of-the-art performances in
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challenging visual and relational reasoning datasets without pretraining and further demon-

strates promising results on the hard generalization tests. Finally in Chapter 6, we go back to

the generative perspective of representation learning and tackle the problem of learning hy-

brid representations via symbol-vector coupling EBMs [PHN20]. By reconciling the powerful

diffusion model [HJA20] with the original formulation, we achieve much better performances

in downstream tasks with superior inference efficiency.

The dissertation is structured by the aforementioned two parts of understanding and

tackling the problem of human-like visual and relational reasoning. We summarize our

contributions and envision the possible next moves of this community in the last chapter.
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Part I

Benchmarking Real World

Human-like Visual and Relational

Reasoning
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CHAPTER 2

Bongard-HOI: Human-like Few-shot Visual Reasoning

in the Wild

2.1 Introduction

In recent years, great strides have been made on visual recognition benchmarks, such as

ImageNet [DDS09] and COCO [PH16]. Nonetheless, there remains a considerable gap be-

tween machine-level pattern recognition and human-level cognitive reasoning. Current image

understanding models typically require a large amount of training data yet struggle to gener-

alize beyond the visual concepts seen during training. In contrast, humans can reason about

new visual concepts in a compositional manner from just a few examples [LST15]. To march

towards human-level visual cognition, we need to depart from conventional benchmarks on

closed-vocabulary recognition tasks and aim to systematically examine compositional and

few-shot learning of novel visual concepts.

While existing benchmarks such as miniImageNet [VBL16], Meta-Dataset [TZD20], and

ORBIT [TZD20] have been dedicated to studying few-shot visual learning, they focus on rec-

ognizing object categories instead of the compositional structures of visual concepts, e.g ., vi-

sual relationships. A parallel line of research aims at building benchmarks for abstract reason-

ing by taking inspiration from cognitive science such as RPM (Raven-style Progressive Ma-

trices) [BHS18a, TWC20a] and Bongard-LOGO [Bon68, NYM20b]. In these benchmarks, a

model has to learn concept induction rules from a few examples and the concepts are context-

dependent in each task. However, they use simple synthetic images [BHS18a, NYM20b] or
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positive examples negative examples

ride bicycle !ride bicycle

Query images:

Labels: positive negative

Figure 2.1: Illustration of a few-shot learning instance from our Bongard-HOI bench-

mark. The positive images in the top left part follow the visual relationship of riding a bike

between the person and objects while such a relationship does not exist in the negative examples.

Note that an actual problem in Bongard-HOI contains 6 images of positive examples, 6 negative

examples, and 1 query image, which is different from the illustration here.

focus on basic object-level properties, such as shapes and categories [TWC20a].

Our new benchmark: In this paper, we introduce Bongard-HOI, a new benchmark for

compositional visual reasoning with natural images. It studies human-object interactions

(HOIs) as the visual concepts, requiring explicit compositional reasoning of object-level con-

cepts. Our Bongard-HOI benchmark inherits two important characteristics of the classic
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actions with dogs

actions with oranges

Figure 2.2: Examples of different actions with the same object. From top to bottom, left to

right: washing, walking, and feeding dogs; eating, squeezing, and peeling oranges. To differentiate

these images, we need compositional understanding on both the actions and the objects. We

exploit this to select hard negatives in Bongard-HOI: negative images contain the same object as

the positives, but the actions are different.

Bongard problems (BPs) [Bon68]: 1) few-shot binary prediction, where a visual concept needs

to be induced from just six positive and six negative examples and 2) context-dependent rea-

soning, where the label of an image may be interpreted differently under different contexts.

Furthermore, Bongard-HOI upgrades the original BPs from synthetic graphics to natural

images. Our benchmark contains rich visual stimuli featuring large intra-class variance,

cluttered background, diverse scene layouts, etc. In Bongard-HOI, a single few-shot binary

prediction instance, referred to as BP, contains a set of six positive images and a set of six

negative images, along with query images (see Fig. 2.1 for examples). The task is making

binary predictions on the query images.
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sit on bed straddle bicycle hug person wash car

training set · · ·

wash bicyle sit on bench greet person shear sheep

test set

seen act. seen obj. seen act. unseen obj. unseen act. seen obj. unseen act. unseen obj.

Figure 2.3: Illustration of our four separate test sets for different types of generalization.

We show a few HOI concepts in the training and test sets in the top and bottom row, respectively.

We use the red fonts to denote an object or action class that is available in the training set and

blue fonts indicate those held-on unseen ones in the test set.

We construct the few-shot instances in Bongard-HOI on top of the HAKE dataset [LXH19,

LLL20]. To encourage the explicit reasoning of visual relationships, we use hard negatives to

construct few-shot instances. The hard negatives consist of negatives that contain objects

from the same categories as those contained in the positive sets but with different action

labels. Fig. 2.2 presents some examples of these images. Since both positive and negative

examples contain object instances from the same categories, mere recognition of object cat-

egories is insufficient to complete the tasks. Rather, reasoning about visual relationships

between person and objects is required to solve these few-shot binary prediction problems.

The existence of such hard negatives distinguishes our benchmark from existing visual ab-

stract reasoning counterparts [BHS18a, TWC20a, NYM20b]. Comparisons with different

benchmarks can be found in Table 2.1.

We carefully curate the annotations in HAKE when constructing the few-shot instances.

Recall the visual concept contained in the positive images should not appear in any of the

negative ones. Thus, we have to carefully select the images in both sets. We employ high-

quality annotators from the Amazon Mechanical Turk platform to curate the test set to
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further remove ambiguously and wrongly labeled few-shot instances. In this process, 2.5% of

the few-shot instances in the test set are discarded. We end up with 23K and 15K few-shot

instances in disjoint training and test sets, respectively.

An important goal of the Bongard-HOI benchmark is to systematically study the general-

ization of machine learning models for real-world visual relationship reasoning. To this end,

we introduce four separate test sets to investigate different types of generalization, depend-

ing on whether the action and object classes are seen in the training set. Fig. 2.3 illustrates

their design. This way, we have full control of the overlap between the concepts (i.e., HOIs)

between training and test of few-shot instances. It enables us to carefully examine the gen-

eralization of visual learning models. Ideally, a learning model should be able to generalize

beyond the concepts it has seen during training. Even for unseen HOI concepts, the model

should be able to learn how to induce the underlying visual relationship from just a few

examples.

Establishing baselines: In our experiments, we first examine the state-of-the-art HOI de-

tection models’ performance on this new task, we trained an oracle model with HOITrans [ZWH21b]

on all the HOI categories, including those in the test sets of our Bongard-HOI benchmark,

and output binary prediction on the query image via a majority vote based on HOI detec-

tions. Its accuracy is only 62.46% (with a chance performance of 50%), demonstrating the

challenge of our visual reasoning tasks. We then evaluate state-of-the-art few-shot learning

approaches, including non-episodic and meta-learning methods. We show that the current

learning models struggle to solve the Bongard-HOI problems. Compared to amateur human

testers’ 91.42% overall accuracy, who have access to a few examples of visual relationships be-

fore working on solving our problems, the state-of-the-art few-shot learning model [CWL20]

only has 55.82% accuracy.

The results above lead to this question: why do they perform so poorly? To this end,

we offer a detailed analysis of the results and propose several conjectures. The first one is a

lack of holistic perception and reasoning systems, since models that have only good pattern
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recognition performances, e.g . HOITrans, are likely to fail on our benchmarks. Moreover, we

believe there is a need for additional representation learning, e.g . pre-training, since currently

we only train on binary labels of few-shot instances. Nonetheless, we believe much effort is

still needed to further investigate the challenges brought by our benchmark.

To sum up, this paper makes the following contributions:

• We introduce Bongard-HOI, a new benchmark for few-shot visual reasoning with human-

object interactions, aiming at combining the best of few-shot learning, compositional rea-

soning, and challenging real-world scenes.

• We carefully curate Bonagrd-HOI with hard negatives, making mere recognition of ob-

ject categories insufficient to complete our tasks. We also introduce multiple test sets to

systematically study different types of generalization.

• We analyze state-of-the-art few-shot learning and HOI detection methods. However, ex-

perimental results show their inability on achieving good results on Bongard-HOI. Our

conjectures suggest future research in models with holistic perception-reasoning systems

and better representations.

2.2 Bongard-HOI Benchmark

For a few-shot binary prediction instance in Bonagrd-HOI, it has a set of positive examples

P , a set of negative samples N , and a query image Iq. Images in P depict a certain visual

concept (e.g ., ride bicycle in Fig. 2.1), while images in N do not. In each task, there are

only six images in both P and N . As a result, a human tester or machine learning model

needs to induce the underlying concept from just a few examples. Given the query image

Iq, a binary prediction needs to be made: whether the certain visual concept depicted in P
is available in Iq or not. Later, we will detail how to construct these few-shot instances.
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Table 2.1: An overview of different benchmark datasets covering HOI detection, few-

shot learning, and abstract visual reasoning. In the first row, the abbreviation ctx denotes

context; generalization types indicates if a benchmark includes multiple test splits to examine

different types of generalization. ∗We consider the concept of object counts as compositional while

others such as object attributes and categories not [TWC20a]).

concept
compositional natural few- ctx-dependent hard generalization

#concepts #tasks
concept image shot reasoning negatives types

HAKE [LXH19, LLL20] HOI ✓ ✓ ✗ ✗ ✓ ✗ 600 122.6K

Omniglot [LSG11] shape ✗ ✗ ✓ ✓ ✗ ✗ 50 1.62K

miniImageNet [VBL16] image label ✗ ✓ ✗ ✓ ✗ ✗ 100 60K

Meta-Dataset [TZD20] image label ✗ ✓ ✓ ✗ ✗ ✗ 4,934 52.8M

ORBIT [MZB21] frame label ✗ ✓ ✓ ✗ ✗ ✗ 486 2.69M

RPM [BHS18a] shape ✗ ✗ ✓ ✓ ✗ ✓ 50 11.36M

V-PROM [TWC20a] attributes & counts ✓∗ ✓ ✓ ✓ ✗ ✓ 478 235K

Bongard-LOGO [NYM20b] shape ✗ ✗ ✓ ✓ ✗ ✓ 627 12K

Bongard-HOI (ours) HOI ✓ ✓ ✓ ✓ ✓ ✓ 242 53K

2.2.1 Constructing Bongard Problems

Few-shot instances in Bongard-HOI are constructed with natural images. We choose to

use visual relationships as underlying visual concepts. In our early experiments, we also

studied visual attributes to construct few-shot instances, for example, color and shape of

bird parts [WBW11], facial attributes [LLW15]. But such visual attributes annotations

either require too much domain knowledge for human annotators or are too noisy to curate.

Another option we investigated is scene graph [KOJ17], which is a combination of both

visual relationships and visual attributes. However, there could be too many convoluted

visual concepts in a single image, resulting in ambiguous few-shot instances.

In this paper, we construct few-shot instances on top of the HAKE dataset [LXH19,

LLL20] focusing on human-object interactions. It provides unified annotations following the

annotation protocol in HICO [CWH15a] for a set of datasets widely used for HOI detection,

including HICO [CWH15a], V-COCO [GM15], OpenImages [KRA20], HCVRD [ZWS18],
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and PIC [LLW20]. HAKE has 80 object categories, which are consistent with the vocabulary

defined in the standard COCO dataset [LMB14]. It also has 117 action labels, leading to

600 human-object relationships1.

Denote a concept c = ⟨s, a, o⟩ as a visual relationship triplet, where s, a, o are the class

labels of subject, action, and object, respectively. In this paper, s is always person. We

start with selecting a set of positive images Ic = {I1, . . . } from HAKE that depict such a

relationship. We also need negative images, where the visual concept c is not contained by

them. In specific, we collect another set of images Ic̄ with concept c̄ = ⟨s, ā, o⟩, where ā ̸= a,

meaning that we select hard negatives. As a result, images from both Ic and Ic̄ contain the

same categories of objects and the only differences are the action labels, making it impossible

to trivially distinguish positive images from the negatives by doing visual recognition of object

categories only. Rather, detailed visual reasoning about the interactions of human and

objects are desired. Fig. 2.2 illustrates the difficulties introduced by the hard negatives.

Finally, as an entire image may contain multiple HOI instances, we use image regions (crops)

around each HOI instance instead of the original image to ensure only a single HOI instance

is presented in a single image.

Next, we need to sample few-shot instances from the positive images Ic and the negatives

Ic̄. We randomly sample images to form P ,N , and a query image Iq. Two parameters control

the sampling process: M , the number of images in P and N (M = 6 in Bongard-HOI), and

the overlap threshold τ , indicating the maximum number of overlapped images between two

few-shot instances. We want to sample as many few-shot instances as possible, but we also

need to avoid significant image overlap between few-shot instances, which limits the diversity

of the data. We end up setting τ = 3 and τ = 2 for training and test sets, respectively. More

details can be found in the supplementary material.

1Some combinations of objects and actions are infeasible.
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2.2.2 Data Curation

Although the HAKE dataset [LXH19, LLL20] has provided high-quality annotations, we

found that curations are still needed to construct few-shot instances. Recall, to sample

negative images, we assume a particular action is not depicted in them. In HAKE, an

image region may have multiple action labels. Naively relying on the provided annotations

is problematic as the action labels are either not manually exclusive or not exhaustively

annotated. We hire high-quality testers on the Amazon Mechanical Turk (MTurk) platform,

who maintain a good job approval record, to curate existing HOI annotations. We discuss

the data curation process in detail and show visual examples in detail in the supplementary

material.

After the aforementioned data curations, each image region is assigned to a single action

label, describing the most salient visual relationship. With the curated annotations, action

labels between a person and objects of a certain category are mutually exclusive so that

we can significantly reduce the ambiguity when constructing few-shot instances. Finally, we

hire high-quality testers on the MTurk platform to further remove the ambiguous few-shot

instances in the test set. Every single few-shot instance is assigned to three independent

testers. We compare their responses with the ground-truth labels and discard about 2.5%

few-shot instances where none of the three testers correctly classifies the query images. In the

end, we report the accuracy of human testers on those left unambiguous few-shot instances

as a human study to examine human-level performance on our Bongard-HOI benchmark,

where the average accuracy is 91.42%.

2.2.3 Generalization Tests

Transferring the knowledge that an agent has seen and learned is a hallmark of visual in-

telligence, which is a long-stand goal for the entire AI community. It is also a core focus

of the Bongard-HOI benchmark. Following [BHS18a], we provide multiple test splits to in-

vestigate different types of generalization, aiming at a systematic understanding of how the
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tested models generalize on our benchmark. Specifically, the visual concept we consider in

Bongard-HOI is an HOI triplet ⟨s, a, o⟩ and we have two variables of freedom: action a and

object o. Therefore, by controlling whether an action or object is seen during training, we

can study generalization to unseen actions, unseen objects, or a combination of two. We end

up introducing four separate test sets, as shown in Fig. 2.3. We provide detailed statistics

on our training and test sets in the supplementary material.

Ideally, after learning from examples of sit on bed, a machine learning model can quickly

grasp the concept sit on bench. More importantly, such a model should learn how to

learn from just a few examples, so that they can still induce the correct concept (visual

relationship) in the most challenging cases, where both actions and objects are not seen

during training (e.g ., shear sheep).

2.3 Possible Models for Bongard-HOI

There are many possible ways of tackling Bongard-HOI, such as few-shot learning, conven-

tional HOI detection, etc. We are particularly interested in investigating few-shot learning

methods, as our benchmark requires the learner to identify the visual concept with very few

samples (positive and negative images in P and N , respectively). To further improve the

few-shot learning methods, we consider encoding the images with Relation Network [SRB17],

aiming at better compositionality in the learned representations. Finally, we introduce an

oracle model to testify whether Bongard-HOI can be trivially solved using state-of-the-art

HOI detection models.

2.3.1 Few-shot Learning in Bongard-HOI

We start with a formal definition of the few-shot learning problem in Bongard-HOI. Specifi-

cally, each task includes multiple few-shot instance with N = 2 classes and 2M samples, i.e.,

the model learns from a training set S = P ∪N = {(IP1 , 1), . . . , (IPM , 1), (IN1 , 0), . . . , (INM , 0)}
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and is evaluated on a query image (Iq, yq). Each example (I, y) includes an image I ∈
RH×W×3 and a class label y ∈ {0, 1}, indicating whether I contains the visual concepts de-

picted in P . In Bonagrd-HOI, we set M = 6 as our default parameter and therefore each

few-shot instance is “2-way, 6-shot”. Following [TZD20], we propose to solve these few-shot

prediction instances with the following two families of approaches: Non-episodic meth-

ods. In these methods, a simple classifier is trained to map all the images in a few-shot

instance (including images in P , N , and the query image) to the class of the query. The

classifier can be parameterized as a neural network over some learned image embeddings,

i.e. representations produced by convolutional neural networks (CNNs). In other words, we

view each few-shot instance as a single training sample (
⋃2M+1
i=1 Ii, yq) rather than a few-shot

instance with multiple training samples (I, y). Our experiments cover two different ways

to encode the images: CNN and Wide Relational Network (WReN) [BHS18a, NYM20b].

Meta-learning methods. These methods adopt the episodic learning setting, i.e., they

learn to train a classifier using 2M samples from S and evaluate their trained classifier on

the query (Iq, yq). In general, their objective (also called meta-objective) is to minimize the

prediction error on the query. Different meta-learning methods have their own ways to build

the classifier and optimize the meta-objective. In our experiments, we consider the follow-

ing state-of-the-art methods: 1) ProtoNet [SSZ17], a metric-based method; 2) MetaOptNet

[LMR19] and ANIL [RRB20], two optimization-based approaches. Moreover, we also use

a strong baseline meta-learning model, Meta-Baseline [CWL20], which reports competitive

results in many few-shot prediction tasks. We refer readers to the related papers for more

details.

2.3.1.1 Image Encoding with Relational Network

As mentioned above, representation learning of the input images can be crucial to the success

of few-shot learning methods on Bongard-HOI. As our benchmark demands learning com-

postional concepts (HOIs), simply feeding an image into a Convolutional Neural Network
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Figure 2.4: Class-agnostic (objectness) detections. We show the detections from our class-

agonostic detector (in green) and ground-truth human and object boxes (in red).

(CNN) is not optimal. To this end, we propose to use the Relational Network [SRB17], which

shows promising compositional reasoning accuracy on a Visual Question Answering (VQA)

benchmark [JHM17], to explicitly encode the compositionality of visual relationships. In

specific, the feature representations of the image I is computed as

RN(I) = fϕ ◦
∑

i,j

gψ (concat(hθ(oi, I), hθ(oj, I))) ,

where oi and oj are two detected objects of the image I, provided by ground truth object

annotations or a pre-trained object detector like Faster R-CNN [RHG17]. hθ denotes the

RoI Pooled features of oi from a ResNet backbone [HZR16] followed by a MLP (multi-layer

perceptron) [RHG17], which is parameterized by θ. gψ and fϕ are two additional MLPs.

A challenge we are facing is the unseen object categories in the test sets. Since the object

detector has to be pre-trained on a dataset without the unseen object categories, it is likely

to fail on our test set where images could contain objects belonging to these categories. To

tackle this issue, we train a binary class-agnostic (objectness) detection model instead to

get oi and oj. Class-agnostic object detections are shown in Fig. 2.4. As we can see, all

objects of interest have been successfully detected. But at the same time, there are a lot of

other distracting ones, such as the bench and the wagon in the left image of Fig. 2.4. This

is a unique challenge of dealing with visual reasoning over real-world images. We devote

discussions to it in the experiment section.
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2.3.2 Oracle

One may wonder if our Bongard-HOI benchmark could be trivially solved using the state-of-

the-art HOI detection model. To address this concern, we develop an oracle model resorting

to the HOITrans [ZWH21b], which is based on the Transformer model [VSP17b] and reports

state-of-the-art accuracy on the HICO [CWH15a] and V-COCO [GM15] benchmarks. In

specific, let’s denote the HOI detections in the P and N as DP and DN , respectively. DP

contains the detections from all of the images in the P , defined as DP = {cPi }NP
i=1, where cPi

is a HOI triplet introduced in Section 2.2.1. NP is the total number of detections. Note

that there may be multiple or no detections for a single image. Similarly, DN is defined as

DN = {cNi }NN
i=1. According to the property of Bongard-HOI, the visual concept cP should

only appear in the P , not in the N . We, therefore, compute cP as

cP = majority vote(DP −DN),

where − is the set operator for set subtraction. Here we first exclude the HOIs detected in

N from DP , then the majority of the remaining HOIs will be viewed as the visual concept

cP . Given the detections Dq = {cqi}
Nq

i=1 for the query image Iq, our prediction y becomes

y =





1, if cP ∈ Dq,
0, otherwise.

Discussions of how to deal with the corner cases, e.g ., majority vote returns more than 1

concept, Dq is empty, etc, are provided in the supplementary material. We illustrate how

this model works in Fig. 2.5, where we show HOI detections in each image.

We call it our oracle model as it has privileged information, i.e., the entire HOI action &

object vocabulary, including those held-out ones in the test set. As we shall we in Section 2.4,

such an oracle model still struggles on our Bongard-HOI benchmark, achieving only 62.46%

accuracy on average, which is far below the human-level performance of 91.42%. It suggests

that our Bongard-HOI benchmark is not trivial to solve.
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P N

Query images:

Predictions: positive negative

Figure 2.5: Illustration of our oracle model. We first generate some detections for all the

images using HOITrans [ZWH21b]. Note that some images may not have any detection at all.

According to the detections in the P and N , the common concept is eat donut. As a result, in

the bottom row, the first query image is considered to be positive as its HOI detections contain

eat donat. The second query image is negative. Zoom in for the best view.
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2.4 Experiments

2.4.1 Implementation Details

We benchmark the models introduced in Section 2.3 on Bongard-HOI to test their perfor-

mance on human-level few-shot visual reasoning. We use a ResNet50 [HZR16] as an encoder

for the input images. We consider different pre-training strategies: 1) no pre-training at

all (scratch), 2) pre-trained on the ImageNet dataset with manual labels [DDS09], and 3)

latest self-supervised approach [CFG20] pre-trained on ImageNet but without manual la-

bels. We train an Faster R-CNN [RHG17] class-agnostic objectness detection model on the

COCO dataset [PH16] using a ResNet101 [HZR16] pre-trained on ImageNet [DDS09] as the

backbone. We use the RoIPool operation [RHG17] to get feature representations for each

bounding box. We also use ground-truth bounding boxes provided in HAKE [LXH19] as

input to diagnose the effectiveness of the visual perception. In addition to RoIPooled re-

gion features, we also concatenate each bounding box’s normalized coordinates (center and

spatial dimensions) as spatial information to the Relational Network encoder introduced in

Section 2.3.1.1.

2.4.2 Quantitative Results

The quantitative results of different models on our Bongard-HOI benchmark can be found

in Table 2.2. We make the following observations: First of all, despite the overall difficulties

brought by our benchmarks, most models perform worse on the challenging test splits, where

actions and/or object categories are completely unseen during training. This observation

aligns well with our hypothesis, i.e. existing machine learning approaches can be limited

in terms of generalizing beyond training concepts. It also echos the findings in Bongard-

LOGO [NYM20b], a dataset studying a similar problem with synthetic images. Second,

meta-learning approaches generally tend to perform better than non-episodic counterparts,

which can be on par with or even worse than random guesses (50% chance). We hypothesize
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Table 2.2: Quantitative results on the Bongard-HOI benchmark. All the models use a

ResNet50 as the image encoder. For the input of bounding boxes (bbox), we consider two options:

from an object detection model (det) and ground-truth annotations (gt). For the ResNet50 encoder,

we experiment with different pre-training strategies: no pre-training at all (scratch), pre-trained

on the ImageNet dataset with manual labels (IN), and state-of-the-art self-supervised approach

MoCoV2 [CFG20]. (* denotes that we are unable to get meaningful results; # indicates that the

trained model has a run-time error during the inference stage since the condition of the QP solver

can not be satisfied).

bbox pre-train

test set

avg.seen act., seen act., unseen act., unseen act.,

seen obj. unseen obj. seen obj. unseen obj.

CNN-Baseline [NYM20b] - scratch 50.03 49.89 49.77 50.01 49.92

WReN-BP [BHS18a, NYM20b] - IN 50.31 49.72 49.97 49.01 49.75

ProtoNet* [SSZ17] det IN - - - - -

ProtoNet [SSZ17] gt IN 58.90 58.77 57.11 58.34 58.28

MetaOptNet# [LMR19] det IN - - - - -

MetaOptNet [LMR19] gt IN 58.60 58.28 58.39 56.59 57.97

ANIL [RRB20] det IN 50.18 50.13 49.81 48.83 49.74

ANIL [RRB20] gt IN 52.73 50.11 49.55 48.19 50.15

Meta-Baseline [CWL20] det scratch 54.61 53.79 54.58 53.94 54.23

Meta-Baseline [CWL20] det MoCoV2 55.23 54.54 54.32 53.11 54.30

Meta-Baseline [CWL20] det IN 56.45 56.02 55.60 55.21 55.82

Meta-Baseline [CWL20] gt IN 58.82 58.75 58.56 57.04 58.30

HOITrans [ZWH21b] (oracle) - - 59.50 64.38 63.10 62.87 62.46

Human (Amateur) - - 87.21 90.01 93.61 94.85 91.42

the reason to be the focus on learning to learn in these methods, which is essentially required

to solve the few-shot instances in the Bongard-HOI benchmark, especially for the challenging

test splits with novel categories. Similar observations have also been made in Bongard-
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LOGO. Moreover, some meta-learning models are distracted by bounding boxes provided by

an object detection model. We will discuss this issue in the next section.

Surprisingly, the oracle model (HOITrans) also struggles on our tests with an aver-

aged accuracy of 62.46%, albeit being trained with direct HOI supervision and all ac-

tion&object categories. It suggests a clear gap between the existing HOI detection datasets,

e.g . HAKE [LXH19] and Bongard-HOI, where the latter one requires capabilities beyond

perception, e.g . HOI recognition. Rather, a model might also need context-dependent rea-

soning, learning-to-learn from very few examples, etc., to perform well on our benchmarks.

Finally, machine learning models still largely fall behind amateur human testers (e.g .,

55.82% of Meta-Baseline vs 91.42%). While we only give human testers a couple of exam-

ples about visual relationships before they start working on solving Bongard-HOI, they can

quickly learn how to induce visual relationships from just a few examples, reporting an aver-

age 91.42% accuracy on our Bongard-HOI benchmark. Particularly, there are no significant

differences for the different subsets of the test set. We hope our findings will foster more

research efforts on closing this gap.

2.4.3 Discussions

We need holistic perception and reasoning. Our work suggests that the significant

challenges in current visual reasoning systems lie in both the reliability of perception and

the intricacy of the reasoning task itself. Models that have only good pattern recognition

performances are likely to fail on our benchmarks. Rather, an ideal learner needs to integrate

visual perception in natural scenes and detailed cognitive reasoning as a whole. This marks

our key motivation to propose Bongard-HOI as the first step towards studying these two

problems holistically.

Pre-training improves performances. Intuitively, models for Bongard-HOI might need

additional representation learning, e.g . pre-training, since currently we only train on binary

labels of few-shot instances. We can see from Table 2.2 that pre-training is very helpful.
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Compared to no pre-training, using either manual labels or self-supervision leads to a per-

formance boost. In particular, the self-supervised pre-training [CFG20] does not use any

manual labels for supervision. Yet it can produce better results than learning from scratch.

Visual perception matters in Bongard-HOI. Finally, an imperfect perception could still

be a major obstacle here. Different from Bongard-LOGO [NYM20b] which uses synthetic

shapes instead, Bongard-HOI studies visual reasoning on natural scenes, which often contain

rich visual stimuli, issuing such as large intra-class variance and cluttered background also

present challenges to reliable visual perception on which reasoning is based. In our case,

bounding boxes produced by an object detection model can be inevitably noisy. Some

meta-learning models, including ProtoNet [SSZ17], have difficulties inducing the true visual

relationships. For MetaOptNet [LMR19], although we can finish training, we constantly

encounter run-time errors where the condition of the QP solver is not satisfied during the

inference stage. Instead, when taking clean ground-truth bounding boxes as input, all of

these approaches produce better accuracy. Note that using ground-truth bounding boxes

only serves as an oracle, which does not indicate the models’ authentic performance.

2.5 Related Work

Visual relationship detection benchmarks.. Various benchmarks are also dedicated for

visual relationship recognition and detection, particularly for human-centric relationships

(i.e., HOI). In the seminal work of Visual Genome [KOJ17], scene graph annotations, in-

cluding relationships of different objects, are provided. A subset of the annotations is used in

VRD [LKB16] to focus on visual relationship detection. In a recent effort, large-scale visual

relationships are provided in the Open Images dataset [KRA20]. HOI, is of particular inter-

est to understand the interactions of humans and other objects. A lot of HOI benchmarks,

such as HICO [CWH15a], COCO-a [RP15], vCOCO [GM15], and HOI-COCO [HBQ21],

are built on top of the object categories provided in the COCO dataset [LMB14]. The

MECCANO [RFL21] dataset focuses on human-object interactions in egocentric settings
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and industrial scenarios. Ambiguous-HOI [LLL20] is part of the HAKE project [LXH19],

where the focus is human activity understanding with a large-scale knowledge base and visual

reasoning.

Although our Bongard-HOI benchmark is built on top of the dataset HAKE [LXH19], it

differs from the existing visual relationship and HOI benchmarks, since we focus on human-

level cognitive reasoning instead of recognition. To solve Bongard-HOI, one might not

need to explicitly name the underlying visual relationship but does need to induce the HOI

from a few images and perform context-dependent reasoning. Our results also suggest that

Bongard-HOI cannot be trivially solved by the state-of-the-art models on these datasets,

e.g . HOITrans [ZWH21b].

Few-shot and meta learning models. Few-shot learning aims at learning from a lim-

ited number of training samples [Fe 03, KZS15]. With the goal of extracting the generic

knowledge across tasks and generalizing to a new task using task-specific information, meta-

learning (or learning-to-learn) [HYC01] becomes one of the leading approaches to deal with

the few-shot learning problems. In general, meta-learning methods are divided into three

categories: 1) memory-based methods, such as MANN [SBB16] and SNAIL [MRC18], 2)

metric-based methods, such as Matching Networks [VBL16] and ProtoNet [SSZ17], and 3)

optimization-based methods, such as MetaOptNet [LMR19] and ANIL [RRB20].

These meta-learning methods have been evaluated on several commonly used few-shot

learning benchmarks, including miniImageNet [VBL16] and tieredImageNet [RTR18]. Al-

though state-of-the-art meta-learning algorithms have achieved excellent performance on

these standard few-shot image classification benchmarks, whether these approaches can gen-

eralize to tasks where the concepts to learn (in a few-shot manner) are compositional, e.g .

visual relationships rather than simple object categories is unknown [KLG18, HPQ20a]. In

other words, existing benchmarks fail to account for the challenging problem of generalizing

to new compositional concepts in few-shot learning. Therefore, with a focus on the more

challenging visual concepts of visual relationships, we propose Bongard-HOI to serve as a
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new benchmark for the few-shot learning methods. We believe that our benchmark can fos-

ter the development of new few-shot learning, especially meta-learning algorithms to achieve

better performances on learning and generalizing with compositional concepts. Abstract

visual reasoning benchmarks. Inspired by cognitive studies, several benchmarks have

been built for abstract reasoning, highlighting cognitive abstract reasoning. Notable exam-

ples include compositional question answering [JHM17, MNY22], physical reasoning [BMJ19,

YGL20], math problems [SGH19], and general artificial intelligence [Cho19, XMY21a]. The

most relevant to our benchmark are RPM [BHS18a, ZGJ19a], its variant with natural im-

ages [TWC20a], and Bongard problems with synthetic shapes [NYM20b] and physical prob-

lems [WR12]. While most of them consider synthetic images [BHS18a, NYM20b, WR12],

our Bongard-HOI benchmark studies cognitive reasoning on natural images, which impose

unique challenges due to the difficulty of visual perception. Moreover, we use human-object

interaction as the underlying concepts to construct few-shot instances, which require explicit

compositional concept learning in a few-shot manner, compared to the object categories and

shapes [TWC20a]. Moreover, the existence of hard negatives in the few-shot instances makes

our benchmark more challenging.

2.6 Conclusion

In this paper, we introduced the Bongard-HOI benchmark focusing on the few-shot learning

and the generalization with compositional concepts in real-world visual relationship rea-

soning. Drawing inspirations from the classic Bongard problems [Bon68], we constructed

few-shot instances using the visual relationships between humans and objects as the under-

lying concepts. Our benchmark is built on top of an existing HOI dataset, HAKE [LXH19],

where we carefully curated the provided annotations to construct the few-shot instances.

We benchmarked state-of-the-art few-shot learning methods, including both non-episodic

and meta-learning approaches. Our findings suggested that current machine learning models

still struggle to generalize beyond concepts that they have seen during the training process.
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Moreover, natural images in our benchmark contain rich stimuli, imposing great challenges

to the machine learning models in the real-world visual relationship reasoning tasks. By

building the Bongard-HOI benchmark, we hope to foster research efforts in real-world vi-

sual relationship reasoning, especially in holistic perception-reasoning systems and better

representation learning.

2.A More details on the Bongard-HOI Benchmark

2.A.1 Constructing Bongard Problems

Given positive images Ic that depict a certain relationship c = ⟨s, a, o⟩ and and negative

images Ic̄ that does not, we need to sample few-shot instances from them. We randomly

sample images to form P , N , and a query image Iq. Two parameters control the sampling

process: M , the number of images in P and N (M = 6 in Bongard-HOI), and the overlap

threshold τ , indicating the maximum number of overlapped images between two few-shot

instances. We want to sample as many few-shot instances as possible, but we also need to

avoid significant image overlap between few-shot instances, which limits the diversity of the

data. We set τ = 3 and τ = 2 for training and test sets, respectively.

2.A.2 Data Curation

Although the HAKE dataset [LXH19] has provided high-quality annotations, we found that

curations are still needed to construct the Bongard problems (few-shot instances) for our

Bongard-HOI benchmark. Recall, to sample negative images, we assume a particular action

is not depicted in them. In HAKE, an image region may have multiple action labels. Naively

relying on the provided annotations is problematic as the action labels are either not manually

exclusive or not exhaustively annotated. We show different cases of data curations in Fig. 2.6

and discuss them in details as follows.
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scratch, pet eat, hold drive eat lie on

carry, hold jump, ride stand on check inspect

(a) (b) (c) (d) (e)

Figure 2.6: Samples of annotations where curations are needed. For each image region, its

annotated action labels are show on its top and bounding boxes corresponding to the person and

object are shown for visualization purpose. From left to right: (a) similar actions, (b) hierarchical

annotations, (c) hard-to-see objects, (d) extrapolating annotations, and (e) inaccurate or confusing

annotations.

Similar actions. Although some action labels may convey different semantic meanings, for

some certain object categories, they look visually similar and indistinguishable. As shown

in Fig. 2.6(a), scratch cat and pet cat are hard to differentiate visually. If we simply

use images of scratch cat as negatives to construct few-shot instances for pet cat, such

few-shot instances are ambiguous, as it violates the basic assumption that the visual concept

depicted in the Set A is not available in the Set B. We therefore simply merge such similar

action labels to reduce the visual ambiguity.

Hierarchical actions. Action labels are inherently hierarchical. For example, as shown

in Fig. 2.6(b), eat carrot very likely also means hold carrot visually. There are two

problems to construct few-shot instances with multiple hierarchical action labels associated

with the same image region. First of all, as we previously explained, using images of eat

carrot as negatives for hold carrot may cause ambiguity. More importantly, there is the
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visual specificity issue. People tend to focus on capturing the most salient actions in an

image, which are usually the parent actions (eat carrot in this case). In our preliminary

experiments, images of eat carrot were used as positives for hold carrot to construct

few-shot instances. We found that it caused a lot of confusion for human testers. To this

end, we merge such hierarchical action labels for the same region, keeping the parent action

labels only.

Hard-to-see objects. In some cases, the person or the objects in image regions are hard

to see. For example, in Fig. 2.6(c), the person with the action label stand on boat is hard

to see clearly. On the one hand, it causes significant challenges for a visual perception

system (e.g ., [HGD20]) to accurately localize the meaningful objects. At the same time, it

also imposes difficulty for annotators to accurately annotate the image region. We simply

discard all image regions with hard-to-see objects.

Extrapolating actions. Actions are continuous. As a result, annotators tend to ex-

trapolate the action label given a single image, instead of describing the current state the

action. For example, as we can see in the top row of Fig. 2.6(d), the eat action is about

to happen. Yet, the action is different from a normal hold banana without any indication

of eat. To distinguish different scenarios, we introduce hold not about to eat banana,

hold and about to eat banana, and eat banana. In this way, all the actions are mutually

exclusive. We can sample image regions for form few-shot instances without worrying about

causing ambiguity.

Inaccurate or confusing actions. In some rare cases, the annotations in HAKE are

inaccurate or confusing, as shown in Fig. 2.6(e). We modify the action labels if such a image

region depicts a clear action label. Otherwise we discard such regions to avoid introducing

ambiguity to sampled few-shot instances.

MTurk data curation. After performing the aforementioned data curations, each image

region is assigned to a single action label, describing the most salient content. Such action

labels are mutually exclusive so that we can significantly reduce the ambiguity when con-
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seen object unseen object

seen action 99 / 5008 36 / 5002

unseen action 20 / 3402 12 / 3775

(a) validation set

seen object unseen object

seen action 102 / 4476 27 / 4562

unseen action 21 / 3291 16 / 1612

(b) test set

Table 2.3: Number of concepts and few-shot instances in the validation and test sets.

Depending on whether an action and object is seen during the training, we divide the validation and

test sets into four categories, where we can study the systematic generalization of machine learning

models. For each category, we show number of concepts (combinations of action and object) and

number of few-shot instances.

structing few-shot instances. Finally, we hire high-quality testers on the Amazon Mechanical

Turk (MTurk) platform, who maintain a good job approval record, to curate the testing set

to further remove the ambiguous few-shot instances. Every single BP is assigned to three

independent testers. We compare their responses with the ground-truth labels and disard

about 2.5% few-shot instances where none of the three testers correctly classifies the query

images.

2.A.3 Dataset statistics

Our Bongard-HOI benchmark provides disjoint training, validation, and testing sets. In

specific, there are 118 concepts (visual relationships) and 21,956 few-shot instances in the

training set. There are 17,184 and 13,941 few-shot instances in the validation and testing set,

respectively, corresponding to 167 and 166 visual concepts. Detailed distribution of concepts

and few-shot instances among different generalization types are provided in Table 2.3.
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Visual concept: <person, drink with, cup>

Positive examples Negative examples Query

label: negative (0)

(a)

Visual concept: <person, hold but not drink with, cup>

Positive examples Negative examples Query

label: positive (1)

(b)

Figure 2.7: Illustration of the context-dependent reasoning property of the Bongard

problems (few-shot instances) in our Bongard-HOI benchmark. Two instances are shown

here with their underlying visual concepts (relationships) displayed on top with red color. The

same query image receives two different labels (negative in the top and positive in the bottom)

among different context (i.e., positive and negative examples).
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P N

x

Query images:

Predictions: positive negative

Figure 2.8: Illustration of our oracle model. The concept in P is wash car.

2.A.4 Illustration about the Context-Dependent Reasoning Property

Two Bongard problems (few-shot instancess) are shown in Fig. 2.7. For the same query

image, among different context (i.e., positive and negative examples), it receives different

classification labels. This context-dependent reasoning property distinguishes our Bongard-

HOI benchmark from other few-shot learning ones, where an image always has a fixed label.

2.B More details on the oracle model

We first review how our oracle model works. Denoting the HOI detections in the P and N
as DP and DN , respectively. DP contains the detections from all of the images in the P ,

defined as DP = {cPi }NP
i=1, where cPi is a HOI triplet. NP is the total number of detections.

Note that there may be multiple or no detections for a single image. Similarly, DP is defined

as DP = {cPi }NP
i=1. According to the property of Bongard-HOI, the visual concept cP should
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P N

Query images:

Predictions: positive negative

Figure 2.9: Illustration of our oracle model. The concept in P is ride car.

only appear in the P , not in the N . We, therefore, compute cP as

cP = majority vote(DP −DN),

where − is the set operator for set subtraction. Given the detections Dq = {cqi}
Nq

i=1 for the

query image Iq, our prediction y becomes

y =





1, if cP ∈ Dq,
0, otherwise.

We now discuss some possible corner cases where the main paper does not cover.

What if majority vote return multiple concepts? In this case, we simply enumerate
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each of them when making predictions for y. The predicted y will be 1 as long as at least

one returned concepts present in Dq; otherwise it will be 0.

What if DP , DN or Dq is empty? In case when DP is empty, we view this example as an

failure case for our oracle model, as it does not induce the right concept as expected. On the

contrary, it’s totally fine that DN , meaning that no detection need to be removed from DP .

Finally, how we handle the case when Dq is empty depends on the true label y⋆. If y⋆ is 1,

then we view this example as an failure case. But we will make the prediction an automatic

success if y⋆ is 0, since our oracle model finds there is no ground truth concept presenting in

the query, which should be the right prediction.

We show successful cases of our oracle model in Fig. 2.8 and Fig. 2.9. A failure case is

shown in Fig. 2.10.
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P N

Query images:

Predictions: negative (wrong) negative

Figure 2.10: A failure of our oracle model. The concept in P is eat cake. The HOITrans

model [ZWH21a] incorrectly recognizes the first query image as hold cake (which should be eat

cake). As a result, it makes a wrong prediction for the first query image.
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CHAPTER 3

Reconciling the Quest of Embodied AI and Scene

Understanding: the SQA3D benchmark

Description Sitting at the edge of the bed and
facing the couch.

Question q : Can I go straight to the coffee table in
front of me?

Scene context : 3D scan, egocentric video, bird-
eye view (BEV) picture, etc.

Answer : No

Location (optional):

t t+1

txts

poss rot,s

: a

Figure 3.1: Task illustration of Situated Question Answering in 3D Scenes (SQA3D). Given scene

context S (e.g ., 3D scan, egocentric video, bird-eye view picture), SQA3D requires an agent to first

comprehend and localize its situation (position, orientation, etc.) in the 3D scene from a textual

description stxt, then answer a question q under that situation. Note that understanding the

situation and imagining the corresponding egocentric view correctly is necessary to

accomplish our task. We provide more example questions in Figure 3.2.

3.1 Introduction

In recent years, the endeavor of building intelligent embodied agents has delivered fruitful

achievements. Robots now can navigate [AWT18] and manipulate objects [LML19, SKM19,
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SMF22, ABB22] following natural language commands or dialogues. Albeit these promis-

ing advances, their actual performances in real-world embodied environments could still fall

short of human expectations, especially in generalization to different situations (scenes and

locations) and tasks that require substantial, knowledge-intensive reasoning. To diagnose

the fundamental capability of realistic embodied agents, we investigate the problem of em-

bodied scene understanding, where the agent needs to understand its situation and the

surroundings in the environment from a dynamic egocentric view, then perceive, reason, and

act accordingly, to accomplish complex tasks.

What is at the core of embodied scene understanding? Drawing inspirations

from situated cognition [Gre98, AGR00], a seminal theory of embodiment, we anticipate it

to be two-fold:

• Situation understanding. The ability to imagine what the agent will see from arbitrary

situations (position, orientations, etc.) in a 3D scene and understand the surroundings

anchored to the situation, therefore generalize to novel positions or scenes;

• Situated reasoning. The ability to acquire knowledge about the environment based on

the agents’ current situation and reason with the knowledge, therefore further facilitates

accomplishing complex action planning tasks.

To step towards embodied scene understanding, we introduce SQA3D, a new task that

reconciles the best of both parties, situation understanding, and situated reasoning, into

embodied 3D scene understanding. Figure 3.1 sketches our task: given a 3D scene context

(e.g ., 3D scan, ego-centric video, or bird-eye view (BEV) picture), the agent in the 3D scene

needs to first comprehend and localize its situation (position, orientation, etc.) from a textual

description, then answer a question that requires substantial situated reasoning from that

perspective. We crowd-sourced the situation descriptions from AMT, where participants are

instructed to select diverse locations and orientations in 3D scenes. To systematically exam-

ine the agent’s ability in situated reasoning, we collect questions that cover a wide spectrum

of knowledge, ranging from spatial relations to navigation, common sense reasoning, and
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Figure 3.2: Examples from SQA3D. We provide some example questions and the corresponding

situations (stxt and ) and 3D scenes. The categories listed here do not mean to be exhaustive

and a question could fall into multiple categories. The green boxes indicate relevant objects in

situation description stxt while red boxes are for the questions q.

Embodied activities Navigation Common sense Multi-hop reasoning

𝒔txt: Standing in front of the
sink and facing the towels.
𝒒: Can I see myself in the
mirror?
𝒂: No

𝒔txt: Working by the desk and
the window is on my right.
𝒒: How many chairs will I pass
by to open the window from
other side of the desk?
𝒂: Three

𝒔txt: Just looking for some
food in the fridge.
𝒒: Which direction should I go
to heat my lunch?
𝒂: Right

𝒔txt: Playing computer games
and the window is on my right.
𝒒: How many monitors are
there on the desk that the chair
on my left is facing?
𝒂: One

multi-hop reasoning. In total, SQA3D comprises 20.4k descriptions of 6.8k unique situations

collected from 650 ScanNet scenes and 33.4k questions about these situations. Examples of

SQA3D can be found Figure 3.2.

Our task closely connects to the recent efforts on 3D language grounding [DCS17, CCN20,

CGN21, HLZ21, AAX20, WCL22, AMK22]. However, most of these avenues assume observa-

tions of a 3D scene are made from some third-person perspectives rather than an embodied,

egocentric view, and they primarily inspect spatial understanding, while SQA3D examines

scene understanding with a wide range of knowledge, and the problems have to be solved

using an (imagined) first-person view. Embodied QA [DDG18, WDM19] draws very sim-

ilar motivation as SQA3D, but our task adopts a simplified protocol (QA only) while still

preserving the function of benchmarking embodied scene understanding, therefore allowing

more complex, knowledge-intensive questions and a much larger scale of data collection.

Comparisons with relevant tasks and benchmarks are listed in Table 3.1.

Benchmarking existing baselines: In our experiments, we examine state-of-the-art

multi-modal reasoning models, including ScanQA from [AMK22] that leverages 3D scan
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data, ClipBERT [LLZ21] and MCAN [YYC19a] that exploits egocentric videos and BEV

pictures. However, the results unveil that both models still largely fall behind human perfor-

mances by a large margin (47.2% of the best model vs. 90.06% of amateur human testers).

To understand the failure modes, we conduct experiments on settings that could alleviate the

challenges brought by situation understanding. The improvement of these models confirms

that the current models are indeed struggling with situation understanding, which is pivotal

for embodied scene understanding. Finally, we explore whether powerful Large Language

Models (LLMs) like GPT-3 [BMR20] and Unified QA [KMK20] could tackle our tasks by

converting the multi-modal SQA3D problems into single-modal surrogates using scene cap-

tioning. However, our results read that these models can still be bottlenecked by the lack of

spatial understanding and accurate captions.

Our contributions can be summarized as follow:

• We introduce SQA3D, a new benchmark for embodied scene understanding, aiming at

reconciling the challenging capabilities of situation understanding and situated reasoning

and facilitating the development of intelligent embodied agents.

• We meticulously curate the SQA3D to include diverse situations and interesting questions.

These questions probe a wide spectrum of knowledge and reasoning abilities of embodied

agents, ranging from spatial relation comprehension to navigation, common sense reason-

ing, and multi-hop reasoning.

• We perform extensive analysis on the state-of-the-art multi-modal reasoning models. How-

ever, experimental results indicate that these avenues are still struggling on SQA3D. Our

hypothesis suggests the crucial role of proper 3D representations and the demand for better

situation understanding in embodied scene understanding.
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Table 3.1: An overview of the different benchmark datasets covering grounded 3D

scene understanding. In general, we consider semantic grounding, language-driven navigation,

and question-answering in photo-realistic 3D scenes. In the first row, situated indicates whether

the benchmark task is supposed to be completed by a “situated” agent with its egocentric perspec-

tive. navigation, common sense, and multi-hop reasoning show whether the task requires a certain

capability or knowledge level of 3D understanding. ∗Rather than observing a complete 3D scan of

the scene, the learner needs to navigate in a simulator to perceive the 3D scene incrementally.

dataset task situated?
3D text navi- common multi-hop

#scenes #tasks
type collection gation? sense? reasoning?

ScanNet [DCS17] seg. ✗ scan n/a ✗ ✗ ✗ 800 rooms 1.5k

ScanRefer [CCN20] det. ✗ scan human ✗ ✗ ✗ 800 rooms 52k

ReferIt3D [AAX20] det. ✗ scan human ✗ ✗ ✗ 707 rooms 41k

ScanQA [AMK22] q.a. ✗ scan template ✗ ✗ ✗ 800 rooms 41k

3D-QA [YCH21] q.a. ✗ scan human ✗ ✗ ✗ 806 rooms 5.8k

CLEVR3D [YYD21] q.a. ✗ scan template ✗ ✗ ✓ 478 rooms 60k

MP3D-R2R [AWT18] nav. ✓ ∗nav. human ✓ ✗ ✗ 190 floors 22k

MP3D-EQA [WDM19] q.a. ✓ ∗nav. template ✓ ✗ ✗ 146 floors 1.1k

SQA3D (Ours) q.a. ✓ scan human ✓ ✓ ✓ 650 rooms 33.4k

3.2 The SQA3D Dataset

A problem instance in SQA3D can be formulated as a triplet ⟨S, s, q⟩, where S denotes

the scene context, e.g ., 3D scan, egocentric video, bird-eye view (BEV) picture, etc.; s =

⟨stxt, spos, srot⟩ denotes a situation, where the textual situation description stxt (e.g ., “Sitting

at the edge of the bed and facing the couch” in Figure 3.1) depicts the position spos and

orientation srot of an agent in the scene; q denotes a question. The task is to retrieve the

correct answer from the answer set a = {a1, . . . , aN}, while optionally predicting the ground

truth location ⟨spos, srot⟩ from the text. The additional prediction of location could help

alleviate the challenges brought by situation understanding. The following subsections will
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I. Situation Identification
Participants are asked to pick
and write description .

II. Question Preparation
Participants are asked to write question q given
the situation depicted in both and .

III. Answer Collection & Human Study
More participants are asked to answer question
q given the situation depicted only in .txts txts txts

poss rot,s

Figure 3.3: Data collection pipeline of SQA3D. Since our dataset comprises multiple types

of annotations (situations and their descriptions, questions, answers, etc.), we found it more man-

ageable to break down a single annotation task into three sub-tasks: i) Situation Identification; ii)

Question Preparation; iii) Answer Collection & Human Study, where the participants recruited on

AMT only need to focus on a relatively simple sub-task at a time.

detail how to collect and curate the data and then build the benchmark.

3.2.1 Data Formation

The 3D indoor scenes are selected from the ScanNet [DCS17] dataset. We notice that some

scenes could be too crowded/sparse, or overall tiny, making situations and questions collec-

tion infeasible. Therefore, we first manually categorize these scenes based on the richness

of objects/layouts and the space volume. We end up retaining 650 scenes after dropping

those that failed to meet the requirement. We then develop an interactive web-based user

interface (UI) to collect the data. Details of UI design can be found in appendix. All the

participants are recruited on AMT.

Compared to counterparts, the annotation load of a single SQA3D problem instance

could be significantly heavier as participants need to explore the scene, pick a situation, make

descriptions, and ask a few questions. All these steps also require dense interaction with the

3D scene. To ensure good quality, we introduce a multi-stage collection pipeline, which
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breaks down the load into more manageable sub-tasks. Figure 3.3 delineates this process:

I. Situation Identification. We ask the workers to pick 5 situations by changing the

location ⟨spos, srot⟩ of a virtual avatar in a ScanNet scene S. The workers are then

instructed to write descriptions stxt that can uniquely depict these situations in the scene.

We also use examples and bonuses to encourage more natural sentences and the use of

human activities (e.g ., “I’m waiting for my lunch to be heated in front of the microwave”).

All the collected situations are later manually curated to ensure diversity and the least

ambiguity. If necessary, we would augment the data with more situations to cover different

areas of the scene.

II. Question Preparation. We collect a set of questions w.r.t. each pair of the 3D scene

S, and the situation description stxt (the virtual avatar is also rendered at ⟨spos, srot⟩). To

help prepare questions that require substantial situated reasoning, we tutor the workers

before granting them access to our tasks. They are instructed to follow the rules and learn

from good examples. We also remove & penalize the responses that do not depend on the

current situation, e.g . “How many chairs are there in the room?”.

III. Answer Collection & Human Study. In addition to the answers collected

alongside the questions, we send out the questions to more workers and record their re-

sponses. These workers are provided with the same interface as in stage II except showing

in the scene to ensure consistency between question and answer collection. There is also

mandatory scene familiarization in all three steps before the main job starts and we

find it extremely helpful especially for more crowded scenes. More details can be found in

appendix.

3.2.2 Curation, Data Statistics, and Metrics

Curation. Our multi-stage collection ends up with around 21k descriptions of 6.8k unique

situations and 35k questions. Although the aforementioned prompt did yield many high-
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quality annotations, some of them are still subject to curation. We first apply a ba-

sic grammar check to clean up the language glitches. Then we follow the practices in

VQAv2 [GKS17b] and OK-VQA [MRF19] to further eliminate low-effort descriptions and

questions. Specifically, we eliminate & rewrite template-alike descriptions (e.g ., repeating

the same sentence patterns) and questions that are too simple or do not require looking at

the scene. We also notice the similar answer bias reported in [MRF19] where some types

of questions might bias toward certain answers. Therefore, we remove questions to ensure a

more uniform answer distribution. A comparison of answer distribution before and after the

balancing can be found in appendix. As a result, our final dataset comprises 20.4k descrip-

tions and 33.4k diverse and challenging questions. Figure 3.2 demonstrates some example

questions in SQA3D.

Statistics. Compared to most counterparts with template-based text generation, SQA3D is

crowd-sourced on AMT and therefore enjoys more naturalness and better diversity. To the

best of our knowledge, SQA3D is the largest dataset of grounded 3D scene understanding

with the human-annotated question-answering pairs (a comparison to the counterparts can

be found in Table 3.1). Table 3.2, Figure 3.4, and Figure 3.5 illustrate the basic statistics

of our dataset, including the word cloud of situation descriptions and question distribution

based on their prefixes. It can be seen that descriptions overall meet our expectations

as human activities like “sitting” and “facing” are among the most common words. Our

questions are also more diverse and balanced than our counterparts, where those starting with

“What” make up more than half of the questions and result in biased questions [AMK22].

More statistics like distributions over answers and length of the text can be found in appendix.

Dataset splits and evaluation metric. We follow the practice of ScanNet and split

SQA3D into train, val, and test sets. Since we cannot access the semantic annotations in

ScanNet test set, we instead divide the ScanNet validation scenes into two subsets and use

them as our val and test sets, respectively. The statistics of these splits can be found in

Table 3.2. Following the protocol in VQAv2 [GKS17b], we provide a set of 706 “top-K”
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Figure 3.4: Word cloud of stxt in SQA3D.

Statistic Value

Total stxt (train/val/test) 16,229/1,997/2,143

Total q (train/val/test) 26,623/3,261/3,519

Unique q (train/val/test) 20,183/2,872/3,036

Total scenes (train/val/test) 518/65/67

Total objects (train/val/test) 11,723/1,550/1,652

Average stxt length 17.49

Average q length 10.49

Table 3.2: SQA3D dataset statistics.

Figure 3.5: Question distribution in SQA3D

answer candidates by excluding answers that only appear very few times. Subsequently, we

adopt the “exact match” as our evaluation metric, i.e., the accuracy of answer classification

in the test set. No further metric is included as we find it sufficient enough to measure the

differences among baseline models with “exact match”.

3.3 Models for SQA3D

Generally speaking, SQA3D can be characterized as a multi-modal reasoning problem. In-

spired by the recent advances in transformer-based [VSP17b] vision-language models [LBP19,

LYL20, ADL22], we investigate how could these methods approach our task. Specifically,

we study a recent transformer-based question-answering system: ScanQA [AMK22], which

maps 3D scans and questions into answers. We make a few adaptations to ensure its compat-
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txts q[SEP]

Captions
Vision Encoder

3D Model Video / Image Model Zero-shot Model

^

Figure 3.6: Potential models for SQA3D. We split the considered models into three groups:

3D model, video / image model, and zero-shot model. The 3D model is modified from the ScanQA

model [AMK22] and maps 3D scan input to the answer. While the video / image models are

effectively borrowed from canonical video QA and VQA tasks but we augment them with the

additional situation input. The zero-shot model explores the potential of large pre-trained LLMs

on our tasks. But they have to work with an additional 3D caption model that converts the 3D

scene into text.

ibility with the protocol in SQA3D. To further improve this model, we consider including

some auxiliary tasks during training [MNY22]. For other types of 3D scene context, e.g .

egocentric video clips and BEV pictures, we employ the corresponding state-of-the-art mod-

els. Finally, we explore the potential of recently-introduced LLMs like GPT-3 [BMR20] and

Unified QA [KMK20] on solving SQA3D in a zero-shot fashion. An overview of these models

can be found in Figure 3.6.

3D model. We use the term 3D model to refer a modified version of the ScanQA model [AMK22],

depicted in the blue box of Figure 3.6. It includes a VoteNet [QLH19]-based 3D perception

module that extracts object-centric features, LSTM-based language encoders for process-

ing both questions q and situation description stxt, and some cross-attention transformer

blocks [VSP17b]. The object-centric feature tokens attend to the language tokens of stxt

and q successively. Finally, these features will be fused and mapped to predict the answer.
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Optionally, we can add one head to predict the location ⟨spos, srot⟩ of the agent. Since the

VoteNet module is trained from scratch, we also employ an object detection objective (not

shown in the figure).

Auxiliary task. As we mentioned before, situation understanding plays a crucial role in

accomplishing SQA3D tasks. To encourage a better understanding of the specified situation,

we introduce two auxiliary tasks: the model is required to make predictions about the spos

and srot of the situation. We use mean-square-error (MSE) loss for these tasks. The overall

loss for our problem therefore becomes L = Lans + αLpos + βLrot, where Lans, Lpos, and Lrot

depicts the losses of the main and auxiliary tasks, α and β are balancing weights.

Video and Image-based model. The orange box in the middle of Figure 3.6 demonstrates

the models for video and image-based input. SQA3D largely resembles a video question

answering or visual question answering problem when choosing to represent the 3D scene

context S as egocentric video clips or BEV pictures. However, SQA3D also requires the

model to take both question q and the newly added situation description stxt as input. We,

therefore, follow the practice in the task of context-based QA [RJL18] and prepend stxt

to the question as a context. For the model, we use the state-of-the-art video QA system

ClipBERT [LLZ21] and VQA system MCAN [YYC19a]. We adopt most of their default

hyper-parameters and the details can be found in appendix.

Zero-shot model. We explore to which extent the powerful LLMs like GPT-3 [BMR20]

and Unified QA [KMK20] could tackle our tasks. Following prior practices that apply GPT-3

to VQA [CKS22, GPT22], we propose to convert the 3D scene into text using an emerging

technique called 3D captioning [CGN21]. We provide the caption, stxt, and q as part of the

prompt and ask these models to complete the answer. For GPT-3, we further found providing

few-shot examples in the prompt helpful with much better results. Minor post-processing is

also needed to ensure answer quality. We provide more details on prompt engineering in the

appendix.
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3.4 Experiments

3.4.1 Setup

We benchmark the models introduced in Section 3.3 to evaluate their performances on

SQA3D. As mentioned before, we examine three types of scene context S: 3D scan (point

cloud), egocentric video, and BEV picture. Both the 3D scan and egocentric video for each

scene are provided by ScanNet [DCS17]. However, we down-sample the video to allow more

efficient computation per the requirement of the ClipBERT model [LLZ21]. The BEV pic-

tures are rendered by placing a top-down camera on top of the scan of each 3D scene. We

also conduct additional experiments that investigate factors that could contribute to the

results, e.g ., situation and auxiliary tasks. In our early experiments, we found that the 3D

model overall performs better than the video or image-based models. Therefore we only

conduct these additional experiments with the variants of our 3D model due to the limit

of computational resources. We use the official implementation of ScanQA, ClipBERT, and

MCAN and include our modifications for SQA3D. For the zero-shot models, we extract 3D

scene captions from two sources: ScanRefer [CCN20] and ReferIt3D [AAX20]. Considering

the limit on the length of the input prompt, these 3D captions are also down-sampled. The

Unified QA model weights are obtained from its Huggingface official repo. All the models

are tuned using the validation set and we only report results on the test set. More details

on model implementation can be found in appendix.

3.4.2 Quantitative Results

We provide the quantitative results of the considered models (detailed in Section 3.3) on our

SQA3D benchmark in Table 3.3. The findings are summarized below:

Question types. In Table 3.3, we demonstrate accuracy on six types of questions based

on their prefixes. Most models tend to perform better on the “Is” and “Can” questions
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S Format
test set

Avg.
What Is How Can Which Others

Blind test - SQ→A 26.75 63.34 43.44 69.53 37.89 43.41 43.65

ScanQA (w/o stxt) 3D scan VQ→A 28.58 65.03 47.31 66.27 43.87 42.88 45.27

ScanQA 3D scan VSQ→A 31.64 63.80 46.02 69.53 43.87 45.34 46.58

ScanQA + aux. task 3D scan VSQ→AL 33.48 66.10 42.37 69.53 43.02 46.40 47.20

MCAN BEV VSQ→A 28.86 59.66 44.09 68.34 40.74 40.46 43.42

ClipBERT Ego. video VSQ→A 30.24 60.12 38.71 63.31 42.45 42.71 43.31

Unified QALarge ScanRefer VSQ→A 33.01 50.43 31.91 56.51 45.17 41.11 41.00

Unified QALarge ReferIt3D VSQ→A 27.58 47.99 34.05 59.47 40.91 39.77 38.71

GPT-3 ScanRefer VSQ→A 39.67 45.99 40.47 45.56 36.08 38.42 41.00

GPT-3 ReferIt3D VSQ→A 28.90 46.42 28.05 40.24 30.11 36.07 34.57

Human (amateur) 3D scan VSQ→A 88.53 93.84 88.44 95.27 87.22 88.57 90.06

Table 3.3: Quantitative results on the SQA3D benchmark. Results are presented in accuracy

(%) on different types of questions. In the “Format” column: V = 3D visual input S; S = situation

description stxt; Q = question q; A = answer a; L = location ⟨spos, srot⟩. In ScanQA, aux. task

indicates the use of both Lpos and Lrot as additional losses. We use the Large variant as Unified

QA [KMK20] as it works better.

while delivering worse results on “What” questions, likely due to a smaller number of answer

candidates – most questions with binary answers start with “Is” and “Can”, offering a

better chance for the random guess. Moreover, we observe the hugest gap between the blind

test (model w/o 3D scene context input) and our best model on the “What” and “Which”

categories, suggesting the need for more visual information for these two types of questions.

This also partially echoes the finding reported in [LYB18].

Situation understanding and reasoning. At the heart of SQA3D benchmark is the

requirement of situation understanding and reasoning. As we mentioned in Section 3.2.1,
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the model will be more vulnerable to wrong answer predictions if ignoring the situation

that the question depends on (e.g . “What is in front of me” could have completely different

answers under different situations). In Table 3.3, removing situation description stxt from the

input leads to worse results, while adding the auxiliary situation prediction tasks boosts the

overall performance, especially on the challenging “What” questions. The only exception

is “How” questions, where a majority of them are about counting. We hypothesize that

most objects in each ScanNet scene only have a relatively small number of instances, and

the number could also correlate to the object category. Therefore, guessing/memorization

based on the question only could offer better results than models with the situation as

input if the situation understanding & reasoning are still not perfect yet. Additionally, we

also provide an inspection of the relation between situation understanding and QA using

attention visualization in Section 3.4.3.

Representations of 3D scenes. Indeed, SQA3D does not limit the input to be 3D scan

only, as we also offer options of egocentric videos and BEV pictures. Compared to models

with the 3D scan as input, the tested models with other 3D representations (i.e., MCAN

and ClipBERT) deliver much worse results, implying that the 3D scan so far could still be a

better representation for the 3D scene when the reasoning models are probed with questions

that require a holistic understanding of the scene. On the other hand, MCAN and ClipBERT

are general-purpose QA systems, while ScanQA is designed for 3D-language reasoning tasks.

The generalist-specialty trade-off could also partially account for the gap. Finally, the poor

results of BEV and egocentric videos based models compared to the blind test could also be

due to the additional “vision-bias” when the visual input is provided [AAL15b]. Note that

the vision-bias can be mitigated with better visual representations [WXT21], implying that

ScanQA, which seems to suffer less from the vision-bias than the counterparts using BEV

and egocentric videos, is fueled by better visual representations in terms of combating the

dataset bias.

Zero-shot vs. training from scratch. The success of pre-trained LLMs like GPT-3 on
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myriads of challenging reasoning tasks [WWS22, WTB22] suggests that these models could

possibly also understand embodied 3D scenes with language-only input [LJ93]. However,

SQA3D imposes a grand challenge to these models. The powerful Unified QA (Large variant)

and GPT-3 both fail to deliver reasonable results on our tasks. Further, we hypothesize the

bottleneck could also be on the 3D captions, as the results verify the consistent impact

on model performances brought by a different source of captions (ScanRefer→ReferIt3D).

However, we still believe these models have great potential. For example, one zero-shot

model (GPT-3 + ScanRefer) do pretty well on the challenging “What” questions (39.67%),

even better than the best ScanQA variant.

Human vs. machine. Finally, all the machine learning models largely fall behind amateur

human participants (47.2% of ScanQA + aux. task vs. 90.06%). Notably, we only offer a

limited number of examples for the testers before sending them the SQA3D problems. Our

participants promptly master how to interact with the 3D scene, understand the situation

from the textual description, and answer the challenging questions. The human performance

also shows no significant bias for different question types.

3.4.3 Qualitative Results

Finally, we offer some qualitative results of the variants of our 3D model in Figure 3.7. We

primarily focus on visualizing both the answer predictions and the transformer attention

over the object-centric feature tokens (bounding boxes) generated by the VoteNet [QLH19]

backbone. We highlight the most-attended bounding box among all the predictions by

the transformer-based model, in the hope of a better understanding of how these models

perceive the 3D scene to comprehend the situations and answer the questions. In Figure 3.7,

the correct predictions are always associated with attention over relevant objects in the

situation description stxt and questions. Moreover, in case there are multiple instances of

the same object category, it is also crucial to identify the correct instance. For example, only

ScanQA + aux. task makes the correct prediction for the first question and also attends

52



𝒔txt: I am picking up my backpack
with a chair to my left within reach.
𝒒: How many chairs are behind me?

𝒔txt: I am sitting on the rightmost 
side of my couch, and there is an end 
table to my right.
𝒒: The coffee table that is furthest 
from me is surrounded by what? 

𝒔txt: I am entering the room. 
𝒒: What is the color of the backpack
on my 10 o’clock chair?

𝒂: One ❌ 𝒂: Couch ✅ 𝒂: Black ❌

Sc
an

Q
A

 +
 a

ux
. t

as
k

Sc
an

Q
A

Sc
an

Q
A

 (w
/o

 𝒔
tx
t )

𝒂: Unknown ❌𝒂: One ❌ 𝒂: Black ❌

𝒂: Two✅ 𝒂: Couch ✅ 𝒂: Red ✅

𝒂: Front ❌

𝒂: Wall ✅

𝒂: Wall ✅

𝒔txt: I am working at the counter
with cabinets over my head and the 
wall on my left is within reach.
𝒒: If I walked backwards, what 
would I hit behind me?

Figure 3.7: Qualitative results. We show the predicted answer and bbox with highest attention

for the variants of ScanQA [AMK22] models. We anticipate the bbox to indicate the object that

situation description stxt or question q refers to. We observe that better situation understanding

(via comprehension on stxt or auxiliary tasks) could result in more reasonable attention over objects,

which positively correlates to more robust answer prediction.

to the right chair behind , while ScanQA focuses on a wrong instance. These results

confirm our findings in Section 3.4.2 about the critical role of situation understanding. We

also provide some failure modes in appendix.
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3.5 Related Work

Embodied AI. The study of embodied AI [Bro90] emerges from the hypothesis of “ongoing

physical interaction with the environment as the primary source of constraint on the design

of intelligent systems”. To this end, researchers have proposed a myriad of AI tasks to inves-

tigate whether intelligence will emerge by acting in virtual or photo-realistic environments.

Notable tasks including robotic navigation [DDG18, AWT18, SKM19, CSM19, WKM19a,

QWA20, DVH22] and vision-based manipulation [KMH17, PRB18, XLZ19, STG20, SYC20,

SMF22]. These tasks are made more challenging as instructions or natural-dialogues are

further employed as conditions. Sophisticated models have also been developed to tackle

these challenges. Earlier endeavors usually comprise multi-modal fusion [TF96, PSD18] and

are trained from scratch [WXW18, FHC18, WHC19], while recent efforts would employ

pre-trained models [PSS21, HWQ21, SGT21]. However, the agents still suffer from poor

generalization to novel and more complex testing tasks [STG20] compared to results on

training tasks. More detailed inspection has still yet to be conducted and it also motivates

our SQA3D dataset, which investigates one crucial capability that the current embodied

agents might need to improve: embodied scene understanding.

Grounded 3D understanding. Visual grounding has been viewed as a key to connecting

human knowledge, which is presumably encoded in our language, to the visual world, so

as enable the intelligent agent to better understand and act in the real environment. It

is natural to extend this ability to 3D data as it offers more immersive representations of

the world. Earlier work has examined word-level grounding with detection and segmenta-

tion tasks on 3D data [GAM13, SX14, DCS17, CDF17]. Recent research starts to cover

sentence-level grounding with complex semantics [CCN20, AAX20, CGN21]. More recently,

new benchmarks introduce complex visual reasoning to 3D data [AMK22, YCH21, YYD21].

However, these tasks mostly assume a passive, third-person’s perspective, while our SQA3D

requires problem-solving with an egocentric viewpoint. This introduces both challenges and
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chances for tasks that need a first-person’s view, e.g . embodied AI.

Multi-modal question answering. Building generalist question answering (QA) systems

has long been a goal for AI. Along with the progress in multi-modal machine learning,

VQA [AAL15b, ZGB16] pioneers the efforts of facilitating the development of more human-

like, multi-modal QA systems. It has been extended with more types of knowledge, e.g .

common sense [ZBF19] and factual knowledge [MRF19]. Recent research has also introduced

QA tasks on video [LYB18, JCH20, JLZ22, GKA21, WYC21, DDC22], and 3D data [YCH21,

AMK22, YYD21]. We propose the SQA3D benchmark also in hope of facilitating multi-

modal QA systems with the ability of embodied scene understanding. Notably, models for

SQA3D could choose their input from a 3D scan, egocentric video, or BEV picture, which

makes our dataset compatible with a wide spectrum of existing QA systems.

3.6 Conclusion

We’ve introduced SQA3D, a benchmark that investigates the capability of embodied scene

understanding by combining the best of situation understanding and situated reasoning.

We carefully curate our dataset to include diverse situations and interesting questions while

preserving the relatively large scale (20.4k situation descriptions and 33.4k questions). Our

questions probe a wide spectrum of knowledge and reasoning abilities of embodied agents,

notably navigation, common sense, and multi-hop reasoning. We examine many state-of-

the-art multi-modal reasoning systems but the gap between the best ML model and human

performances so far is still significant. Our findings suggest the crucial role of proper 3D

representations and better situation understanding. With SQA3D, we hope of fostering

research efforts in developing better embodied scene understanding methods and ultimately

facilitate the emergence of more intelligent embodied agents.
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3.A Data collection

3.A.1 Data collection Web UI

We present the Web UI of our data collection in Figure 3.8 (Stage I), Figure 3.9 (Stage II)

and Figure 3.11 (Stage III) respectively. We developed our UI based on [CCN20]. These UIs

share some common components: a 3D scene viewer, where the user can drag, rotate, and

zoom in/out the scene; clickable objects/tags, where users might click on either the object

mesh directly or the tag on the sidebar to highlight it in the scene; and an instruction set

that guide the user through the task. Users may also switch between a full scene or object

mesh only to focus on the tasks. The users are also required to submit multiple responses

with the same scene.

Notably, we create detailed tutorials for each stage (not shown in the UI) with examples

and animated demonstrations. We found tutorials and instruction sets with clear criteria on

rejection and bonus(e.g . Figure 3.10) helpful with high-quality data. Finally, all the testers

need to pass a test before the qualification for our task is granted.

3.A.2 Data post-processing

There are two major data post-processing steps in SQA3D: cleaning and balancing. For

cleaning, we primarily focus on grammatical correction. We adopt both rule-based cleaning

and an ML-based tool called GECToR [OAC20] in our grammatical correction pipeline. We

adjust the correction threshold based on human judgment over the corrected data samples.

In the balancing step, our goal is to reduce the question-answer bias in the dataset.

Therefore we follow the practice in [AAL15b, MRF19] and re-sample the questions based on

their prefixes and answer type, in hope of a more balanced answer distribution. We provide

answer distribution before and after balancing in Section 3.B.1.
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3.A.3 More MTurk details

We provide the detailed MTurk job settings below:

Region. We enable access to our tasks in the following countries/regions:

US, DE, GB, AU, CA, SG, NZ, NO, SE, FI, DK, IE

Approval rate & Number of approved jobs. The testers are required to have at least

a 95% approval rate and have completed more than 1000 tasks. However, we relax this

requirement to a 90% approval rate for Stage III as it is simpler than the other annotation

tasks.

Reward. The participants will be rewarded $0.5 for each task in Stage I and II, and $0.2

for the QA tasks in Stage III, with a possibility of a bonus depending on the overall quality.

We actively monitor the response quality and send bonuses/rejections daily. Note that we

collected 5 responses for each task in all three stages.

Task lifetime. We set the lifetime as 10 days for tasks in Stage I and 20 days for those in

Stage II and III. However, we found most of the tasks can be completed in less than 7 days.

3.B Dataset details

3.B.1 More statistics

We provide the histogram of the answer distribution before & after balancing in Figure 3.12

and Figure 3.13, respectively. It can be seen that we manage to ensure there is no single

answer that dominates any type of question (categorized by their prefixes). However, we do

acknowledge that prefix-based balancing might still not be sufficient since models could also

learn to use the n-grams pattern. A more effective avenue is collecting more questions with

less-frequent answers, which we leave as future work.
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Figure 3.8: Dataset collection Web UI for Stage I.

In Figure 3.14a and Figure 3.14b, we show the histogram of the length of situation

description stxt and question q. Overall most of the descriptions and questions are middle-

length sentences (10-20 words).

3.B.2 Details on egocentric video and BEV image

For egocentric videos, we uniformly downsample the frames of the original ScanNet [DCS17]

video by using the first frame of every 20 frames. Afterward, we resize all the frames to
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Figure 3.9: Dataset collection Web UI for Stage II.

224 × 224 to create the video used for training ClipBERT[LLZ21]. Blender is used for

rendering all BEV images. We compute the radius of the bounding sphere of the scene and

put the camera at the top of the scene with a distance of 7 times the radius to the center of

the bounding sphere. Images of size 1920× 1080 are rendered for clarity while the input to

the MCAN[YYC19a] model is the resized version of the images to 224× 224.
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Figure 3.10: Additional instruction set to the AMT participants in Stage II.

3.C Model details

3.C.1 Input pipeline

We follow the input pipeline in ScanQA[AMK22] without further modification. As for

MCAN, we only transform the images to fit the ImageNet-pretrained encoder. In Clip-

BERT, we randomly sample 8 clips with each clip consisting of 2 frames of the video to feed

into the model as the scene representation. Note that each frame is resized to 1000 × 1000

following the practice of original ClipBERT[LLZ21].

3.C.2 Hyper-parameters

We provide the hyper-parameters of the considered models in Table 5.3.

3.C.3 Additional details on zero-shot models

We uniformly sample 30 sentences from our 3D caption sources for both models. When

testing with the Unified QALarge model, we employ a simple greedy sampling method and

the following prompt:
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Figure 3.11: Dataset collection Web UI for Stage III.

{stxt}
Q: {q}
A:

, where {stxt} and {q} are replaced by the situation description and question. For GPT-3,

we use the text-davinci-002 variant and the following prompt:
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Figure 3.12: Answer distribution (organized by question prefixes) before balancing.
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Figure 3.13: Answer distribution (organized by question prefixes) after balancing.
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(b) Histogram of question q length.

Context: There is a book on the desk. A laptop with a green cover

is to the left of the book.

Q: I’m working by the desk. What is on the desk beside the book?

A: laptop

Context:{stxt}
Q: {q}
A:

, where we use a 1-shot example to demonstrate the format of our task. Interestingly, we

found only GPT-3 would benefit from few-shot examples.

3.C.4 Additional details on SCANQA/MCAN/CLIPBERT

ScanQA [AMK22]. We slightly modify the original ScanQA code base to make it fit our

task better. The original reference branch is discarded and the supervision signal for the

language classification branch is changed to make use of it as a regression branch. More

specific details can be found below.
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• The original data loader only outputs the question as a whole (meaning that the situation

is concatenated before the question), while our version split the two sentences.

• The original model takes language as 1 input, while we feed situation and question sepa-

rately into the model.

• The original model uses 1 self-attention block and 1 cross-attention block for the fusion

of language and visual features, while our version uses 2 self-attention blocks and 2 cross-

attention blocks to treat situations and questions separately.

• The original model uses additive operation to fuse language & visual features, while our

version uses concatenation for fusion.

• To conduct the ablation experiment of blind test, we simply discard the output feature of

VoteNet and only feed the situation feature and question feature into the QA head.

• To conduct the ablation experiment of w/o stxt, we replace situation with several ⟨unk⟩
tokens to make a fair comparison.

• To add an auxiliary task into training, we change the supervision of the language classifi-

cation head from Cross Entropy to MSE Loss to make it a regression head.

MCAN [YYC19a]. We use the code base from RelVIT [MNY22] since its implementation

of MCAN could take raw images as input while the original one cannot. The default training

setting is kept except for learning rate decay. We cancel it to make a fair comparison with

the other baselines. We concatenate the situation before the question to make them as a

whole and use this new sentence as the question that MCAN requires.

ClipBERT [LLZ21]. We use the official repository of ClipBERT and follow the in-

struction to transform our data into the format ClipBERT takes. The configuration file for

MSR-VTT QA [XMY16] is used for generality as we find all the configuration files to be

almost identical. The evaluated question types are changed since our focus is different from
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MSR-VTT. We turn off mixed precision training as we observe instability when using it. We

concatenate the situation before the question to make them as a whole and use this new

sentence as the question that ClipBERT requires.

3.D Additional empirical results

We provide additional qualitative results and failure modes in Figure 3.15 and Figure 3.16.
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𝒔txt: I am throwing trash into the 
green trash bin with the office chair
to my immediate right. 
𝒒: Which way will I leave the room?

𝒔txt: I am standing in front of the 
door and the bookshelf is on my right 
side. 
𝒒 : What is to my left against the wall?

𝒂: Right ✅ 𝒂: Dresser ✅

Sc
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𝒂: Left ❌ 𝒂: Door ❌

𝒂: Right✅ 𝒂: Dresser ✅

𝒂: Trash can ❌

𝒂: Bed ✅

𝒂: Bed ✅

𝒔txt: I am standing facing the desk
with a chair to my left within reach.
𝒒: What is the first object I run into 
on my right?

𝒂: Shelf ❌

𝒂: Window❌

𝒂: Lamp ✅

𝒔txt: I am sitting on one side of the 
bed facing the window with the desk
in my 5 o’clock direction.
𝒒: What is above the shelf that is in 
my 7 o’clock?

Figure 3.15: Additional qualitative results.
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𝒔txt: I am sitting on the armchair in 
front of the window. 
𝒒: What is above the armchair that is 
far away in front of me?

𝒔txt: I am facing an ottoman with a 
couch to my right within reach and 
an armchair to my left.
𝒒: What color is the armchair to my 
left?

𝒔txt: I am facing the table and there 
is a coffee table and a foosball table
to my left. 
𝒒: Which way should I go to sit on 
the couch?

𝒂: Picture ❌ 𝒂: Red ❌ 𝒂: Forward ❌
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𝒂: TV❌ 𝒂: Brown ❌ 𝒂: Left ❌

𝒂: Four❌

𝒂: Four❌

𝒂: Four ❌

𝒔txt: I am facing an end table and 
there is a couch on my left within 
reach.
𝒒: How many chairs does the table
on my left have?

G
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𝒂: Bulletin board ✅ 𝒂: White ✅ 𝒂: Right ✅ 𝒂: Zero ✅

Figure 3.16: Failure mode. Models are likely to predict the wrong answers when they do not

attend to relevant objects.
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Part II

A Unified Framework for Human-like

Visual and Relational Reasoning in

the Real World
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CHAPTER 4

Unsupervised Object-Centric Learning using Deep

Region Competition
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Figure 4.1: Overview of DRC. (a) The model generates foreground and background regions using

sampled latent variables z = {z1, z2}. pβk , k = 1, 2 represents the generator for each region. Of

note, the pixel re-assignment function is absorbed in the background generator; see section 4.3.2 for

details. (b) DRC samples the latent variables z in an iterative manner. Let x denote the observed

image; we use x̂t, t = 0, 1, ... to represent the image generated by pβ(x|z) at the t-th sampling step.

DRC has a two-step workflow for learning unsupervised foreground extractors that resembles the

E- and M-step in the classic Expectation-Maximization (EM) algorithm. In the E-step, it employs

gradient-based MCMC sampling to infer the latent variables z as shown in (b). Of note, only the

latent variables z are updated in this step. In the M-step, the sampled latent variables z are fed

into the model for image generation as shown in (a), where the generators are updated to minimize

the reconstruction error.
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4.1 Introduction

Foreground extraction, being a special case of generic image segmentation, aims for a binary

partition of the given image with specific semantic meaning, i.e., a foreground that typi-

cally contains identifiable objects and the possibly less structural remaining regions as the

background. There is a rich literature on explicitly modeling and representing a given image

as foreground and background (or more general visual regions), such that a generic infer-

ence algorithm can produce plausible segmentations ideally for any images without or with

little supervision [ZY96, SM00, TZ02, BJ01, RKB04, CMH14, JWY13, ZLW14]. However,

such methods essentially rely on low-level visual features (e.g ., edges, color, and texture),

and some further require human intervention at initialization [BJ01, RKB04], which largely

limits their practical performance on modern datasets of complex natural images with rich

semantic meanings [LMB14, EVW10]. These datasets typically come with fine-grained se-

mantic annotations, exploited by supervised methods that learn representation and inference

algorithm as one monolithic network [ZSQ17, LSD15, BKC17, CPK17, RFB15, HGD17]. De-

spite the success of densely supervised learning, the unsupervised counterpart is still favored

due to its resemblance to how humans perceive the world [CTY06, SK01].

Attempting to combine unsupervised or weakly supervised learning with modern neural

networks, three lines of work surge recently for foreground extraction: (1) deep networks

as feature extractors for canonical segmentation algorithms, (2) GAN-based foreground-

background disentanglement, and (3) compositional latent variable models with slot-based

object modeling. Despite great successes of these methods, the challenge of unsupervised

foreground extraction remains largely open.

Specifically, the first line of work trains designated deep feature extractors for canonical

segmentation algorithms or metric networks as learned partitioning criteria [XK17, Kan18,

JHV19]. These methods (e.g ., W-Net [XK17]) define foreground objects’ properties us-

ing learned features or criteria and are thus generally bottle-necked by the selected post-
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processing segmentation algorithm [AMF10, ASS12]. As a branch of pioneering work that

moves beyond these limitations, [YLS19, YLS21] have recently proposed a general contex-

tual information separation principle and an efficient adversarial learning method that is

generally applicable to unsupervised segmentation, separation and detection. GAN-based

models [GPM14, YKB17, CAD19, OSL18, SOL19, BW20] capture the foreground object-

ness with oversimplified assumptions or require additional supervision to achieve foreground-

background disentanglement. For example, the segmentation model in ReDO [CAD19] is

trained by redrawing detected objects, which potentially limits its application to datasets

with diverse object shapes. OneGAN [BW20] and its predecessors [OSL18, SOL19], though

producing impressive results on foreground extraction, require a set of background images

without foreground objects as additional inputs. Lastly, compositional latent variable mod-

els [GRB16, EHW16b, GSS17, SCG18, BMW19, GKK19a, LWU20a, EKJ20, LWP20a] in-

clude the background as a “virtual object” and induce the independence of object representa-

tions using an identical generator for all object slots. Although these methods exhibit strong

performance on synthetic multi-object datasets with simple backgrounds and foreground

shapes, they may fail on complex real-world data or even synthetic datasets with more chal-

lenging backgrounds [GKK19a, LWU20a]. In addition, few unsupervised learning methods

have provided explicit identification of foreground objects and background regions. While

they can generate valid segmentation masks, most of these methods do not specify which

output corresponds to the foreground objects. These deficiencies necessitate rethinking the

problem of unsupervised foreground extraction. We propose to confront the challenges in

formulating (1) a generic inductive bias for modeling foreground and background regions

that can be baked into neural generators, and (2) an effective inference algorithm based on

a principled criterion for foreground-background partition.

Inspired by Region Competition [ZY96], a seminal approach that combines optimization-

based inference [KWT88, Coh91, AB94] and probabilistic visual modeling [ZWM98, GZW07]

by minimizing a generalized Bayes criterion [Lec89], we propose to solve the foreground ex-
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traction problem by reconciling energy-based prior [PHN20] with generative image modeling

in the form of Mixture of Experts (MoE) [JJN91, JJ94]. To generically describe background

regions, we further introduce the learned pixel re-assignment as the essential inductive bias

to capture their regularities. Fueled by our modeling, we propose to find the foreground-

background partition through Expectation-Maximization (EM). Our algorithm effectively

exploits the interaction between the mixture components during the partitioning process,

echoing the intuition described in Region Competition [ZY96]. We therefore coin our method

Deep Region Competition (DRC). We summarize our contributions as follows:

1. We provide probabilistic foreground-background modeling by reconciling energy-based

prior with generative image modeling in the form of MoE. With this modeling, the

foreground-background partition can be naturally produced through EM. We further

introduce an inductive bias, pixel re-assignment, to facilitate foreground-background dis-

entanglement.

2. In experiments, we demonstrate that DRC exhibits more competitive performances on

complex real-world data and challenging multi-object scenes compared with prior meth-

ods. Furthermore, we empirically show that using learned pixel re-assignment as the

inductive bias helps to provide explicit identification for foreground and background re-

gions.

3. We find that DRC can potentially generalize to novel foreground objects even from cat-

egories unseen during training, which may provide some inspiration for the study of

out-of-distribution (OOD) generalization in more general unsupervised disentanglement.

4.2 Related Work

A typical line of methods frames unsupervised or weakly supervised foreground segmentation

within a generative modeling context. Several methods build upon generative adversarial
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networks (GAN) [GPM14] to perform foreground segmentation. LR-GAN [YKB17] learns to

generate background regions and foreground objects separately and recursively, which simul-

taneously produces the foreground objects mask. ReDO (ReDrawing of Objects) [CAD19]

proposes a GAN-based object segmentation model, based on the assumption that replacing

the foreground object in the image with a generated one does not alter the distribution

of the training data, given that the foreground object is correctly discovered. Similarly,

SEIGAN [OSL18] learns to extract foreground objects by recombining the foreground ob-

jects with the generated background regions. FineGAN [SOL19] hierarchically generates

images (i.e., first specifying the object shape and then the object texture) to disentangle the

background and foreground object. [BW20] further hypothesize that a method solving an

ensemble of unsupervised tasks altogether improves the model performance compared with

the one that solves each individually. Therefore, they train a complex GAN-based model

(OneGAN) to solve several tasks simultaneously, including foreground segmentation. Al-

though LR-GAN and FineGAN do produce masks as part of their generative process, they

cannot segment a given image. Despite SEIGAN and OneGAN achieving decent performance

on foreground-background segmentation, these methods require a set of clean background

images as additional inputs for weak supervision. ReDO captures the foreground objectness

with possibly oversimplified assumptions, limiting its application to datasets with diverse

object shapes.

On another front, compositional generative scene models [GRB16, EHW16b, GSS17,

SCG18, BMW19, GKK19a, LWU20a, EKJ20, LWP20a], sharing the idea of scene decompo-

sition stemming from DRAW [GDG15], learn to represent foreground objects and background

regions in terms of a collection of latent variables with the same representational format.

These methods typically exploit the spatial mixture model for generative modeling. Specifi-

cally, IODINE [GKK19a] proposes a slot-based object representation method and models the

latent space using iterative amortized inference [MYM18]. Slot-Attention [LWU20a], as a

step forward, effectively incorporates the attention mechanism into the slot-based object rep-
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resentation for flexible foreground object binding. Both methods use fully shared parameters

among individual mixture components to entail permutation invariance of the learned multi-

object representation. Alternative models such as MONet [BMW19] and GENESIS [EKJ20]

use multiple encode-decode steps for scene decomposition and foreground object extraction.

Although these methods exhibit strong performance on synthetic multi-object datasets with

simple background and foreground shapes, they may fail when dealing with complex real-

world data or even synthetic datasets with more challenging background [GKK19a, LWU20a].

More closely related to the classical methods, another line of work focuses on utilizing im-

age features extracted by deep neural networks or designing energy functions based on data-

driven methods to define the desired property of foreground objects. [PDS18] and [SHK12]

obtain impressive results when depth images are accessible in addition to conventional RGB

images, while such methods are not directly applicable for data with RGB images alone.

W-Net [XK17] extracts image features via a deep auto-encoder jointly trained by minimiz-

ing reconstruction error and normalized cut. The learned features are further processed by

CRF smoothing to perform hierarchical segmentation. [Kan18] proposes to employ a neural

network as part of the partitioning criterion (inspired by [UVL20]) to minimize the chosen

intra-region pixel distance for segmentation directly. [JHV19] propose to use Invariant Infor-

mation Clustering as the objective for segmentation, where the network is trained to be part

of the learned distance. As an interesting extension, one may also consider adapting methods

that automatically discover object structures [LBM19] to foreground extraction. Though

being pioneering work in image segmentation, the aforementioned methods are generally

bottle-necked by the selected post-processing segmentation algorithm or require extra trans-

formations to produce meaningful foreground segmentation masks. [YLS19, YLS21] in their

seminal work propose an information-theoretical principle and adversarial contextual model

for unsupervised segmentation and detection by partitioning images into maximally inde-

pendent sets, with the objective of minimizing the predictability of one set by the other sets.

Additional efforts have also been devoted to weakly supervised foreground segmentation us-
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ing image classification labels [PCM15, PKD15, HWW18], bounding boxes [DHS15, KBH17],

or saliency maps [OBK17, ZZL19, VMB21].

4.3 Methodology

Foreground extraction performs a binary partition for the image I to extract the foreground

region. Without explicit supervision, we propose to use learned pixel re-assignment as a

generic inductive bias for background modeling, upon which we derive an EM-like partition-

ing algorithm. Compared with prior methods, our algorithm can handle images with more

complex foreground shapes and background patterns, while providing explicit identification

of foreground and background regions.

4.3.1 Preliminaries

Adopting the language of EM algorithm, we assume that for the observed sample x ∈ RD,

there exists z ∈ Rd as its latent variables. The complete-data distribution is

pθ(z,x) = pα(z)pβ(x|z), (4.1)

where pα(z) is the prior model with parameters α, pβ(x|z) is the top-down generative model

with parameters β, and θ = (α, β).

The prior model pα(z) can be formulated as an energy-based model, which we refer to as

the Latent-space Energy-Based Model (LEBM) [PHN20] throughout the paper:

pα(z) =
1

Zα
exp (fα(z)) p0(z), (4.2)

where fα(z) can be parameterized by a neural network, Zα is the partition function, and

p0(z) is a reference distribution, assumed to be isotropic Gaussian prior commonly used for

the generative model. The prior model in Eq. (4.2) can be interpreted as an energy-based

correction or exponential tilting of the original prior distribution p0.

75



The LEBM can be learned by Maximum Likelihood Estimation (MLE). Given a training

sample x, the learning gradient for α is derived as shown by [PHN20],

δα(x) = Epθ(z|x) [∇αfα(z)]− Epα(z) [∇αfα(z)] . (4.3)

In practice, the above expectations can be approximated by Monte-Carlo average, which

requires sampling from pθ(z|x) and pα(z). This step can be done with stochastic gradient-

based methods, such as Langevin dynamics [WT11] or Hamiltonian Monte Carlo [BGJ11].

An extension to LEBM is to further couple the vector representation z with a symbolic

representation y [PW21]. Formally, y is a K-dimensional one-hot vector, where K is the

number of possible z categories. Such symbol-vector duality can provide extra entries for

auxiliary supervision; we will detail it in section 4.3.4.

4.3.2 Generative Image Modeling

Mixture of Experts (MoE) for Image Generation.

Inspired by the regional homogenity assumption proposed by [ZY96], we use separate

priors and generative models for foreground and background regions, indexed as αk and

βk, k = 1, 2, respectively; see figure 4.1. This design leads to the form of MoE [JJN91, JJ94]

for image modeling, as shown below.

Let us start by considering only the i-th pixel of the observed image x, denoted as xi.

We use a binary one-hot random variable wi to indicate whether the i-th pixel belongs to

the foreground region. Formally, we have wi = [wi1, wi2], wik ∈ {0, 1} and
∑2

k=1wik = 1.

Let wi1 = 1 indicate that the i-th pixel xi belongs to the foreground, and wi2 = 1 indicate

the opposite.

We assume that the distribution of wi is prior-dependent. Specifically, the mixture

parameter πik, k = 1, 2, is defined as the output of a gating function πik = pβ(wik =

1|z) = Softmax(lik); lik = hβk(zk), k = 1, 2 are the logit scores given by the foreground and
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background generative models respectively; β = {β1, β2}, z = {z1, z2}. Taken together, the

joint distribution of wi is

pβ(wi|z) =
2∏

k=1

πwik
ik . (4.4)

The learned distribution of foreground and background contents are

pβ(xi|wik = 1, zk) = pβk(xi|zk) ∼ N(gβk(zk), σ
2I), k = 1, 2 (4.5)

where we assume that the generative model for region content, pβk(xi|zk), k = 1, 2, follows

a Gaussian distribution parameterized by the generator network gβk . As in VAE, σ takes an

assumed value. We follow the common practice and use a shared generator for parameterizing

πik and pβk(xi|zk). We use separate branches only at the output layer to generate logits and

contents.

Generating xi based on wi’s distribution involves two steps: (1) sample wi from the

distribution pβ(wi|z), and (2) choose either the foreground model (i.e., pβ1(xi|z1)) or the

background model (i.e., pβ2(xi|z2)) to generate xi based on the sampled wi. As such, this

distribution of xi is a MoE,

pβ(xi|z) =
2∑

k=1

pβ(wik = 1|z)pβ(xi|wik = 1, zk) =
2∑

k=1

πikpβk(xi|zk), (4.6)

wherein the posterior responsibility of wik is

γik = p(wik = 1|xi, z) =
πikpβk(xi|zk)∑2

m=1 πimpβm(xi|zm)
, k = 1, 2. (4.7)

Using a fully-factorized joint distribution of x, we have pβ(x|z) =
∏D

i=1

∑2
k=1 πikpβk(xi|zk)

as the generative modeling of x ∈ RD.

Learning Pixel Re-assignment for Background Modeling.

We use pixel re-assignment in the background generative model as the essential inductive

bias for modeling the background region. This is partially inspired by the concepts of

“texture” and “texton” by Julez [GZW07, Jul81], where the textural part of an image may
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Figure 4.2: Pixel re-assignment. The output of βp can be viewed as a learned re-assignment

of the original background pixels that follows the mapped grid Pαp,βp(z, C). Note that the re-

assignment function Pαp,βp(z, ·) might not be injective. The final background image is generated

via grid sampling.

contain fewer structural elements in preattentive vision, which coincides with our intuitive

observation of the background regions.

We use a separate pair of energy-based prior model αpix and generative model βpix to

learn the re-assignment. For simplicity, we absorb αpix and βpix in the models for background

modeling, i.e., α2 and β2, respectively. In practice, the re-assignment follows the output of

βpix, a shuffling grid with the same size of the image x. Its values indicate the re-assigned

pixel coordinates; see figure 4.2. We find that shuffling the background pixels using the

learned re-assignment facilitates the model to capture the regularities of the background re-

gions. Specifically, the proposed model with this essential inductive bias learns to constantly

give the correct mask assignment, whereas most previous fully unsupervised methods do not

provide explicit identification of the foreground and background regions; see discussion in

section 4.4.1 for more details.
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4.3.3 Deep Region Competition: from Generative Modeling to Foreground Ex-

traction

The complete-data distribution from the image modeling is

pθ(x, z,w) = pβ(x|w, z)pβ(w|z)pα(z)

=

(
D∏

i=1

2∏

k=1

pβk(xi|zk)wik

)(
D∏

i=1

2∏

k=1

πwik
ik

)
pα(z)

= pα(z)
D∏

i=1

2∏

k=1

(πikpβk(xi|zk))wik ,

(4.8)

where pα(z) = pα1(z1)pα2(z2) is the prior model given by LEBMs. α = {α1, α2}, and

θ = {α, β}. w is the vector of (wi), i = 1, ...D, whose joint distribution is assumed to be

fully-factorized.

Next, we derive the complete-data log-likelihood as our learning objective:

L(θ) = log pθ(x, z,w) = log pα(z) +
D∑

i=1

2∑

k=1

wik (log πik + log pβk(xi|zk)) . (4.9)

Of note, w and z are unobserved variables in the modeling, which makes it impossible to

learn the model directly through MLE. To calculate the gradients of θ, we instead optimize

Ez∼p(z|x),w∼p(w|x,z)[L(θ)] based on the fact that underlies the EM algorithm:

∇θ log pθ(x) =

∫

z

pθ(z|x)dz

∫

w

pθ(w|z,x)∇θ log pθ(x, z,w)dw

= Ez∼pθ(z|x),w∼pθ(w|x,z)[∇θ log pθ(x, z,w)].

(4.10)

Therefore, the derived surrogate learning objective becomes

max
θ

Ez∼pθ(z|x) [J (θ)] , s.t. ∀i,
2∑

k=1

πik = 1, (4.11)

J (θ) = log pα(z)︸ ︷︷ ︸
objective for LEBM

+
D∑

i=1

2∑

k=1

γik log πik

︸ ︷︷ ︸
foreground-background partitioning

+
D∑

i=1

2∑

k=1

γik log pθk(xi|zk)
︸ ︷︷ ︸
objective for image generation

, (4.12)
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where J (θ) = Ew∼pθ(w|x,z) [L(θ)] is the conditional expectation of w, which can be calculated

in closed form; see the supplementary material for additional details.

Eq. (4.11) has an intuitive interpretation. We can decompose the learning objective into

three components as in Eq. (4.12). In particular, the second term
∑D

i=1

∑2
k=1 γik log πik has a

similar form to the cross-entropy loss commonly used for supervised segmentation task, where

the posterior responsibility γik serves as the target distribution. It is as if the foreground and

background generative models compete with each other to fit the distribution of each pixel

xi. If the pixel value at xi fits better to the distribution of foreground, pβ1(xi|z1), than to

that of background, pβ2(xi|z2), the model tends to assign that pixel to the foreground region

(see Eq. (4.7)), and vice versa. This mechanism is similar to the process derived in [ZY96],

which is the reason why we coin our method Deep Region Competition (DRC).

Prior to our proposal, several methods [ZY96, GKK19a, LWU20a] also employ mixture

models and competition among the components to perform unsupervised foreground or image

segmentation. The original Region Competition [ZY96] combines several families of image

modeling with Bayesian inference but is limited by the expressiveness of the pre-specified

probability distributions. More recent methods, including IODINE [GKK19a] and Slot-

attention [LWU20a], learn amortized inference networks for latent variables and induce the

independence of foreground and background representations using an identical generator.

Our method combines the best of the two worlds, reconciling the expressiveness of learned

generators with the regularity of generic texture modeling under the framework of LEBM.

To optimize the learning objective in Eq. (4.11), we approximate the expectation by

sampling from the prior pα(z) and posterior model pθ(z|x) ∝ pα(z)pβ(x|z), followed by

calculating the Monte Carlo average. We use Langevin dynamics [WT11] to draw persistent

MCMC samples, which iterates

zt+1 = zt + s∇z logQ(zt) +
√

2sϵt, (4.13)

where t is the Langevin dynamics’s time step, s the step size, and ϵt the Gaussian noise. Q(z)
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is the target distribution, being either pα(z) or pθ(z|x). ∇z logQ(zt) is efficiently computed

via automatic differentiation in modern learning libraries [PGM19]. We summarize the above

process in Algorithm 1.

Algorithm 1 Learning models of DRC via EM.

Input: Learning iterations T , initial parameters for LEBMs α(0) = {α(0)
1 , α

(0)
2 } and genera-

tors β(0) = {β(0)
1 , β

(0)
2 }, θ(0) = {α(0), β(0)}, learning rate ηα for LEBMs, ηβ for foreground and

background generators, observed examples {x(i)}Ni=1, batch size M , and initial latent variables

{z(i)− = {z(i)1−, z
(i)
2−} ∼ p0(z)}Ni=1 and {z(i)+ = {z(i)1+, z

(i)
2+} ∼ p0(z)}Ni=1.

Output: θ(T ) = {α(T )
1 , β

(T )
1 , α

(T )
2 , β

(T )
2 }.

for t = 0 : T − 1 do

Sample a minibatch of data {x(i)}Mi=1;

Prior sampling for learning LEBMs: For each x(i), update z
(i)
− using Eq. (4.13), with

target distribution π(z) = pα(t)(z);

Posterior sampling for foreground and background generation: For each x(i), update

z
(i)
+ using Eq. (4.13), with target distribution Q(z) = pθ(t)(z|x);

Update LEBMs: α(t+1) = α(t) + ηα
1
m

∑m
i=1[∇αfα(t)(z

(i)
+ )−∇αfα(t)(z

(i)
− )];

Update foreground and background generators:

β(t+1) = β(t) + ηβ
1
m

∑m
i=1∇β log pβ(t)(x(i)|z(i)+ );

end for

During inference, we initialize the latent variables z for MCMC sampling from Gaus-

sian white noise and run only the posterior sampling step to obtain z+. The inferred

mask and region images are then given by the outputs of generative models pβk(w|z+) and

pβk(x|z+), k = 1, 2, respectively.

4.3.4 Technical Details

Pseudo label for additional regularization.

Although the proposed DRC explicitly models the interaction between the regions, it is

still possible that the model converges to a trivial extractor, which treats the entire image as
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the foreground or background region, leaving the other region null. We exploit the symbolic

vector y emitted by the LEBM (see section 4.3.1) for additional regularization. The strategy

is similar to the mutual information maximization used in InfoGAN [CDH16]. Specifically,

we use the symbolic vector y inferred from z as the pseudo-class label for z and train an

auxiliary classifier jointly with the above models; it ensures that the generated regions xk

contain similar symbolic information for zk. Intuitively, this loss prevents the regions from

converging to null since the symbolic representation yk would never be well retrieved if that

did happen.

Implementation.

We adopt a similar architecture for the generator as in DCGAN [RMC15] throughout the

experiments and only change the dimension of the latent variables z for different datasets.

The generator consists of a fully connected layer followed by five stacked upsample-conv-

norm layers. We replace the batch-norm layers [IS15] with instance-norm [UVL16] in the

architecture. The energy-term in LEBM is parameterized by a 3-layered MLP. We adopt

orthogonal initialization [SMG14] commonly used in generative models to initialize the net-

works and orthogonal regularization [BLR16] to facilitate training. In addition, we observe

performance improvement when adding Total-Variation norm [ROF92] for the background

generative model. More details, along with specifics of the implementation used in our

experiments, are provided in the supplementary material.

4.4 Experiments

We design experiments to answer three questions: (1) How does the proposed method com-

pare to previous state-of-the-art competitors? (2) How do the proposed components con-

tribute to the model performance? (3) Does the proposed method exhibit generalization on

images containing unseen instances (i.e., same category but not the same instance) and even

objects from novel categories?
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To answer these questions, we evaluate our method on five challenging datasets in two

groups: (1) Caltech-UCSD Birds-200-2011 (Birds) [WBM10], Stanford Dogs (Dogs) [KJY11],

and Stanford Cars (Cars) [KSD13] datasets; (2) CLEVR6 [JHM17] and Textured Multi-

dSprites (TM-dSprites) [MHH17] datasets. The first group of datasets covers complex

real-world domains, whereas the second group features environments of the multi-object

foreground with challenging spatial configurations or confounding backgrounds. As to be

shown, the proposed method is generic to various kinds of input and produces more com-

petitive foreground-background partition results than prior methods.

4.4.1 Results on Foreground Extraction

Single object in the wild.

In the first group of datasets, there is typically a single object in the foreground, varying

in shapes, texture, and lighting conditions. Unsupervised foreground extraction on these

datasets requires much more sophisticated visual cues than colors and shapes. Birds dataset

consists of 11,788 images of 200 classes of birds annotated with high-quality segmentation

masks, Dogs dataset consists of 20,580 images of 120 classes annotated with bounding boxes,

and Cars dataset consists of 16,185 images of 196 classes. The latter two datasets are

primarily made for fine-grained categorization. To evaluate foreground extraction, we follow

the practice in [BW20], and approximate ground-truth masks for the images with Mask R-

CNN [HGD17], pre-trained on the MS COCO [LMB14] dataset with a ResNet-101 [HZR16]

backend. The pre-trained model is acquired from the detectron2 [WKM19b] toolkit. This

results in 5,024 dog images and 12,322 car images with a clear foreground-background setup

and corresponding masks.

On datasets featuring a single foreground object, we use the 2-slot version of IODINE

and Slot-attention. Since ReDO, IODINE, and Slot-Attention do not distinguish foreground

and background in output regions, we choose the best-matching scores from the permutation

of foreground and background masks as in [CAD19]. We observe that the proposed method
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Single Object Multi-Object

Model Birds Dogs Cars CLEVR6 TM-dSprites

IoU Dice IoU Dice IoU Dice IoU Dice IoU Dice

W-Net∗ 24.8 38.9 47.7 62.1 52.8 67.6 - - - -

GrabCut 30.2 42.7 58.3 70.9 61.3 73.1 19.0 30.5 61.9 71.0

ReDO§ 46.5 60.2 55.7 70.3 52.5 68.6 18.6 31.0 9.4 17.2

OneGAN∗† 55.5 69.2 71.0 81.7 71.2 82.6 - - - -

IODINE§ 30.9 44.6 54.4 67.0 51.7 67.3 19.9 32.4 7.3 12.8

Slot-Attn.§ 35.6 51.5 38.6 55.3 41.3 58.3 83.6 90.7 7.3 13.5

Ours 56.4 70.9 71.7 83.2 72.4 83.7 84.7 91.5 78.8 87.5

Table 4.1: Foreground extraction results on training data measured in IoU and Dice.

Higher is better in all scores. *Results of W-Net and OneGAN are provided by [BW20]. Of

note, results of these two models on Dogs and Cars datasets may not be directly comparable to

other listed methods, as the data used for training and evaluation could be different. We include

these results as a rough reference since no official implementation or pretrained model are publicly

available. § indicates unfair baseline results obtained using extra ground-truth information, i.e.,

we choose the best-matching scores from the permutation of foreground and background masks.

†OneGAN is a strong weakly supervised baseline, which requires clean background images to

provide additional supervision. We include this model as a potential upper bound of the fully

unsupervised methods.
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and Grabcut are the only two methods that provide explicit identification of foreground

objects and background regions. While the Grabcut algorithm actually requires a predefined

bounding box as input that specifies the foreground region, our method, thanks to the learned

pixel re-assignment (see section 4.3.2), can achieve this in a fully unsupervised manner.

Results in table 4.1 show that our method outperforms all the unsupervised baselines by

a large margin, exhibiting comparable performance even to the weakly supervised baseline

that requires additional background information as inputs [BW20]. We provide samples

of foreground extraction results as well as generated background and foreground regions

in figure 4.3. Note that our final goal is not to synthesize appealing images but to learn

foreground extractors in a fully unsupervised manner. As the limitation of our method, DRC

generates foreground and background regions less realistic than those generated by state-of-

the-art GANs, which hints a possible direction for future work. More detailed discussions of

the limitation can be found in supplementary material.

Figure 4.3: Foreground extraction results for each dataset.; zoom in for better visibility.

From top to bottom: (i) observed images, (ii) generated images, (iii) masked generated foregrounds,

(iv) generated backgrounds, (v) ground-truth foreground masks, and (vi) inferred foreground masks.

More samples and results of baselines can be found in the supplementary material.

Multi-object scenes.

The second group of datasets contains images with possibly simpler foreground objects

but more challenging scene configurations or background parts. Visual scenes in the CLEVR6

dataset contain various objects and often with partial occlusions and truncations. Following
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the evaluation protocol in IODINE and Slot-attention, we use the first 70K samples from

CLEVR [JHM17] and filter the samples for scenes with at most 6 objects for training and

evaluation, i.e., CLEVR6. The TM-dSprites dataset is a variant of Multi-dSprites [MHH17]

but has strongly confounding backgrounds borrowed from Textured MNIST [GRB16]. We

generate 20K samples for the experiments. Similar to [GKK19a] and [LWU20a], we evaluate

on a subset containing 1K samples for testing. Note that IODINE and Slot-attention are

designed for segmenting complex multi-object scenes using slot-based object representations.

Ideally, the output of these models consists of masks for each individual object, while the

background is viewed as a virtual “object” as well. In practice, however, it is possible that the

model distributes the background over all the slots as mentioned in [LWU20a]. We therefore

propose two corresponding approaches (see the supplementary material for more details) to

convert the output object masks into a foreground-background partition and report the best

results of these two options for IODINE and Slot-attention in table 4.1.

On the CLEVR6 dataset, we use the publicly available pretrained model for IODINE,

which achieves a reasonable ARI (excluding background pixels) of 94.4 on the testing data,

close to the testing results in [GKK19a]. We observe that IODINE distributes the background

over all the slots for some of the testing samples, resulting in much lower IoU and Dice scores.

We re-train the Slot-attention model using the official implementation on CLEVR6, as no

pretrained model is publicly available. The re-trained model achieves a foreground ARI of

98.0 on the 1K testing samples, which we consider as a sign of valid re-implementation.

Results in table 4.1 demonstrate that the proposed method can effectively process images

of challenging multi-object scenes. To be specific, our method demonstrates competitive

performance on the CLEVR6 dataset compared with the SOTA object discovery method.

Moreover, as shown empirically in figure 4.3, the proposed method can handle the strongly

confounding background introduced in [GRB16], whereas previous methods are distracted

by the background and mostly fail to capture the foreground objects.
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Model IoU Dice

amortized inference∗ - -

w/o pix. re-assign. 21.8 35.3

w/o pseudo label 48.7 64.2

w/o TV-norm reg. 53.0 68.1

w/o ortho. reg. 54.3 69.2

short-run chain† 52.5 67.7

Full model 56.4 70.9

Table 4.2: Ablation study on Birds. *We replace the LEBM with encoders to perform amortized

inference for the latent variables z within a variational framework as in VAE [KW13]. †We explore

the possibility of using short-run MCMC [NHZ19] instead of persistent chain sampling.

4.4.2 Ablation Study

We provide ablation studies on the Birds dataset to inspect the contribution of each proposed

component in our model. As shown in table 4.2, we observe that replacing the LEBMs

in the foreground and background models with amortized inference networks significantly

harms the performance of the proposed method. In particular, the modified model fails

to generate any meaningful results (marked as - in table 4.2). We conjecture that LEBM

benefits from the low-dimensionality of the latent space [PHN20] and therefore enjoys more

efficient learning. However, the inference networks need to learn an extra mapping from the

high-dimensional image space to the latent space and require more elaborate architecture

and tuning for convergence. Furthermore, we observe that the model that does not learn

pixel re-assignment for background can still generate meaningful images but only vaguely

captures masks for foreground extraction.

4.4.3 Generalizable Foreground Extraction

Extracting novel foreground objects from training categories.
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We show results on generalizing to novel objects from the training classes. To evaluate

our method, we split the Birds dataset following [CAD19], resulting in 10K training images

and 1K testing images. On Dogs and Cars datasets, we split the dataset based on the

original train-test split [KJY11, KSD13]. This split gives 3,286 dog images and 6,218 car

images for training, and 1,738 dog images and 6,104 car images for testing, respectively. As

summarized in table 4.3, our method shows superior performances compared with baselines;

the performance gap between training and testing is constantly small over all datasets.

Birds Dogs Cars

Model IoU Dice IoU Dice IoU Dice

Tr.—Te. Tr.—Te. Tr.—Te. Tr.—Te. Tr.—Te. Tr.—Te.

GrabCut∗ 30.2—30.3 42.7—42.8 58.3—57.9 70.8—70.5 60.9—61.6 72.7—73.5

ReDO 46.8—47.1 61.4—61.7 54.3—52.8 69.2—67.9 52.6—52.5 68.7—68.6

Ours 54.8—54.6 69.5—69.4 71.6—72.3 83.2—83.6 71.9—70.8 83.3—82.5

Table 4.3: Performance of DRC on training and held-out testing data. *Note that GrabCut

is a deterministic method that does not require training. We report the results of GrabCut [RKB04]

on these splits only for reference. Tr. indicates the performance on training data, and Te. indicates

the performance on testing data.

Extracting novel foreground objects from unseen categories.

To investigate how well our method generalizes to categories unseen during training, we

evaluate the models trained in real-world single object datasets on the held-out testing data

from different categories. We use the same training and testing splits on these datasets as

in the previous experiments. table 4.4 shows that our method outperforms the baselines on

the Birds dataset when the model has trained on Dogs or Cars dataset, which have quite

different distributions in foreground object shapes. Competitors like ReDO also exhibit such

out-of-distribution generalization but only to a limited extent. Similar results are observed

when using Dogs or Cars as the testing set. We can see that when the model is trained on

Dogs and evaluated on Cars or vice versa, it still maintains comparable performances w.r.t.
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Test Train
GrabCut ReDO Ours

IoU Dice IoU Dice IoU Dice

Birds* 47.1 61.7 54.6 69.4

Birds Dogs 30.3 42.8 22.2 35.3 41.3 57.4

Cars 16.4 27.7 39.2 55.3

Dogs* 52.8 67.9 72.3 83.6

Dogs Cars 57.9 70.5 44.5 61.2 67.8 80.4

Birds 44.0 60.3 53.6 69.1

Cars* 52.5 68.6 70.8 82.5

Cars Dogs 61.6 73.5 51.6 67.1 68.6 81.0

Birds 41.8 58.6 45.1 61.7

Table 4.4: Performance of DRC on unseen testing categories. *We include the testing

results of models trained with data from the same categories for reference.

those are trained&tested on the same class. We hypothesize that these two datasets have

similar distributions in foreground objects and background regions. In the light of this, we

can further entail that the distribution of Dogs is most similar to that of Cars and less similar

to that of Birds according to the results, which is consistent with our intuitive observation

of the data. We provide a preliminary analysis of the statistics of these datasets in the

supplementary material.

4.5 Conclusion

We have presented the Deep Region Competition, an EM-based fully unsupervised fore-

ground extraction algorithm fueled by energy-based prior and generative image modeling.

We propose learned pixel re-assignment as an inductive bias to capture the background
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regularities. Experiments demonstrate that DRC exhibits more competitive performances

on complex real-world data and challenging multi-object scenes. We show empirically that

learned pixel re-assignment helps to provide explicit identification for foreground and back-

ground regions. Moreover, we find that DRC can potentially generalize to novel foreground

objects even from categories unseen during training. We hope our work will inspire future

research along this challenging but rewarding research direction.

4.A Details on Models and Hyperparameters

Architecture. As mentioned in the paper, we use the same overall architecture for different

datasets (while the size of latent variables may vary). The details for the generators and

LEBMs are summarized in the table 4.5 and table 4.7.

Dataset Foreground Background Pixel Re-assignment

Birds 256 256 512

Dogs 256 256 512

Cars 256 192 512

CLEVR6 256 2 256

TM-dSprites 256 4 1024

Table 4.5: Dimension of latent variables on each dataset.

Hyperparameters and Training Details. For the Langevin dynamics sampling [WT11],

we use K0 and K1 to denote the number of prior and posterior sampling steps with step sizes

s0 and s1 respectively. Our hyperparameter choices are: K0 = 60, K1 = 40, s0 = 0.4 and

s1 = 0.1. These are identical across different datasets. During testing, we set the posterior

sampling steps to 300 for Dogs and Cars, and 2.5K, 5K and 5K for Birds, CLEVR6 and

TM-dSprites respectively. The parameters of the generators and LEBMs are initialized with

orthogonal initialization [SMG14]. The gain is set to 1.0 for all the models. We use the
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Layers In-Out size Comment

LEBM for Foreground/Background Models

Input: z D∗

Linear, LReLU 200

Linear, LReLU 200

Linear K†

LEBM for Pixel Re-assignment Model

Input: z D∗

Linear, LReLU 200

Linear, LReLU 200

Linear, LReLU 200

Linear 1

Generator for Foreground/Background Model and Re-assignment Model

Input: z D∗

Linear, LReLU 4× 4× 128 reshaped output

UpConv3x3Norm, LReLU 8× 8× 1024 stride 1 & padding 1

UpConv3x3Norm, LReLU 16× 16× 512 stride 1 & padding 1

UpConv3x3Norm, LReLU 32× 32× 256 stride 1 & padding 1

UpConv3x3Norm, LReLU 64× 64× 128 stride 1 & padding 1

UpConv3x3Norm, LReLU 128× 128× 64 stride 1 & padding 1

Conv3x3
128× 128× (3 + 1)

128× 128× 2

RGB & Mask

Re-assignment grid

Table 4.6: Architecture of the generators, LEBMs and auxiliary classifiers.

91



Auxiliary classifier for Foreground/Background Model

Input: x 128× 128× 3 generated image

Conv4x4Norm, LReLU 64× 64× 64 stride 2 & padding 1

Conv4x4Norm, LReLU 32× 32× 128 stride 2 & padding 1

Conv4x4Norm, LReLU 16× 16× 256 stride 2 & padding 1

Conv4x4Norm, LReLU 8× 8× 512 stride 2 & padding 1

Conv4x4Norm, LReLU 4× 4× 1024 stride 2 & padding 1

Conv4x4 1× 1×K†

Table 4.7: Architecture of the generators, LEBMs and auxiliary classifiers (Cont’d). Up-

Conv3x3Norm denotes a Upsampling-Convolutional-InstanceNorm layer with a convolution kernel

size of 3. Similarly, Conv4x4Norm denotes a Convolutional-InstanceNorm layer with a kernel size

of 4. LReLU denotes the Leaky-ReLU activation function. The leak factor for LReLU is 0.2 in

LEBMs and auxiliary classifiers, and 0.01 in generators. *D represents the dimensions of the latent

variables for different datasets; see table 4.5. †K represents the pre-specified category number

for latent variables. We use 200 for both the foreground and background LEBMs on real-world

datasets, and 30 and 10 in the foreground and background LEBMs on multi-object datasets re-

spectively.

ADAM optimizer [KB14] with β1 = 0.5 and β2 = 0.999. Generators are trained with a

constant learning rate of 0.0001, and LEBMs with 0.00002. We run experiments on a single

V100 GPU with 16GB of RAM and with a batch size of 48. We set the maximum training

iterations to 10K and run for at most 48hrs for each dataset.
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CHAPTER 5

Object-centric and Relational Representation Learning

with RelViT

Figure 5.1: An overview of our method. Red+Green: the learning pipeline of DINO [CTM21] and

EsViT [LYZ21]; Red+Blue: our pipeline. We introduce a concept-feature dictionary, where the

key is a concept c and its value is a queue of image features f with the same concept, to allow

flexible feature retrieval with the concept keys. With the proposed dictionary, we further develop

our concept-guided global and local tasks. EMA denotes the exponential moving average.

5.1 Introduction

Deep neural networks have achieved great success in visual recognition. However, their

ability for visual relational reasoning, i.e. reasoning with entities and their relationships

in a visual scene, still falls short of human-level performances, especially in real-world do-
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mains. The challenges of common visual relational reasoning tasks, e.g. HICO and GQA

benchmarks [CWH15b, HM19] are manifested in three aspects: 1) object-centric learn-

ing to identify objects (including humans) as well as their visual properties; 2) relational

reasoning to infer all pairwise relationships between the object entities; and 3) system-

atic generalization to reason with visual entities and relations on novel object-relation

combinations and extrapolate to longer reasoning hops [BMN18, HDM20]. While existing

models have leveraged pre-trained object detectors [RHG15, JMR20] and/or explicit sym-

bolic reasoning methods [YWG18] to tackle these challenges, they leave ample space for

improvement.

More recently, vision transformers (ViTs) have become the new paradigm for visual

recognition and have made great strides in a broad range of visual recognition tasks [DBK20,

WXL21b, LLC21]. Several properties of ViT make it a compelling model choice for visual

relational reasoning. First, the self-attention mechanism in ViT offers a strong relational

inductive bias, explicitly modeling the relations between input entities. Second, the design

of image as patches facilitates the learning of object-centric representations, as evidenced

by recent works, e.g. DINO and EsViT [CTM21, LYZ21], that demonstrate ViTs trained

with self-supervised learning (SSL) capture objects in the image without label annotations.

To investigate the efficacy of the ViT backbone for visual relational reasoning, in par-

ticular on systematic generalization, we introduce new systematic splits to canonical bench-

marks and compare the ViT backbone with the CNN backbone. Results on GQA show that

switching to ViTs in MCAN model [YYC19b] brings an immediate 11% gain in accuracy.

However, the performance gap between the original GQA testing split and the new sys-

tematic split remains considerable (15% in accuracy) for both backbones. It suggests that

generic ViTs still need to be improved to tackle the reasoning task, especially on systematic

generalization. Recent works have shown that neural networks can learn representations

with better generalization, by learning certain auxiliary tasks of predicting human-specified

concepts [HTG20, KNT20]. A natural question emerges: can we exploit these concepts to
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Figure 5.2: Results on HICO. Our method improves the best baseline by 16%, 43%, and 7% on

the original non-systematic and two new systematic splits. Sys.: systematic.

improve the reasoning ability of ViTs?

Our approach is to make better use of concepts (e.g. the labels in the original training

dataset) in the ViT training for better relational reasoning. To this end, we first introduce

a novel concept-feature dictionary, where each key is a concept and its value is a queue of

image features with the same concept, as shown in Figure 5.1. It allows dynamic and flexi-

ble training-time image feature retrieval during training. Based on this dictionary, we then

augment the canonical ViT training pipeline with two auxiliary tasks: First, to facilitate

high-level reasoning about relationships, we design a global task that helps cluster images

with the same concept together to produce semantically consistent relational representa-

tions. Second, to learn better object-centric representations, we develop a local task that

guides the model to discover object-centric semantic correspondence across images [LYT10].

Thanks to the plug-and-play feature of our concept-feature dictionary, our auxiliary tasks

can be easily incorporated into existing ViT training pipelines without additional input pre-

processing. We term the resulting model concept-guided vision transformer (or RelViT for

short).

We evaluate our method on two standard visual relational reasoning benchmarks: HICO
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and GQA. Beyond the original independent and identically distributed (I.I.D.) training-

testing split, we introduce new systematic splits for each dataset to examine the ability of

systematic generalization, i.e., recognizing novel object-relation combinations. Our results

show that RelViT significantly outperforms previous approaches. On HICO, it improves the

best baseline by 16%, 43%, and 7% on the original non-systematic and two new systematic

splits, respectively, as shown in Figure 5.2. On GQA, it further closes the gap of overall

accuracy between models using visual backbone feature only and models using additional

bounding box features (obtained from pre-trained object detectors) by 13% and 18% on the

two splits. We also show that our method is compatible with various ViT variants and robust

to hyper-parameters. Finally, our qualitative inspection indicates that RelViT does improve

ViTs on learning relational and object-centric representations.

Our main contributions are summarized as follows:

• We propose RelViT, by incorporating visual relational concepts to the ViT training with

the newly-introduced concept-guided global and local auxiliary tasks, where a concept-

feature dictionary is proposed to enable dynamic and flexible image feature retrieval with

the concept keys.

• In extensive experiments on the original non-systematic and new systematic split of the

HICO and GQA datasets, we demonstrate the advantages of RelViT over various strong

baselines for visual relational reasoning.

• We perform ablation studies on RelViT to show the contributions of its key components,

its compatibility to various ViT architectures, and its robustness to hyper-parameters. We

provide qualitative results to confirm our improved learning of relational and object-centric

representations.
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5.2 Methodology

5.2.1 Background

Vision transformers. Here we briefly review the architecture of multi-staged ViTs [DBK20].

Given an image I ∈ RH×W×C , a ViT model g first tokenizes the input into N image tokens

(patches) with a resolution of (T, T ): tokenize(I) = [t1, · · · , tN ], ti ∈ RT 2×C , N = HW/T 2,

where (H,W ) and C denotes the original resolution and number of channel of the image,

respectively. Then in each stage, a patch embedding and a multi-head self attention (MHSA)

module is applied to these tokens to produce input for the next stage. The final output of

ViT g(I) is a sequence of tokens [z1, · · · , zN ] that correspond to the aforementioned input

tokens. For global prediction tasks, e.g. image categorization, a summary of the input image

can be obtained by either inserting an extra [CLS] token to the input sequence of image

tokens or performing an extra pooling operation over the output tokens [ZKH21].

Self-supervised learning with DINO and EsViT. Our method is developed upon the

recently proposed self-supervised learning (SSL) approach self-distillation with no labels

(DINO) [CTM21] and its follow-up EsViT [LYZ21]. As shown in Figure 5.1, their main

idea is to encourage the output consistency between a teacher gt and a student network gs,

parameterized by θt and θs, respectively. Given an input image I, both networks map it to a

probability distribution Pt(I) = ht(gt(I)) and Ps(I) = hs(gs(I)) via an extra projection head

h(·). The teacher and student network will be updated alternatively by following these two

rules: (1) For the student network: θs ← arg minθs LGlobal, where LGlobal = −Pt(I) logPs(I);

(2) For the teacher network, θt is updated using an exponential moving average (EMA) on

θs: θt ← λθt + (1 − λ)θs, where λ controls the updating momentum. In practice, multiple

views of the input image I will be generated via data augmentation and the teacher and stu-

dent networks will receive different views, preventing the task from being trivialized. EsViT

further extends the image-level loss LGlobal to patch-level by applying dense SSL [WZS21] for

learning correspondence between the different views, enhancing the performance on dense
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prediction. Readers are encouraged to refer to [CTM21] and [LYZ21] for more details about

these two works.

5.2.2 RelViT

RelViT is a concept-guided ViT that makes better use of the concepts in the ViT training

for the improved relational reasoning. In this section, we first introduce a concept-feature

dictionary to store and retrieve image features with their concept keys. We then augment the

canonical ViT training pipeline with two auxiliary tasks: a global level task and a local level

task, both are concept-guided by resorting to the concept-feature dictionary. Intuitively,

the global task help cluster images with the same concept together to produce semantically

consistent relational features, while the local task guides the model to discover object-centric

semantic correspondence across images.

Concept-feature dictionary. We assume the total number of concepts is M , and the

set of all concepts C = {c1, · · · , cM}. A concept-feature dictionary is denoted by D =

{(c1, Q1), · · · , (cM , QM)}, where each concept ci is associated with a queue Qi of image

features. During training, each image I may come with multiple concepts, which we denote

by CI ⊂ C. For instance, there may exist several human-object interactions in an image from

the HICO dataset, each of which may correspond to a concept. As shown in Figure 5.1,

whenever a new image-concept pair (I, CI) comes, we uniformly draw a concept code c from

CI, pick up the queue Q from the dictionary that corresponds to c, and then retrieve the

image feature f from Q. Meanwhile, we pass the input image I to the teacher network gt to

get the new image feature f ′ = gt(I), and enqueue it to Q. Note that if Q is full already, we

first need to dequeue the oldest image feature from Q. During training, we use the retrieved

image feature f for the two auxiliary tasks below, rather than the input image feature f ′.

Furthermore, the sampling strategy, i.e. how to retrieve image feature f from Q, plays

an important role in the overall performance of our method. We consider the following two

sampling strategies:
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• Uniform sampling. Each image feature is drawn with equal probability from the queue,

i.e. suppose we have N features in the queue, then the probability of each feature being

sampled is 1/N . This tactic encourages the diversity of the retrieved image features,

benefiting the overall performance. However, some older features in the queue may

largely fall behind the current model if the teacher network gt is updated quickly, eliciting

unstable training.

• “Most-recent” sampling. The sampling probability mass is allocated based on the fresh-

ness of image features, and the most recent feature has the highest chance to be retrieved.

Specifically, suppose we have N features in the queue Q (|Q| >= N). Then for the i-th

newest feature f , we define its weight wi = N − i + 1. Finally, the probability of the

i-th newest feature being sampled is wi/
∑N

j=1wj. This tactic ensures we retrieve more

up-to-date features and thereby stabilizes the learning. But it may hurt the overall per-

formance due to a lack of feature diversity, as the chance of older features being sampled

is small.

Note that the feature queue is empty at the beginning of training. In this case, we simply use

the input image feature f ′ for the auxiliary tasks, and also enqueue it to Q that corresponds

to the concept of the input image. As we can show in the next, now our proposed global

and local tasks reduce to DINO [CTM21] and EsViT [LYZ21], respectively.

Concept-guided global task. Suppose we have two views {I(1), I(2)} of an image I, the

main idea of our concept-guided global task is to replace I(1) in the DINO loss [CTM21] with

the image feature f sampled from the concept-feature dictionary, which becomes

LGlobal = −ht(f) log hs(gs(I
(2))), (5.1)

where ht and hs are the projection head of the teacher and student network, respectively, and

gs is the student network. Intuitively, minimizing the global loss is equivalent to encouraging

the similarity of any two different image features with the same concept. Hence, it can

help produce more semantically consistent relational representations, in particular when the

concepts stored in the concept-feature dictionary are themselves relational.
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Similar inter-class representation learning techniques have been explored before [WHG17,

CBJ18]. However, these approaches require a rather complex pre-processing stage, e.g. the

images have to be split in terms of the concept before training, making them not directly

applicable to existing training pipelines. Rather, with our proposed concept-feature dic-

tionary that dynamically saves & retrieves image features from the running storage, our

concept-guided global task becomes a plug-n-play task to existing training pipelines.

Concept-guided local task. As we mentioned earlier, our concept-guided local task aims

at facilitating object-centric learning, by the means of correspondence learning [LYT10,

WJE19]. Recent studies have unveiled the possibility of learning correspondence with

SSL [WZS21, LYZ21]. However, only low-level correspondence between two augmented (e.g.

rotated) views of an image can be discovered, while the semantic information of objects is

missing. To remedy this, we bring concepts to these methods, endowing them the capability

of learning semantic correspondence from images.

Specifically, suppose we have two views {I(1), I(2)} of an image I, and we also tokenize

the image feature into a sequence of N local image tokens. Then at the output of ViT,

we obtain gt(I
(1)) = [z

(1)
1 , · · · , z(1)N ] and gs(I

(2)) = [z
(2)
1 , · · · , z(2)N ], where z denotes the local

feature. Prior work, such as EsViT [LYZ21], relies on the local features gt(I
(1)) and gt(I

(2))

for the local task. Instead, we replace gt(I
(1)) with the image feature f retrieved from the

concept-feature dictionary using the concept of the image I. We then split f into multiple

local features, i.e. f = [z
(f)
1 , · · · , z(f)N ] and our concept-guided local loss becomes

LLocal = − 1

N

N∑

i=1

ht(z
(f)
j⋆ ) log hs(z

(2)
i ), j⋆ = arg max

j
CosineDistance(z

(f)
j , z

(2)
i ), (5.2)

where ht(·), hs(·) are the projection heads that map local features to probability distri-

butions1. Intuitively, it greedily matches the output between two local regions that have

1Note that the projection head here is different from DINO’s: it works on all output local features. While
in DINO, the projection head only works on the summary of input image, i.e. the resulting feature after a
max-pooling operation or the feature that corresponds to [CLS] in the input.
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minimal feature distance – bootstrapping the object-level semantic correspondence among

images with the same concept.

Overall loss. By combining the global and local tasks, we add an auxiliary task loss Laux

to the main loss Lmain (e.g. cross-entropy loss of the reasoning task). The eventual objective

is

L = Lmain + αLaux, Laux = LGlobal + LLocal, (5.3)

where a trade-off weight α is added for better flexibility. As we mentioned above, our method

will reduce to EsViT, a baseline without concept-guided auxiliary tasks, when we use the

current input features gt(I
(1)) instead of f retrieved from our dictionary for computing LGlobal

and LLocal.

5.3 Experiments

We conduct experiments on two challenging visual relational reasoning datasets: HICO [CWH15b]

and GQA [HM19]. Besides their original non-systematic split, we introduce the systematic

splits of each dataset to evaluate the systematic generalization of our method. First, we

compare our method against various strong baselines [ML16, GR17, HM18a] on visual rela-

tional reasoning, as well as state-of-the-art ViTs. Second, we perform the ablation analysis

to examine the key components of our method: ViT backbones, concept-feature dictionar-

ies, and auxiliary tasks. Finally, we provide qualitative results to justify the emerging image

clustering in terms of concepts and the learned semantic correspondence. Please see more

details of all the evaluated tasks in the supplementary material.

5.3.1 Main results I: Human-object Interaction Recognition

Overview. HICO [CWH15b] features the human-object interaction (HOI) recognition, i.e.

predicting all the possible HOI categories of the input image. It contains 600 HOI categories
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with 117 unique actions and 80 object classes. The training set includes 38116 images and

the test set includes 9658 images. For a fair comparison, we follow the standard practice

and mainly focus on those previous methods that do not require extra supervision [FCT18]

or data [LXL20, LXH19, JCW21]. By default, we choose PVTv2-b2 [WXL21a] as the ViT

backbone. Regarding the concept-feature dictionary, we use the “most-recent” sampling and

a queue length |Q| of 10. The trade-off weight α in the overall loss is fixed to 0.1. Other

hyper-parameters are inherited from DINO [CTM21].

Systematic split. The systematic generalization in HICO has been studied before under the

name “zero-shot HOI recognition” [SYH18]. The main idea is to remove some HOI categories

from the training set while ensuring all the single actions and objects can still be kept in

the remaining HOI categories. We thereby reuse the systematic splits offered by [HPQ20b].

There are two splits: systematic-easy, where only the rare HOI classes are removed from the

training set; systematic-hard, where only the non-rare HOI classes are removed besides the

rare ones. The systematic-hard split contains much fewer training instances and thereby is

more challenging.

Concepts. In HICO, we simply use the 600 HOI categories as our default concepts. We

also report results with other concepts (e.g. actions, objects) in the ablation study.

Results. In Table 5.1, we compare our method with several counterparts. The results read

that even a simple model with PVTv2-b2 (25.4M parameters) backbone can outperform

many previous methods using ResNet-101 (44.7M parameters) and lots of bell and whis-

tles. This confirms the great potentials of ViTs in visual relation reasoning. By further

adding our global and local tasks, we attain 4-6 mAP gain on original and systematic splits.

We also observe that EsViT [LYZ21], a recently proposed SSL approach, also outperforms the

ViT-only baseline. Therefore, we combine their SSL task and our concept-guided tasks and

reach the peak performance (40.12 mAP) on the original HICO split. Although we do not

utilize any extra supervison, RelViT+EsViT beats the current state-of-the-art [FCT18]

that uses the additional “pose” supervision that does not exist in the HICO dataset. Overall,
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Method Ext. superv. Backbone Orig.
Systematic-easy Systematic-hard

Full cls. Unseen cls. Full cls. Unseen cls.

[ML16]∗ ResNet-101 33.8 - - - -

[GR17]∗ bbox ResNet-101 34.6 - - - -

[FCT18]∗ pose ResNet-101 39.9 - - - -

[HPQ20b]† ResNet-101 28.57 26.65 11.94 21.76 10.58

ViT-only PVTv2-b2 35.48 31.06 11.14 19.03 18.85

EsViT ([LYZ21]) PVTv2-b2 38.23 35.15 11.53 22.55 21.84

RelViT (Ours) PVTv2-b2 39.4 36.99 12.26 22.75 22.66

RelViT + EsViT (Ours) PVTv2-b2 40.12 37.21 12.51 23.06 22.89

Table 5.1: Results on HICO dataset. Some methods requires extra supervision. Bbox/Pose

means object-detection or pose estimation is needed. All results are reported in mAP. ∗Results

reported in the original papers; †Introduces the systematic split we use in the experiments. Full

cls.: results reported on all 600 HOI categories; Unseen cls.: results reported on the held-out

HOI categories from the training set for testing systematic generalization. Ext. superv.: extra

supervision.

we raise the results of a fair counterpart [GR17] that only exploits extra bbox supervision

(which is included in HICO) by 16% (34.6 → 40.12) on the original split. For systematic

splits, we raise the results of [HPQ20b] by 43% (26.65→ 37.21) on the systematic-easy split

and 7% (21.76→ 23.06) on the systematic-hard split. Finally, although the gap between sys-

tematic and non-systematic split still exists (partly due to the much smaller training set for

systematic splits), our method makes significant progress, especially on unseen classes (+12.3

mAP on systematic-hard). This further demonstrates the advantages of our concept-guided

ViT in systematic generalization.

103



5.3.2 Main results II: Visual Question Answering

Overview. GQA [HM19] is a recent visual question answering (VQA) dataset with a fo-

cus on relational reasoning. Each question is also labeled with semantics. By default, it

offers both pretrained-CNN grid features and region features obtained through Faster R-

CNN [RHG15]. For counterparts, we focus on fair comparisons and therefore exclude those

that require massive vision-language pretraining [LYY19]. Notably, we do not use extra

supervision, such as scene graph [KZG16]. The RelViT configuration is almost the same

as in HICO, except that we apply the uniform sampling instead as we find it empirically

works better. We employ MCAN-Small [YYC19b] as our VQA model and the ImageNet1K-

pretrained PVTv2-b2 as our vision backbone. The results are reported on the full validation

set of GQA.

Systematic split. In GQA, we especially examine the facet of productivity in systematic

generalization, i.e. the ability of reasoning with longer reasoning hops [HDM20]. To this end,

we exploit the extra semantics label associated with the GQA questions. We observe that

the semantics in GQA break down each question into a sequence of “reasoning hops”, where

a distribution of reasoning hops can be found in Figure 3. See the supplementary material

for examples. Therefore, our idea is to exclude questions with longer reasoning hops from

the training set. We end up only keeping questions with less than 5 reasoning hops in the

training set. We refer to this setting as the systematic split (“Sys.”) in the results.

Concepts. Inspired by recent research on vision-language pretraining [TB19, LYY19,

LYL20], we obtain concepts by parsing the questions into keywords. Specifically, we only

keep certain verbs, nouns, and adjectives that contain significant meanings (e.g. actions,

objects, characteristics, etc), ending up with 1615 concepts. Due to the space limit, readers

may find more details on concept parsing in the supplementary material.

Results. We report the comparison results on the original and systematic splits in Table 5.2.

The main goal of our experiments on GQA mainly is to verify if our method can help
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Method Bbox feat.∗ Backbone Orig. Sys.

BottomUp ([AHB18]) ✓ ResNet-101 53.21 -

MAC ([HM18b]) ✓ ResNet-101 54.06 -

MCAN-Small ([YYC19b]) ✓ ResNet-101 58.35 36.21

MCAN-Small ([YYC19b]) ResNet-101 51.1 30.12

ViT-only PVTv2-b2 56.62 31.39

EsViT ([LYZ21]) PVTv2-b2 56.95 31.76

RelViT (Ours) PVTv2-b2 57.87 35.48

Table 5.2: Results on GQA dataset. All results are re-

ported in overall accuracy. ∗With extra Faster R-CNN bbox

features.

Testing
Training

Figure 5.3: Histogram of reasoning

hops over GQA training questions.

reduce the gap between models using backbone features only and models using additional

bbox features (with dense object detectors). Besides, we also examine to which extent

our method can improve systematic generalization. Firstly, we observe that using ViT can

largely alleviate the aforementioned gap (51.1 → 56.62), suggesting that the object-centric

representations emerge in ViTs. It implies the potential of using ViTs in eliminating the need

for external object detectors. By further adding our proposed auxiliary tasks, we achieve

the peak performance and raise the results of MCAN-Small w/o bbox features by 13% (51.1

→ 57.87) on the original split and 18% (30.12 → 35.48) on the systematic split. Without

any detection pretraining or bbox features, our method achieves very close results

to MCAN-Small w/ bbox features on both two splits. The additional results in appendix

demonstrate that the marginal gap could be further eliminated if we apply larger backbone

models (PVTv2-b2 has much fewer parameters than ResNet-101).

5.3.3 Why do our auxiliary tasks work?

The results in the previous section suggest that RelViT outperforms its counterparts on the

challenging relational reasoning tasks. Now we would like to provide more insights into our
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method design by answering the question: why do our auxiliary tasks work? To this end,

we perform a diverse set of analyses on accessing the impact of key components in RelViT .

We also qualitatively justify the intuitions of two auxiliary tasks. These results are reported

on the HICO dataset.

5.3.3.1 Ablation study

Different ViT architectures. The first aspect we examine is the ViT architecture. Besides

the default choice on PVTv2-b2, we test our method with the original ViT-S/16 [DBK20] and

another prevalent architecture Swin-Small [LLC21]. The results are presented in Figure 5.4a

and Figure 5.4b, respectively. These two architectures can both benefit from our auxiliary

tasks and we have similar advantages over counterparts as in the default setting, which

confirms our compatibility to various ViT variants. Full quantitative results are provided in

the supplementary.

Implementation of concept-feature dictionary. We conduct ablations on three facets

of concept-feature dictionary: the choice of concepts, sampling tactics, and the size of queue

|Q|. In Figure 5.4c, we compare three different concept choices: actions, objects, and HOIs

with our best model. The results suggest that all three choices can bring improvement to

the baseline without any feature queue (denoted as “None”) while using HOIs and objects

brings larger improvement. We hypothesize that the proposed auxiliary tasks need more

“delicate” concepts to guide the ViT training but actions in HICO tend to be vague and

even ambiguous [SYH18]. Therefore, albeit the consistent advantages of our method in

terms of different concept selections, a careful design of concept space could still be pivotal

to achieve the peak performance in relational reasoning.

Furthermore, we show the interplay between sampling strategies and queue size |Q| in Fig-

ure 5.4d. Interestingly, |Q| has a much smaller impact on the performance with the “most-

recent” sampling than that with the uniform sampling. As we mentioned in Section 5.2.2, the

uniform sampling could help with more diverse features but could also elicit unstable train-
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ing. Larger |Q| makes the two consequences in the uniform sampling more prominent, thus

causing worse performance when stable training is the bottleneck (e.g. in a small dataset like

HICO). Rather, the “most-recent” sampling can be less sensitive to |Q| as only the recent

features could be sampled even when |Q| is large.

Auxiliary tasks. In Figure 5.4e, we show the results of only adding our global or local task

in Laux. Surprisingly, just using the local task is enough to deliver competitive results in the

HICO task. This suggests that the real bottleneck in ViTs seems to be better object-centric

representations, as our local task is designed for this. Nonetheless, adding our global task

can still elicit clear advantages over other counterparts that do not exploit concept-guided

learning.

Robustness to α. We sweep the trade-off weight α from 0.02 to 0.5 and report the results

in Figure 5.4f, where solid and dash represent our method and the baseline, respectively.

It is observed that adding the proposed auxiliary tasks always achieves better performances

than the baseline, indicating our method is robust to hyper-parameters. Moreover, the

improvements become slightly more significant when α is relatively large (but not too large).

The peak performances in different splits all appear around α = 0.1, which we thus use as

our default choice.

5.3.3.2 Qualitative inspection

Features vs. concepts. To further justify whether our global task can truly facilitate

the learned representation to be more relational, we illustrate the learned output features

(max-pooling on all the output tokens) by t-SNE visualization in Figure 5.5. Different colors

correspond to different HOI categories, i.e. the concepts we used in RelViT. The results read

that more clusters can be identified over the image features extracted by RelViT; therefore

our concept-guided global task can encourage the learned features to be more discriminative

regarding the relational concepts than the baselines.
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Figure 5.4: Ablation study on HICO. We investigate the impact of ViT architectures, imple-

mentation of concept-feature dictionary, auxiliary tasks, and the weight α on the performance of

our method. Sys.: systematic.

Semantic correspondence. We also probe the learned semantic correspondence that could

be encouraged by our local task, by intuition. We aim at comparing the correspondence

extracted from a model trained with different auxiliary tasks, i.e. no auxiliary task, no-

concept auxiliary tasks, and our auxiliary tasks. We consider two settings: 1) semantic

setting (two images that belong to the same concept, e.g. both contains a cat), and 2)

non-semantic setting (two views of the same image). Results in Figure 5.6 highlight the

high-similarity matches. Although our method and non-concept baseline (EsViT) both work

fine in the non-semantic setting, our method can identify the semantic correspondence on

more objects thanks to the concept guidance. Not surprisingly, baseline w/o any auxiliary

task (ViT-only) performs the worst as it may suffer from over-smoothness [GWL21] and lose

all the meaningful spatial information after fine-tuning on the target task.
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Figure 5.5: Visual illustrations of image features against HOI categories on the HICO test set via

t-SNE. We compare the features obtained by ViT without any auxiliary task (ViT-only), ViT with

non-concept auxiliary tasks (EsViT), and RelViT. Besides those clusters that are identified with

the other two baselines, clusters that can only be identified with RelViT are highlighted.

Figure 5.6: Visualization of correspondence. The correspondence is extracted between two views of

the same image (upper) and two images that belong to the same concept (lower), using the learned

model on HICO. RelViT can extract correspondence on more objects in the two images

(semantic correspondence) setting. Best viewed on screen.

5.4 Related Work

Systematic generalization in visual reasoning. Systematic generalization [HDM20,

BMN18] characterizes to which extent a learning agent can identify and exploit the under-

lying entities and relations of the training data, and generalize to novel combinations and

longer reasoning hops. There has been extensive research on inspecting and tackling system-

atic generalization in visual reasoning [JHV17, KM18, HMP16a, KC17]. However, most of

them only focus on controlled and synthetic domains [RAB20, ZGJ19b, BHS18b, XMY21b,
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NYM20a], while the open-ended real-world domains are largely neglected with very few ex-

ceptions [SYH18, TWC20b, JNY22]. In this paper, we tackle systematic generalization in

visual relational reasoning with natural images, thereby filling the gap between synthetic

and real domains.

Object-centric and relational representations. Many seminal research reveals that ML

models can benefit from object-centric and relational representations with better sample effi-

ciency and generalization [FS13, DHS20, MZW18]. However, obtaining such representations

from unstructured inputs, i.e. raw images, still remains challenging [GKK19b, LWU20b,

LBL19, YXM21]. Prevalent approaches adopt a latent variable model to explicitly infer the

foreground-background split as well as objects & relations [EHW16a, LWP20b, ZM07], while

recent findings suggest that they can be an emerging property of transformers trained with

self-supervised objectives [CTM21, LYZ21]. Our goal aligns better with the later regime,

as it enables implicit representations and thus could be more versatile and efficient. A key

difference is that these methods do not exploit concepts in reasoning benchmarks, making

them less capable of learning semantic representations.

Self-supervised learning for ViTs. The recent resurgence on self-supervised learning

(SSL) of image models has delivered impressive results on many few-shot or zero-shot

tasks [OLV18]. From a high-level view, these approaches can be categorized into con-

trastive [HFW20, CKN20] and non-contrastive [CH21]. However, not all SSL avenues work

well with vision transformers (ViTs) and some delicate design may be needed. [CTM21]

found their non-contrastive learning objective (DINO) manifested better quantitative re-

sults and emerging properties on ViTs. [CXH21] brought similar results on contrastive SSL.

[LYZ21] further introduced patch-level SSL objective to ViTs for dense prediction tasks. In

this paper, instead of proposing a new SSL approach, we make better use of concepts for

ViT training, which can be directly applied to the existing SSL objectives for the improved

visual reasoning.
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5.5 Conclusion

In this paper, our goal is to seek a better inductive bias for visual relational reasoning,

especially on real-world data. We found ViTs to be a promising candidate due to their

potential on relational reasoning, object-centric learning, and systematic generalization. We

further presented RelViT, a simple yet efficient method for exploiting concepts in the visual

relational reasoning tasks to boost the performances of ViTs. In specific, we proposed two

auxiliary tasks in RelViT : a global task for semantically consistent relational representation,

and a local task for learning object-centric semantic correspondence. These two tasks are

made possible through the use of our proposed concept-feature dictionary. RelViT largely

outperforms other counterparts on two challenging visual relational reasoning benchmarks.

While we mainly focus on extending ViTs to visual reasoning using auxiliary tasks, further

exploration of combining our work with architectural modification over ViTs to enable better

generalization could be a new direction for future work.

5.A A formal description of learning in RelViT

Algorithm 1 formally depicts the execution flow of RelViT.
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Algorithm 1 RelViT: Concept-guided Vision Transformer

Input: A set of training images with concepts {(I1, C1), · · · }, an image augmentation function

aug(·), momentum update factor λ, loss weight α, a concept-feature dictionary D, teacher and

student ViT gt and gs, parameterized by θt and θs, respectively.

1: for (Ii, Ci) in {(I1, C1), · · · } do
2: I

(1)
i , I

(2)
i = aug(Ii), aug(Ii)

3: Uniformly draw a concept code c ∼ Ci.

4: Retrieve Q from D with c.

5: if Q is not empty then

6: Sample feature f ∼ Q, following some sampling tactics.

7: Laux = LGlobal(f, gs(I
(2)
i )) + LLocal(f, gs(I

(2)
i ))

8: Insert feature gt(I
(1)
i ) into Q; if it is full, remove the oldest feature.

9: else

10: Laux = LGlobal(gt(I
(1)
i ), gs(I

(2)
i )) + LLocal(gt(I(1)i ), gs(I

(2)
i ))

11: end if

12: Update θs with the loss function L = Lmain + αLaux.
13: Update θt using an EMA: θt ← λθt + (1− λ)θs.

14: end for

5.B Additional details on RelViT

5.B.1 Input pipeline

We adopt the following data augmentation pipeline for the generating the additional views

for our two auxiliary tasks

1. Randomly crop and resize the image into (224, 224) with scale ratio (0.2, 1.0);

2. Randomly jitter the color of the image on brightness, contrast saturation and hue with

probability of (0.4, 0.4, 0.4, 0.1), respectively;
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Table 5.3: Hyperparameters for RelViT.

Parameter Value

Optimizer AdamW with epsilon 1e−1 (HICO) / 1e-5 (GQA)

Gradient clipping norm No grad clipping (HICO) / 0.5 (GQA)

Base learning rate 1.5e−4 (HICO) / 3e−5 (GQA)

Learning rate schedule 0.1 scale with milestones [15, 25] (HICO) / [8, 10] (GQA)

Batch size 16 (HICO) / 64 (GQA)

Total training epochs 30 (HICO) / 12 (GQA)

Temperature τ in DINO loss 0.04 for teacher and 0.1 for student, we don’t use schedule.

Momentum m for teacher 0.999

Center m for center features 0.9

Sampling method “most-recent” (HICO) / uniform (GQA)

Queue size |Q| 10

3. Randomly turn the image into gray scale with probability 0.2;

4. Randomly apply Gaussian blur with kernel size 23 and sigma (0.1, 2.0) and probability

0.5;

5. Randomly flip the image horizontally.

Notably, we apply a random crop operation to ensure that all the input images for our

auxiliary tasks contain the same number of patches.

5.B.2 Hyper-parameters and baselines

Table 5.3 summarizes the hyper-parameters used by RelViT. We inherit most of the param-

eters from DINO [CTM21].

Table 5.4 summarizes the key details about the loss implementation of different baselines
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Table 5.4: Key details about the loss implementation in baselines and RelViT .

LGlobal LLocal Compare student(aug(img)) with

DINO x teacher(aug(img))

EsViT x x teacher(aug(img))

RelViT x x queues[concept(img)].pop()

RelViT + EsViT x x teacher(aug(img)) and

queues[concept(img)].pop()

and RelViT.

5.C Additional details on the datasets

5.C.1 HICO

5.C.1.1 Original and systematic splits

Besides the official training/testing split, we adopt the splits for systematic generalization

presented in [HPQ20b]. It offers two splits that follow different strategies to select held-

out HOI categories. Systematic-easy only select rare HOI categories (with less than 10

training samples), while Systematic-hard select non-rare categories instead. Therefore,

the training set of Systematic-hard will contain much fewer samples and become more

challenging. Some basic statistics of these training/testing splits can be found in Table 5.5.

Splits #Training samples #Training HOIs #Testing samples #Testing HOIs

Original 38118 600 9658 600

Systematic-easy 37820 480 9658 600

Systematic-hard 9903 480 9658 600

Table 5.5: Statistics of the splits of HICO dataset.
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5.C.1.2 Implementation of Lmain

In HICO, there might be multiple HOIs for a single image. We, therefore, formulate the

HOI prediction task as a multi-class classification problem. Specifically, the model makes

600 binary classifications and Lmain in (5.3) is a binary cross-entropy loss.

5.C.2 GQA

5.C.2.1 Original and systematic splits

We introduce a systematic split for the GQA dataset that is based on reasoning hops. Specif-

ically, we remove those questions that have more than 4 reasoning hops from the training

set. Some basic statistics of these training/testing splits can be found in Table 5.6.

Splits #Training samples #Testing samples

Original 943000 132062

Systematic 711945 32509

Table 5.6: Statistics of the splits of GQA dataset.

5.C.2.2 Reasoning hops

Since all the questions and answers in the GQA dataset are synthetic, it additionally provides

“semantics” that characterizes the reasoning procedure that generates the answer from a

question and a visual scene. These semantics are composed of multiple “reasoning primitives”

that act like functions: receiving arguments and generating output for the next reasoning

step. It is believed they can reflect whether a question will require complex multi-hop

reasoning – a pivotal angle of systematic generalization. Therefore we develop our systematic

split with it. Table 5.7 provides a few examples on semantics.
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Question Semantics (Reasoning hops)

Is the pizza with the pepper small

and covered?

relate([0], pizza, with, s(1130674));

filter([1], pizza);

verify([2], covered);

verify size([2], small);

and([3,4]);

Do you see any tablecloths or

dressers?

select([], dreser);

exist([0], ?);

select([], tablecloth);

exist([2], ?);

or([1, 3], ?);

Are there microwave ovens to the

right of the appliance near the

window?

select([], window);

relate([0], appliance, near, s(1297947))

relate([1], microwave, right, s(1297947));

exist([2], ?);

Table 5.7: Examples of semantics (reasoning hops) in GQA dataset.

5.C.2.3 Concept parsing

We obtain the concepts in the GQA dataset by parsing the questions into word tokens.

Specifically, we construct a set of concepts that contain nouns, verbs, and adjectives that

are with significant meaning. We also manually filter some ambiguous words from this set.

The resulting concept set contains 1615 concepts.

We use the python nltk package to process the question. The parsing procedure starts

with part-of-speech tagging, where we only keep nouns (NN), verbs (VB) and adjectives (JJ).

Then we lemmatize the remaining words to obtain the minimal form of them. Finally,

we remove those that do not present in the pre-selected concept list. Additionally, we skip
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Figure 5.7: Histograms of concepts in GQA training set.

questions with “No” as the answer as the question may be unrelated to the image. We provide

the statistics of the concepts in GQA in Table 5.8. The number of associated questions of all

the 1615 concepts and a histogram on the number of concepts for each question is presented

in Figure 5.7a and Figure 5.7b, respectively.

5.C.2.4 Implementation of Lmain

GQA is formulated as a classification problem, i.e. the learner needs to select an answer

from the pre-defined answer set; thus Lmain in (5.3) is a cross-entropy loss.

5.D Additional results

5.D.1 RelViT with larger backbone models

As we mentioned in Section 5.3.1, the ViT backbone we use (PVTv2-b2) only has 25.4M

parameters, even less than the commonly-used ResNet-101 (44.7M parameters). Therefore,

we evaluate RelViT with larger ViT backbones: PVTv2-b3 (45.2M parameters) and Swin-

base (88M parameters) [LLC21] and provide the results on HICO and GQA below:
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Item Value

Questions without concept 166217 out of 943000 (17.6%)

Concepts without any question 14

Concepts with < 10 questions 209

Averaged #questions per concept 1030.9

Median #questions per concept 106

Top 20 concepts and their #associated questions man 52295

animal 44070

furniture 36523

white 33141

front 30779

person 28751

vehicle 26133

woman 25769

bottom 22624

black 22517

device 21962

food 19683

fence 19172

chair 18872

table 18649

hold 18090

shirt 16483

blue 15434

car 14838

Table 5.8: Statistics of concepts in GQA training set.
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Table 5.9: Results with larger ViT models on HICO.

HICO mAP [FCT18] RelViT + EsViT

(PVTv2-b2)

RelViT + EsViT

(PVTv2-b3)

RelViT + EsViT

(Swin-base)

Original 39.9 40.12 42.61 43.98

Systematic-easy - 37.21 39.92 42.04

Systematic-hard - 23.06 25.56 28.36

Table 5.10: Results with larger ViT models on GQA.

GQA overall accuracy MCAN-Small

(w/ bbox)

RelViT

(PVTv2-b2)

RelViT

(PVTv2-b3)

RelViT

(Swin-base)

original 58.35 57.87 61.41 65.54

systematic 36.21 35.48 36.25 37.51
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CHAPTER 6

Learning Hybrid Latent Representations with LDEBM

6.1 Introduction

Text modeling has achieved impressive progress with the fast development of neural gen-

erative models [SSB16, LLB17, ZZE17, GAS18, ZKZ18]. It allows near human-level text

generation quality and also leads to a wide range of real-world applications such as dialog

system [YGT13] and machine translation [BDD93]. Although the quality of generation (e.g .,

fluency and diversity) is the primary concern of most work, interpretability of the generation

process has drawn much attention recently. Among the existing frameworks, the Deep La-

tent Variable Model (DLVM) is especially suitable for the task, as the learned latent space

could capture high-level structures with semantic meanings like topics [WGX19] and dialog

actions [ZLE18]; such latent space could further enable more interpretable text modeling,

featuring unsupervised text attributes discovery [WMB17], conditional and controllable text

generation [FLG19, SZM20], and semi-supervised text classification [PW21].

In essence, DLVM summarizes the observed sample (e.g ., a piece of text) into inferred

latent variables. Earlier text-modeling methods with DLVM mostly follow the formulation

of Variational Auto-Encoder (VAE) [KW13, RMW14, BVV16], which assumes a continu-

ous latent space. More recently, [ZLE18] explore the possibility of using a discrete latent

space to capture dialog actions; [SZM20] propose to use VAE with the mixture of Gaus-

sians as the prior, demonstrating promising interpretability of dialog utterance generation.

To further improve the expressivity of the latent space, [PW21] leverage the flexibility of
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pα(zt|zt+1)

pα(y, z0|z1)

qϕ(z0|x)

pβ(x|z0)
t = 1, ..., T − 1

Figure 6.1: Graphical illustration of the latent diffusion process. We construct the forward

and reverse diffusion processes in the latent space. The symbolic one-hot vector is coupled with

the initial latent vector z0. The latent and diffused latent variables are highlighted by the red and

blue plates, respectively. The cyan arrows indicate that z0 is connected with only z1. We learn a

sequence of EBMs to model the reverse diffusion process pα(zt|zt+1).

energy-based prior [PHN20] and learn a structured latent space for interpretable text gen-

eration and classification. Specifically, they propose a symbol-vector coupling prior model.

The continuous latent variables are coupled with discrete one-hot symbol variables, allowing

better discrete structure induction without sacrificing the generation quality offered by the

continuous latent space. However, similar to learning an EBM in data space, the learning

of energy-based prior requires Markov Chain Monte Carlo (MCMC) sampling, whose qual-

ity can degenerate in practice [GWJ19, NHZ19, NHH20, GSP20], especially on data with

complex latent structures; it often leads to instability during training. As we demonstrate

empirically in section 6.4.1, this phenomenon is particularly concerning when adopting the

variational learning scheme to update model parameters.

To remedy this MCMC sampling issue, we may take a look at the endeavor of EBM

learning in general. Among the recent efforts, methods drawn inspiration from the diffusion

probabilistic models [SWM15, HJA20, SE20, SSK20] have demonstrated superior results.

In particular, [GSP20] propose a diffusion recovery likelihood method to learn and sample

from a sequence of EBMs defined on increasingly noisy versions of a dataset; the models are

trained by optimizing conditional likelihoods, which are more tractable than the marginal

likelihood. It greatly mitigates the burden of sampling during training. A natural question
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thus emerges: Can we leverage the methodology of diffusion models to address the learning

issue of energy-based prior?

In this work, we make the first attempt to address the learning issue of energy-based prior

through leveraging diffusion models in the latent space, with a focus on interpretable text

modeling. We first unveil the non-trivial symbiosis between latent-space EBMs and diffusion

models. Specifically, we focus on the symbol-vector coupling prior; we construct a flexible

process that restores the hidden structure in text data by noise-level-aware sampling from a

learned sequence of conditional EBMs in the latent space. A variational learning framework

is then derived from it. We further employ a geometric clustering-based regularization that

complements the symbol-inducing information bottleneck to improve the quality of learned

latent space. We term the resulting model LDEBM. Compared to [GSP20], which deals with

EBMs in the data space, LDEBM is directly applicable to text data with or without labels; it

extracts interpretable latent structures that benefit potential downstream tasks such as semi-

supervised classification. Although there are methods using diffusion models in the latent

space, some of which have achieved very impressive image generation results, e.g ., [VKK21],

few of them to our knowledge have explored (unsupervised) symbol induction in the latent

space especially on text data. In addition, our method can be trained from scratch and

form a well-structured latent space without pretraining, as required by concurrent works on

image modeling such as [VKK21] and [NVA21]. In our experiments on generative modeling

and interpretable text modeling, LDEBM largely outperforms strong counterparts in terms

of both generation quality and interpretability of the learned latent space.

Contributions.

(1) We introduce a novel symbiosis of the latent space EBM and diffusion model in a

variational learning framework; the model can be trained from scratch, is directly applicable

to text data with or without labels, and shows superior sampling quality. (2) We develop a

geometric clustering-based regularization jointly with the information bottleneck that tack-

les the mode-collapse problem in variational learning of the latent space EBM. (3) Our
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experiments demonstrate that the proposed model learns a well-structured latent space and

delivers strong results on interpretable text modeling.

6.2 Preliminaries: Symbol-Vector Coupling EBM

We assume that for an observed high-dimensional sample x ∈ RD, there exists z ∈ Rd

as its compact continuous latent variables. We assume that y is the symbolic one-hot

vector indicating one of K categories that z belongs to. The complete-data distribution is

pθ(y, z,x) = pα(y, z)pβ(x|z), where pα(y, z) is the joint prior model with parameters α, and

pβ(x|z) is the top-down generation model with parameters β; henceforth, we use θ = (α, β)

to summarize the parameters. Given z, y and x are independent; i.e., z is sufficient for y in

this model.

[PW21] propose to formulate the joint prior model, pα(y, z), as an EBM,

pα(y, z) =
1

Zα
exp(⟨y, fα(z)⟩)p0(z), (6.1)

where p0(z) is a reference distribution, assumed to be the non-informative prior (e.g .,

isotropic Gaussian or uniform) of the conventional generation model, fα(z) ∈ RK is param-

eterized by a small multi-layer perceptron, and Zα is the normalizing constant or partition

function. The energy term ⟨y, fα(z)⟩ in Eq. (6.1) forms an associative memory that couples

the symbol y and the dense vector z. Given z,

pα(y|z) ∝ exp(⟨y, fα(z)⟩) (6.2)

becomes a softmax classifier, where fα(z) provides the logit scores for the K categories.

Marginally, we have

pα(z) =
1

Zα
exp(Fα(z))p0(z), (6.3)

where the marginal energy term is in a log-sum-exponential form, Fα(z) = log
∑

y exp(⟨y, fα(z)⟩).
It is shown that the coupling between z and y enables a symbol-aware continuous vector
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computation during prior and posterior sampling, which helps to induce a structural latent

space [PW21]. Finally, the prior model pα(y, z) stands on a generation model pβ(x|z). In text

modeling, let x = (x(t), t = 1, ..., T ) be a sentence, where x(t) is the t-th token. pβ(x|z) can be

defined as a conditional autoregressive model, pβ(x|z) =
∏T

t=1 pβ(x(t)|x(1), ...,x(t−1), z). The

complete model pθ(y, z,x) with the energy-based prior pα(y, z) and the generation model

pβ(x|z) is termed as Symbol-Vector Coupling Energy-Based Model (SVEBM).

In principle, a SVEBM can be learned through maximizing the log-likelihood function,

where the learning gradient is∇θ log pθ(x) = Epθ(z|x)[∇θ(log pα(z)+log pβ(x|z))]. To estimate

the expectation, one may sample from the prior pα(z) and the posterior pθ(z|x) with Langevin

dynamics [WT11]. Since fα is a small network, prior sampling is particularly affordable. In

comparison, the posterior sampling can be more expensive as it requires back-propagating

through the generation network. One promising solution is to follow the variational learning

scheme [KW13] that amortizes the posterior sampling from pθ(z|x) by an inference network

qϕ(z|x); MCMC-based sampling can be used for prior samples.

6.3 Latent Diffusion Energy-Based Model

6.3.1 A Symbiosis between SVEBM and Diffusion Model

Contrasting to the vanilla sampling process of the latent variables in SVEBM, LDEBM

follows the philosophy of diffusion probabilistic models [SWM15]; it assumes a sequence of

perturbed samples, z0, z1, ..., zT , to construct a flexible process that restores the structure

in data. First, we define the forward diffusion process that systematically and gradually

destroys structure in a data distribution: z0 ∼ qϕ(z0|x); zt+1 =
√

1− σ2
t+1zt + σt+1ϵt+1,

where t = 0, 1, ..., T − 1 and ϵt is the zero-mean standard Gaussian noise. The scaling factor
√

1− σ2
t+1 ensures that the sequence is a spherical interpolation between the posterior sample

and the Gaussian white noise. The forward trajectory and the Markov transition between
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each perturbed samples z1, ..., zT are thus

qϕ(z0:T |x) = qϕ(z0|x)
T−1∏

t=0

q(zt+1|zt);

q(zt+1|zt) = N (zt+1;
√

1− σ2
t+1zt, σ

2
t+1I).

(6.4)

Our goal is to learn the generative distribution that describes the same trajectory but

in reverse. Inspired by [GSP20], we start by constructing a sequence of marginal EBMs at

each diffusion step in the latent space. The conditional EBMs aiming at recovering z0 from

noisy inputs then follow as:

pα(z̃t|zt+1) =

1

Z̃α,t(zt+1)
exp

(
Fα(z̃t, t)−

1

2σ2
t+1

||z̃t − zt+1||2
)
,

(6.5)

where t = 0, 1, ..., T − 2. We denote z̃t =
√

1− σ2
t+1zt for brevity. Fα(z̃t, t) is the neural

network that parameterizes the energy function at each diffusion step, and Z̃α,t(zt+1) =
∫

exp (Fα(z̃t, t)− 1
2σ2

t+1
||z̃t − zt+1||2)dz̃t is the partition function of each conditional EBM.

For t = T − 1, pα(z̃t|zt+1) = 1
Z̃α,t

exp (Fα(z̃t, t)− 1
2σ2

t+1
||z̃t||2) since the diffused samples at

time step T should be close to Gaussian white noise; the distribution of z̃T−1 can thus be

exponentially tilting of a zero-mean Gaussian distribution.

Eq. (6.5) shares the idea of denoising generative modeling [BYA13], where a denoising

autoencoder is trained by maximizing the conditional probabilities of the observed samples

given their noisy versions. Compared to the vanilla definition (see Eq. (6.3)), the noise-

level-aware quadratic term constrains the energy landscape to be localized around the noisy

sample; this makes the latent space much less multi-modal and easier to sample from. To be

specific, [GSP20] show that pα(z̃t|zt+1) is approximately a single-mode Gaussian distribution

when σ is sufficiently small; it greatly reduces the burden of MCMC sampling. After sampling

z̃t from the model, we can easily obtain zt = z̃t/
√

1− σ2
t+1.

Next, we show that the forward and reverse process in the latent space can be naturally

integrated into the variational learning scheme to amortize the time-consuming posterior
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sampling. Similar to VAE, the ELBO in SVEBM is

ELBOθ,ϕ = log pθ(x)− DKL(qϕ(z|x)∥pθ(z|x))

= Eqϕ(z|x)[log pβ(x|z)]− DKL(qϕ(z|x)∥pα(z)),
(6.6)

where DKL denotes the Kullback-Leibler divergence. Since we now consider the full trajectory

of the perturbed samples, in LDEBM we may optimize

ELBODiff,θ,ϕ = Eqϕ(z0|x) [log pβ(x|z0)− log qϕ(z0|x)]

+ Eqϕ(z0|x),q(z1:T |z0)

[
log

pα(z0:T )

q(z1:T |z0)

]
,

(6.7)

which is a valid ELBO by applying Jensen’s inequality to Eq. (6.6). The joint training of

inference, prior and generation models can be largely reduced to finding the agreement of

the forward and reverse Markov transitions defined by qϕ and pθ, respectively.

Finally, we show how to introduce the symbolic one-hot vector y into our formulation. We

assume a complete data distribution that considers the full trajectory of the perturbed latent

variables, pθ(y, z0:T ,x). Among several possibilities for coupling the symbolic vector y with

the latent variables, two major options arise: We can couple the symbol with the whole tra-

jectory, i.e., pθ(y, z0:T ,x) = pα(y, z0:T )pβ(x|z0:T ); or we can couple the symbol with only the

clean posterior sample z0, i.e., pθ(y, z0:T ,x) = p(zT )pα(y, z0|z1)
∏T−1

t=1 pα(zt|zt+1)pβ(x|z0).
We prefer the latter one, since it is sufficient to model the reverse Markovian transition, while

enabling a simpler and more efficient training scheme following [HJA20] (see section 6.3.4).

Of note, coupling only z0 to y means that we condition only the final reverse diffusion step

[z0|z1] on y when performing controllable generation. This could be a bit counter-intuitive

as no label information is injected in previous reverse steps. Theoretically, y and z1:T are

independent given z0 in our formulation; however, we empirically observe that y and zt for

t > 0 are nearly independent even marginally, after we integrating out z0:t−1 in our model.

In other words, pα(y|zt), t > 0 are in general non-informative since adding noise in the

latent space could be much more corrupting than adding noise in the data space. The model

learns to enjoy the less multi-modal energy landscape in previous reverse steps; it then seeks
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the given mode only in the most informative final reverse step. Specifically, we achieve this

coupling by similarly defining pα(y, z0|z1) as in Eq. (6.1) and using the log-sum-exponential

form for learning as in Eq. (6.3). Please refer to figure 6.1 for a graphical illustration of our

model.

6.3.2 Information Bottleneck

To learn the symbolic vector y, we may consider adopting the Information Bottleneck (IB)

principle [TPB00], an appealing approach for inducing symbolic representations. In this

section, we re-interpret the above ELBO as a cooperative learning objective, defined as the

divergence between two joint distributions; we then show how this formulation helps to

incorporate the IB-based regularization into LDEBM in a principled manner.

As shown in [HNF19], the variational learning scheme can be regarded as performing

alternating projection between two joint distributions, Qϕ and Pθ. In our modeling, we

have: Qϕ(x, z0:T ) = qdata(x)qϕ(z0:T |x), and Pθ(x, z0:T ) = p(zT )
∏T−1

t=0 pα(zt|zt+1)pβ(x|z0);
we use qdata(x) to denote the data distribution of x for notation consistency. Maximizing

Eqdata(x)[ELBODiff,θ,ϕ(x)] over (θ, ϕ) is equivalent to minimizing the following divergence:

DKL(Qϕ∥Pθ) = DKL(qdata(x)∥pθ(x))

+ Eqdata(x)[DKL(qϕ(z0:T |x)∥pθ(z0:T |x))],
(6.8)

since H(x) = −Eqdata(x)[log qdata(x)], i.e., the entropy of data distribution is fixed. Minimiz-

ing the KL-divergence minθ minϕDKL(Qϕ∥Pθ) defines a cooperative game, with the dynamics

that qϕ and pθ run towards each other.

Since the initial posterior sample z0 is coupled with the symbolic vector y, it should be

the most informative latent variable for inducing the discrete symbol. We can therefore plug

in Eq. (6.8) with a mutual information term between z0 and y: I(z0,y) = H(y)−H(y|z0),
which essentially incorporates the IB as we show below. Given the distribution Qϕ(x, z0:T ),

we can first define the marginal distribution of z0 as the aggregated posterior by integrating
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out z1:T : qϕ(z0) = Eqdata(x)[qϕ(z0|x)]. The entropy of z0 and conditional entropy of z0 on

x then follow as H(z0) and H(z0|x), respectively. Taken together, the KL-Divergence with

λ I(z0,y) can therefore be parsed as

L = DKL(Qϕ∥Pθ)− λ I(z0,y)

= C + LRC + LEBM + LIB,
(6.9)

where C = −H(x)+
∑T−1

t=0 H(zt+1|zt) does not involve learnable parameters, LRC = −EQϕ
[log pβ(x|z0)]

is the reconstruction loss, LEBM = DKL(qϕ(z0)∥pα(z0:T )) corresponds with learning latent

space models, and LIB = I(x, z0) − λ I(z0,y) is the IB, where I(x, z0) = H(z0) −H(z0|x)

is the mutual information between x and z0 under Qϕ; λ ≥ 0 controls the expressivity of z0

to y.

6.3.3 Geometric Clustering Anchors the Modes

As shown in the previous section, IB provides an elegant solution for inducing the symbolic

vector y. In this section, we further introduce an approach that facilitates the emergence

of y from a geometric perspective. To induce a latent space with interpretable structures,

ideally, the location of data points in the latent space encodes their semantic meaning, i.e., it

indicates the semantic class; semantically similar points should be placed closer and produce

the same symbolic vector y. This resembles geometric clustering algorithms: Labels of data

points are assigned based on their geometric (typically Euclidean) distance from each other.

Below, we show how to realize this intuition in LDEBM.

Let us consider the joint distribution pθ(x,y). We can decompose its log-likelihood into

log pθ(x,y) = log pθ(x) + log pθ(y|x) as in [GWJ19], where log pθ(x) is substituted with

the ELBO derived in section 6.3.1. pθ(y|x) is the classification model in the latent space:

pθ(y|x) ≈ Eqϕ(z0|x)[pα(y|z0)]. pα(y|z0) is the softmax classifier of y based on z0 similarly

as in Eq. (6.2). Therefore, we can encode the semantic information from the label y into

z0 through learning the classifier pα(y|z0). In case there is full or partial access to the
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ground-truth semantic class labels, we could directly utilize these labels to supervise the

classifier, jointly with the existing ELBO objective. When no label is provided, we generate

pseudo label ŷ by clustering z0, which optimizes Ey log pθ(x,y) instead; Ey is defined by

the clustering algorithm. It is akin to the EM algorithm, where geometric clustering serves

as a hard-decision E-step to help induce y. In practice, we employ K-means to cluster z0.

In section 6.4.1, we empirically show that this strategy learns a better latent space and

significantly alleviates the mode-collapse problem.

6.3.4 Algorithms and Implementation

Training and sampling algorithms.

For learning the prior model, we have for each t = 0, 1, ..., T − 1:

∇α ELBOt = Eqϕ(z̃t,z0|x)[∇αFα(z̃t, t)]

− Eqϕ(zt+1,z0|x),pα(z̃t|zt+1)[∇αFα(z̃t, t)].
(6.10)

Let ψ = {β, ϕ} collect the parameters of the inference (encoder) and generation (decoder)

models.

∇ψ ELBO = ∇ψEqϕ(z0|x)[log pβ(x|z0)− log qϕ(z0|x)]

−∇ϕEqϕ(z0:T |x)

[
log p(zT ) +

T−1∑

t=0

log pα(zt|zt+1)

]
.

(6.11)

Recall that we denote z̃t =
√

1− σ2
t+1zt. Epα(z̃t|zt+1) is approximated by MCMC samples

from the prior. Eqϕ(z0|x) is approximated by samples from the inference network. We also

add the gradient from I(z0,y), denoted as ∇I, to Eqs. (6.10) and (6.11) during training to

incorporate IB.

Note that the expectation in Eq. (6.10) requires MCMC sampling (e.g ., Langevin dy-

namics [WT11]) of the prior model. For a target distribution π(z̃), the dynamics iterates

z̃k+1 = z̃k + s2

2
∇z̃ log π(z̃k) + sϵk, where k indexes the iteration of the dynamics, s is a small

step size, and ϵk ∼ N (0, I) is the Gaussian noise. In this work, we follow the heuristics
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Algorithm 2 Learning algorithm.

series input: initial parameters (α, β, ϕ), learning rate η, observed unlabeled examples {x(i)}Mi=1,

observed labeled examples {(x(i),y(i))}M+N
i=M+1 (alternative, needed in controllable generation or

semi-supervised learning).

repeat

series posterior sampling: For each x(i), sample z
(i)
0 ∼ qϕ(z0|x(i)) using inference network.

series prior sampling: For each z
(i)
0 , sample diffusion step t from Unif({0, ..., T−1}), and the

perturbed pair (z̃
(i)
t , z

(i)
t+1) following Eq. (6.4). Set z̃

(i)
t as the positive sample z̃

(i)+
t . Initialize

the MCMC using z
(i)
t+1 and update by Eq. (6.12) for K steps to obtain z̃

(i)−
t .

series learning prior model: Update α with

η(
∑

i[∇αFα(z̃
(i)+
t , t)−∇αFα(z̃(i)−t , t)]−∇α I).

series learning inference and generation models:

Update β and ϕ with Eq. (6.11) and ∇ϕ I.
if labeled data (x(i),y(i)) is available then

series update γ = (α, ϕ) using y(i):

Learning gradient η
∑

i∇γ log pαt(y
(i)|z(i)0 ) is provided by ground-truth label.

else if only unlabeled data is available then

series update γ = (α, ϕ) using pseudo-label ŷ(i):

Geometric clustering generates ŷ(i) for each x(i). η
∑

i∇γ log pαt(ŷ
(i)|z(i)0 ), i.e., the gradient

comes from pseudo-label generated by geometric clustering.

end if

until converged.

in [GSP20] and set the step size st = bσtct, where b < 1 is a tuned hyperparameter, and

ct =
√∏t

i=1 σi/σ1 is a scaling factor. Let t indexes the diffusion step; K steps of Langevin

dynamics thus iterates

z̃k+1
t = z̃kt +

b2σ2
t c

2
t

2

(
∇z̃Fα(z̃kt , t)−

1

σ2
t

(z̃kt − zt+1)

)

+ bσtctϵ
k.

(6.12)
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Algorithm 3 Synthesizing algorithm.

series input: zT ∼ N (0, I)

series output: z0

for t = T − 1 series to t = 0 do

Initialize z̃t = zt+1.

for k = 1 series to K do

Update z̃t using Eq. (6.12).

end for

zt = z̃t/
√
1− σ2

t+1

end for

In principle, training the model amounts to minimizing the ELBO in Eq. (6.7), which re-

quires a summation over all the diffusion steps; it involves sampling a full forward trajectory.

To make the training simpler and more efficient, following [HJA20], we randomly choose one

diffusion step from the summation to optimize at each training iteration. After training, we

initialize the reverse trajectory from Gaussian white noise. The synthesized sample at each

step serves to initialize an MCMC that samples from the model of the previous step. The

learning and synthesizing algorithms are summarized in Algorithms 2 and 3, respectively.

Implementation.

For the K-means algorithm, we use the implementation of [JDJ19], which explicitly deals

with the empty clusters and trivial parameterization problems. To emphasize that the pro-

posed model shows better capability of modeling latent space, we use the same encoder

and decoder as [PW21] for all the experiments. We use a shared network Fα(z̃t, t) for each

t = 0, 1, ..., T − 1; T = 6; t is encoded by sinusoidal position embedding as in [HJA20],

and we set σ2
t to increase linearly. For Langevin dynamics, we use K = 50 and b2 = 0.002

throughout the experiments.
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6.4 Experiments

Through a series of experiments, we empirically examine the capability of our model for

generative modeling and interpretability on text modeling tasks.

6.4.1 Generative Modeling

2D synthetic data.

We first perform experiments of our model on 2D synthetic datasets as a sanity check

to validate our assumptions; results are displayed in figure 6.2. The gap between LDEBM

and SVEBM is very clear. As mentioned in section 6.1, for more complex datasets (e.g .,

datasets with more modes or more complex data structure), SVEBM struggles to capture

regularities in the data; the model is prone to collapse, which features an exploding KL-term

and poor performance on generation. In contrast, LDEBM without geometric clustering al-

ready overcomes this problem, performing relatively well in terms of modeling both posterior

x and prior x. Although LDEBM without geometric clustering faithfully reconstructs the

data and shows significant improvement on generation quality, the generated distribution

can be slightly distorted, and some modes are missing. The problem is clearer in the latent

space: Mode-collapse occurs in the prior z distribution, where the latent structure is broken.

LDEBM with geometric clustering maintains the number of modes as in the data distribution

and induces a highly-structural latent space, echoing our intuition in section 6.3.3. figure 6.3

shows the structural similarity between data distribution and the learned latent distribution.

Language generation.

Following previous state-of-the-art competitors [ZLE18, SZM20, PW21], we evaluate the

quality of generation on a real-world text dataset, Penn Treebanks (PTB) [MMS93] as pre-

processed by [MKB10]. We report four metrics of the generation performance: Reverse Per-

plexity (rPPL) [ZKZ18], BELU [PRW02], Word-Level KL Divergence (wKL), and Negative

Log-Likelihood (NLL); table 6.1 summarizes results.
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Figure 6.2: Evaluation on 2D synthetic data: a mixture of 16 Gaussians (upper panel) and a

10-arm pinwheel-shaped distribution (lower panel). In each panel, the top, middle, and bottom row

display densities learned by SVEBM-IB, our model w/o geometric clustering, and our full model,

respectively. In each row, from left to right, it displays the data distribution and the Kernel Density

Estimations (KDEs) of: x generated by amortized posterior z samples, x by MCMC sampled prior

z samples, posterior z samples, and prior z samples.

The proposed model, either w/ or w/o geometric clustering, demonstrates the best perfor-

mance on reconstruction (highest BLEU) and fitting capacity (lowest NLL) than all baseline

models. Moreover, the higher expressivity of our models enables the generation of high-
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gaussian x gaussian z pinwheel x pinwheel z

Figure 6.3: Visualization of color-coded data points. We visualize data points and the

corresponding inferred latent variables of two 2D synthetic datasets (gaussian and pinwheel). Data

points with different labels are assigned with different colors.

quality sentences. The lowest rPPL indicates that our models can further improve over

these strong baselines on fluency and diversity of generated text; the lowest wKL indicates

that the word distribution of the generated sentences is the most consistent with that of the

original data.

Sentence completion.

Further, we show that the trained model enables text completion on a masked Jeri-

choWorld dataset [AR21]. We perform conditional sampling in the latent space to complete

the masked sentences.

6.4.2 Interpretable Text Modeling

In this section, we move on to evaluate our model on the interpretability of text modeling.

Unsupervised text attributes discovery.

First, we examine the efficacy of our model on the unsupervised text attributes discovery

task. We assess the model on the DD dataset [LSS17], a chat-oriented dataset of 13,118

daily conversations with human-annotated dialog action and emotion labels for the utter-

ances. The interpretability is evaluated through the ability to unsupervisedly capture the

utterance attributes of DD. We flatten the dialogues for text modeling and use pθ(y|x) to

infer the utterance label. In particular, we take the argmax of the classification head as the
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Table 6.1: Results of language generation on PTB dataset. We highlight our model results

in gray color. The best and second-best performances are marked in bold numbers and underlines,

respectively; tables henceforth follows this format.

Model rPPL↓ BLEU↑ wKL↓ NLL↓

Test Set - 100.0 0.14 -

RNN-LM - - - 101.21

AE 730.81 10.88 0.58 -

VAE 686.18 3.12 0.50 100.85

DAE 797.17 3.93 0.58 -

DVAE 744.07 1.56 0.55 101.07

DI-VAE 310.29 4.53 0.24 108.90

semi-VAE 494.52 2.71 0.43 100.67

semi-VAE + I 260.28 5.08 0.20 107.30

GM-VAE 983.50 2.34 0.72 99.44

GM-VAE + I 287.07 6.26 0.25 103.16

DGM-VAE 257.68 8.17 0.19 104.26

DGM-VAE + I 247.37 8.67 0.18 105.73

SVEBM 180.71 9.54 0.17 95.02

SVEBM-IB 177.59 9.47 0.16 94.68

Ours w/o GC 168.32 11.12 0.07 79.84

Ours 164.57 11.16 0.06 82.38

inferred label. Following [ZLE18], we recruit homogeneity to evaluate the consistency be-

tween ground-truth action and emotion labels and those inferred from our model. table 6.3

displays the results of our model and baselines. It shows that the proposed model outperform

other baselines in reconstruction by a large margin and give a much better homogeneity on

both the dialog action and emotion. The superior performance of LDEBM equipped with
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Table 6.2: Sentence completion on JerichoWorld dataset. The gray words in the input

sentences are masked with <unk> token.

Input

... A bathroom lies to the south, while a door

to the east leads to the living room. On the bed

are a driver’s license, some keys and a wallet

On the end table is a telephone.

Pred.

... A bathroom lies to the south, while a door

to the east leads to the living room. On the bed

is a wallet. On the end table are a telephone

and some keys.

Input

... All around you the crowd is in a state of

pandemonium. The paths of least resistance

are up, down and west.

Pred.

... All around you the crowd is in a state of

pandemonium. The paths of least resistance

are down and east.

latent space geometric clustering again verifies our intuition in section 6.3.3.

Conditional response generation.

Next, we evaluate our model on dialog generation with SMD [EKC17] and DD datasets.

We evaluate the quality of generated responses using BELU and three word-embedding-based

topic similarity metrics [SZM20]: embedding average [ML08], embedding extrema [FPL14],

and embedding greedy [RL12]. table 6.4 shows that LDEBM has competitive performance

compared with SVEBM-IB on SMD and outperforms the strong baselines on all metrics on

DD; see qualitative examples in tables 6.5 and 6.6.

Sentence sentiment control.

Finally, we inspect the capability of our model for controllable generation on Yelp reviews,

136



Table 6.3: Results of interpretable text modeling on DD. We use mutual information (MI),

BLEU, and homogeneity with actions and emotions for evaluation.

Model MI↑ BLEU↑ Act.↑ Emo.↑

DI-VAE 1.20 3.05 0.18 0.09

semi-VAE 0.03 4.06 0.02 0.08

semi-VAE + I 1.21 3.69 0.21 0.14

GM-VAE 0.00 2.03 0.08 0.02

GM-VAE + I 1.41 2.96 0.19 0.09

DGM-VAE 0.53 7.63 0.11 0.09

DGM-VAE + I 1.32 7.39 0.23 0.16

SVEBM 0.01 11.16 0.03 0.01

SVEBM-IB 2.42 10.04 0.59 0.56

Ours w/o GC 2.44 16.72 0.65 0.63

Ours 3.94 28.75 0.74 0.74

Table 6.4: Dialog evaluation results on SMD and DD. Models are assessed using four metrics:

BLEU, average, extrema, and greedy word embedding based similarity.

Data Model BLEU↑ Avg.↑ Extr.↑ Grdy.↑

DI-VAE 7.06 76.17 43.98 60.92

DGM + I 10.16 78.93 48.14 64.87

SVE-IB 12.01 80.88 51.35 67.12

w/o GC 11.44 80.16 51.26 66.51

SMD

Ours 11.51 80.88 51.57 67.13

DGM + I 2.19 74.73 45.85 64.28

SVE-IB 2.23 77.37 43.32 63.99
DD

Ours 3.72 78.89 46.19 65.87
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Table 6.5: Samples of unsupervisedly discovered action categories and corresponding

utterances on SMD.

Action Request-weather

Utterance

I need to know if it is going to be foggy

in Fresno today and tomorrow car.

Manhattan, please.

Will it be cloudy on Monday?

I need current weather data about

New York, specifically information

about the temperature.

Action Request-city

Utterance

In what city are you interested?

What city would you like to know

the weather about?

Okay, what city should I look in?

pre-processed by [LJH18]. The Yelp dataset is of larger scale, containing 180,000 negative

reviews and 270,000 positive ones. For a controllable generation process, the symbolic vector

y is provided to guide the sampling in latent space. Following [PW21], we train the model

with sentiment supervision and use the same pre-trained classifier to determine the sentiment

of the generated sentence. The pre-trained classifier has an accuracy of 98.5% on the testing

data and thus can accurately evaluate the sentiment of given sentences. The quantitative

and qualitative results are summarized in tables 6.7 and 6.8, respectively. LDEBM generates

positive and negative reviews with a nearly saturate accuracy, significantly outperforming

all the baselines.
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Table 6.6: Dialog cases generated by LDEBM given the context. On SMD, we provide the

same context but with different y values to generate each response; actions indicated by y are listed

in parentheses. On DD, LDEBM can well capture the dialog topic; we provide the ground-truth

response in each case for reference.

SMD

Ctx.
User: What gas stations are here?

Sys: There is a Chevron.

Ref.
That’s good! Please pick the quickest

route to get there and avoid all heavy traffic!

Pred.
(Req.-address) What is the address?

(Req.-route) Please set the quickest route to go.

DD

Ctx.

A: Hi. Have you got a personal computer?

B: Certainly. What ’ s the matter?

A: I wonder if you often trade with others

on the internet.

Ref.
Sure. I often buy things or do business through

it without going out to the physical stores.

Pred. Yes, but I think it is a little different way.

6.4.3 Semi-supervised Classification

In this experiment, we switch from neural sequence models used in previous experiments to

neural document models [MYB16, CTS18]; we show our model can be similarly extended to

semi-supervised settings as in [PW21] and benefit from the better learned latent space. Our

model is evaluated on AGNews [ZZL15], a popular benchmark for text classification with

127,600 documents from 4 classes. table 6.9 shows that LDEBM performs the best when
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Table 6.7: Accuracy of sentence attribute control on Yelp.

Model Overall↑ Positive↑ Negative↑

DGM-VAE + I 64.7% 95.3% 34.0%

CGAN 76.8% 94.9% 58.6%

SVEBM-IB 90.1% 95.1% 85.2%

Ours 99.0% 98.8% 99.1%

Table 6.8: Generated positive and negative reviews on Yelp.

Positive

The food here was very tasty and

our server was very attentive.

I was very satisfied for my birthday party!

Definitely the best Philly Cheesesteaks

I’ve ever been.

They are the best customer service ever!

Negative

Ugh the staff is so incompetent and rude.

It just can’t make it worse.

Avoid this company at all costs.

Just ruined the experience with a horrible

attitude on it.

having only partial access to ground-truth data labels; it further validates the proposed

formation for learning a well-structured latent space.

6.5 Discussions and Related Work

Text modeling.

VAE has been one of the most prominent latent variable models for generative modeling
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Table 6.9: Accuracy on AGNews. We report semi-supervised classification accuracy with varied

number of labeled data.

Model 200 500 2500 10000

Glove-ID 70.4 78.0 84.1 87.1

Glove-OD 68.8 78.8 85.3 88.0

VAMPIRE 82.9 84.5 85.8 87.7

Hard EM 83.9 84.6 85.1 86.9

CatVAE 84.6 85.7 86.3 87.5

SVEBM 84.5 84.7 86.0 88.1

SVEBM-IB 86.4 87.4 87.9 88.6

Ours 87.4 88.1 89.2 90.1

[KW13, RMW14]. It is first applied to text modeling in [BVV16], followed by a wide range

of work attacking challenging text generation problems using the shared framework of VAE.

These include dialog generation [SSB16, SSL17, WMB17, ZZE17, ZLE18, FLG19], machine

translation [ZXS16], text summarization [LLB17], and paraphrase generation [GAS18]. In

parallel, extensive efforts have been made to address issues like posterior collapse [BVV16,

HMP16b, ZZE17, ZKZ18, HSN18, LHN19, FLL19] and mode-collapse [SZM20] in training

VAE to further improve the language modeling performance and text generation quality.

The interpretability of the generation process is naturally brought up as the generation

quality achieves impressive progress. Recently, [ZLE18], [SZM20], and [PW21] have explored

interpretable text generation with deliberately designed latent spaces. [ZLE18] use a discrete

latent space to capture dialog actions; [SZM20] adopt a mixture of Gaussians as the VAE

prior. To further improve the expressivity of latent space, [PW21] propose a symbol-vector

coupling energy-based prior to learn a structured latent space. The coupling formulation

provides a natural interface to induce the symbolic representation, which eliminates the

need of training extra auxiliary inference networks for symbol induction. Our formulation

inherits the advantages from [PW21] by choosing an appropriate symbol-vector coupling
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scheme and principally incorporating the IB. We further develop a geometric clustering-

based regularization that complements the IB; it alleviates the mode-collapse problem in

variational learning of the latent space model.

Energy-based model.

EBMs [XLZ16, NHZ19, NHH20, HNZ20] have drawn growing interest in generative mod-

eling. As an interesting branch, [PHN20] learn an EBM in the latent space as a prior model

for continuous latent variables; it greatly improves the expressivity over non-informative pri-

ors and demonstrates strong performance on downstream tasks, e.g ., image segmentation,

molecule generation, and trajectory prediction [YXM21, PHW20, PZX21, JMH19, JMS18].

However, both EBM and latent space EBM require MCMC sampling to learn the model. The

degenerate sampling quality in practice can lead to poor generation quality and instability

in training [GWJ19, DLT21]. We leverage diffusion models as a cure for the vanilla latent

space EBM in this work; the proposed model shows reliable sampling quality in practice.

Diffusion model.

Diffusion models [SWM15, HJA20, GSP20], originating from [SWM15], learn from a

sequence of noise-perturbed versions of the data. From such perturbed data, one can learn

the conditional model to invert the diffusion process and generate high-quality samples given

noisy inputs. On another front, [SE19, SE20, SSK20] extend the denoising score matching

method [Vin11], modeling the diffusion process with continuous time step. Our formulation

moves the model to the latent space in a variational framework with two benefits: (a) learning

in a lower-dimensional space enables faster sampling and better convergence, and (b) learning

the diffusion model in a continuous latent space avoids the discreteness of text data, which

hinders the direct application of vanilla diffusion models to text modeling [AJH21].

Similar to our work, [WL21], [SSM21], [NVA21], and [VKK21] have proposed to learn

a diffusion model in the latent space. Specifically, [WL21] empirically demonstrate that

a diffusion prior can perform better than the non-informative Gaussian prior when jointly
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trained with a VAE. [SSM21] combine contrastive learning with diffusion models in the

latent space of VAEs for controllable generation. [NVA21] and [VKK21] extend the idea of

[SSK20] in the latent space: [NVA21] perform controllable image generation by training a

latent energy-based attribute classifier on a pre-trained generator; [VKK21] train score-based

denoising diffusion models in the latent space of a powerful VAE [VK20]. Both methods have

achieved very impressive image generation results. However, the listed methods are generally

limited to image generation with tailored or pre-trained encoders and decoders. In contrast,

our method is a general improvement for the sampling quality of latent space EBM; it is not

restricted to a certain data type. Moreover, the proposed model can be trained from scratch

to form a well-structured latent space, in contrast to [VKK21] and [NVA21] which require a

pre-learned latent space.

6.6 Conclusion and Future Works

We presented LDEBM, a novel symbiosis between symbol-vector coupling EBM and diffu-

sion model that offers the best of both worlds. The proposed model shows reliable sampling

quality, learns a well-structured and meaningful latent space from scratch, and can be flexibly

extended to scenarios where data labels are available. It demonstrates superior performance

over strong baselines on interpretable text modeling. We hope our work inspires future re-

search along this challenging but promising research direction. A potential follow-up research

problem is to reuse powerful pre-trained language models. One could consider integrating

pre-trained models with our method to realize high-quality controllable generation at low

computational cost.
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6.A Extra Experiment Details and Discussion

6.A.1 Network Architecture and Hyperparameters

We provide detailed network architecture for the latent space model of this work in table 6.10

and table 6.11; we adopt the same architecture throughout the experiments. Spectral nor-

malization [MKK18] is used to regularize parameters in linear layers. The encoder and

decoder in all models are the same as in [PW21], implemented with a single-layer GRU with

a hidden size of 512. The key hyperparameters of LDEBM for each dataset are listed in

table 6.12. Of note, we use the same dimension of the latent space as in [PW21] for a fair

comparison.

λ1 generally controls how fast qϕ and pθ run towards each other. λ2 refers to the hy-

perparameter in Eq. (6.9); it controls the trade-off between the compressivity of z0 about

x and its expressivity to y. λ3 controls the weight of classification loss mentioned in sec-

tion 6.3.3; recall that we use pseudo-label ŷ inferred by the geometric clustering algorithm

or the ground-truth label y to supervise pα(y|z0) in our modeling. For controllable genera-

tion and semi-supervised classification, we find it important to have a larger weight on the

classification loss so that the model is forced to capture the major modes of the data.

For optimization, we use Adam optimizer [KB14] with β1 = 0.9 and β2 = 0.999 for all

the experiments. On all the datasets but 2D synthetic datasets and AGNews dataset, we use

a batch size of 128 and a constant learning rate of 1e − 3 for encoder and decoder without

weight decay. For LDEBM, we use a constant learning rate of 1e − 4. We use a larger

batch size of 1000 on 2D synthetic datasets. On the AGNews dataset, we use the same set

of hyperparameters as in [PW21] for optimization. The batch size is set to 200; the initial

learning rate is 1e− 4 for encoder and decoder, and 1e− 5 for LDEBM. Learning rates are

exponentially decayed with a decay rate of 0.998 for each model. Encoder and LDEBM have

a weight decay rate of 2e− 3 and 1e− 3, respectively.
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6.A.2 Experiment Settings and Baselines

Experiment settings.

For generative modeling, following previous methods [SZM20, PW21], the NLL term is

computed with importance sampling [BGS16] using 500 importance samples. To compute

rPPL, we set the generated sample size as 40, 000, which is the same size as PTB training

set. We recruit ASGD Weight-Dropped LSTM [MKS18] to compute rPPL as in previous

works.

In terms of conditional response generation, for word-embedding-based evaluation on

SMD and DD, we use the publicly available GloVe [PSM14] word embeddings of 300 dimen-

sion trained on 840B tokens, and report the score from 1 response per context. We use a

context window size of 5 during training and evaluation.

The maximum length of each sentence is set to 40 words for most datasets and 70 words

for the JerichoWorld dataset. On JerichoWorld dataset, we extract the description of each

state as the text data.

Baselines.

On PTB, DD and SMD, our model is compared with the following baselines: (1)

RNNLM [MKB10], the language model implemented with GRU [CMG14]; (2) AE [VLL10],

the deterministic auto-encoder which has no regularization to the latent space; (3) DAE,

the AE with a discrete latent space; (4) VAE [KW13], the vanilla VAE with a continuous

latent space and a non-informative Gaussian prior; (5) DVAE, the VAE with a discrete

latent space; (6) DI-VAE [ZLE18], a DVAE variant with a mutual information term between

the observed piece of text x and its inferred latent variable z; (7) semi-VAE [KMR14],

the semi-supervised VAE model with independent discrete and continuous latent variables;

(8) GM-VAE, the VAE with a Gaussian mixture prior; (9) DGM-VAE [SZM20], the GM-

VAE with a dispersion term that avoids the mode-collapse of Gaussian mixture prior; (10)

semi-VAE + I(x,y), GM-VAE + I(x,y), DGM-VAE + I(x,y), are the same models as (7),
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(8), and (9) respectively, but with a mutual information term between x and y computed

using separate inference networks for y and z. We compare with the close competitors

(11) SVEBM, the symbol-vector coupling prior model and (12) SVEBM-IB, SVEBM with

regularization based on information-bottleneck.

On Yelp dataset, we additionally include text conditional GAN [SRS18] as a baseline for

controllable generation. On AGNews dataset, we further compare our model to VAMPIRE

[GDC19], a VAE-based semi-supervised text learning model. Other baselines include its

supervised learning variants: (1) the model trained with Glove embedding pre-trained on

840 billion words (Glove-OD); (2) the model trained with Glove embedding on in-domain

unlabeled data (Glove-ID). We also include more recent baselines such as Hard EM and

CatVAE [JWS20] that improve over VAMPIRE.
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Table 6.10: Network architecture for the LDEBM prior. N is set to 12 for all the experiments.

Layers Output size Note

Time Embedding

Input: t 1
Index of

diffusion step

Sin. embedding 200

Linear, LReLU 200
negative slope

0.2

Linear 200

Input Embedding

Input: z dlat

Linear, LReLU 200
negative slope

0.2

Linear 200

Context Embedding

(for response generation only)

Input: zctx 512 ctx. embedding

Linear, LReLU 200
negative slope

0.2

Linear 200
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Table 6.11: Network architecture for the LDEBM prior (Cont’d). N is set to 12 for all the

experiments.

LDEBM Prior

Input:
z, t

∗zctx

1, dlat

512
optional zctx

Embedding 200
Embedding of

each input

Concatenate
400

600

w/o ctx.

w/ ctx.

LReLU, Linear 200
negative slope

0.2

N ResBlocks 200
LReLU, Linear

+ Input

LReLU, Linear K K class logits

Log-Sum-Exp 1 energy score
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Table 6.12: Hyperparameters of LDEBM. DD-CLS presents the set of hyperparameters used

in unsupervised clustering on DD dataset. DD-GEN presents the set of hyperparameters used in

conditional response generation on DD dataset.

Dataset dlat K λ1 λ2 λ3

2D Gaussian 2 16 1 0.05 0.05

2D Pinwheel 2 10 1 0.05 0.05

PTB 40 20 0.1 0.05 0.05

Jericho 40 20 0.1 0.05 0.05

DD-CLS 32 125 0.01 0.05 0.5

DD-GEN 32 125 1 0.05 0.05

SMD 32 125 10 10 5

Yelp 40 2 50 50 200

AGNews 20 4 1e-3 5 200
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CHAPTER 7

Conclusion

In this dissertation, we introduce our contributions to the task of visual and relational rea-

soning, aiming at shrinking the human-machine gap in terms of learning and reasoning with

real-world sensory input, zero-shot and few-shot generalization, and adaptation to novel

modalities. We propose to study this problem from two angles: establishing benchmarks,

where we focus on deepening our understanding of the limitations of existing AI reasoning

systems in the aforementioned challenges (Chapter 2 and Chapter 3); and framework devel-

oping, where we propose a unified framework for visual and relational reasoning by drawing

inspiration from human language system, and demonstrate some promising results on get-

ting machine closer to human-level performances in these tasks (Chapter 4, Chapter 5 and

Chapter 6). Here, we would like to pinpoint some insights as follows:

• Albeit the seemingly rich tasks and benchmarks we have, still, it is always a good idea

to establish new benchmarks if you have identified a significant drawback of the existing

models and systems. In our case, both the Bongard-HOI and SQA3D benchmarks are

introduced to expose the limitations of current few-shot and multimodal reasoning sys-

tems and they demonstrate their uniqueness. Rather, sticking to the existing benchmarks

leads to a false sense of progress and may hinder how we perceive the challenge ahead.

• Compared to the explicit reasoning systems as in many neural-symbolic efforts [LHH20],

we argue that learning human-like representations could be more crucial to the success

of closing the human-machine gap. We’ve demonstrated that in an end-to-end learned

model, good representations could eliminate the need for additional explicit or implicit
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but parameter-hungry reasoning modules. We believe human-like representations emerge

from experiences and therefore could use some help from scalable learning pipelines.

• In the canonical perception-action loop of intelligent agents, we find reasoning bridges

both parties, as not only it provides a “system-2” within the agent but it also serves as

the abstraction layer that is easier to cope with rather than working with the low-level

control directly [ABB22]. Therefore, many challenges in acting can effectively be reduced

to reasoning problems, e.g . generalization, few-shot learning, etc. We might need to solve

reasoning before solving acting agents.

What’s next? This is never an easy question to address. But we will try to have a glance

here. First of all, there are still tons of work that needs to be done to tackle the challenges

we posed in this dissertation. What seems to be a key to few-shot generalization? Will

learning from massive experiences help? When it comes to more challenging modalities like

embodied 3D scenes, what are the ingredients that might be missing in our framework, as

it calls for a sense of agency – which is clearly beyond the scope of the current framework

for reasoning from a third-person perspective. Extending the work of this dissertation in

these two directions (few-shot and embodied reasoning) could further facilitate what we just

suggested: from a unified reasoning model to a unified agent that can ultimately act in the

real world.

Another exciting direction to explore is the elephant in the room of the reasoning com-

munity – the large models. We acknowledge the breakthrough in human-level reasoning

brought by these models. But as many have pointed out, its success has a shadow, which

includes the drawbacks of the human-level capabilities pinpointed at the beginning of this

dissertation. Either using these large models as better foundations of reasoning or reconcil-

ing the principles introduced in this dissertation with their methodologies could light up the

path to the next generation of thinking machines.
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