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EPIGRAPH

What I am going to tell you about is what we teach our
physics students in the third or fourth year of graduate
school... No, you’re not going to be able to understand it...

That is because I don’t understand it.
Nobody does.

— Richard P. Feynman

Magnetism, as you recall from physics class,
is a powerful force that causes certain items
to be attracted to refrigerators.

— Dave Barry
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Patel, Roopali Kukreja, Vojtěch Uhlír̃, James Wingert, Sven Festersen, Diling Zhu, James M.

Glownia, Henrik T. Lemke, Silke Nelson, Michael Kozina, Kai Rossnagel, Michael Bauer,

Bridget Murphy, Olaf M. Magnussen, Eric E. Fullerton, and Oleg G. Shpyrko, "Photoinduced

enhancement of the charge density wave amplitude," Phys. Rev. Lett., vol. 117, p. 056401, 2016.

Copyright 2016 by the American Physical Society. The dissertation author was second author

and made essential contributions to this work. Use of the Linac Coherent Light Source (LCLS),

SLAC National Accelerator Laboratory, is supported by the U.S. Department of Energy, Office of

Science, Office of Basic Energy Sciences under Contract No. DE-AC02-76SF00515.

Section 3.4, in full, is currently being prepared for submission for publication of the

material coauthored by Sheena K. K. Patel, Oleg Yu. Gorobtsov, Devin Cela, Stjepan B. Hrkac,

Nelson Hua, Rajasekhar Medapalli, Anatoly G. Shabalin, James Wingert, James M. Glownia,

Diling Zhu, Matthieu Chollet, Oleg G. Shpyrko, Andrej Singer, and Eric E. Fullerton. The

xxi



dissertation author was the primary investigator and author of this material. Use of the Linac

Coherent Light Source (LCLS), SLAC National Accelerator Laboratory, is supported by the U.S.

Department of Energy, Office of Science, Office of Basic Energy Sciences under Contract No.

DE-AC02-76SF00515.

Chapter 4, in part, is currently being prepared for submission for publication of the

material coauthored by Sheena K. K. Patel, Stjepan B. Hrkac, Jeffrey A. Brock, Nelson Hua,

Haidan Wen, Donald Walko, Oleg G. Shpyrko, and Eric E. Fullerton. The dissertation author

was the primary investigator and author of this material. This research used resources of the

Advanced Photon Source, a U.S. Department of Energy (DOE) Office of Science user facility

operated for the DOE Office of Science by Argonne National Laboratory under Contract No.

DE-AC02-06CH11357. This work was performed in part at the San Diego Nanotechnology

Infrastructure (SDNI) of UC San Diego, a member of the National Nanotechnology Coordinated

Infrastructure, which is supported by the National Science Foundation (Grant ECCS-2025752).

Section 5.1.2 contains unpublished data coauthored by Sheena K. K. Patel, Timothy R.

Charlton, Michael R. Fitzsimmons, Tao Zou, Tao Hong, and Eric E. Fullerton. The dissertation

author was the primary investigator of this material. Neutron diffraction was conducted as part of

a user project at the High Flux Isotope Reactor (HFIR), which is a US Department of Energy,

Office of Science User Facility at Oak Ridge National Laboratory.

Section 5.2, in part, is currently being prepared for submission for publication of the

material coauthored by Aleksandr Buzdakov, Irina Dolgikh, Sheena K. K. Patel, Rajasekhar

Medapalli, Km Rubi, Elvina Dilmieva, Uli Zeitler, Theo Rasing, Eric E. Fullerton, Peter C. M.

Christianen, Konstantin A. Zvezdin, Anatoly K. Zvezdin, and Alexey V. Kimel. The dissertation

author was the primary investigator of a portion of this material and a contributing author to the

paper. High field transport measurements were conducted as part of a user project supported

by the High Field Magnet Laboratory and the Foundation for Dutch Scientific Research Insti-

tutes (HFML-RU/NWO-I), members of the European Magnetic Field Laboratory (EMFL). We

xxii



acknowledge the European Synchrotron Radiation Facility (ESRF) for provision of synchrotron

radiation facilities and we would like to thank Elvina Dilmieva for assistance and support in using

beamline ID12 for measurements of x-ray magnetic circular dichroism. This work was performed

in part at the San Diego Nanotechnology Infrastructure (SDNI) of UC San Diego, a member of

the National Nanotechnology Coordinated Infrastructure, which is supported by the National

Science Foundation (Grant ECCS-2025752).

Section 5.3 contains unpublished data coauthored by Sheena K. K. Patel, Jon Ander Arregi,
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Magnetic materials have played an enormous role in the advancement of technology over

the past two centuries. Much of the current understanding of magnetism, however, is limited

by the complexity of the interactions between particles from which collective behavior and

interesting phenomena emerge. In the regime where the miniaturization of technologies combined

with ultrafast responses are desired, these phenomena can become even more obscure. Probing

these systems and interactions to gain insight into the origin of these phenomena is required

for both fundamental understanding and for the engineering of novel materials and devices for

application. In this dissertation, we study three magnetic systems exhibiting complex phenomena
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in confined geometries, mostly confining in one dimension as thin films. Elemental chromium is

an antiferromagnetic metal with coupled spin density wave, charge density wave, and periodic

lattice distortion. We track this ordering primarily through x-ray diffraction measurements stati-

cally, on ultrafast time scales following photoexcitation, and over longer time scales to follow the

evolution and recovery to the static state. Certain antiperovskite manganese nitride compounds

exhibit magnetovolume effects including negative thermal expansion tied to the transition in

magnetic ordering between ferrimagnetic, antiferromagnetic, and paramagnetic phases. These

magnetovolume effects are demonstrated for thin films through static x-ray diffraction measure-

ments as well as dynamically following photoexcitation. And iron rhodium is an alloy with a

room temperature transition between an antiferromagnetic phase and a ferromagnetic phase that

also exhibits large magnetoresistance and magnetostructural effects. We conduct a study of its

magnetic phase diagram through resistivity measurements and x-ray magnetic circular dichroism

measurements at high field and with theoretical calculations. We also examine the effects of

confinement in a film and in wires through polarized neutron reflectometry measurements. These

experiments provide insight into the collective interactions in these materials and into the strong

coupling of the charge, spin, and lattice degrees of freedom seen in each of them.
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Chapter 1

Introduction

Current research in condensed matter physics is focused on understanding and manipu-

lating strongly correlated systems. Materials with weak interactions between particles can be

described well by traditional free particle models. However, in more complex materials, these

correlations can no longer be neglected and interactions such as Coulombic forces between

electrons must be accounted for. These interactions result in collective behavior within the

system and the emergence of interesting and varied phenomena which are usually difficult to

predict, understand, and control [1, 2]. There are many different types of strongly correlated

systems of interest. Conventional superconductors, which are able to support dissipationless

charge transport, have proven to be invaluable in technological applications and in research and

are generally understood well through Bardeen-Cooper-Schreiffer (BCS) theory, but the origin

of superconductivity in unconventional superconductors is far less clear [3]. Work in this field

holds promise for the development and engineering of high-temperature superconductors, ideally

room-temperature superconductors, which will provide a significant advantage in application.

The field of spintronics was developed around the large change in electrical resistivity (~80%)

between parallel and antiparallel alignments of adjacent ferromagnetic layers, a phenomenon

called giant magnetoresistance [4]. Colossal magnetoresistance, in which there is a change of
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multiple orders of magnitude in the resistivity of certain manganite perovskites with application

of an external magnetic field, could provide the next step for increasing the density of data in

magnetic hard drives and decreasing power consumption, but the search for materials which

operate at a reasonable temperature range and require low applied magnetic fields has continued

[4–6]. The lack of understanding of the mechanisms behind colossal magnetoresistance may be

preventing the development and engineering of materials and devices that can utilize it.

In magnetic systems, a focus of this work, the interactions between electrons lead to many

types of collective ordering of spins and spin textures, everything from typical ferromagnetism and

antiferromagnetism to spin density waves to topological features such as skyrmions [7]. Magnetic

materials are an integral component of so much of modern technology and the possibilities for

developing technology are endless, from spintronics applications of smaller, faster, more efficient

magnetic hard drives [8–10] to biomedical applications such as contrast material for MRIs

[11, 12]. One type of magnetic ordering, antiferromagnetism, is of great interest in spintronics.

Traditionally, antiferromagnets have been difficult to identify, measure, and control because they

have a low net moment and are insensitive to applied fields. But these properties also make

them potentially very useful for more modern experimental techniques. Their insensitivity to

applied fields make them more stable and their smaller stray fields mean that there is weaker

coupling between neighboring devices, allowing for greater device density. Switching with

antiferromagnets would require less transfer of angular momentum to the lattice, which is a slow

process, potentially boosting switching speeds into the THz regime, a significant improvement

Figure 1.1: Representations of the degrees of freedom used in describing interactions and
coupling in quantum materials with emergent phenomena.
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over current GHz devices [13–15]. In order to actually engineer devices that can make use of these

properties, however, it is necessary to gain an understanding of how antiferromagnets behave and

how they can be manipulated and controlled.

Much of the experimental research in strongly correlated materials focuses on probing the

interactions in these strongly correlated systems to build up an understanding of the nature of the

interaction and how to influence and engineer different parameters. Broadly, these interactions are

often described by the coupling of various degrees of freedom of the quantum materials, including

charge, spin, lattice, orbital, and topology represented in Fig. 1.1. The probing techniques often

involve application of electricity, magnetism, light, stress, or heat to provide some sort of stimulus

and measure the overall system response, which provides insight into how those degrees of

freedom uncouple or recouple or how they can be manipulated [1].

Figure 1.2: Schematic of the interacting charge, spin, and lattice degrees of freedom that are of
focus in this work.

In this dissertation, we focus on three different magnetic materials or class of material that

exhibit strongly correlated behavior and specifically exhibit strong coupling between charge, spin,

and lattice degrees of freedom (represented schematically in Fig. 1.2): elemental chromium (Cr),

antiperovskite manganese nitrides (Mn3AN), and iron rhodium (FeRh). These materials will be

studied in confined geometries, usually confined in one dimension as thin films, in which there is
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a breaking of the symmetry of bulk which has implications for the correlative behavior. Thin films

provide advantages in some experimental methods and for understanding how these phenomena

may extend to the types of technological applications that require miniaturization. The types of

experiments conducted in this work include more common techniques of magnetometry, electric

transport, and simple x-ray diffraction as well as more advanced techniques such as time-resolved

x-ray diffraction following laser-induced photoexcitation and polarized neutron reflectometry.

To begin with, however, this chapter introduces some of the broad concepts that are

needed to understand these materials and experiments. We start with a basic introduction of

current understanding of the origins of magnetism and the types of magnetic ordering that are

relevant to the materials studied in this work, followed by a brief look at what the magnetic

effects of confining the dimensions of the material. We also briefly introduce magnetoelectric

transport and the interaction of x-rays and neutrons with matter, which are the bases for the main

experimental techniques here. And finally we discuss ultrafast laser-induced spin dynamics and

the three-temperature model of charge, spin, and lattice interactions.

In Chapter 2, we present the sample fabrication, characterization, and experimental

methods that are relevant to this work. The fabrication methods involve sputter deposition and

lithography. Characterization and experimental methods include magnetometry, electric transport,

and x-ray and neutron reflectometry and diffraction. While some of these techniques were

conducted in-house at UC San Diego in the Fullerton lab or at the Nano3 facility, which is part

of the San Diego Nanotechnology Infrastructure (SDNI) of UC San Diego, some experiments

were conducted at national laboratories and user facilities, including the Advanced Photon Source

(APS) at the Argonne National Laboratory (ANL), the Linac Coherent Light Source (LCLS) at

the SLAC National Accelerator Laboratory (SLAC), the High Flux Isotope Reactor (HFIR) at

the Oak Ridge National Laboratory (ORNL), the High Field Magnet Laboratory (HFML), the

European Synchrotron Radiation Facility (ESRF), and the Spallation Neutron Source (SNS) at

the ORNL. A brief summary of these facilities and the experimental capabilities relevant to this
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work are also included.

Chapter 3 focuses on measurements in thin film Cr, primarily through three experiments

utilizing x-ray diffraction to measure the lattice distortion in a system that exhibits coupled

charge, spin, and lattice degrees of freedom. The first experiment involves characterizing the

lattice distortion and order parameter as a function of temperature, and the other two experiments

observe the dynamic behavior of this ordering following ultrafast photoexcitation on two very

different time scales. In the first 10 ps following photoexcitation (ultrafast time scales), we

observe complex nonequilibrium behavior and demonstrate transient enhancement of the order

in the system. Measurements on much longer time scales, from 10 ps to 400 ns, demonstrate a

slowing down of the recovery of ground state order which demonstrates a probe of the energetic

landscape through the time domain. Chapter 4 involves fabrication and characterization of thin

film Mn3AN which exhibit complex magnetovolume effects. We measure time-resolved x-ray

diffraction following photoexcitation, which demonstrates the competing pressures of phononic

and negative thermal expansion. And finally, Chapter 5 involves experiments of thin film iron

rhodium (FeRh). We make measurements in high magnetic fields to measure the phase transition

and model the system in order to understand the nature of the magnetic phase diagram and the

magnetic phases. We also make polarized neutron reflectometry measurements as a probe of

strain effects in order to determine the magnetic depth profile of a thin film and of patterned

stripes of FeRh. We end in Chapter 6 with a brief conclusion of this work.

1.1 The Origins of Magnetism

Magnetism is not exactly a new discovery, with the earliest known references to magnetite,

also known as lodestone or Fe3O4, in Chinese writings dating back possibly as far as 4000 B.C.E.

The ancient Greeks were also fascinated by their discovery of this material that is able to attract

some other materials from a distance, with evidence of its study in the 6th century B.C.E. [16, 17].
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Humans were able to make use of magnetism long before gaining any real insight into it, most

notably for navigation with the development of the compass [17, 18]. But it has really only

been for the last two centuries, once Hans-Christian Oersted made the accidental discovery in

1820 of the production of a magnetic field by a current-carrying wire, that more scientific and

mathematical rigor in magnetism have been developed, beginning with more phenomenological

relations of electricity and magnetism and continuing into the atomic origins of magnetism. As

understanding has grown, our society has been revolutionized with magnetism-based technologies,

but we have also become aware of how much more there is that remains to be explained.

We will look here at magnetism on three scales. We start with the moment of an atom and

how magnetism arises from its electrons. We then look at the picture of groups of atoms which

are able in limited ways to interact. And then we discuss the magnetism that comes from itinerant

electrons which are unbound to atoms. These treatments will help us understand the magnetic

ordering seen in materials, including the materials studied in this work.

1.1.1 The Moment of an Isolated Atom

We begin by presenting the theory of how a magnetic moment arises in a single atom.

The big picture here is that the moment is primarily the result of two properties of electrons, their

orbital motion and an intrinsic property called spin, and the coupling between these two properties.

Most of the mathematical derivations and more detailed explanations have been omitted here, but

these can be found in quantum mechanics texts or magnetism texts discussing the problem of the

hydrogen atom.

Electron Orbitals

In the Bohr model of an atom, electrons are in a circular orbit around a nucleus in a

Coulomb potential due to the nucleus of charge Ze where Z is the atomic number of the atom. It

is assumed that each electron experiences a Coulomb potential solely from the positively-charged
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nucleus and not from other electrons in the atom. This potential is

ϕe =− Ze2

4πε0r
,

where r is the distance between the nucleus and the electron and ε0 = 8.854×10−12 F/m is the

permittivity of free space. In order to solve for the allowable energies of the electron, we must

start with the time-independent Schrödinger equation

− ℏ2

2me
∇

2
Ψ+V (r)Ψ = EΨ, (1.1)

where ℏ= h
2π

, h = 6.626×10−34 J/s is the Planck constant, and me is the electron mass.

Separation of variables in polar coordinates allows a simplification onf Eq. 1.1 into

three ordinary differential equations, with a wave function that is a product of three functions:

Ψ(r,θ,φ) = R(r)Θ(θ)Φ(φ). The derivation of the angular component of Eq. 1.1 has several

implications. First, it finds that the z component of the orbital angular momentum is quantized

with

Lz = mlℏ, (1.2)

where ml is an integer. It also finds that the total magnitude of the orbital angular momentum is

quantized with

|L|= ℏ
√

l(l +1), (1.3)

where l is a whole number. And finally, it finds that the angular components of the wave function,

denoted as Yl,ml(θ,φ) which are called the spherical harmonics, are determined by the quantum

numbers l and ml , or by the total magnitude of the angular momentum and the magnitude in one
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direction. This angular component of the wave function can be expressed as

Yl,ml(θ,φ) =

√
2l +1

4π

(l −ml)!
(l +ml)!

Pml
l [cosθ]eimlφ , (1.4)

where P j
i [x] are the generalized Legendre polynomials.

Next, we consider the radial component of the wave function. In this derivation, the

solution to the angular components and the Coulomb potential are substituted into Eq. 1.1. The

end result is a radial component of the wave function that looks like

Rn,l(r) =
(

2Z
na0

)3/2( (n− l −1)!
2n((n+ l)!)

)1/2

e−Zr/na0

(
2Zr
na0

)l

F2l+1
n−l−1

[
2Zr
na0

]
, (1.5)

where F j
i [x] are the generalized Laguerre polynomials of order i, n is a natural number, and

a0 =
4πε0ℏ2

mee2 is the Bohr radius.

Combining Eq. 1.4 and Eq. 1.5, the wave function for the electron in the atom is

Ψn,l,ml(r,θ,φ) = Rn,l(r)Yl,ml(θ,φ) (1.6)

with corresponding energies

En =−Z2

n2

(
mee4

8ε2
0h2

)
. (1.7)

So this quantum mechanical approach to the wave function, referred to as the orbital, for

an electron finds quantized energy levels which depend on n where n = 1,2,3, .... The principal

quantum number n designates the electron shell. For an electron occupying a higher shell, its

probable radial distance from the nucleus increases from the lowest energy ground state with

n = 1. One consequence of this is increasing atom size as higher energy states are occupied.

The magnitude of the orbital angular momentum in this model is quantized and depends

on l where l = 0,1,2, ...,n−1. The orbital angular momentum quantum number l helps determine
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the shape of the orbital. These different orbital shapes have been assigned letters as label, where

l = 0 refers to the s subshell, l = 1 to the p subshell, l = 2 to the d subshell, l = 3 to the f subshell,

l = 4 to the g subshell, and continuing on in alphabetical order, skipping over j and other letters

already used.

Figure 1.3: Schematic of the 1s (n = 1 and l = 0), 2p (n = 2 and l = 1), 3d (n = 3 and l = 2),
and 4 f (n = 4 and l = 3) orbitals of the hydrogen atom. It should be noted that these are not to
scale: the most probable radial distance of the electron increases significantly with n. Figures
produced with code adapted from [19]. Copyright 2011 by Peter van Alem.

And then there is a spatial quantization to the orbital angular momentum, where the

projection along an axis depends on ml where ml = 0,±1,±2, ...,±l. The magnetic quantum

number ml references the orientation of the subshell, with 2l +1 possibilities. Fig. 1.3 shows the

shapes of the 1s orbital, the three 2p orbitals, the five 3d orbitals, and the seven 4 f orbitals.

All this means that for a total orbital angular momentum of |L|= ℏ
√

l(l +1), the projec-

tion along an axis z is Lz = mlℏ, with possible Lz quantized and ranging from −lℏ to lℏ. For a

system in the presence of a magnetic field H and with the field axis defined to be along ẑ, it is
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clear that Lz will always be less than |L|, meaning the orbital angular momentum can never be

fully aligned to the field. Instead, precessional motion of L along ẑ with a constant Lz is observed,

which we will see has an important implication for the atom’s magnetism.

Orbital Moment

Moving electric charges will generate a magnetic field: a loop of current I that encloses

an area A has a magnetic moment of µ = IA, with its direction determined by the right-hand

rule. Stepping into a classical model of the atom, the electron in an atom is a moving electric

charge which is orbiting a nucleus with speed v at a radius r. The current is the quotient of the

charge −3 and the period of rotation 2πr/v, so I =− ev
2πr . By multiplying by the area enclosed

by the electron motion, the orbital moment is found to be µℓ =−1
2er×v. The orbital angular

momentum of the electron can be expressed as L = mer×v, so the moment of the orbiting

electron can be expressed in terms of the angular momentum as

µℓ =− e
2me

L= γL,

where γ = − e
2me

is the gyromagnetic ratio. The projection of the magnetic moment in some

direction, in this case the z-axis along the field, can then be expressed as µℓ,z = γLz. The possible

Lz are quantized as described in Eq. 1.2, which is substituted in to get

µℓ,z =− eℏ
2me

ml =−µBml ,

where µB = eℏ
2me

= 9.274×10−24 Am2 is called the Bohr magneton. Thus, the z-component of

the orbital magnetic moment is quantized as an integral number of Bohr magnetons and it is

possible to have zero orbital moment when ml = 0. There is another quantity of relevance, the

g-factor, which is the ratio of the moment (in units of µB) to the angular momentum (in units of

ℏ). For the case of orbital moment and orbital angular momentum, the orbital g-factor is gℓ = 1.
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We know that there is a potential energy of a moment in an applied field, E = −µ ·B.

This means that in the presence of an external field, the degeneracy of electron energies for a given

n is broken, the moment along the field direction is quantized and the energy levels of electrons

with different ml will split. This effect, the Zeeman effect, has been observed experimentally.

Electron Spin

Electrons have an intrinsic angular momentum called spin which adds an additional

component to the moment of an electron. Descriptions of the spin angular momentum sometimes

draw an analogy to a picture of a moment arising from an electron spinning on its axis, though this

is not what is actually occurring. The electron spin is described in quantum mechanics and has

been observed in experiments such as the Stern-Gerlach experiment, but it does not have a simple

classical explanation. The spin angular momentum S is treated in much the same way as the

orbital angular momentum L. There is a spin angular momentum quantum number s analogous

to l, though for an electron which is referred to as a spin-1/2 particle, this is fixed with s = 1
2 so

the magnitude of the spin angular momentum of an electron is always

|S|= ℏ
√

s(s+1) =

√
3

2
ℏ.

There are only two possible orientations of the spin along an axis, commonly referred to as

spin-up and spin-down with spin magnetic quantum number ms =±1
2 :

Sz = msℏ=±ℏ
2

.

This quantization of the spin angular momentum has been confirmed by the Stern-Gerlach

experiment.
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The spin angular momentum also results in a moment, which is defined as

µs =−gs
e

2me
S , (1.8)

where gs is the spin g-factor (analogous to the orbital g-factor defined earlier). Experimentally, it

has been determined that gs ≈ 2.0023 [20]. The spin magnetic moment is found to be

|µs|= gs
eℏ

2me

√
s(s+1)≈

√
3µB ,

and the projection of the magnetic moment in the z-direction is

µs,z =−gs
eℏ

2me
ms ≈±µB .

So while an electron may or may not have an orbital moment, the implication of this result is that

it always has a spin moment.

In an atom or molecule, the electrons are almost always arranged in pairs which have

opposing spin orientations and thus cancel each other out. When there is an even number of

electrons and they cancel completely, there is only the orbital contribution to the moment, which

results in a phenomenon called diamagnetism, described more later in this chapter. For an odd

number of electrons, it is not possible to cancel out the spin moment, and the result is called

paramagnetism.

The Spin-Orbit Interaction Energy

The separation of the spin and orbital components of the angular momentum is compli-

cated by the interaction between the two, called spin-orbit interaction. So far, the two have been

treated independently, but in reality, the spin moment has an impact on the orbital motion and the

orbital moment has an impact on the spin. Moving into the frame of reference of the electron,
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the nucleus of charge Ze is orbiting around it, generating a magnetic field which interacts with

the spin magnetic moment (in this frame, the electron is at rest and has no orbital moment). The

magnitude of the magnetic field is B = µ0Zev/4πr2 where µ0 = 1/ε0c2 = 1.256×10−6 N/A2 is

the permeability of free space. The energy of interaction of this magnetic field and the electron’s

intrinsic spin moment given in Eq. 1.8 is Eso =−µs ·B, and can be approximated as

Eso ≈−µ0µ2
BZ4

πa3
0ℏ2

L ·S . (1.9)

The Z4 dependence means that for lighter elements, the spin-orbit interaction is weak, but

for heavier elements, it becomes strong and can result in varied magnetic phenomena such as

magnetocrystalline anisotropy, anomalous and spin Hall effects, and magnetostriction.

In Eq. 1.7, the energy levels of the electron are shown to depend on the principal quantum

number n. Here, these energies are modified by Eso, which depends on the orbital and spin

angular momentum:

E ≈ En +Eso ,

where En was found in Eq. 1.7 and Eso in Eq. 1.9. We will return later to a discussion of the

spin-orbit interaction and first discuss how electrons occupy different states in the atom.

Electron Configurations in an Atom

We have described the electron orbitals with the three quantum numbers n, l, ml . For

each shell designated by the principal quantum number n, there are n subshells designated by

the orbital angular momentum quantum number l. For each of these subshells, there are 2l +1

possible orbitals, designated by the spatial quantization number ml . One additional quantum

number, the spin magnetic quantum number ms, describes the spin state of the electron and rounds

out the description of the electron’s configuration in the atom.

There are two primary principles that govern electron configurations and the occupancy
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of the orbitals in an atom: The Pauli exclusion principle and Hund’s rules. the Pauli exclusion

principle states that no two electrons can have the same set of quantum numbers n, l, ml , ms. This

means that each orbital can have at most two electrons in it and those two electrons must have

different spins. Atoms with more than two electrons can only have two electrons at the lowest

energy level described by Eq. 1.7. As an example, the electron configuration of silicon (Si) can be

described by 1s22s22p63s23p2. The lowest energy subshell, 1s, has two electrons in it, denoted

by the superscript 2. The next lowest energy subshell, 2s, also has two electrons in it. The orbital

2p has three orbitals corresponding to ml = 0,±1, with two electrons in each for a total of six

electrons. Two more electrons can occupy 3s. And then the two additional electrons will occupy

the 3p subshell. The Aufbau principle tells us that the electrons will fill up lower energy levels

before higher ones. The order of filling given this will be 1s, 2s, 2p, 3s, 3p, 4s, 3d, 4p, 5s, 4d, 5p,

6s, 4 f , 5d, 6p, 7s, 5 f , 6d, 7p, etc. This generally only applies for neutral atoms in their ground

state and has many exceptions given the small energy gap between some levels, such as 3d and

4s, and other energetic considerations to each state.

Hund’s rules build on the Pauli exclusion principle to define the electron configuration

of the ground state of the atom. The first of these three rules is that the energy is minimized

when the total spin quantum number, which is the sum of the spin magnetic quantum numbers for

each electron (S = ∑msi), is maximized for the unfilled subshell. That means that each orbital in

the open subshell will fill with a single electron before any of them will be filled with two. In

the example of Si, above, each orbital in 1s, 2s, 2p, and 3s contains two electrons with opposite

spin. In the 3p, subshell, however, two of the three orbitals will be occupied by one electron (as

opposed to both electrons occupying a single orbital). This occurs due to Coulombic forces and

screening effects. The second rule is that the total orbital angular momentum quantum number,

which is the sum of the spatial quantization numbers of each electron (L = ∑mli) is maximized.

The classical interpretation of this is that electrons rotating in the same direction have a reduced

Coulomb energy compared to those rotating in opposite directions. The third rule assists in
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minimizing the spin-orbit interaction energy. It tells us that the total angular momentum quantum

number J is

J =


|L−S| if the open subshell is less than half full

S if the open subshell is half full

|L+S| if the open subshell is more than half full

(1.10)

These rules work quite well in some simpler cases but, predictably, do not always hold. Particularly

when more than one atom is considered in our model, there are effects that have not been accounted

for here. But this is a good starting point for determining the configuration of electrons in an

atom.

Neutron and Proton Spins

A natural question at this point might be to wonder about magnetism that originates from

the other subatomic particles that make up the atom. The nucleus also has an intrinsic spin, which

can be treated similarly to the electron’s spin. In this case, the spin angular momentum is labeled

|G| and the associated quantum numbers I and mI . The angular momentum is quantized such that

|G|= ℏ
√

I(I +1),

where I can be an integer or half-integer (0, 1
2 , 1, 3

2 , ...). The spatial quantization allows mI to

take on values of −I, −I +1, ... I −1, I. The nuclear magnetic moment is expressed as

µN =−gI
e

2mp
G,

where mp is the proton mass and gI is the nuclear g-factor. Protons have gI = 5.586, and neutrons

have gI =−3.826. The isotope of hydrogen called deuteron, which has one proton and neutron,
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has gI = 0.857. The magnitude of the nuclear magnetic moment is

|µN |= gI
eℏ

2mp

√
I(I +1) = gIµN

√
I(I +1),

where µN = eℏ
2mp

= 5.05×10−27 Am2 is the nuclear magneton. It follows that

µN,z = gIµNmI .

The nuclear magneton is three orders of magnitude smaller than the Bohr magneton, so the

nuclear magnetic moments are typically much weaker than the electron moments. As a result, the

magnetism of an atom is dominated by the magnetism of the electrons and the nuclear contribution

is usually ignored.

The Total Moment of an Atom

There are two main models of coupling used to account for the spin-orbit interaction:

L-S coupling and j-j coupling. L-S coupling involves combining the orbital angular momenta

of the electrons separately from the spin momenta before introducing the coupling of spin and

orbit as a perturbation. This works well generally for lighter elements, but given the Z4 term

in the spin-orbit energy, it is less useful for heavier elements where the spin-orbit coupling of

each electron is significant. In that case, j-j coupling provides a way of first accounting for the

spin-orbit coupling of each electron and then coupling together different electrons. For many

heavier materials, neither model is sufficient, but they provide some guesses.

In the case of L-S coupling, there is a net angular momentum and the magnitude of the

total moment of the atom given by

|µatom|=−gatom
e

2me
|J |= gatom µB

√
J(J+1), (1.11)
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where J was defined in Eq. 1.10 and the Landé g-factor gatom [21] can be shown to be

gatom = 1+
S(S+1)+ J(J+1)−L(L+1)

2J(J+1)
. (1.12)

In the case of j-j coupling, the total moment of the atom is found to be

µatom = ∑µi =−∑gj-j
i

e
2me

ji , (1.13)

where ji are the angular momenta of each electron. In this case, there are different g-factors for

electrons in different orbitals.

Experimentally, the moment of a material is sometimes expressed in units of Bohr

magnetons. This gives us a measure of gatom and takes on non-integral values. The measured

moment for many materials is often quite different from what is predicted from this model for the

atom. One consideration for some materials is the quenching of the orbital angular momentum.

In a crystal lattice, outer electrons can be affected by the electric field of neighboring ions and

strongly coupled to the crystal lattice (orbit-lattice coupling), reducing the influence of an applied

field on the orbital motion and reducing the orbital contribution to the moment. The spins are

still free to align and so the system behaves as L = 0 and J = S, which is called quenching of the

orbital angular momentum. This is true in some of the 3d transition metals, where the electrons

in these outermost partially-filled orbitals experience strong homogeneous electric fields from

adjacent ions which are stronger than spin-orbit interactions. The measured atomic moments

are usually close to what would be seen if L = 0. In the case of 4 f lanthanides, however, L-S

coupling predicts the observed atomic moment quite well. The electrons in the partially filled 4 f

subshells which are determining the magnetism of the atom are closer to the nucleus than the 5s

and 5d orbitals which are filled and less subject to crystal field effects [22, 23].

So while there are exceptions to the rules and anomalous behavior in many materials, the

model of the atom laid out here is a useful starting point for understanding the origin of magnetism
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in different materials. However, this picture will become very complicated very quickly when

looking at real systems in which there are a large collection of atoms.

1.1.2 Collections of Localized Moments

In this section, we move on from the magnetism of a single atom to the collective magnetic

behavior when large groups of atoms or molecules are assembled. These localized moments

sometimes interact through the exchange interaction and result in a wide range of phenomena. The

broad classes of magnetic behavior that will be discussed include diamagnetism, paramagnetism,

ferromagnetism, antiferromagnetism, and ferrimagnetism. This picture of moments as localized

is limited, especially for metals, but it can effectively describe the magnetic ordering seen in

many materials. We begin with diamagnetism, which is valid for all materials, though it is often

ignored when studying other phenomena which have a much larger effect. Next, we discuss a

model of paramagnetism, relevant for materials that contain atoms with a net moment. From

there, we discuss the phenomenological molecular field theory to build a basis of understanding

magnetic phenomena that arise in the presence of interactions between localized moments. This

theory works well in some ways, despite being built on the incorrect assumption that there is

a strong internal field in a material which is able to align moments over extended regions. We

end with a discussion of the exchange interaction, which forms a basis for how to understand the

internal field of the molecular field theory and provides a more accurate picture of the interaction

of localized moments.

One thing to note at this point is the use of the term ordering, which refers to the

collective behavior that that arises from interactions in these materials. A ferromagnetic material

is considered to be in an ordered state when there is a tendency for spins to align, which happens

at temperatures T < TC, where TC is called the Curie temperature. Above TC, the material behaves

paramagnetically and considered to be disordered. This is similar for an antiferromagnetic

material below and above TN , the Néel temperature. There are properties that are observed
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or which we seek to measure which are called order parameters, which have a temperature

dependence in these materials and go to zero at an order-disorder transition. An example of this

is the spontaneous magnetization for a ferromagnetic material. An order parameter relevant in

this dissertation will be the periodic lattice distortion in Cr, which is examined in Ch. 3.

There are some other important definitions to discuss before beginning this section. Two

important quantities in magnetism are the magnetic field H (with units of A/m) and the magnetic

induction or magnetic flux density B (with units of T). In free space, these quantities are linearly

related by B = µ0H, where µ0 = 1.256×10−6 N/A2 is the permeability of free space as stated

previously. But the relationship becomes more complicated when considering what happens

inside of a material: the magnetic moments within the material will respond to an applied field

and produce additional magnetic fields (referred to as the demagnetizing field within the material

and the stray field outside of it). In this scenario, the relation of B and H is modified to

B = µ0 (H+M) ,

where M is the magnetization of the material (with units of A/m), which in a uniformly magnetized

material is the vector sum of all the moments in the material divided by the total volume, and

note that H is a sum of the external contribution and the demagnetizing field.

We also can consider the magnetic susceptibility χ. In an isotropic material, the suscepti-

bility is the dimensionless ratio of the magnetization to the applied field,

χ =
M
H

, (1.14)

which is a measure of how much a material magnetizes in response to a magnetic field. A negative

susceptibility indicates an induced magnetization in the material that opposes the applied field.

A positive susceptibility indicates alignment of the moments in the direction of the field and its

magnitude determines the strength of the alignment, which makes it a useful description of the
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magnetic behavior of a material.

Diamagnetism

Diamagnetism is an effect that arises from the precession of electronic orbits in the

presence of an applied field. This precession will result in a moment that opposes the field,

resulting in a negative susceptibility χ < 0. This is a behavior that is exhibited by all materials,

though it is sometimes dominated by other magnetic effects and ignored. Diamagnetism can be

treated classically by the Langevin theory [24] or quantum mechanically to achieve the same

result. Here, we will start with the Langevin theory of diamagnetism.

This picture considers an electron orbiting a nucleus with angular velocity ω. This is

equivalent to a current loop and results in a magnetic moment µorbit =− e
2me

L, where L is the

orbital angular momentum of the electron. In a field H or magnetic induction B = µ0H, the

moment experiences a torque given by τ = µorbit ⊗B = ωL ⊗L where ωL = eµ0
2me

H = 2π fL is

an angular velocity and fL is the Larmor frequency. This describes a precession and results

in an induced magnetic moment µprec,i = −µ0e2H
4me

⟨r2
prec,i⟩ where ⟨r2

prec,i⟩ is the average of the

square of the radius of precession for the electron. For an atom with Z electrons in spherically

symmetric orbits, the total moment becomes µprec =−µ0Ze2H
6me

⟨r2⟩ where ⟨r2⟩ is the square of the

average radial distance of all the electrons in the atom. For an atomic weight A and density ρ, the

magnetization due to this precession is

M =−µ0Ze2

6me

N0ρ

A
H⟨r2⟩,

where N0 = 6.022×1023 is Avogadro’s number. The diamagnetic susceptibility follows:

χdia =−µ0Ze2

6me

N0ρ

A
⟨r2⟩.

Quantum mechanics is required to calculate ⟨r2⟩ for the actual charge distribution of the atom.
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But this result demonstrates that the susceptibility is negative, meaning the induced moment

will oppose an applied field. These susceptibilities also do not have a strong dependence on

temperature, which only appears weakly in ⟨r2⟩.

Electrons in closed shells in atoms are usually oriented so that there is no net moment in

the atom, which means in the presence of a magnetic field, only diamagnetism will apply. This

means that materials in which there are no unfilled shells will be diamagnetic. This includes the

noble gases such as He, Ne, and Ar. Water and most organic materials are diamagnetic, as are

some metals.

Paramagnetism

We now consider an assembled group of atoms that each have a net moment but do

not interact (or at least do not interact strongly). The moments will align arbitrarily so that

in the absence of an applied field, the sum of the vector moments is zero and there is no net

magnetization in the material. But in the presence of an external field, the moments will tend to

want to align to the field, opposed by thermal agitation of the atoms. As the field is increased,

the alignment increases and there is a linear increase in the magnetization of the material, giving

a constant positive susceptibility. The susceptibility decreases with temperature because of the

increased thermal agitation.

As with diamagnetism, paramagnetism can be treated classically or quantum mechanically,

but with slightly different results. The classical Langevin theory of paramagnetism considers the

potential energy of a magnetic moment in a magnetic field:

Ep =−µ ·B =−µ0µH cos(θ), (1.15)

where θ is the angle between the moment and the field, which favors alignment of the moments

with the field. There is also a thermal energy kBT which tends to randomize the alignment of the
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moments. The distribution of moments then follow Boltzmann statistics with a probability that is

proportional to e
−Ep
kBT = eαcosθ where α = µ0µH

kBT . Considering the number density of moments that

are oriented in each step of dθ sets up an integral of the magnetic moments in all orientations

over all possible angles of the sphere. The resulting magnetization is

M = M0

(
coth(α)− 1

α

)
= M0L(α),

where M0 is the magnetization corresponding to total alignment of the moments parallel to the

field and L(α) is the Langevin function. The Langevin function goes to 1 for large α (meaning

large applied field), which implies that large fields will overcome thermal effects and saturate the

magnetization (fully align the moments) in the material. For α ≲ 0.5, the Langevin function can

be approximated as linear and the magnetization is given by M = µ0nµ2H
3nkBT where n is the number

density of the moments. This leads to the Curie law of paramagnetism,

χpara =
µ0nµ2

3kBT
=

C
T

, (1.16)

where C = µ0nµ2

3kB
and the susceptibility of the ideal paramagnet (meaning the moments are localized

and noninteracting) is inversely proportional with temperature.

The quantum treatment of paramagnetism, in which the spatial quantization of the mag-

netic moments is accounted for, improves the agreement between theory and experiment. In this

case, the magnetization is found to be

M = M0

[
2J+1

2J
coth

(
α(2J+1)

2J

)
− 1

2J
coth

(
α

2J

)]
= M0BJ(α),

where BJ(α) is the Brillouin function and J is the quantum number defined in Eq. 1.10. We
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substitute M0 = gµBnJ where the g-factor was defined in Eq. 1.12 to get

M = gnµBJBJ(α).

When α ≪ 1, BJ can be approximated by neglecting higher-order terms to get a paramagnetic

susceptibility of

χpara = ng2µ0µ2
B

J(J+1)
3kBT

,

once again noting the inverse relationship between susceptibility and temperature. As J increases,

the allowed orientations begin to look continuous and BJ(α)→ L(α). When L = 0 and the orbital

moment is quenched, J = S = 1
2 and g = 2 and it can be seen that there are only two allowable

moments µB parallel and antiparallel to the applied field. In materials, J, L, and S are only known

for isolated atoms and the susceptibility must be experimentally determined.

It can be noted that in this calculation, the diamagnetic moment which opposes the applied

field has not been accounted for. The diamagnetic susceptibility is usually much smaller than the

paramagnetic susceptibility, but the susceptibility of a paramagnetic material can be corrected by

the diamagnetic contribution.

Molecular Field Theory

So far, the assumption has been that there is no interaction between the magnetic moments

in these materials. This treatment was modified by Weiss [25] to allow for some influence of the

magnetization of the surrounding material on each moment with the inclusion of an internal field

Hin in the material that tends to align the spins. He supposed that this field is proportional to the

magnetization M to a first approximation, and H in the paramagnetic treatment can be replaced

by

Htot = H+Hin = H+λM,
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where λ is the constant of proportionality. This is called the mean-field approximation. The

calculation then proceeds similarly to attain

M = M0L(α) (1.17)

with the modification of

α =
µ0µ(H +λM)

kBT
.

In the case of small α, Eq. 1.17 can be simplified and related the magnetization and the field by

H = M
(

3kBT
µ0nµ2 −λ

)
(1.18)

to get what is known as the Curie-Weiss law

χ =
C

T −θ
, (1.19)

where θ = λC = µ0nµ2λ

3kB
. As before, moving into the quantum mechanical regime replaces the

Langevin function L(α) in Eq. 1.17 with the Brillouin function BJ(α).

This is applicable for paramagnetic materials which have weak interactions between

moments that cannot be neglected. There is still a linear relationship between the inverse

susceptibility and temperature, but it is shifted such that the divergence of the susceptibility (or

where the inverse susceptibility goes to zero) occurs at T = θ. This shift can take on both positive

and negative values for different materials and is a measure of the strength of the interaction

between moments due to its dependence on λ. One class of materials which follow the Curie-

Weiss law well is salts of the transition elements. There are metals that are paramagnetic, but

often this originates in the itinerant electrons and the Curie-Weiss law will not apply.
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Ferromagnetism

In paramagnetic materials, the strength of the interaction between moments is quite weak.

The next consideration is materials in which this interaction is not weak, which requires us to

go back to the definition of α in Eq. 1.18, which includes the strength of the coupling in the

numerator through λ. It is still assumed that α is small when temperature T (in the denominator)

is large. In this case, the Curie-Weiss law of Eq. 1.19 applies. The critical temperature θ is called

the Curie temperature and labeled TC:

χ =
C

T −TC
. (1.20)

This predicts that even materials with strong interactions between moments will behave paramag-

netically at high temperature.

When T < TC, the limit of small α which was used to simplify the Langevin or Brillouin

functions is no longer valid. Now, the magnetization responds to the application of an external

field, but it is also nonzero in the absence of that field. Materials that exhibit this behavior are

called ferromagnets. The moments in ferromagnetic materials have a strong tendency to align

parallel to one another. As a result, even in the absence of an external field, regions called

domains are observed in which all the moments are aligned in one direction. In the absence of an

applied field, the overall measured moment could be zero, but rather than random orientations

for each moment, each domain is spontaneously magnetized in random orientations such that

they sum to zero, and the material said to be demagnetized. If a field is applied, the material

will be magnetized and will retain a magnetization when the field is removed. The response

of the magnetization to the applied field is nonlinear and hysteretic, meaning there is a kind of

memory to the ordering and the alignment of all of the domains (saturation) occurs at fields easily

achievable in a lab.

The magnetization of ferromagnetic domains in the absence of an applied field is called the
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spontaneous magnetization Ms, which is represented graphically later in this chapter in Fig. 1.6(a).

In the molecular field model, H = 0 was used to determine the temperature dependence of Ms

from the Langevin or Brillouin functions. At T = TC, the spontaneous magnetization is zero, and it

increases as temperature decreases until reaching maximum alignment M0 at T = 0 K. Comparing

this model to experiment, the temperature dependence of the spontaneous magnetization for Fe,

Co, and Ni is predicted somewhat well by the Brillouin function with J = 1
2 or J = 1, but with

noticeable deviations [26]. The experimentally determined moments of the atoms are significantly

different from what would be implied by these total angular momentum quantum numbers,

suggesting that some of our assumptions must be revisited, for example, the assumption that

L-S coupling is sufficient to describe the spin-orbit interaction and that the localization of the

magnetic moments applies for these materials.

Antiferromagnetism

As the name would suggest, antiferromagnetism refers in a way to the opposite ordering

of ferromagnetism, which is much more difficult to measure. Antiferromagnetic materials have

a small positive susceptibility χ at all temperatures, like paramagnets, but with an unusual

temperature dependence. They have a strong coupling of moments, like ferromagnets, but an

antiparallel alignment of the moments is preferred. These materials can be thought of as having

two (or more) sublattices in which the moments of each sublattice are in parallel alignment and

have a spontaneous moment similar to ferromagnets, but in which the sum of the vector moments

of each of the sublattices is zero.

Molecular field theory can be used again here. In this case, the assumption is that there

are two sublattices which are labeled A and B. The assumption is that there is a crystal in which

the nearest neighbor interactions that must be accounted for are all A-B interactions and all A-A

and B-B interactions can be neglected. There are two molecular fields Hm,A and Hm,B which

reflect that the moments in sublattice A experience a field due to the neighboring moments in
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sublattice B and vice versa:
Hm,A =−λMB

Hm,B =−λMA

and Htot,i = H+Hm,i for each sublattice. With the assumption that the relation χ =C/T = M/Htot

holds, which is reasonable at high temperature, this gives

MAT =C′(H −λMB)

MBT =C′(H −λMA).
(1.21)

Adding these together gives

(MA +MB)T = 2C′H −λC′(MA +MB).

Since the total magnetization is M = MA +MB, the susceptibility is

χ =
2C′

T +λC′ =
C

T +Θ
.

This looks similar to the case of the ferromagnet which is paramagnetic above its ordering

temperature, following the Curie-Weiss law in Eq. 1.20. A key difference here is the difference in

sign in the denominator, which reflects that when a field is applied, each sublattice is magnetized

parallel to the field but there is an internal molecular field that opposes that magnetization from

the other sublattice. This reduces the susceptibility from the ideal paramagnetic behavior. If the

susceptibility were extrapolated the susceptibility to low temperature, the divergence would occur

at a negative temperature T =−Θ (alternatively, it can be thought of as the inverse susceptibility

going to zero at this negative temperature).

At an ordering temperature called the Néel temperature TN , thermal effects are no longer

strong enough to overcome the interactions between the moments, and the sublattices of the

antiferromagnet spontaneously magnetize antiparallel to one another. This means the net magne-
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tization is M = MA +MB = 0. Just below TN , this spontaneous magnetization is small and it can

be assumed that M ∝ H is still valid, so H = 0 is used in Eq. 1.21 to find MATN =−λC′MB. Sub-

stituting in MA =−MB, the Néel temperature is found to be TN = λC′ = Θ. So the susceptibility

of an antiferromagnetic material in its paramagnetic phase is

χ =
2C′

T +λC′ =
C

T +TN
, (1.22)

and the temperature at which the inverse susceptibility above TN would extrapolate to zero is

T =−TN .

Below TN , the same analysis as for ferromagnetism is followed for each of the two

sublattices i individually, which each exhibit spontaneous magnetization Ms,i and approach M0,i

at T = 0 K:

Ms,i = M0,iBJ(α),

where

α =
µ0µHtot,i

kBT
,

where µ is the moment of each atom, which is the same for both sublattices.

The spontaneous magnetization in the absence of an external field (H = 0) is

Ms,i = M0,iBJ(
µ0µλMs,i

kBT
).

Therefore, there is the same temperature dependence for the spontaneous magnetization for each

sublattice, understanding that these are oriented antiparallel so they sum to zero, which will be

represented graphically later in the chapter in Fig. 1.6(b). So the net magnetization of the system

at any temperature in the absence of an external field is zero.

In the absence of a field, the axis of the magnetization of the sublattices (the spin axis) in

a crystal will have a preferred direction based on the magnetocrystalline anisotropy. When an
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external field is applied, there is a small positive susceptibility which depends on the direction

of the applied field in relation to the spin axis. For a field applied perpendicular to the spin axis,

the susceptibility is constant, independent of temperature. For a field applied parallel to the spin

axis, the susceptibility goes to zero as temperature goes to zero. So the overall susceptibility

for these materials has a peak or plateau at TN and exhibits antiferromagnetic behavior below

and paramagnetic behavior above TN . An example representation of inverse susceptibility vs.

temperature is shown later in the chapter in Fig. 1.5.

Ferrimagnetism

Ferrimagnetic materials are a little like antiferromagnetic materials in which there are

two or more antiparallel sublattices, with moments within each sublattice aligned. In this case,

however, the magnitudes of the magnetization of each sublattice are different, usually as a result

of different magnetic species in the different sublattices. This means that ferrimagnetic materials

look a little like ferromagnetic materials with spontaneous magnetization below their ordering

temperature (the Curie temperature TC), saturation of the magnetization, and hysteresis. Above

their ordering temperature, they are paramagnetic.

We will once again begin with molecular field theory. As temperature increases above the

Curie temperature, the measured susceptibility of ferrimagnets is asymptotic to the Curie-Weiss

law of Eq. 1.22. However near the Curie temperature, it deviates from this and is better explained

by considering not only interactions of moments with nearest neighbor moments of the other

sublattice, but also of interactions with nearby spins in the same sublattice, meaning the molecular

field describes parallel alignment of spins to neighboring spins in the same lattice and antiparallel

alignment to neighboring spins in the opposite sublattice. The internal fields for sublattices A and
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B then become

Hm,A =−λABMB +λAAMA

Hm,B =−λABMA +λBBMB ,

where it is assumed that λAB = λBA.

For T > TC, the assumption is that the Curie law will with a modification accounting for

the fractional volumes ϕA and ϕB of the sublattices (in the antiferromagnetic case, it was assumed

that ϕA = ϕB = 0.5). This gives

MAT =CϕAHtot,A =CϕA(H −λABMB +λAAMA)

MBT =CϕBHtot,B =CϕB(H −λABMA +λBBMB).

We define α = λAA/λAB and β = λBB/λAB and sum the magnetization of the two sublattices and

simplify to find the inverse susceptibility:

1
χ
=

T
C
+

1
χ0

− ζ

T −Θ
, (1.23)

where
1
χ0

= λAB(2ϕAϕB −ϕ
2
Aα−ϕ

2
Bβ)

Θ = λABϕAϕBC(2+α+β)

ζ = λ
2
ABϕAϕBC [ϕA(1+α)−ϕB(1+β)]2 .

When T → ∞, Eq. 1.23 becomes
1
χ
=

T
C
+

1
χ0

,

so the inverse susceptibility is asymptotic to a form equivalent to the Curie-Weiss law. At the
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Curie temperature, the inverse susceptibility goes to zero, which allows us to solve for the Curie

temperature,

TC =
λABC

2

[
ϕAα+ϕBβ

√
(ϕAα−ϕBβ)2 +4ϕAϕB

]
.

The positive solutions to this require that α and β be small and negative, which implies that

the A-A and B-B interactions are weakly antiparallel and the A-B interactions are strongly

antiparallel.

Below the ordering temperature TC, the antiferromagnetic derivation is followed with a

modification for A-A and B-B interactions. The spontaneous magnetization for each sublattice

with H = 0 becomes

Ms,A = M0,ABJ

[
µ0µλAB(αϕA −ϕB)M

kBT

]
Ms,B = M0,BBJ

[
µ0µλAB(βϕB −ϕA)M

kBT

]
,

where M = MA +MB = ϕAM+ϕBM is the sum of all moments on both sublattices. These are

not independent quantities, implying that the magnetization of each sublattice depends on the

magnetization of the other. For each sublattice, Ms increases from 0 at TC to saturation at T = 0 K,

but the temperature dependence of each can be different. The overall spontaneous magnetization,

Ms = Ms,A −Ms,B ,

could similarly simply increase with decreasing temperature or it could deviate quite dramatically.

The spontaneous magnetization of some ferrimagnetic materials have a maximum at a temperature

other than T = 0 and exhibit a spontaneous magnetization less than this as T → 0. In some

systems, the magnitudes of the spontaneous magnetization of one sublattice can be greater than the

other at some temperatures and less at others, resulting in a compensation point at a temperature

where the magnetizations of the two sublattice are equal, with spontaneous magnetization in
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opposite directions above and below this point. Three representations of possible temperature

dependence of the spontaneous magnetization for a ferrimagnet are shown later in the chapter in

Fig. 1.6(c).

Conclusions from Molecular Field Theory

And so we have been able to broadly describe the types of magnetic behavior seen

in materials with this treatment, relying on this idea of the internal molecular field to which

individual moments respond, resulting in parallel or antiparallel alignment of spins. We see that

ferromagnetism, antiferromagnetism, and ferrimagnetism can arise, however it is an empirical

model, with no explanation of the origin of the field or prediction of the sign of the coupling

between moments. We move now to a discussion of the exchange interaction, where some

understanding of this can be found.

Exchange Interaction

The idea of the internal molecular field which aligns isolated moments is not real. In

a classical picture, a more accurate picture of how different moments interact might be a mag-

netostatic coupling between moments dependent on the magnitude of their separation, but this

results in forces that are three orders of magnitude too small to account for the molecular field

and strength of the alignment. And so we will move into a quantum mechanical view of the

interactions between moments.

In a simplified model of two hydrogen atoms each with one electron, each has a separate

wave function of the electrons. When the atoms are brought into proximity, there is an exchange

force that describes their interaction. If the electron spins are antiparallel, the Pauli exclusion

principle applied to the system as a whole allows them to have the same energy and bonding

occurs, where the wave functions combine positively and the electrons have a greater probability

of localization between the nuclei, forming a stable molecule. If the electron spins are parallel,
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the Pauli exclusion principle prevents the electrons from having the same energy and the wave

functions will combine negatively, demonstrating that the atoms will repel one another and the

electrons are distributed away from the nuclei. Considering the two lowest energy states for the

electron system together, a singlet state is defined in which the two electrons have opposite spin

and their wave functions add, which has an energy ES. The other possible state, a triplet state, has

a parallel alignment of the spins of the two electrons and their wave functions subtract, which

has an energy ET . When the energy of the triplet state is greater than the energy of the singlet

state, the preferred orientation is an antiparallel spin alignment of the electrons. For ET < ES, the

preferred orientation is for the spins of the two electrons to be parallel.

This model can be expanded past the case of hydrogen atoms. The exchange energy

between atoms i and j with spin angular momenta Siℏ and S jℏ is given by

Eex
i j =−2Ji jSi ·S j , (1.24)

where Ji j is the exchange integral. This exchange interaction is isotropic, depending only on the

distance ri j between the spins, and acts over short distances, so it is reasonable to consider it only

for nearest-neighbor interactions. If Ji j < 0, the exchange energy is minimized when the spins

are antiparallel, which occurs for most elements. For Ji j > 0, the exchange energy is minimized

when the spins are parallel, which results in ferromagnetism and only occurs for a few elements.

The exchange integral Ji j can then be thought of as a function of how closely the electrons and

atoms can be positioned.

In the case of electrons (labeled 1 and 2) of two atoms (labeled a and b) the exchange

integral is calculated from

J12 =
∫∫

Ψ
∗
a(r1)Ψ

∗
b(r2)

[
1

rab
− 1

ra2
− 1

rb1
− 1

r12

]
Ψa(r1)Ψb(r2)d3r1d3r2 .

We see, then, that the sign of the exchange integral depends on the relative distances of the
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electrons and atoms.

Bethe and Slater calculated Ji j for two electrons in d-orbitals as a function of rab/rd

where rd is the radius of the d orbital. The result is known as the Bethe-Slater curve. This

treatment is more phenomenological, but it correctly reproduces some important behavior seen in

transition metals. For small rab/rd , the exchange is negative. It decreases in magnitude, becomes

positive, peaks, and stays positive approaching zero as rab/rd → ∞. This correctly predicts the

sign of the exchange integral for the magnetic transition metals, negative for Cr and Mn and then

positive for Fe, Co, and Ni (in order of increase rab/rd . Assuming a system with ferromagnetic

behavior and equating the exchange energy in Eq. 1.24 with the energy of the atom in the quantum

mechanical treatment of the internal molecular field (and assuming quenching of the orbital

angular momentum), Jexch can be found as

Jexch =
3kBTC

2zS(S+1)
,

where z is the number of nearest neighbors for each atom, which suggests that the exchange

integral is proportional to TC. For, Fe, Co, and Ni, the exchange integral is highest for Co and

lowest for Ni, in agreement with their observed TC.

The Bethe-Slater curve suggests antiferromagnetic behavior for smaller distances between

atoms, ferromagnetic behavior for slightly larger distances, and no magnetic order at larger

distances, which generally agrees with observations. Transition metals below this row in the

periodic table have a smaller ratio rab/rd , and ferromagnetism does not arise in any of these

metals. While Mn is antiferromagnetic (with TN below room temperature), some alloys that

contain Mn have been observed to be ferromagnetic, which could be a result of the increased

separation of the magnetic Mn atoms when compared to elemental Mn.

Of course this is not the whole picture for the exchange interaction in materials. There are

many non-elemental ferromagnetic and antiferromagnetic compounds that would be expected to
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have little magnetism if considering only rab/rd for the transition metals. In these cases, we must

revisit the electron configurations and orbitals given the bonding that occurs to understand the

different types of exchange interactions and behavior such as indirect exchange interactions in

which there is a mediation of the exchange between transition metal ions by oxygen ions in some

oxides, for example. However we can get a sense of how the quantum mechanical treatment of

the atom can give rise to collective magnetic behavior when atoms are brought into proximity,

and how these exchange interactions are important in understanding and engineering materials

with useful properties. We also begin to understand how the separation of atoms in a lattice can

impact the magnetic behavior, which is relevant in this dissertation in which magnetostriction and

magnetovolume effects are observed.

1.1.3 The Magnetism of Itinerant Electrons

These models of the atom and interactions between atoms which can be considered local-

ized moments are sufficient for some materials, especially in a lot of nonconducting compounds.

But they often fall far short in describing magnetism in metals. There are many paramagnetic

metals, but their susceptibility does not follow the Curie-Weiss law as might be expected. In-

stead, they have a small positive susceptibility that may increase, decrease, or stay constant with

temperature. There would also be many more metals with large moments and ferromagnetic

ordering expected with these models. We know that the orbital angular momenta are completely

or nearly completely quenched in the ferromagnetic 3d metals, so we would expect their atomic

moments to be an integral number of Bohr magnetons, however the experimentally observed

moments are µFe = 2.22µB, µCo = 1.72µB, and µNi = 0.61µB. Relevant to this dissertation, Cr

is antiferromagnetic, so we might expect to treat it as we did other antiferromagnets in the

previous section, with two opposing sublattices. However the magnetic ordering in Cr is actually

incommensurate, meaning there is a sinusoidal modulation of the spins that is incommensurate

with the lattice, which cannot be explained with localized moment magnetism.
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And so we now consider magnetic behavior that has its origins in itinerant electrons,

the valence electrons which are not bound to atoms but are free to move around in metals.

There are many different models and theories of itinerant magnetism, with different interactions

and assumptions and modifications for each magnetic system. So this will be more of a basic

introduction into paramagnetism in metals and the ferromagnetism of the 3d transition metals.

The Density of States

In discussing exchange, we briefly discussed a picture of two atoms, each with an electron,

which interact. Here, we start with this picture, where two atoms are brought close together and

bond in a way that the orbitals of each atom combine or hybridize to become molecular orbitals.

Each of the energy levels of the atom, which could be identified by the quantum numbers n, l, ml ,

and ms, split into two energy levels of the molecule, which are called bonding and antibonding

levels. As more atoms are added to the system, the atomic energy levels split further until there

is a solid metal with atom density N in which each of the atomic energy levels has split into N

levels. When N is very very large, as it will be in macroscopic systems commonly studied, these

closely spaced levels appear continuous, which are called the energy band. In this regime, the

density of states g(E), where g(E)dE is the number of states per energy per unit volume with

energy E and E +dE, can be treated as a continuous function of energy.

In the free electron theory of metals, the valence (outermost) electrons are assumed to be

itinerant electrons which are free to move throughout the metal and that their energy is entirely

kinetic, ignoring the lattice potential, so they are referred to as an electron gas. In a macroscopic

system of N electrons in a cube at T = 0 K, it is assumed that the total energy is minimized when

the N/2 lowest energy states are occupied (by the Pauli exclusion principle, each energy state can

be occupied by at most two electrons which have opposite spin), thus defining the ground state.
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The energy of the highest filled levels in this ground state is

EF =
h2

2me

(
3n0

8π

)2/3

,

where n0 is the number of electrons per unit volume. EF is called the Fermi energy or Fermi level.

The density of states is calculated to be

g(E) =
8πme

h3

√
2meE =

3n0

2E
3/2
F

√
E ,

and note that at the Fermi energy, g(EF) =
3n0
2EF

. When temperature is above absolute zero, there

are more higher energy level states that are filled, so the probability f (E) that a state with energy

E is filled is given by the Fermi-Dirac distribution:

f (E) =
1

e
E−µ
kBT +1

,

where µ is the temperature-dependent chemical potential. When T → 0 K, µ = EF and f (E)

becomes a step function equal to one for energy E < µ and zero for energy E > µ. The product of

the density of states g(E) and the Fermi-Dirac distribution f (E)

g(E) f (E) =
8πme

h3

√
2meE

1

e
E−EF

kBT +1

gives the density of occupied states, which is a good approximation when kBT ≪ EF , which is

true for most metals up to their melting point.

Paramagnetism

So we have considered the ground state for this collection of electrons, in which occupied

states contain two electrons of opposite spin. If a field is applied, the electron energies will be
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modified by E = m ·B where m is the moment of each spin. Considering the energies for spin-up

and spin-down electrons separately, a field applied along +ẑ will change the spin-up band by

∆E = −µBB and the spin-down band by ∆E = µBB, which shifts the density of states. If this

altered density of states is filled with electrons, the ground state energy now has more spin-up

electrons than spin-down electrons. Assuming that the susceptibility of the material is small, the

magnetization is

M = µ2
BB

3n0

2EF

and the susceptibility (called the Pauli paramagnetic susceptibility) is

χPauli = µ2
Bµ0

3n0

2EF
. (1.25)

This result is independent of temperature and much smaller than the paramagnetic susceptibility

found in the Curie law (Eq. 1.16). In the molecular field theory, electrons from every atom in the

material contribute a moment, whereas in this treatment, we are limited to the electrons near the

Fermi level.

Ferromagnetism

The Stoner model of ferromagnetism ties together the molecular field theory of ferromag-

netism with this band theory of metals. It describes how a slight magnetization of the electron gas

will give rise to in an internal magnetic field H = λM. This further magnetizes the gas, increasing

the internal field, etc. The energies associated with both of these processes can be equated to find

that spontaneous magnetization will occur when

µ0qµ2
Bg(EF) =Ug(EF)> 1,
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which is the product of the density of states g(EF) at the Fermi level and a Coulomb potential

energy U that is based in interatomic exchange interactions. This means that ferromagnetism can

be predicted in materials when there is a large density of states at the Fermi level and/or when the

interatomic Coulomb interactions are strong. This model correctly predicts that ferromagnetism

arises only in Fe, Co, and Ni and suggests that some other elements including Pt and Pd come

close to achieving ferromagnetic order. A calculation of the susceptibility in this model gives

χ =
χPauli

1−Ug(EF)
, (1.26)

which describes an enhancement of the Pauli paramagnetic susceptibility of Eq. 1.25 by the

Stoner factor, even in metals that do not spontaneously magnetize.

Further refining this picture for the 3d transition metals and their alloys involves looking at

the splitting and occupation of the 3d and 4s bands. The 4s electrons are the valence electrons that

are completely delocalized while the 3d electrons determine the magnetism, but the energy bands

overlap, so it is not straightforward to understand how these bands are filled or how are electrons

separated into them. This allows for estimations of magnetic moments that are a non-integer

number of Bohr magnetons and does fairly well in describing these metals and alloys. Slater [27]

and Pauling [28] developed an approximation of how the alloying will affect the atomic moments,

which has led to the Slater-Pauling curve, which illustrates this dependence for different 3d alloys.

This treatment is, of course, incomplete, having made some assumptions that turn out

to not be true, such as discounting the effects of crystal structure or hybridization resulting in a

change in the band structure when alloying. It has not accounted for alloys with materials outside

of the 3d elements, where ferromagnetic ordering can also be seen. And then there is magnetism

in rare earth metals, which can be described by what is known as the RKKY interaction. Various

models involving itinerant electrons are used in describing the magnetism of different materials.

But from this treatment, it is seen that magnetism can arise non-locally and depends greatly on
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band structure and Fermi levels.

Notes on Itinerant Magnetism in Cr

We may also ask about other magnetic behavior, antiferromagnetism or ferrimagnetism,

which are relevant to materials in this dissertation. Theories describing itinerant antiferromag-

netism exist [29, 30], which we will not get into here. But we note that itinerant antiferro-

magnetism can look quite different from localized antiferromagnetism. In this treatment of the

localized antiferromagnet, we had two sublattices which, in the absence of a field, had equal and

opposite spontaneous magnetization. Adjacent moments in that model were antiparallel, so there

is a periodicity to the reversal of moment that is associated with (or commensurate to) the lattice.

But there also exist materials in which the antiferromagnetism is incommensurate with the lattice,

in which the periodicity of the modulation of moments is independent of the lattice spacing. This

is suggestive of magnetism of non-localized origin.

Cr is considered the archetypal itinerant antiferromagnet, and it contains this incommen-

surate antiferromagnetic ordering, known also as a spin density wave. We will discuss the spin

density wave in Cr in Chapter 3, but note here that the origin of the spin density wave lies in the

structure of the Fermi surface [31, 32]. In this system, the magnetism of itinerant electrons drives

a periodic distortion of the lattice, called a strain wave, which also results in a modulation of

the charges, called a charge density wave [32, 33]. It is possible that the charge density wave is

enhanced by a modulation of the conduction charges not bound to the lattice sites [32, 34]. So this

is a material in which atomic moments, interacting localized moments, and itinerant contributions

to the ordering must all be considered, resulting in complex behavior that couples spins, charges,

and lattice. Understanding these contributions and their coupling from first principles is difficult to

say the least, and so we seek to observe the behavior that results to form a basis for understanding

of the system.
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1.2 Magnetic Ordering in Materials

We will turn now from a more rigorous discussion of the origins of magnetism to an

overview of the types of ordering that result. Fig. 1.4 shows a schematic of a classical treatment of

the five types of magnetism discussed with representations of the localized moments. The first is

diamagnetism, which is seen in all materials, but is usually dominated by other magnetic behavior

in materials that have a net atomic moment. In the absence of a field, diamagnetic atoms have

no net moment. When a field is applied, they acquire a small moment due to the precession of

the electron orbits which opposes the field. The second type of magnetism is paramagnetism, in

which individual atoms have a net atomic moment which are randomly oriented. When a field is

applied, these moments experience a torque which tends to want to align them in the direction of

the field opposed by thermal effects which randomize the alignment, and so the spins will rotate

in the direction of the field to an extent that depends on the field and temperature. Diamagnetism

and paramagnetism are generally referred to as disordered or nonmagnetic states.

Figure 1.4: Schematic of localized atomic moments in five types of magnetism (diamagnetism,
paramagnetism, ferromagnetism, antiferromagnetism, and ferrimagnetism) in zero field (top)
and with an applied field (bottom). Diamagnetism and paramagnetism are considered disordered
states, and ferromagnetism, antiferromagnetism, and ferrimagnetism are considered to be types
of magnetic ordering. The dotted lines indicate a domain boundary. More details are included in
the text.

The three types of magnetism that are discussed which result in magnetic ordering are
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ferromagnetism, antiferromagnetism, and ferrimagnetism. In these phenomena, there are strong

interactions between the atomic moments. In a ferromagnet, adjacent spins tend to want to align

in the same direction. In the absence of a field, there are different regions called domains (with the

domain boundary indicated by the dotted lines in Fig. 1.4) in which all the moments will be aligned

parallel to one another. The magnetizations of different domains may be randomly oriented for a

demagnetized ferromagnet, resulting in zero net magnetization for a macroscopic system. But

with application of a field, the system will magnetize, and those domains will align to the field,

resulting in a large magnetization. In an antiferromagnet, adjacent spins tend to want to be

antiparallel. We can think of two sublattices in these materials, each of which will spontaneously

magnetize like a ferromagnet, but which perfectly oppose one another. The application of a field

may favor a specific orientation, usually with the magnetization of both sublattices perpendicular

to the field. A ferrimagnet is a hybrid or combination of a ferromagnet and an antiferromagnet.

Atomic moments tend to prefer to align antiparallel to adjacent spins and can be thought of as

separate sublattices with opposite magnetization as with an antiferromagnet, but the magnetic

species on the two sublattices differ and each will have a spontaneous magnetization with a

different temperature dependence. The result is a nonzero spontaneous magnetization and some

properties in common with ferromagnets.

One measure of magnetism that we have discussed is the magnetic susceptibility, defined

in Eq. 1.14 as a measure of how much a material magnetizes in response to a magnetic field and

reproduced here:

χ =
M
H

.

In considering the temperature dependence of the susceptibility, it is useful to recall Eq. 1.19,

the Curie-Weiss law reproduced below, which estimates the temperature dependence of the

susceptibility for some materials with localized moments:

χ =
C

T −θ
.
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This is applicable for paramagnetism of localized moments. The ideal paramagnet (with no

interaction between moments) has θ = 0. The Curie-Weiss law applies for a ferromagnet above

its ordering temperature, the Curie temperature TC, with θ = TC. And it applies for an antiferro-

magnet above its ordering temperature, the Néel temperature TN , with θ =−TN . Below TN , the

susceptibility generally stays constant or decreases. The susceptibility of a ferrimagnet above its

ordering temperature is asymptotic with a line that follows the Curie-Weiss law, but differs near

TC, as described by Eq. 1.23. The inverse susceptibilities for a diamagnet, an ideal paramagnet, a

ferromagnet above TC, an antiferromagnet above TN , and a ferrimagnet above TC are shown in

Fig. 1.5. Deviations from this occur, especially in metals when we must consider the magnetism of

itinerant electrons. For example, we described a treatment of the Pauli paramagnetic susceptibility

in Eq. 1.25 to be independent of temperature, and allowed for some interactions which enhances

the susceptibility in Eq. 1.26.

Figure 1.5: Representations of the inverse of susceptibility predicted by molecular field theory
of a diamagnet, paramagnet, ferromagnet above TC, antiferromagnet above TN , and ferrimagnet
above TC.

The susceptibility of diamagnetic materials is generally χdia <−10−5 while for paramag-
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netic materials, it is generally χpara ~10−5 −10−3. In ferromagnets, susceptibilities tend to be in

the range χferro ~10−104.

(a) (b)

(c)

Figure 1.6: Representations of the spontaneous magnetization of each sublattice (dashed lines)
and the system as a whole (solid lines) for (a) a ferromagnet, (b) an antiferromagnet, and
(c) ferrimagnets. For a ferromagnet with T < TC, all moments in a domain spontaneously
magnetize in the same direction. For an antiferromagnet, there are two sublattices (of the
same magnetic species) which each spontaneously magnetize below TN in opposite orientations,
giving a net magnetization of zero of the entire system. Ferrimagnets have two sublattices
formed of different magnetic species which spontaneously magnetize in opposite orientations
with different magnitudes and often with different temperature dependence, which can result in
complex temperature dependence of the magnetization of the whole system.

Below their ordering temperatures, we see that localized moments in ferromagnets,

antiferromagnets, and ferrimagnets will prefer to align in certain ways, even in the absence

of a field. Fig. 1.6 presents the expected spontaneous magnetization in these materials. For a

ferromagnet, all the moments in each domain will align in the same direction. The spontaneous

magnetization shown in Fig. 1.6(a) increases as temperature decreases from the Curie temperature
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to T = 0 K, where all moments are perfectly aligned in the direction of the field and the maximum

possible magnetization of the system is achieved. For an antiferromagnet, we have two sublattices

which contain the same magnetic species. Each sublattice has a similar spontaneous magnetization

to the ferromagnet, but oriented in opposite directions such that their sum, the total magnetization

of the system, is zero, as depicted in Fig. 1.6(b). The ferrimagnet also has two sublattices, but

they contain different magnetic species, which have different temperature dependence of their

spontaneous magnetization and different atomic moments. This gives rise to varied temperature

dependence of the system as a whole, with three possibilities shown in Fig. 1.6(c). In some

ferrimagnets, the net magnetization looks similar to the ferromagnet. But sometimes they have

very different temperature dependence and the maximum magnetization occurs at a temperature

above absolute zero. In other ferrimagnets, the temperature dependence and atomic moments are

such that there is a compensation point at which the net magnetization is zero, and the spontaneous

magnetization above and below the compensation point is oriented in opposite directions.

Figure 1.7: Representation of a magnetic hysteresis curve for a ferromagnet or ferrimagnet. At
some temperature, the material will spontaneously magnetize. In the absence of a field for a
demagnetized sample, each domain will be randomly oriented and the net magnetization will be
zero. With application of a field, the domains will align and the magnetization of the system
will be maximized at the saturation magnetization Ms, as shown by the light blue curve. The
remanent magnetization Mr reflects the magnetization retained by the system if the field is
removed after it is saturated. The coercive field Hc reflects the field that must be applied in
opposition of the magnetization at which the net magnetization goes to zero.
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Fig. 1.7 shows a M-H hysteresis curve for a ferromagnet or ferrimagnet. In the absence

of an applied field, domains in a demagnetized field will spontaneously magnetize in orientations

that sum to zero. As a field is applied, the domains will tend to align to the field until all are

saturated in the direction of the field and the saturation magnetization of the system equals

the spontaneous magnetization Ms. If the field is removed, the system will retain some of the

alignment and the remaining magnetization is called the remanent magnetization Mr. A coercive

field Hc opposing the magnetization is required to bring the net magnetization to zero.

In this work, we consider magnetism in solid materials with crystalline structure. So a

natural question is what magnetic ordering looks like in a crystal. Fig. 1.8 shows a few of the

many possibilities for a cubic crystal with one magnetic species. Fig. 1.8(b) shows an example of

ferromagnetism, where atomic moments within a domain are all aligned in the same direction,

with magnetocrystalline anisotropy that often prefers alignment along one of the three cubic

axes ⟨100⟩. In an antiferromagnet, there are two equivalent sublattices with equal and opposite

moments. The other types of ordering shown in Fig. 1.8 are all possible antiferromagnetic

configurations. The A-type ordering shown has a parallel alignment of moments within the (001)

plane with alternating orientation of the planes. C-type ordering, on the other hand, has a parallel

alignment of moments within the (110) planes. G-type ordering is a type of ordering we will see

for a material relevant to this work, FeRh, in its antiferromagnetic phase. The type of magnetic

ordering can be determined by neutron diffraction, where the symmetry of the ordering can give

rise to certain magnetic peaks. These magnetic configurations are of course far from adequate in

explaining all magnetic behavior seen in all materials. An alternate ordering antiferromagnetic

ordering of spins in a body-centered cubic lattice is shown in Fig. 1.9(a).

The direction of the moments has a preference in most materials. When a field is applied

to an antiferromagnet, the energy of the state with the spin axis perpendicular to the field is

generally lower than the energy of the state with parallel alignment. The magnetocrystalline

anisotropy, however, sets a preferential axis of alignment of the spins with an energy associated
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(a) A-type (b) B-type (c) C-type

(d) D-type (e) E-type (f) F-type

(g) G-type

Figure 1.8: Representations of possible ferromagnetic and antiferromagnetic ordering of mo-
ments in a cubic lattice, where all atomic moments have the same magnitude but can be oriented
parallel or antiparallel with one another.

with moving the spin axis away from this easy axis. In a material with weak magnetocrystalline

anisotropy, a large enough field applied parallel to the spin axis can suddenly rotate the magneti-

zation of the sublattices from parallel to perpendicular to the field, in what is called a spin-flop

transition. In a material with strong magnetocrystalline anisotropy, the spins of the antiparallel
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(a)

(b)

Figure 1.9: Representations of (a) commensurate and (b) incommensurate antiferromagnetic
ordering of moments in a body-centered cubic lattice.

sublattice can suddenly flip so all moments are parallel to the field like in a ferromagnet, which

is called a spin-flip transition. Alternatively, in materials with a very strong magnetocrystalline

anisotropy, perpendicular spin directions may be forbidden and a large enough field can result

in a metamagnetic transition in which the antiparallel spins reorient parallel to the field and the

material becomes ferromagnetic.

The magnetic ordering in materials is often described with these kinds of localized atomic

moments. But we previously discussed how itinerant electrons also contribute to the magnetism,

especially in metals. We mentioned that Cr has a spin density wave, a type of antiferromagnetic

ordering that is incommensurate to the lattice, as a result of itinerant electrons. This kind of spin

density wave is depicted in Fig. 1.9(b), with what appears as a modulation of the atomic moments.

In fact, antiferromagnetic ordering in general can be thought of as a periodic modulation of the

spins in a material. In the commensurate case of Fig. 1.9(a), the period of this modulation is a

multiple of or a rational fraction of the lattice constant. But in the incommensurate case, the

periodicity of the modulation is not directly related to the lattice constant and we suspect that
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itinerant magnetism may play a significant role.

1.3 Confined Geometries

As we seek to miniaturize our technology, it is important to understand how materials

exhibiting complex phenomena behave in confined geometries. By this, we mean restricting

the length of a material in one or more dimensions, usually on sub-µm scales, which can no

longer be treated as infinite. Nanomagnetism is a field that seeks to understand the magnetism

arising in and manipulated by nanostructured systems. We also find that, in some cases, nanoscale

systems provide an advantage in modern experimental techniques: for example, a thin film can

be uniformly photoexcited with an optical laser where a macroscopic system would be severely

limited by the penetration depth at those frequencies.

1.3.1 Thin Films

Confinement in one dimension usually refers to thin films, in which surfaces and interfaces

will play an important role. The extreme limit of this is in systems that are one or a few atomic

layers thick, which are considered two-dimensional systems. In a single monolayer of a magnetic

material, there are fewer neighboring atoms with which to interact, and we may start to observe

more isolated atomic behavior rather than interactions. As an example, we can consider Fe.

The isolated Fe atom has an electron configuration 1s22s22p63s23p63d64s2, where the open

subshell is the 3d shell with 6 electrons. The orbital angular momentum is nearly completely

quenched and there are 4 unpaired electrons, so our prediction is for an Fe atom to have a

moment of µFe,pred = 4µB. The experimentally determined moment of bulk body-centered cubic

Fe is µFe,exp = 2.2µB, a result of itinerant behavior. A monolayer of Fe reduces the number

of neighboring atoms with which each atom interacts from eight and so we might expect the

magnetization to be enhanced in this two-dimensional system. Theoretical models have predicted
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a monolayer to have moment µ = 3.10µB. A monolayer on MgO (001) with which there would

be little hybridization of electron orbitals is predicted to have moment µ = 3.07µB and two layers

on MgO (001) to have moment µ = 2.96µB [35]. It is difficult in practice to actually grow a

continuous perfect monolayer of material and experimental realities like oxidation come into play.

But some studies have shown enhancement of the moment in ultrathin Fe layers at interfaces

with MgO [36, 37]. The isolated Cr atom should have an atomic moment even larger than that

of Fe, but the observed moment is µCr,exp = 0.59µB. However significant enhancement of the Cr

moment is predicted [38] and observed [39] at some interfaces, which can also be attributed to a

higher density of states at the Fermi level.

Most of the work in this dissertation involves thin films of a single material, roughly

30 nm in thickness, which is on the order of 100 unit cells. The isolation of atoms will not come

into play here, where most of the atoms are still subject to short-range exchange interactions. But

it turns out that the interfaces can play an important role in the magnetic behavior in these films,

as we will later discuss for Cr and FeRh.

An experimental reality of thin films is that they cannot be freestanding, but must be grown

on a surface. This interface with the substrate is hugely significant in the material properties.

Atoms in the substrate will hybridize to some extent with atoms of the film and interface magnetic

properties may arise. The surface will partly determine the crystal structure of the material,

providing a template on which atoms of the film will land and start to build up. This means that

different crystal orientations for growth can be preferred depending on the substrate surface, or

even result in a crystal structure different from what is seen in bulk. One of the significant effects

at the substrate-film interface is strain. A film which grows in the structure that is preferred

in bulk will still have a mismatch of lattice parameter at this interface, bringing atoms closer

together with compressive strain or further apart with tensile strain. This effect will influence

deeper layers in the material, which means this can influence a significant portion of a thin film. In

discussing exchange interactions, we briefly touched on how the spacing of atoms can influence
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the parallel or antiparallel alignment of spins and the strength of the exchange forces, and so it is

not unreasonable to assume that these strained layers will have an impact on the magnetism of

the film.

Another consideration would be the surface interface. Oxidation of films will significantly

change the material and material properties, so often we have a capping layer that does not oxidize

to protect the film. There can be some strain at this interface, though this is usually less of a

concern than the substrate interface. But this also introduces another material which will interact

with the film to some extent, which is not necessarily a defect. Interface effects give rise to many

phenomena that are useful in technologies and devices and are an important area of research.

We have previously mentioned the idea of magnetocrystalline anisotropy leading to a

preferred orientation of the spins in materials. Surfaces and interfaces in films will break the

symmetry seen in bulk and have an influence on the anisotropy. Again, this is very important

in technology, for instance in engineering a device in which we want an on-off switch of the

magnetization state versus one in which we want a continuous encoding of states. Anisotropy

effects are seen most obviously in very thin ferromagnetic thin films, which can be classified as

perpendicular (with preferred orientation of the magnetization out-of-plane) or longitudinal (with

preferred orientation in-plane). In a material with correlated magnetic behavior, the interface

effects and anisotropy can have implications for the magnetic behavior throughout the film.

1.3.2 Confinement in Two or Three Dimensions

Confinement in two dimensions refers to very thin wires or stripes. Some measurements

of wires where the width is several µm or more will essentially be measuring a thin film (it is

confined in one dimension to a thin film but can still be treated as macroscopic in the wire width

and length directions). But as this wire width is decreased, the material properties can be altered

and new effects may emerge or new methods of understanding properties can be accessed. We

include a few limited studies of systems that can be considered to be confined in two dimensions.
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It is also possible to confine further in three dimensions and study nanoparticles, which is not in

the scope of this work.

1.4 Magnetoelectric Transport

We turn now from the origins and types of magnetism to some of the effects of coupling

of magnetism with charge and lattice and techniques which can be used to study and probe

magnetism. The first is magnetoelectric transport, which implies a coupling of spins and charges.

The magnetism in materials arises primarily from electrons, including the itinerant electrons

which are also responsible for electrical conduction, so it is not surprising that magnetism can

influence electrical conduction. These magnetoresistive phenomena have been critical in the

development of much of our modern technology.

We can start with some basics of electric transport in a metal in the free electron model.

In this model, electrons in zero applied electric field are traveling around in all directions in a

metal at the Fermi velocity (which is very fast, at around vF = 0.01c) such that the net movement

of electrons is zero. When an electric field E is applied, the Fermi surface in momentum space is

shifted by a very small amount in the direction of the electric field and the electrons move in the

field direction at the drift velocity (which is around ten orders of magnitude slower than the Fermi

velocity). Each electron experiences a force due to the electric field and drift in that direction

until they are scattered, which happens on a characteristic time τσ. The characteristic distance

that an electron travels in the time τσ between collisions is called the mean free path λ = vFτσ.

Ohm’s law gives us a way to relate the current density j in the presence of an electric field

E:

j = σE =
E
ρ

,

where σ is the electrical conductivity of the material and is the inverse of its electrical resistivity
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ρ. We find that the conductivity of a material is

σ =
ne2τσ

m∗ ,

where n is the number density of electrons and m∗ is the effective mass for the electrons, which

depends on the electronic band structure. The conductivity and resistivity in materials are actually

tensors which sometimes reduce to a scalar, reflecting different scattering in different directions

in a crystal. Experimentally, we usually measure the resistance R of a wire in units of Ω, which

is related to the resistivity by ρ = RA/l where l is the length of the wire and it has a uniform

cross-sectional area A. The resistivity, which is the inverse of the conductivity, is inversely

proportional to the scattering time τσ and the mean free path λ and so it is a reflection of the

amount of scattering that occurs.

Figure 1.10: Model of the temperature dependence of the resistivity of a metal, which can
be approximated as linear at high temperature and plateaus at low temperature to the residual
resistivity ρ0 due to scattering from defects.

In metals, scattering occurs from deviations from a perfectly periodic lattice, which is

due to defects (such as impurities or grain boundaries) and phonons (lattice vibrations). This

introduces an obvious temperature dependence into the resistivity, as phonons will increase

with temperature. The resistivity of a metal at high temperature is dominated by electron-
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phonon interactions and is usually linear with temperature to a first approximation. At very low

temperatures, the phonon modes are frozen and the scattering is due primarily to the defects,

which results in a plateau of the resistivity to ρ0, the residual resistivity. A representation of the

temperature dependence of the resistivity for a metal is shown in Fig. 1.10. The residual resistivity

ratio ρ(300K)
ρ0

is used as a measure of the purity and quality of a metallic sample.

Changes in a material’s resistance due to magnetic effects is called magnetoresistance. If

a magnetic field is applied to a moving charge, we know that the charge will experience a force in

a direction determined by the cross product of its velocity and B, which will influence the motion

of the electrons. The mean free path in the direction of the current will be reduced, increasing

the resistivity. This is the ordinary or Lorentz magnetoresistance. It is dependent on the band

structure which influences scattering, but can be approximated in a metal in low magnetic fields

as a change in resistivity that is quadratic in B and linear in the carrier mobility and is a small

effect in metals, around 1% in a 1 T field. It is interesting to note that the perpendicular deflection

of charges in the presence of a field will also result in a transverse voltage, which is called the

Hall effect.

There are other magnetoresistive effects that have been fundamental in technologies, such

as in magnetic hard drive technology. Anisotropic magnetoresistance (AMR) arises from the

spin-orbit interaction in magnetic materials and depends on the angle between the applied current

and the magnetization, resulting in resistivity changes of around 1-5% in ferromagnetic metals.

Giant magnetoresistance (GMR) is an effect in devices that have multiple ferromagnetic layers

in which the resistance of a parallel alignment of the magnetization of the layers is lower than

an antiparallel alignment, which is a quantum mechanical effect typically up to 80% that has

to do with the differential scattering rates of spin-up and spin-down electrons in a magnetized

layer. And colossal magnetoresistance (CMR), briefly described at the beginning of this chapter

as an area of significant interest in spintronics, can result in orders of magnitude changes in the

resistivity of materials.
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What we conclude from the existence of these types of magnetoresistance is that magnetic

fields and the magnetization of a material has an impact on its resistance, and spin and charge are

interrelated degrees of freedom. Spin-up and spin-down conduction electrons will have different

scattering cross-sections in a magnetized lattice. This means that a material that undergoes a

phase transition, for example from ferromagnetic to paramagnetic at the Curie temperature or

from antiferromagnetic to paramagnetic at the Néel temperature, might experience changes in

scattering which results in some kind of anomaly, such as a drop or jump in the resistivity. When

other methods of determining magnetic ordering are unavailable, anomalies in the resistivity

provide a clue that a material may have a phase transition at a certain temperature. This was true

for Cr, for which the anomaly was noted in 1932 by Bridgman [40]. Néel suggested that Cr may

be antiferromagnetic in 1936 [41], but it was not until 1959 that the antiferromagnetic order was

confirmed through neutron diffraction [42, 43].

1.5 The Interaction of X-Rays with Matter

X-rays were first discovered by Wilhelm Conrad Röntgen in 1985 [44] and have become

an incredibly consequential in our world. The most well-known application is in medicine, with

x-rays used for imaging of the human body and diagnosis of various conditions. But x-rays are

also used in research in many different scientific fields, from determining material structures

and correlations in materials science to studying protein structure and folding in biology. In this

dissertation, x-ray diffraction is used extensively, both in simple characterizations of the crystal

structure of films and as a central component to studying specific phenomena in the materials.

What follows here is a brief discussion of the interaction of x-rays with matter and how this is

useful in studying materials.

Electromagnetic radiation is broken into different categories, such as visible, radio, or

microwave, based on its wavelength and energy. The wavelength λ and energy E of radiation can
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be related by

E =
hc
λ

,

where h = 6.626×10−34 m2kg/s is Planck’s constant and c = 2.9979×108 m/s is the speed of

light. X-rays are the category of electromagnetic radiation with wavelength in the range of around

10 pm to 10 nm or energy in the range around 100 eV to 100 keV. These wavelengths of radiation

are useful in resolving features on the order of Å or nm, such as the spacing of atoms in a crystal

lattice or the bond length of molecules. X-rays can be further split into soft x-rays, with an energy

of less than about 5 keV, and hard x-rays, with an energy greater. Hard x-rays are able to penetrate

deeply into a material, which allows for a kind of imaging of the internal structure of a material.

Classically, electromagnetic radiation is viewed as a wave, with the linearly polarized

x-ray propagating with wavevector k with oscillating perpendicular electric field E and magnetic

field H such that k ·E = k ·H = E ·H = 0. The electric field for this wave is

E(r, t) = E0 ei(k·r−ωt)
ε̂.

Quantum mechanically, radiation is thought of as photons with energy E = ℏω and momentum

p = ℏk. Considering both the particle and the wave nature of electrons is useful in understanding

the interaction of x-rays with matter.

There are two ways that x-rays interact with matter: scattering and absorption. Scattering

processes involve some kind of deflection of an x-ray in an interaction with an atom. Absorption

is a process in which the x-ray is absorbed by the atom, exciting an electron into an unoccupied

higher energy level or ejecting it from the atom completely. Most of the x-ray measurements

in this dissertation are of x-ray diffraction from crystals which can be explained well with the

explanation of x-ray scattering that will come next, which begins with Thomson scattering from

a free electron and extends that to an atom and a collection of atoms in a crystal. There are

other types and models of scattering which are not discussed here. A brief introduction of x-ray

56



absorption is also included.

1.5.1 X-Ray Diffraction from a Crystal

There are a few terms that are helpful to define first to understand scattering. A scattering

cross section σ is a measure of how likely a material is to interact with and scatter an incident

photon. It can be thought of as an effective area, with larger cross section increasing the probability

of scattering, and has units of area. The differential cross section dσ

dΩ
, then, is the likelihood

of scattering into a particular direction and can be used to understand the spatial distribution

of scattering. For electromagnetic radiation, the wavevector k has a magnitude k = 2π

λ
and is

oriented in the direction of propagation of the wave. Here we will write the wavevector of the

incident x-ray as k and the wavevector of the scattered x-ray as k′. The quantity Q = k−k′ is

called the scattering vector or the wavevector transfer.

In a classical description of x-ray scattering from a free electron, the electric field of an

incident x-ray causes an electron to vibrate and radiate a scattered x-ray as a result of that motion.

This process, called Thomson scattering, is elastic, meaning that the scattered x-ray has the same

energy as the incident x-ray and |k|= |k′|. It is also coherent, meaning the phase of the scattered

x-ray is not random (for the case of scattering off an electron, the scattered wave will acquire a

phase change of π/2). The incident x-ray has an electric field given by Ein = Einε̂. When the

x-ray interacts with an electron, the electron will oscillate in position and radiate a spherical wave

with Erad =
1
r eikr ε̂′. A derivation of the differential cross section gives

(
dσ

dΩ

)
Thomson

= r2
0 |ε̂ · ε̂′|2 = P(θ),

where 2θ is the angle between the incident x-ray and the scattered x-ray, P(θ) is the polarization
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factor for scattering, and the Thomson scattering length r0 is

r0 =
e2

4πε0mc2 = 2.82×10−15 fm.

The Thomson scattering length is also thought of as the classical electron radius, which is more of

a metaphor as we consider the electron to be a point particle. If the incident x-rays are unpolarized,

meaning the electric field of incident X-rays are oriented in random directions perpendicular to its

direction of propagation, the polarization factor is P(θ) = 1
2

(
1+ cos2 2θ

)
. If the incident x-rays

are linearly polarized, P(θ) = 1 when the scattering plane is perpendicular to both the incident

x-ray plane of polarization and the incident x-ray direction of propagation and P(θ) = cos2 2θ

when the scattering plane is in the plane of polarization of the incident x-rays. The cross section

for scattering can be found by integrating over all possible scattering angles, which gives

σThomson =
8πr2

0
3

= 6.65×10−25 cm2 = 0.665 barn.

This cross section is not dependent on the energy of the x-rays: it simply suggests that all radiation

will scatter in this way. It is based, however, on the assumption that we have a free electron rather

than one bound to an atom, which is not always true. It is a good approximation for high-energy

radiation such as x-rays, except near the resonant energies at which electrons bound to atoms can

be excited to higher states and resonant scattering or x-ray absorption must be considered, which

is outside the scope of this dissertation.

We can refine this model by considering x-ray interaction with an atom that has Z electrons

distributed around its nucleus with density ρ(r). We must consider x-rays scattering elastically

over this entire electron cloud, in which the path length of individual x-rays is different, resulting

in a phase difference, and so the scattered x-rays will interfere. Fig. 1.11 shows two possible

scattering events with incident x-ray wavevector k, one at the origin and one at a position r

relative to the origin. The scattering vector Q is the same for these two events, but the path length
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Figure 1.11: Schematic of the scattering of two x-rays from an atom with an electron distri-
bution indicated by the orange circle. The incident wavevectors k (red arrows) and scattered
wavevectors k′ (blue arrows) have scattering vector Q = k−k′. The scattering events in this
schematic occur at the origin and at a position r, resulting in a phase difference of the scattered
wavevector given by ∆φ(r) = k · r−k′ · r = Q · r.

differs. The resulting phase difference between the two events is ∆φ(r) = k ·r−k′ ·r = Q ·r. The

scattering length here becomes

− r0 f 0(Q) =−r0

∫
ρ(r)eiQ·rdr, (1.27)

where f 0(Q) is called the atomic form factor or the atomic scattering factor and is the scattering

amplitude of radiation from a single atom. The intensity of scattering, then, is proportional

to | f 0(Q)|2. In the limit Q → 0, where the incident and scattered wavevector would be equal

and parallel, there would essentially be no phase difference between the scattered x-rays and

f 0(0) = Z. The form of the integral of Eq. 1.27 is just a Fourier transform, and so the scattering

from an atom can be thought of as a Fourier transform of its electron distribution. In this treatment,

we have assumed that the scattering events look like scattering from free electrons and neglected

to consider a few effects, including x-ray absorption and how the binding of electrons to the atom

influences its response to the x-ray’s electric field. These effects result in dispersion corrections
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to the form factor that have both Q-dependence and energy dependence. Without discussing

these further, we will simply write the form factor here as f (Q), understanding its limitations in

describing the true scattering.

Experimentally, we are of course always considering more than one atom in scattering.

So we can consider scattering from a group of atoms, like the atoms making up a molecule or the

atoms in the unit cell of a crystal. Since we are looking at crystals in this work, we will continue

with notation and descriptions relevant to this. X-rays interact with each atom in the unit cell, so

we can sum up the scattering from each atom individually in a sense. However there will again

be a phase difference introduced into the scattering due to the different positions of the atoms.

So we must consider that each atom has position r j and form factor f j(Q), to find the unit cell

structure factor:

Fcell(Q) = ∑
j

f j(Q)eiQ·r j . (1.28)

The scattering from crystals that we measure in this dissertation involves scattering from

a large number of these unit cells, which are arranged periodically into a crystal lattice. The

scattering from each unit cell will contribute according to Eq. 1.28, but there will be a phase

difference associated with different positions of the unit cells. Now we consider unit cells with

position Rn, each containing atoms with position r j relative to the unit cell position, so that the

position of any given atom can be described as Rn+r j. The scattering amplitude for the crystal is

Fcrystal(Q) = Fcell(Q)∑
n

eiQ·Rn = ∑
j

f j(Q)eiQ·r j ∑
n

eiQ·Rn (1.29)

and reflects that the scattering depends on both the scattering from individual atoms as well as

placement of those atoms in the lattice.

To better understand what is seen in crystal diffraction, Fig. 1.12 shows two possible

elastic scattering events from a simple cubic crystal lattice with spacing d and incident and

scattered x-rays at angles θ as shown. The phase difference between the scattered x-rays due
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Figure 1.12: Schematic of the scattering of two x-rays from a crystal lattice. The incident
wavevectors k (red arrows) and scattered wavevectors k′ (blue arrows) have scattering vector
Q = k−k′. The phase difference of the scattered x-ray is determined by the lattice spacing and
the angle of the incident and scattered x-rays.

to the separation of the atoms is a result in a path difference 2d sinθ. The scattered waves will

interfere, with the path difference and wave energy determining whether there is constructive or

destructive interference. The scattered intensity is maximized for the Bragg condition:

nλ = 2d sinθ, (1.30)

where n is an integer and λ is the wavelength of the radiation. And so if the x-ray scattering were

conducted as a function of θ, for example, there would be certain angles at which the scattered

intensity would greatly increase, and the location of those peaks give structural information about

the crystal lattice. From the scattering amplitude for the crystal in Eq. 1.29, we see that the

scattering intensity is quite low everywhere except when the condition Q ·Rn = 2πz where z is an

integer is met. For a periodic arrangement of the unit cells in a crystal, we use this property as the

basis for crystal diffraction.

Eq. 1.29 implies the scattering from a crystal is a Fourier transform of the crystal structure.
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Figure 1.13: Schematic of the lattice basis vectors (a1,a2,a3) for a cubic lattice.

It is useful to introduce reciprocal space (or momentum space or k-space), which is the Fourier

transform of the real space or Euclidean space. A crystal structure is defined in real space with

lattice basis vectors ai as shown in Fig. 1.13. Each unit cell in the crystal is located at Rn = ∑i niai

where ni are integers. The reciprocal basis vectors are defined as

a∗i = 2π
a j ×ak

ai · (a j ×ak)

and follow the property ai · a∗j = 2πδi j. The reciprocal space vector corresponding to Rn is

Gm = ∑i mia∗i where mi are integers and sometimes written as the Miller indices h, k, and l. Since

Gm ·Rn = 2πz where z is an integer, the diffraction condition is met at reciprocal lattice vectors

Gm.

A lattice plane in a crystal is referred to (hkl) and defined as the plane connecting the

points a1/h, a2/k, and a3/l. If any of the indices is negative, we indicate that by a bar over that

index. Fig. 1.14 gives some examples of lattice planes and their corresponding Miller indices.

These lattice planes are equally spaced by dhkl , and for a lattice in which we have orthogonal

basis vectors ai, this spacing is given by

1
d2

hkl
=

h2

a2
1
+

k2

a2
2
+

l2

a2
3

.

In a cubic lattice, we can refer to a set of planes that are related by symmetry as {hkl}. So for

example, {100} refers to the planes (100), (010), (001), (100), (010), and (001). A direction or
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Figure 1.14: Example lattice planes in a cubic crystal identified by Miller indices.

vector in the crystal Ua1 +V a2 +Wa3 is commonly referred to as [UVW ], and the equivalent

vectors by symmetry as ⟨UVW ⟩.

Given all this, we can measure the scattering of a crystal with the appropriate x-ray energy

and observe specific diffraction peaks. The location of these peaks, also called reflections, will

give us information about the lattice spacing. So far, we have stuck to the simple case of a cubic

crystal. However many materials have different structures which sometimes restrict which lattice

planes will result in diffraction peaks and which will destructively interfere and be forbidden,

and there are rules for h, k, l corresponding to the diffraction condition. This allows us to make

determinations of the orientation of atoms within each unit cell. And so far, all calculations have

assumed a perfect crystal, but real crystals have imperfections, especially when we consider thin

films of materials. One example of this is mosaicity in a crystal, which we describe as many small

blocks of perfect crystals which are in slight misalignment with one another. When scattering

from such a crystal, the angles of incidence and scattering will be slightly different from different

blocks, resulting in a broadening of the diffraction peak. It is possible to measure the width of
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peaks to get an idea of the mosaic spread in a crystal.

Figure 1.15: Real space and reciprocal space depictions of x-ray diffraction from a one-
dimensional perfect lattice and strain wave.

One thing to note of importance to this work is the possibility of additional periodicities in

systems resulting in stronger diffraction. We see this in Cr, which has a periodic lattice distortion

(or strain wave) and charge density wave. Simplified real and reciprocal space depictions of

a one-dimensional perfect lattice and a one-dimensional lattice that has a strain wave are in

Fig. 1.15. For the perfect lattice, we have the Bragg peaks as discussed. The strain wave adds in

an additional periodic lattice distortion, which will of course show up in a Fourier transform of

the lattice. In the case of a strain wave that is incommensurate with the lattice (has a period that

is not a rational fraction or multiple of the lattice spacing), the strain wave shows up as satellite

peaks around the Bragg peaks as shown.

X-ray diffraction measurements in this work are made on thin films, which provides

additional complexity to the calculations. We have assumed essentially infinite lattice planes,

each giving a different phase to the scattered x-ray which results in constructive or destructive

interference. For a thin film, there are a finite number of lattice planes from which to scatter.

When the diffraction condition is met at the Bragg peak, total constructive interference can occur

as expected. But elsewhere, there is incomplete destructive interference. If the film is of high

crystal quality, with smooth interfaces and high uniformity of the crystal structure throughout, the

incomplete destructive interference will result in oscillations around the Bragg peak which are

called Laue oscillations or Laue fringes. The period of these oscillations gives a measure of the
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number of unit cells that are diffracting coherently, which is a measure of the thickness of the

film.

All this provides a good basis for understanding crystal diffraction in this work. Some

of the shortcomings were already pointed out: that it neglects to consider absorption energies

and it assumes the energy of the radiation is high enough to treat the electrons as free. It also

makes a kinematical approximation, in which we assume a weak interaction of the x-rays with the

lattice and do not have to account for multiple scattering events, which is a good approximation

for imperfect crystals and scattering from thin films, so we will not consider the alternative, the

dynamical diffraction. This treatment has also assumed elastic scattering, in which the incident

x-ray and scattered x-ray have the same energy. Rayleigh scattering will refine this to account for

electrons bound to an atom and an x-ray energy that is not high enough to approximate them as

unbound. Compton scattering is a type of inelastic scattering in which we can consider x-rays

as quantum mechanical particles which collide with electrons, transferring some energy to the

electron, and then the scattered x-ray will have a reduced energy. This is not a significant quantity

in the experiments conducted here, but becomes more important for higher energy scattering

experiments.

1.5.2 X-Ray Reflectivity

X-ray diffraction in the previous section required understanding the interaction of x-

rays with electrons in atoms in a crystal lattice. But there is another phenomenon associated

with electromagnetic waves passing through different materials: refraction. This is commonly

associated with visible light bending when it goes through glass or water, for instance. But of

course it occurs with x-rays also. In the treatment of x-ray diffraction, one of the assumptions

made is the Born approximation, that x-rays are very weakly scattered in the material. At small

incident angles, where we measure reflectivity, this approximation is no longer valid. In thin

films, x-ray reflectivity is a way of measuring a depth profile of the electronic distribution.
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For visible light, most materials have an index of refraction greater than 1, but with x-rays,

we have indices less than 1. Following Snell’s law, this implies that there is an angle, the critical

angle θc, below which x-rays will be totally reflected at the surface of a material. The index of

refraction when considering x-rays can be expressed as

n = 1− λ2ρat f 0(0)r0

2π
+ i

µλ

4π
= 1−δ+ iβ, (1.31)

where ρat is the atomic number density and µ is the absorption coefficient, the inverse of the

characteristic length of attenuation of intensity in the material. In solids, δ is on the order of

10−5 and β ≪ δ. Following the same geometry as for diffraction in Fig. 1.12, x-ray reflectivity is

involves measuring scattering at low angles θ. Using Snell’s law, the critical angle can be found

by evaluating

1−δ = cosθc ≈ 1− θ2
c

2
−→ θc ≈

√
2δ. (1.32)

The conclusion from this is that θc provides a measure of the atomic density of the material being

studied. Fig. 1.16 demonstrates this with simulated reflectivities for films of Pt, FeRh, and Cr

on MgO substrates with other parameters held constant (film thicknesses of 30 nm, substrate

interface roughness of 0.6 nm, and surface roughness of 0.3 nm), with the intensity on a log scale.

The critical angle, where the intensity of reflection drops dramatically, clearly decreases as the

film density decreases, which is consistent with what is expected from Eq. 1.31 and Eq. 1.32.

For θ > θc, scattering intensity will decrease quickly by orders of magnitude. However

there is information that can be understood about a material in how the intensity decreases,

particularly in measuring film thicknesses of roughly 20-40 nm and in evaluating the quality of

surfaces and interfaces. There are, of course, rigorous derivations and theories in explaining

x-ray reflectivity. Since x-ray reflectivity is used mainly in characterizing films rather than as a

central component of experiments in this work, those are not included here. However, we will

qualitatively discuss the topic for thin films relevant to this dissertation.
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Figure 1.16: Simulated x-ray reflectivity for 30 nm films of Pt, FeRh, and Cr on MgO substrates
with substrate interface roughness 0.6 nm and surface roughness 0.3 nm. Simulations created
using the reflectivity modeling software GenX [45].

Figure 1.17: Simulated x-ray reflectivity for MgO substrates with roughness 0.1 nm and 0.6 nm.
Simulations created using the reflectivity modeling software GenX [45].
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Fig. 1.17 shows simulated x-ray reflectivity for two MgO substrates with different rough-

ness. Both show identical critical angles, which is expected since the material, and therefore

the densities, are the same. However the intensity of scattering from the substrate with greater

roughness drops off faster, with the scattering intensity over five orders of magnitude smaller

at 2θ = 8 deg (the x-ray energy used is 8.04 keV). A rough surface can be thought of as a lot

of small surfaces that are not perfectly parallel. Incident x-rays will then elastically scatter into

slightly different angles. For an incident x-ray angle θ, then, the scattered intensity at an exact

scattered x-ray angle θ will be reduced. We call the case where the angle of incidence and angle

of reflection or angle of scattering are equal specular reflection. When the angle of reflection

is different, it is considered off-specular reflection. Off-specular reflection is significant when

there are structural periodicities to the material. Roughness can be thought of as like this, and

will result in diffuse off-specular reflection.

Figure 1.18: Simulated x-ray reflectivity for 40 nm, 30 nm, and 20 nm films of Cr on MgO
substrates with substrate interface roughness 0.6 nm and surface roughness 0.3 nm. Simulations
created using the reflectivity modeling software GenX [45].

When a film is deposited on top of a substrate, the reflectivity exhibits oscillations known
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as Kiessig fringes [46], shown in Fig. 1.16 and Fig. 1.18. These fringes come from interference

of the x-rays that are scattered from both interfaces of the film. This picture is analogous to the

one shown in Fig. 1.12 with interference of x-rays scattering from atoms in a crystal lattice with

a well-defined lattice spacing, but in this case, the relevant distance is the distance between the

interfaces (the thickness of the film). We can use the Bragg condition of Eq. 1.30 to understand

the origin of these oscillations and find that the minima of the oscillations occur at θmin given by

θ
2
min ≈ n2

(
λ

2d

)2

+2δ,

where n is an integer and d is the thickness of the film. So then the positions of the minima can

be used to find the film thickness. In Fig. 1.18, it is shown that the period of oscillation decreases

as the film thickness increases. The amplitude of the oscillation is influenced by the contrast of

densities between the film and the substrate, which can be seen in Fig. 1.16 for films of different

densities on MgO (with density 3.58 g/cm3).

The roughness of the film that is deposited on the substrate also impacts the reflectivity.

The film roughness can be thought of similarly to the substrate roughness, with bits of surface that

are not perfectly in alignment. The roughness of different interfaces cannot be separated perfectly,

but it is understood that increased roughness will reduce the scattering intensity overall. It also

impacts the Kiessig fringes, resulting in a faster decay of the oscillation with imperfect interfaces

of the film. This is demonstrated in Fig. 1.19 for Cr films with roughness 0.3 nm and 1.5 nm.

And so an x-ray reflectivity measurement of thin films allows for an analysis of some of

the film properties. The densities of the materials influence the critical angle and their relative

intensities influence the amplitude of oscillation. The period of the oscillation is determined

by the film thickness. The decay of the intensity and of the oscillations is determined by the

roughness at each interface and surface. This qualitative analysis is sufficient to understand the

x-ray reflectivity presented in this dissertation.
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Figure 1.19: Simulated x-ray reflectivity for 30 nm films of Cr on MgO substrates with substrate
interface roughness 0.6 nm and surface roughness 0.3 nm and 1.5 nm. Simulations created using
the reflectivity modeling software GenX [45].

1.5.3 X-Ray Absorption

X-ray absorption or photoelectric absorption is a process by which energy from an incident

x-ray is transferred to an electron, and the electron is expelled from the atom. Fig. 1.20 shows a

schematic of the energy required to expel each core electron. For a measurement of absorption vs.

x-ray energy, there are sharp discontinuities at certain energies, referred to as absorption edges,

where the x-rays at that energy or higher are able to transfer enough energy to expel a specific

electron. The edge corresponding to the 1s electrons (in the K shell where n = 1) is referred to as

the K edge. For the electrons in the L shell with n = 2, the edge is referred to as the L1 edge for

2s electrons and L2 or L3 edges for 2p electrons.

When an electron is expelled from the atom, there is a hole created in that shell which is

filled either through fluorescence or through the Auger effect. In fluorescence, an electron in an

outer shell fills the hole, emitting a photon with an energy given by the difference in the binding
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Figure 1.20: Schematic of the core electron energy levels of an atom and the energy required to
excite and expel an electron from each energy level. These energies are referred to as absorption
edges, where there is a discontinuous rise in absorption measured as a function of incident x-ray
energy corresponding to the absorption of the photon and ejection of the electron.

energies of the two states. For an electron that drops from the L shell to the K shell, the emitted

radiation is referred to as Kα. For an electron that drops from the M shell (with n = 3) to the K

shell, the emitted radiation is referred to as Kβ. Alternatively, the hole in the shell can be filled

with Auger electron emission, in which an electron drops into the hole from a higher energy state

and the energy is transferred to an outer electron which is expelled from the atom. Usually this is

also accompanied by an emitted photon since the energy differences are not exact.

X-Ray Magnetic Circular Dichroism (XMCD)

The interaction of x-rays and matter so far has considered only the electric field of the

x-rays and electron charge. But the x-ray’s magnetic field also interacts with the electrons, giving

rise to terms in the scattering cross section which are sensitive to spin and orbital moments. For
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scattering from a single electron, the ratio of the intensities of magnetic and charge scattering

[47] is
Imagn

Icharge
=

(
ℏω

mc2

)2

,

which is on the order of 10−4 for the relevant x-ray energies. In an atom where most of the

electrons are paired, only a few of the electrons will contribute to magnetic scattering, and this

ratio for scattering from atoms can be depressed by around two orders of magnitude. So generally,

the magnetic scattering is neglected from these treatments. There are certain scenarios when

magnetism-sensitive scattering and absorption are non-negligible and very useful. These are

outside the scope of this work except for the case of x-ray magnetic circular dichroism, which is

measured in Section 5.2.

Circularly polarized light is light in which the electric field of the radiation has a constant

magnitude and is rotating in the plane normal to the direction of propagation of the wave. This

radiation has a spin angular momentum in the direction of propagation given by +ℏ (right-

circularly polarized) or −ℏ (left-circularly polarized). Conservation of angular momentum will

forbid the absorption of this light for certain transitions depending on the polarization of the

incident light which gives rise to differences in the absorption spectra of left- and right-circularly

polarized x-rays, which is called XMCD. This is a very sensitive technique, able to detect

moments on the order of 10−3 µB/atom, and allows for the separation of the spin and orbital

contributions to the moment. These differences are measured at energies near the absorption

edges, giving element-specific information, which is very useful in alloys and materials with

multiple species of atoms.

1.6 The Interaction of Neutrons with Matter

Neutron science is another useful area of research, especially in studying magnetic

ordering in materials. Neutron techniques such as neutron diffraction can be analogous in some
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ways to x-ray science, but there are some important differences which make each of them useful

in different scenarios.

Neutrons have mass mn = 1.675×10−27 kg, no charge, and are spin-1/2 particles with

magnetic moment µn =−1.913µN =−0.0010µB. The quantum mechanical wave-particle duality

gives a description of the neutron as a wave, or matter wave, with an energy E , de Broglie

wavelength λ, and wavevector k, which give momentum

p =
h
λ
= ℏk

and non-relativistic neutron energy

E =
p2

2mn
=

ℏ2k2

2mn
.

If a neutron reaches thermal equilibrium with a material near room temperature at T = 300 K,

its average kinetic energy is E ~kBT = 4.1×10−21 J = 26 meV, which corresponds to λ ~1.8×

10−10 m. This is on the order of the distance between atoms in materials, which means that

neutrons, like x-rays, are useful for resolving atomic-scale features. Neutrons are broadly

categorized as cold with energies of 0.1-10 meV (and temperature 1-120 K and wavelength 0.4-

3 nm), thermal with energies 5-100 meV (and temperature 60-1000 K and wavelength 0.1-0.4 nm),

or hot with energies 100-500 meV (and temperature 1000-6000 K and wavelength 0.04-0.1 nm).

When describing the interaction of x-rays with matter, the primary mode of scattering is

charge scattering, in which the x-rays interact with electrons electromagnetically. Neutrons, on the

other hand, are electrically neutral. This means that there are two dominant modes of scattering

that are considered. First, their neutral charge means that they are not screened by the electrons

surrounding the nucleus and, for an atom with no net moment, will scatter only from the atomic

nucleus. The second mode of scattering is for the case when an atom does have a net moment, in

which case the small magnetic moment of the neutron interacts with the electronic magnetization.
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These two contributions are referred to as nuclear scattering and magnetic scattering.

Nuclear scattering occurs via the strong nuclear force, which is very strong but short

range, on the order of 10−15 m. Since the separation of atoms is on the order of 10−10 m, the

nuclear scattering cross section is very small and neutrons are able to penetrate deeply in to a

material, typically on the order of cm compared to hundreds of nm to hundreds of µm for x-rays.

This is useful for evaluating bulk effects rather than being sensitive to surface conditions (except

in the case of reflectometry). But this also makes the measurement of thin films more difficult,

since a higher flux of neutrons would be required to achieve a strong signal. Light elements

(such as hydrogen) with low atomic number Z have a lower probability of interaction with x-rays

than high-Z materials do because there are fewer electrons to interact with. Neutrons, however,

interact with the nuclei and there is no simple relation of the cross section on Z, with different

scattering lengths for different elements and isotopes. Some lighter elements have strong neutron

scattering cross sections and make this a more useful technique in their study. Neutrons also

generally deposit very little energy in a sample and so it is a non-destructive technique suitable

for studying soft matter as well as hard matter.

The magnetic scattering of neutrons comes from the magnetic potential

Vm =−µ ·B,

which describes the interaction of the neutron magnetic moment with the magnetic field from

the unpaired electrons in the atoms, including the field from their orbital and spin moments. It is

useful to note that the orientation of the moments in the sample relative to the neutron moment has

an impact on the potential (that this is not a central potential) and that the magnetic interactions

are longer range. This results in a more complex expression of the magnetic cross section which

ends up being on the order of the nuclear cross section. There is a property of neutron magnetic

scattering called spin flip which is used in some techniques. For neutrons polarized in a field
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direction along the z-axis, an interaction with a moment along x̂ or ŷ will cause the neutron’s spin

to flip (from spin-up to spin-down or vice versa) while an interaction with a moment along ẑ will

not. All of these properties of magnetic neutron scattering make it very powerful in determining

the ordering, magnitude, and direction of magnetic moments in a material.

There are several disadvantages of neutron science as compared to x-ray science. Tradi-

tionally, neutrons have been produced in nuclear reactors that are optimized for research work,

which is an obvious barrier to their establishment. More recently, spallation sources have been

developed, which can provide more intense pulsed neutron beams, but the relatively weak beams

given the low scattering cross sections means that neutron flux is often a limiting factor in ex-

periments and some x-ray techniques (such as time-resolved scattering) that are implemented at

modern synchrotron and x-ray free electron facilities are more difficult to realize with neutrons.

But the strength of the magnetic scattering makes it continue to be crucial in studies of magnetic

materials.

As with x-rays, neutrons can also interact with matter through absorption. This could

occur by the absorption of the neutron into the nucleus, which is an excited state which will relax

with the emission of a gamma ray. This will vary between elements and isotopes and depend on

the neutron energy. For the work in this dissertation, it is negligible compared to scattering and

will be neglected, however there are cases when resonant behavior occurs and must be taken into

account or becomes the dominant interaction.

1.6.1 Neutron Diffraction from a Magnetic Crystal

One of the most common neutron scattering techniques is neutron diffraction. For this,

the nuclear and magnetic scattering will be considered separately. For a neutron plane wave with

wavevector k incident on an isolated bound nucleus, the scattered wave function is spherically

symmetric and given by

ψ(r) =−b
r

Aeikr ,
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where r is the radial distance from the center of the nucleus and b is the bound nuclear scattering

length, which varies depending on the element and isotope and can be positive, negative, or

complex, indicating that the phase may change during the scattering event. There is considerable

variation in the value of b as a function of Z. This can be extended to a system of bound nuclei

labeled j each with bound nuclear scattering length b j and position r j. Using the definition of the

scattering vector Q = k−k′ (as with x-rays), the neutron intensity at a detector is given by

Inuc(Q) =

∣∣∣∣∣∑j
b j eiQ·r j

∣∣∣∣∣
2

.

As before in the case of x-rays, considering elastic scattering and ordering of the atoms into a

crystal simplifies this picture considerably. The intensity of the nuclear scattering of unpolarized

neutrons becomes

Inuc =

∣∣∣∣∣∑j
b j e2πi(hx j+ky j+lz j)

∣∣∣∣∣
2

, (1.33)

where rj = x jx̂+ y jŷ+ z j ẑ and h, k, and l refer to the Miller indices introduced with x-ray

diffraction. This nuclear scattering of neutrons is analogous to the scattering of x-rays, with the

diffraction giving a Fourier transform of the nuclear distribution of the crystal, which should look

like the Fourier transform of the electron distribution in x-ray scattering. There are peaks in the

diffraction that correspond to lattice planes and specific reflections, allowing the arrangement of

atoms in the crystal to be determined.

However neutrons have an additional contribution to the scattering from the magnetic

interactions. The magnetic scattering cross section is far less straightforward since the interaction

of the spins is not a central potential, and the derivation will not be reproduced here. But the

magnetic scattering cross section is comparable in strength to the nuclear scattering cross section

and is proportional to the square of the magnetic form factor, which is a Fourier transform of the

spin distribution in real space. It also has a dependence on the relative orientation of the spin, and

can vanish for certain orientations of the neutron spin and Q.
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For elastic scattering of unpolarized neutrons from a crystal, the intensity of magnetic

scattering is

Imagn =

∣∣∣∣∣∑j
q j p j e2πi(hx j+ky j+lz j)

∣∣∣∣∣
2

, (1.34)

where p j is the magnetic scattering length and q j is the magnetic interaction vector where

q = n̂(n̂ · m̂)− m̂,

and n̂ and m̂ are unit vectors normal to the scattering plane and parallel to the moment of the

atom that the neutron is scattering from, respectively.

Figure 1.21: Real space and reciprocal space depictions of the diffraction of unpolarized
neutrons from a one-dimensional perfect lattice for several possible types of magnetic ordering.
In reciprocal space, a nonmagnetic lattice has only nuclear scattering peaks at integer indices. A
ferromagnetic lattice has magnetic peaks superimposed on the nuclear peaks. A ferrimagnetic
lattices has magnetic peaks superimposed on the nuclear peaks as well as at half-integer indices.
Antiferromagnetic lattices can vary, with the three possibilities shown demonstrating magnetic
peaks at half-integer indices, at every quarter index except at the integer indices, or as satellite
peaks around the nuclear peaks.
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The total scattering intensity of unpolarized neutrons from a magnetic crystal is simply

the sum of the nuclear component from Eq. 1.34 and magnetic component from Eq. 1.33:

I = Inuc + Imagn .

This is depicted in Fig. 1.21 for a one-dimensional lattice exhibiting some common types of mag-

netic ordering. For nonmagnetic atoms, only nuclear peaks are observed in diffraction at integer

indices. For a ferromagnetic lattice, the magnetic scattering contributes additional intensity at the

same nuclear peak locations. A ferrimagnetic lattice will have magnetic scattering at both integer

and half-integer indices. The simplest antiferromagnetic lattice, with alternating antiparallel spins,

will have magnetic scattering only at the half-integer indices. For the antiferromagnetic lattice

that is incommensurate, with a period that is not a rational fraction or multiple of the lattice

spacing, the observed magnetic scattering occurs as satellite peaks around the nuclear peaks.

For a polarized neutron beam, the nuclear and magnetic components will not simply add.

The polarization of neutrons that scatter magnetically may change and the scattered neutrons

may interfere. But unpolarized neutron diffraction is sufficient to determine the direction of

the magnetic moments of atoms in the crystal, which makes this a very useful technique in

magnetism.

1.6.2 Polarized Neutron Reflectometry

Polarized neutron reflectometry is an incredibly useful measurement of thin magnetic

systems. Reflectometry refers to a similar geometry as diffraction, but with small angles of

incidence and reflection, where the Born approximation that neutrons are weakly scattered in the

material is no longer valid. Specular neutron reflectometry or reflectivity is the elastic scattering

case of neutron reflectometry, analogous to x-ray reflectivity, and because of the nuclear scattering

of neutrons, unpolarized neutron reflectometry provides a structural depth profile of the system.
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For the inelastic case, what is called off-specular reflectometry or diffuse scattering, there is

significant scattering in the case of structural periodicities in the material such as interfacial

roughness or patterned structures. But neutrons can also scatter magnetically, and reflectometry

can be conducted with polarized neutrons to achieve a magnetic depth profile from reflectivity and

determine the presence of magnetic periodicities such as domains from off-specular reflection.

Figure 1.22: Simulated neutron reflectivity for Si and MgO substrates with roughness 0.5 nm
and 2 nm. Simulations created using the reflectivity modeling software GenX [45].

Fig. 1.22 shows simulated neutron reflectivity for a Si substrate with 0.5 nm roughness

and an MgO substrate with 0.5 nm and 2 nm roughness. As with x-ray reflectivity, the critical

angle (or critical wavevector transfer) changes depending on the material that is being scattered

from and the roughness influences how quickly the scattering intensity drops off. The expression

for the critical wavevector transfer is

Qc =
√

16πρb ,
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where ρb is the nuclear scattering length density (nSLD) given by

ρb = ∑
j

b jn j ,

where n j is the number of nuclei per unit volume and b j is the scattering length of nucleus j as

previously discussed. The index of refraction can be shown to be

n =

√
1− λ2ρb

π
≈ 1− λ2ρb

2π
,

where λ is the neutron wavelength. This demonstrates that the index of refraction is less than 1.

The reflectivity from a material with a characteristic length scale of roughness σ can be shown to

be

R ≈
(

16π2ρ2
b

Q4

)
e−q2

z σ2
,

which demonstrates that for a perfectly smooth interface, the reflectivity will go as Q−4 and

increasing roughness results in a faster drop-off in reflected intensity. The nature of the rough

interfaces is not so important in the specular reflectivity, but it does change where the neutron

intensity is lost to. For a diffuse interface, those neutrons are transmitted and add to the transmitted

beam. For a rough interface, the neutrons are scattered into different angles and contribute to

off-specular scattering.

If the material is magnetized, the magnetic scattering must also be accounted for. For

polarized neutrons, the index of refraction is modified to

n± ≈ 1−
λ2 (ρb ±ρp)

2π
,

where ρp is the magnetic scattering length density (mSLD) and gives a measure of the magnitude

of the moments in the sample. A schematic of a polarized neutron reflectivity measurement is

shown in Fig. 1.23. The neutrons that scatter from this sample are sensitive to the component of
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Figure 1.23: Schematic of a polarized neutron reflectivity measurement. Neutrons of spin up or
spin down are incident on a film with in-plane magnetization M in the presence of a magnetic
field parallel or antiparallel to the neutron spin and in the film plane. Reflected neutrons can
either remain unchanged or flip.

the magnetization that is in-plane. If the magnetization is parallel to the field and the neutron spin

axis, there will be only non-spin-flip scattering (all spin-up neutrons will remain spin-up when

scattered and vice versa). If there is a perpendicular component to the magnetization, there will

be some spin-flip scattering.

In Fig. 1.24, neutron reflectivities are simulated for an Fe substrate. A nonmagnetic

substrate has the reflectivity shown in green. For a substrate that is magnetized entirely in the

parallel orientation, the critical wavevector transfer of spin-up and spin-down neutrons will differ

as shown in blue and red, respectively. Fig. 1.25(a) shows the simulated neutron reflectivities

for two 50 nm FeRh films on an MgO substrate. In green is the case of nuclear scattering only

for a nonmagnetic film. If the film is magnetized in the parallel orientation, the non-spin-flip

reflectivities will be as shown in blue and red. The resulting depth profile of the scattering

length densities are shown in Fig. 1.25(b). The nSLD of MgO is higher than for FeRh, which

is demonstrated in gold by the increase in nSLD below the film. Above the film, the nSLD is

zero as expected. Both interfaces with the film have roughness so the nSLD has a continuous

profile between the layers. The mSLD is zero for the nonmagnetic film (green) and constant at

0.3 fm/Å3 for the magnetic film.
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Figure 1.24: Simulated neutron reflectivity for Fe substrates with roughness 0.5 nm and magnetic
scattering length density 0 and 0.2 fm/Å3. For the magnetized substrate, the reflectivity of
polarized neutrons (red and blue solid lines) differs from the nuclear reflectivity of a nonmagnetic
substrate (green dashed line) as shown. Simulations created using the reflectivity modeling
software GenX [45].

Fig. 1.26 shows two examples where the magnetization is not completely parallel to the

field axis. In Fig. 1.26(a), the non-spin-flip and spin-flip reflectivities are shown for a 50 nm

film with constant magnetization oriented 10 deg from the field axis. There are parallel and

perpendicular components to the mSLD as shown in Fig. 1.26(b). In Fig. 1.26(d), a second

possibility is shown, with a constant total magnetization in the film, but a 5 nm layer of the FeRh

at the substrate interface that has magnetization directed 45 deg from the field axis while the rest

of the film has magnetization directed 10 deg from the field axis. The resulting non-spin-flip and

spin-flip reflectivities are shown in Fig. 1.26(c).

Measurements of the polarized neutron reflectivities can be fit to determine the nSLD and

mSLD depth profile. Unfortunately, solutions are not unique [48], but with an understanding

of what is reasonable and expected in a material, this technique can be used successfully to

understand magnetic effects in thin films. In Section 5.3, the magnetic depth profile of an FeRh
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Figure 1.25: Simulated neutron reflectivity for two 50 nm FeRh films on MgO with magnetic
scattering length density (mSLD) 0 and 0.3 fm/Å3. The substrate roughness is 0.3 nm and
the film roughness 0.5 nm. (a) The reflectivity of the nonmagnetic film (green dashed line)
reflects nuclear scattering only. For the magnetized film, there is strong magnetic scattering
and differences are seen in the reflectivity of spin-up neutrons (blue solid line) and spin-down
neutrons (red solid line). (b) The nuclear scattering length density (nSLD) (gold line) shows a
constant density throughout the depth of the film, with the interface and substrate roughness
resulting in a continuous change at both interfaces. The mSLD for each film reflects that there is
zero magnetic scattering for the nonmagnetic film (green line) and nonzero constant magnetic
scattering for the magnetized film (purple line). Simulations created using the reflectivity
modeling software GenX [45].

film is found for several field and temperature conditions, demonstrating interface effects. Off-

specular scattering is a more recent area of study, requiring a high intensity of neutrons for useful

statistics. It will not be discussed further here, but is an area of future study for this work.

1.7 Ultrafast Laser-Induced Dynamics

The discussion of magnetism so far in this chapter has been largely an exploration of

magnetic moments and their interactions in static equilibrium. But magnetization dynamics,

how moments reorient and how domains expand or contract or move, is of crucial importance in

applications such as spintronics, where speed, minimization of energy usage, and miniaturization
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Figure 1.26: Simulated neutron reflectivity for two 50 nm FeRh films with magnetic scattering
length density (mSLD) 0.3 fm/Å3 with different orientations of the magnetization. The data in (a)
and (b) is for a film that has magnetization directed in-plane 10 deg from the neutron polarization
axis, resulting in (a) both non-spin-flip and spin-flip reflectivity and (b) mSLD contributions
both parallel to the neutron polarization axis and perpendicular to the neutron polarization axis
that is constant through the depth of the film. The data in (c) and (d) is for a film that has a 5 nm
interface layer with magnetization directed in-plane 45 deg from the neutron polarization axis.
The rest of this film has magnetization directed in-plane 10 deg from the neutron polarization
axis. The result is (c) reduced non-spin-flip reflectivity and increased spin-flip reflectivity. (d)
The mSLD reflects the greater perpendicular component for the interfacial layer compared to
the rest of the film. Simulations created using the reflectivity modeling software GenX [45].
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are required. As previously discussed, strongly correlated systems are described by the interactions

of the degrees of freedom shown in Fig. 1.1. Different experimental techniques exploit the

coupling to measure magnetic properties, such as measuring how changes in the movement

of charges is used to determine magnetic ordering, or to alter the magnetic properties, such

as inducing strain to shift or change a magnetic transition. These degrees of freedom can be

thought of as separate reservoirs which interact, exchanging energy and angular momentum. The

time scales for these interactions set the limits for how quickly technology can operate. Current

magnetic devices rely largely on the precession of spins to induce magnetization reversal, a

process which is limited to 1 ps to 1 ns time scales. But it is possible to influence the spins in

different ways, indirectly through interactions with other degrees of freedom, which can occur on

much faster time scales, such as the spin-orbit interaction, which occurs on time scales of 100 fs

to 1 ps. Measuring these interactions on these time scales provides fundamental insight into the

nature of the coupling of these degrees of freedom as well as of effects such as the exchange

interaction which are not well understood. It is also critical to determining future advancement

of technology. There are many different experimental techniques that have been developed to

observe and probe and manipulate dynamic behavior in these systems, and the one that is used in

this work is laser-induced dynamics.

Ultrafast magnetization dynamics were first reported in 1996, with 60 fs laser pulses

resulting in the demagnetization of a Ni film within 1 ps measured by a time-resolved magneto-

optical Kerr effect signal [49]. The three-temperature model, suggested in [50] and applied to the

demagnetization seen in the magnetic films since, has provided a phenomenological blueprint

to understand this behavior. In this model, the charge, spin, and lattice degrees of freedom are

considered as separate but interacting reservoirs, shown schematically in Fig. 1.2. Each of them

has an effective temperature Tj and heat capacity C j where j = e for the charge system, j = s for

the spin system, and j = l for the lattice system. The strength of the interaction of the reservoirs

is described by coupling constants Gi j. A laser pulse P(t) provides a stimulus to this system
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experienced by the electrons which respond to the optical frequencies within 1 fs, absorbing

and scattering the incident photons and creating an excited state with electron-hole pairs or hot

electrons. The temporal evolution of the system is described by the coupled differential equations

Ce
dTe

dt
=−Gel(Te −Tl)−Ges(Te −Ts)+P(t)

Cs
dTs

dt
=−Ges(Ts −Te)−Gsl(Ts −Tl)

Cl
dTl

dt
=−Gel(Tl −Te)−Gsl(Tl −Ts)

(1.35)

and is shown for a metal with strong spin coupling in Fig. 1.27. The transfer of energy from the

charge system to the spin system occurs on time scales of 100 fs, resulting in the demagnetization

that has been observed in various magnetic films. The transfer of energy to the lattice system

is slower, on the order of 1 ps. The exact time scales will differ based on the specific system

and the strength of the interactions, but this demonstrates a unique method of manipulating that

magnetism of the system that can occur on far faster time scales than existing techniques.

Figure 1.27: Model of the temporal evolution of the charge (yellow line), spin (purple dashed
line), and lattice (green line) temperatures following an optical laser pulse (red line) for a
metal with strong spin coupling based on the three-temperature model. Figure reproduced with
permission from [51]. Copyright 2016 by the American Physical Society.

A schematic representation of the ultrafast laser-induced experiment is shown in Fig. 1.28.

The optical laser pulse excites the charge system, which transfers energy to the spin and lattice
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Figure 1.28: Schematic of the energy transfer in materials exhibiting coupled charge, spin,
and lattice degrees of freedom following a laser pulse. The electron system is excited very
quickly and transfers energy to the spin and lattice system on different time scales, resulting in
an uncoupling of the degrees of freedom and a three-temperature model of their evolution. It is
possible to probe the system in different ways on ultrafast time scales and watch the uncoupling
and recoupling.

systems. The result is that these three systems are temporarily out-of-equilibrium and are able to

evolve separately for a time. And the time required for them to recouple will differ. So a probe

that is able to watch the evolution of spins or the lattice, for example, can observe non-equilibrium

transient states that cannot be accessed on longer time scales and separate out the coupling of the

degrees of freedom that occur on different time scales.

This is relevant in this dissertation in the ultrafast pump-probe experiment on thin film

Cr presented in Section 3.3. The laser pulse uncouples the charge, spin, and lattice systems and

the lattice responds: the static periodic modulation that was stabilized by the magnetic ordering

becomes a dynamic coherent phonon, measured with time-resolved x-ray diffraction. Transient

enhancement of the ordering can be observed with low laser fluence as a result of the quick

recoupling of the spin and lattice before the phonon mode is damped out. Understanding these

dynamics and the coupling could provide insight into the fundamental nature of the interaction

and how to this can be exploited in systems to manipulate the order.
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Chapter 2

Fabrication and Experimental Methods

2.1 Introduction

The fabrication, characterization, and experimental processes used in this work are pre-

sented in this chapter. There are numerous methods of thin film fabrication, including magnetron

sputtering, chemical vapor deposition, molecular beam epitaxy, ion beam assisted deposition,

atomic layer deposition, and electroplating. The first of these, sputtering, is advantageous in part

for its scalability and preexisting use in industry, such as in fabricating components of hard drives,

and for the wide range of materials that can be fabricated. Magnetron sputtering was used for

deposition of all films discussed here and will be explored in Section 2.2. For some experiments,

the films grown through sputtering must be patterned into microstructures or nanostructures.

This was done primarily through two methods of lithography described in Section 2.3: UV

photolithography for structures on the order of 1 µm and electron beam lithography for structures

on the order of 10 nm to 100 nm.

Subsequent sections in this chapter present the various methods of film characterization

and experimental techniques used in this work and crucial in the study of magnetic and strongly

correlated materials. Magnetometry and electric transport are used characterize the quality and
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material properties of the films and can be helpful in determining some of the mechanisms behind

transitions and other phenomena that are studied. X-ray diffraction is a very powerful technique,

especially given the brilliance of x-rays available at sources such as synchrotrons and free electron

lasers and integral to much of the work in this dissertation. Neutron diffraction and reflectometry

are very useful in the study of magnetic materials and have been used in this work to characterize

and understand the magnetism in a system.

2.2 Sputter Deposition

Sputtering is a method of physical vapor deposition that is commonly used for the growth

of thin films. One or more high purity discs of material called targets are bombarded by high

energy ions, and atoms of the desired material are ejected, collecting on a substrate surface, as

shown in Fig. 2.1. This process begins when a voltage is applied between the substrate (anode)

and target (cathode) in the presence of a regulated low pressure inert gas, usually argon (Ar).

Free electrons accelerate away from the cathode in the resulting electric field and collide with Ar

atoms to create Ar ions

e−+Ar → 2e−+Ar+

which accelerate towards the cathode target. When an Ar ion bombards the target with kinetic

energy greater than the binding energy of the target material, an atom of the desired material and

some electrons are expelled from the target. The atom travels towards the chamber walls, sample

holder, and substrate, resulting in film growth. The electrons accelerate away from the target, but

magnets that are place below the target as shown in Fig. 2.2 produce a magnetic field that results

in helical motion and confinement of the electrons above the target surface. These electrons will

ionize additional Ar atoms and the process will avalanche and ignite a plasma near the target

surface. The use of a magnetic field in this way during sputtering is referred to as magnetron

sputtering and significantly increases the material deposition rate.
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Figure 2.1: Schematic of the sputtering process. An inert gas, usually Ar, is introduced into
the deposition chamber. An electric field is applied between the substrate (anode) and target
(cathode). Free electrons accelerate away from the cathode, colliding with and ionizing Ar
atoms, as depicted in the inset gray box. The Ar ions accelerate towards and bombard the target,
ejecting atoms of the desired material, which collects on and around the substrate surface.

2.2.1 Sputtering System

All samples presented in this work were grown in an ATC Orion sputtering system by AJA

International in the Fullerton lab at UC San Diego, shown in Fig. 2.3(a). High vacuum is required

in the deposition chamber, on the left, to prevent sample contamination. A turbomolecular pump

in the system achieves typical base vacuum pressures on the order of 10-9 Torr. The system has

two mass flow controllers for introducing process gases into the chamber during sputtering: one

for Ar, the inert process gas, and the other can be used for O2, N2, or other reactive process gases

required for material growth (see Section 2.2.3). Higher Ar pressure allows for more collisions
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Figure 2.2: Schematic of the orientation of the magnets below a target and the magnetic field
above it while sputtering. Magnets are placed below the target such that the magnetic field will
trap free electrons near the target surface, allowing for more ionization of Ar atoms and the
generation of a plasma. This increases the bombardment of the target by high-energy Ar ions
and therefore results in higher rates of deposition.

with atoms in the chamber, reducing their energy before they land on the substrate surface. This

results in less surface diffusion, producing films with greater surface roughness [52–54]. For

this work, smoothness of interfaces and surfaces was desired, so relatively low Ar pressures of

2.5 mTorr to 3.5 mTorr were used.

There are eight sputter guns contained in the bottom of the deposition chamber. These are

arranged confocally with the seven outer guns angled slightly towards the center of the chamber

and one gun in the center. Each gun can hold a cylindrical material target that is 2 inches in

diameter and up to 1/4 inch thick. A plasma is ignited just above the target surface and a shutter

above the gun is opened to allow atoms to escape and reach the substrate. Fig. 2.3(b) shows the

eight guns at the bottom of the deposition chamber and an open shutter above a Pt material target

in one of the guns. Each gun can be powered with a 500 W DC power source or a 300 W RF

power source. DC power is preferred when depositing materials that are electrically conductive,

as the deposition rate is much higher. DC sputtering was used to grow all samples for this work.

Deposition rates are material-dependent and will generally vary linearly with the applied power

across the relevant range of power used for growth (25 W to 200 W). Typical rates for metals are
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(a) (b)

(c) (d)

Figure 2.3: Pictures of the AJA International ATC Orion sputtering tool in the Fullerton lab at
UC San Diego that was used for growth of most of the samples in this work. (a) The deposition
chamber is on the left, with the load lock and arm for sample loading extending out to the right.
The power supplies, control boxes, and computer with software Phase II-J, a LabView-based
control program, are on the right. (b) A top-down view of the eight sputter guns inside the
deposition chamber. The shutter above one gun is open, showing the surface of a Pt material
target. (c) A bottom-up view of a sample holder loaded in the chamber. There is a 5 mm ×
5 mm substrate clamped to the sample holder by a mask. (d) A view into the chamber during
deposition at high temperature. During deposition, a plasma is established and stabilized and
the shutter is opened, allowing ejected material (in this picture Pt) from the target to reach the
sample holder that is suspended above the guns. The light above the sample holder is from the
heat lamps, heating the sample holder for high temperature deposition.

0.5 Å/s to 1.5 Å/s at 100 W at a working distance (the distance between the target and substrate)

of about 20-25 cm.
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Substrates are attached to inconel sample holders, introduced into the deposition chamber

through the load lock, and suspended from the top of the chamber. A bottom-up view of a sample

holder with a substrate clamped to it with a mask and screws is shown in Fig. 2.3(c). Sample

holders rotate during the deposition, allowing for more uniformity of deposition across the sample

surface. Heating of substrates is achieved by quartz lamps. Fig. 2.3(d) shows a view into the

chamber while the quartz lamps are on, directly above the sample holder, with plasma established

in one gun above a Pt target and the shutter open, allowing for deposition. The sputtering systems

used for growing materials in this work are designed to achieve temperatures of up to 850 °C,

though, due to the placement of the thermocouple on the quartz plate above the sample holder

and the configuration of the sample holder, the actual substrate temperature is likely 50 °C to

100 °C lower than that. Growth temperatures mentioned in this work are the temperatures that are

measured at the thermocouple location.

2.2.2 Sputtering Alloys

There are two methods of sputtering alloys. The first is to sputter from a single gun with

a material target composed of the desired alloy. This was how the FeRh (roughly 50% atomic

percent iron and 50% atomic percent rhodium) films presented in Chapter 5 were grown. Using a

single target is simpler, as it does not require a precise calibration rate of multiple materials to

grow samples, but it does not allow for changes in alloy composition of the samples.

Using a single target is complicated in situations where compositional precision is required

because of differences in the physical transport of atoms of different elements from the target to

the sample and diffusion on the sample. Different elements have different mass, so there will be a

disparity in the rates at which they will be ejected from the material target surface, the impact

of collisions with gas molecules as they travel, and how likely they are to stick to the sample

surface (sticking coefficient), all of which will result in a film that has a different composition

from the target used for sputtering. Some of these effects can be minimized by sputtering in lower
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Ar pressures (to minimize the collisions of atoms with gas molecules) and in alloys of materials

with similar weight, but film composition will differ from target composition [55, 56].

The second method of sputtering alloys, one which avoids some of the uncertainty

in composition of the previous method, is to cosputter multiple materials in different guns

simultaneously. This is the method used to deposit the antiperovskite films presented in Chapter 4.

To achieve the correct stoichiometry, deposition rates must be found for each of the material

targets under the same process conditions (Ar sputter pressure, temperature, radial positioning of

the substrate on the sample holder) so that the ratio of the required power applied to each target

can be calculated.

2.2.3 Reactive Sputtering

In reactive sputtering, sputtering takes place with the additional presence of a reactive

gas such as oxygen (O2) or nitrogen (N2). The gas combines with sputtered atoms to form new

compounds, depicted in Fig. 2.4. This is one method of sputtering oxide or nitride films, including

the Antiperovskite manganese nitrides discussed in Chapter 4.

Figure 2.4: Schematic of sputtering with reactive gases. A material, usually some metal M, is
ejected from a target. When a reactive gas such as N2 or O2 is introduced, it can bond with the
metal and form a new compound, MNx or MOx.

Reactive sputtering requires consideration of the flow of reactive gas into the chamber.

Too much of the gas can result in the formation of the compound material on the material target

surface, which will significantly slow the deposition. The partial pressure of N2 during deposition
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of the nitride samples in this work was approximately 0.4 mTorr.

2.2.4 Epitaxial Growth

Sputtering is primarily used for polycrystalline film growth but epitaxial growth is also

possible. All of the studies conducted in this work require epitaxial films. There are several

parameters that must be tuned for each material to achieve this. The first consideration is the

substrate material and orientation. Epitaxial growth usually requires a single crystal substrate

with lattice spacing that aligns with the optimal material parameters in some way. Fig. 2.5 shows

how epitaxial FeRh, which has a bulk lattice parameter of 2.985 Å, can be grown on MgO (001)

and Al2O3 (0001). In Fig. 2.5(a), FeRh (001) is shown to grow directly on MgO (001), which has

a bulk lattice parameter of 4.212 Å, with an in-plane rotation of 45 degrees. Fig. 2.5(b) shows

how FeRh (001) grows on top of an epitaxial layer of W (001) on MgO (001) results in a similar

orientation of FeRh growth, but with different strain at the interface. And Fig. 2.5(c) shows the

growth of FeRh (111) atop a single crystal sapphire substrate [57]. Lattice matching substrate

properties with the deposited material properties in this way provides a template for epitaxial

growth.

Figure 2.5: Schematic of the lattice matching of FeRh grown on MgO or Al2O3, demonstrating
the growth of FeRh in different orientations on different substrates: (a) FeRh (001) grown on
MgO (001), (b) FeRh (001) grown on W (001) / MgO (001), and (c) FeRh (111) grown on
Al2O3 (0001). Figure reproduced with permission from [57]. Copyright 2020 by the American
Physical Society.

Additional considerations in epitaxial growth of thin films by sputter deposition is growth
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of the films at high temperature and post-growth annealing. At room temperature, sputtered atoms

will land on the substrate surface and transfer momentum, allowing for some mobility of the

particles at the surface of the film during the growth process. When heated during depositions

or afterwards (post-annealing), these particles have additional kinetic energy and mobility and

will more easily find an energetically-preferred lattice arrangement. The higher the temperature,

the more energy and sometimes, the better the crystal quality of the films. However, there are

consequences to heating that may reduce the quality of the film. One is unwanted diffusion of

materials. Atoms from the substrate can diffuse into the film. Atoms of an alloy may diffuse such

that one of the materials collects at the substrate interface or at the surface rather than arranging

in the desired crystalline configuration. Atoms such as oxygen or nitrogen could diffuse to the

surface and escape as gas, altering the overall composition of the material. So achieving the

desired material composition and epitaxy requires tuning of sample growth parameters including

substrate heating.

Figure 2.6: Schematic of a shading effect during sputtering resulting in islands or holes instead
of smooth films. When material clusters discretely on the substrate, the footprint of those
clusters may result in a shading effect where some areas of the substrate are inaccessible to
newly deposited material.

Another consequence of heating a substrate too much during sample growth is the possi-
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bility of island formation. Because the atoms landing on the substrate have high mobility, they

may move and collect in certain locations rather than forming a smooth layer across the entire

substrate. As these collections grow taller, there is a shading effect demonstrated in Fig. 2.6

which prevents sputtered atoms from reaching the empty spaces on the substrate. This can result

in holes or islands rather than thin films. So higher temperatures may achieve better crystallinity

but prevent the growth of continuous films. For some materials, such as FeRh on a MgO substrate,

it is beneficial to start the growth at lower temperatures to wet the substrate, or create a smooth

layer as a starting point to encourage smooth adhesion of sputtered atoms to the entire area of the

sample, and then increase temperature while the film is grown to improve crystallinity. Fig. 2.7

presents SEM images of three Cr and FeRh films. The Cr films are Fig. 2.7(a) grown starting at

400 °C for 1.5 min followed by 6.5 min growth while increasing temperature to 800 °C which has

grown in islands, Fig. 2.7(b) grown at 700 °C for 8 min which shows the presence of holes, and

Fig. 2.7(c) grown at 500 °C for 8 min which is a smooth film, as desired. The FeRh film shown in

Fig. 2.7(d) demonstrates a very clear effect, with large aggregated sections of material rather than

a continuous film.

For growth of epitaxial Cr (001), presented in Chapter 3, the best films were achieved on

MgO (001) at growth temperatures of 500 °C with post-annealing at 800 °C for 1 hr. The Mn3AN

films in Chapter 4 were grown on MgO (001) at 600 °C with no post-annealing. FeRh films

in Chapter 5 were grown on MgO (001) and other chamber conditions impacted the quality of

growth. Typically, optimal growth occurred with deposition starting between 300 °C and 450 °C

and then ramped up to 600 to 800 °C during growth. They were post-annealed at 700 to 800 °C

for 45 min.
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(a) (b)

(c) (d)

Figure 2.7: SEM images of Cr and FeRh films showing the formation of islands and holes vs. a
continuous film: (a) Cr film grown at 100 W starting at 400 °C for 1.5 min followed by 6.5 min
of continued growth while increasing temperature to 800 °C. (b) Cr film grown at 100 W at
700 °C for 8 min. (c) Cr film grown at 100 W at 500 °C for 8 min. (d) FeRh film grown at 25 W
at 450 °C for 3 min followed by 25 min of continued growth while increasing temperature to
800 °C. At higher temperatures, the substrate surface may not wet completely during growth,
resulting in a shading effect and holes or islands rather than continuous films.

2.3 Lithography

Some measurements and experiments require some sort of nano- or micro-structure rather

than a continuous film. Structures such as wires in this work were fabricated through lithography

from thin films that were grown by sputtering. Lithography is a process in which selective areas

of a substrate or sample are covered by a protective material, a polymer called a resist, followed
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by an etch or deposition process, which results in patterned features rather than a continuous film.

For samples that required patterning in this work, this involved lithography after depositing a

continuous thin film and etching of areas not protected by the resist. The basic steps involved are

summarized in Fig. 2.8. Initially, the films have been deposited by sputtering and the sample is

cleaned. The liquid resist is then spin coated to a thin continuous layer over the film. This resist,

called a negative resist, is selectively exposed to radiation in certain areas. In the areas of exposure,

the crosslinking between molecules increases (for a positive resist, it would decrease). The sample

is then immersed in a developer which dissolves the areas of low crosslinking, leaving behind a

pattern of resist on top of the continuous film. The sample is then etched (see Section 2.3.2), so

the film material is removed and the substrate is exposed in all the areas not protected by the resist.

Once the resist is dissolved, what remains is the desired pattern or structure on the substrate.

Figure 2.8: Steps of the UV photolithography process with negative resist. Initially, samples
consist of a substrate and a continuous film. A polymer negative resist is deposited on top of the
film by spin coating. The resist is then exposed to UV radiation in some pattern, which results
in an increase in the crosslinking properties of the exposed parts of the resist. The sample is
then immersed in a development solution which dissolves the areas that have not been exposed
to radiation. The regions of the film that are not covered by resist are etched and the resist is
dissolved, leaving the desired patterns of material on the substrate.
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There are two types of lithography used for samples in this work, UV photolithography

and electron beam lithography. Photolithography is the preferred method for features larger than

1 µm and electron beam lithography for structures on the order of 10-100 nm, since the resolution

of a given method of lithography is determined by the diffraction limit of the radiation and the

resist used in the process.

2.3.1 UV Photolithography

UV photolithography uses UV light, in this case 365 nm wavelength, as the method of

exposure of patterns. As a result, the smallest resolvable features are roughly 1 µm. There are

different methods of selectively exposing certain areas of the films. The one used here, which

is highly scalable, is with use of a photomask. A photomask is a large glass (or some material

transparent to the relevant wavelength light) plate that has the desired pattern features printed on

top with an opaque material, often Cr. During the lithography process, the surface of the film

with the photoresist layer is pressed into contact with the photomask and exposed to UV light.

The specific process used for most photolithography conducted in this work is as follows.

To begin, samples are cleaned in acetone with sonication for at least five minutes. They are then

rinsed with isopropyl alcohol, dried using compressed high-purity nitrogen, and baked briefly on

a hot plate at 100 or 150 °C to remove any moisture. A photoresist, either the positive photoresist

Clariant AZ 1518 or the negative photoresist Futurrex NR9-1500-PY, is spin coated onto the

film to achieve a uniform 1 µm to 2 µm layer and the sample is then transferred to a hot plate

for a soft bake. Exposure occurs in a Karl Suss MA6 Mask Aligner, which brings the sample

into direct contact with a mask and exposes it to UV light from a mercury light for a specified

amount of time. The samples are once again transferred to a hot plate for a post-exposure bake if

necessary for the chosen resist. The development of the photoresist occurs with light agitation

in a developer solution and is followed by a deionized water rinse and drying with compressed

high-purity nitrogen. The specific parameters required for two photoresists is given in Table 2.1.
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Table 2.1: Process parameters for the UV photolithography process for two photoresists used in
this work. Clariant AZ 1518 is a positive photoresist, meaning areas that are exposed to UV
light can be more easily dissolved. Futurrex NR9-1500-PY is a negative photoresist, meaning
areas that are exposed to UV light are polymerized or crosslinked and will less easily dissolve.

Photoresist Clariant AZ 1518 (positive) Futurrex NR9-1500-PY (negative)

Spin Coat 5000 rpm for 40 s 4500 rpm for 30 s
Soft Bake 100 °C hot plate for 65 s 150 °C hot plate for 2 min
Exposure direct contact with mask for 8 s direct contact with mask for 11 s

Post-Exposure Bake none 100 °C hot plate for 2 min
Development Clariant AZ 300 MIF for 40 s Futurrex RD6 for 11 s

Film Etch depends on film material depends on film material
Resist Removal acetone for 5 min acetone for 5 min

At this point in the process, the features that are desired are patterned above the continuous

film. The unexposed areas can be etched (see Section 2.3.2). Finally, the sample is cleaned in

acetone with sonication for 5 minutes or until all of the photoresist has been dissolved from the

sample.

Rather than beginning with a continuous film and etching away sections of a film, it

is possible to create a pattern on a substrate with photoresist, deposit a film, and dissolve the

photoresist to remove just the areas of the film that are above the photoresist. This process is

called liftoff. Liftoff is not possible for creating the wires and structures in this work because

the deposition requires a clean, smooth, and crystalline surface for epitaxial film growth. The

presence of contaminants from the above process and the resist features will prevent good epitaxy

in films. Depositions are also usually done at high temperatures which would burn the resist and

contaminate the deposition chamber. However a second UV photolithography process involving

liftoff was used to deposit Au contacts to wires grown for electric transport measurements to

provide an optimal surface for wirebonding. Fig. 2.9 shows an optical microscope image of a

sample patterned for transport measurements into a Hall cross, which allows for current flow

along a 5 µm wide wire and provides contacts to points along the wire which can be used for
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longitudinal and transverse voltage measurements, which are used to measure magnetoresistance

and Hall resistance. This sample was grown as a continuous film by sputtering and then patterned

by UV lithography and dry etching (see Section 2.3.2). A second UV lithography process was

conducted to deposit Au contacts using liftoff.

Figure 2.9: Optical microscope image of a Hall cross patterned by UV lithography from a
continuous film of Dy. The film was grown by sputtering. The Hall cross pattern with 5 µm
wide wires and 0.5 mm by 0.5 mm contact pads was formed on top of the film with a layer of
photoresist by UV lithography. This was followed by a dry etch process to remove all areas
of the film except those protected by the photoresist, which was subsequently dissolved from
the sample. A second lithography process was then undertaken using a liftoff process in order
to deposit a thick (several hundreds of nm) layer of Au on top of the contact pads for ease of
wirebonding for magnetotransport measurements.

2.3.2 Dry Etching

The process of removing material from a substrate is called etching. Wet etching uses a

liquid chemical as the etchant to dissolve or chemically alter and remove exposed surfaces. It is

easier as it requires no specialized equipment, only the chemical and a working surface, but the

etching often occurs isotropically, so it is difficult to get the straight edges desired for devices and

often impossible to get nanometer scale structures if using for the lithography processes relevant

for this work. Dry etching, or plasma etching, removes material from the sample through ion

bombardment. It is more expensive but allows for more well-defined features.
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The methods of dry etching relevant to this work are sputter etching and plasma etching,

which can be combined in reaction ion etching (RIE). Sputter etching works identically to sputter

deposition including using an inert gas such as Ar, but in this case, the sample is the cathode and

is bombarded by ions rather than a material target. Plasma etching is more of a chemical process

where various gases, when ionized and used to bombard the sample material, react chemically

to form a new gaseous material that escapes from the sample. RIE combines these processes,

so samples are bombarded with ionized gases which both eject atoms and chemically etch the

material.

Table 2.2: Process parameters for the etch processes used to pattern films in this work.

Etch process Ar sputter etch Cr etch O2 plasma etch

RF Bias 200 W 60 W 100 W

Gas Flow Rate [sccm] Ar: 40
O2: 3

O2: 50
Cl2: 50

Pressure [mTorr] 20 200 50

Approximate etch rate [nm/min] FeRh: 3.2
Cr: 2.9

Mn3AN: 1.6

Most of the etching of samples in this work was done in the Nano3 cleanroom facility,

part of the San Diego Nanotechnology Infrastructure (SDNI) of UC San Diego, in an Oxford

Plasmalab 80 Plus RIE. Mn3AN and FeRh films were etched using an Ar sputter etch process.

Cr films were etched by RIE with the etchants being Cl2 and O2 (the chemical material formed

in the chemical process during bombardment is CrO2Cl2). The other etch process used in this

work was an oxygen plasma etch to remove PMMA resist during electron beam lithography (see

Section 2.3.3). A summary of these processes and the approximate etch rates is given in Table 2.2.
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2.3.3 Electron Beam Lithography

Photolithography cannot be used to resolve structures much smaller than 1 µm. Electron

beam lithography (or e-beam lithography) can be used to pattern nanostructures. The process is

very similar to photolithography, but the method of exposure is a focused electron beam that scans

a pattern into an electron-sensitive resist. This process is much slower than the quick exposure of

the masked sample in photolithography since it depends on the beam spot size and the rate of

scanning, but, depending on the e-beam writer and the resist used, it can create features down

to around 10 nm in scale. Fig. 2.10 demonstrates features as small as 74 nm patterned from

a thin film of Cr by e-beam lithography at the Nano3 cleanroom facility at UC San Diego. It

also requires more intensive and expensive equipment, so it is not easily scalable for industry

applications. However, it is useful for studying nanoscale effects and interactions in materials.

Figure 2.10: SEM images of a 74 nm wide Cr wire patterned by e-beam lithography. The wire
has several intersecting wires that can be used to make contact for voltage measurements. There
is some PMMA/HSQ resist that has not been removed from some of the features here.

The e-beam lithography process looks very similar to the UV lithography process. One

key difference is that a different resist must be used, one whose solubility is changed by an

electron beam rather than by UV radiation. Hydrogen silsesquioxane (HSQ) is a resin that acts

as a negative resist in this setting. It has been shown to achieve sub-10 nm wide lines [58], so

it is a good candidate for the fabrication of nanowires in this work. However, the removal of

HSQ is difficult in the final step after etching the films, so this process involves the use of an

104



underlayer of polymethyl methacrylate (PMMA), which is a polymer material, and dissolves

well in acetone. PMMA can also be a positive resist for e-beam lithography, but in this case, the

PMMA has less exposure to the electron beam and is not soluble in the solution that is used to

develop the HSQ. So the combination of the high-resolution negative resist properties of HSQ

and the ease of removal of PMMA has been shown to be advantageous in e-beam lithography

[59]. Another benefit of this process is that HSQ adheres better to PMMA than to some materials,

such as the Cr films with a thin native oxide layer on top, so the HSQ patterns were less likely to

wash away in the developer. After development, the PMMA is removed from exposed areas by

oxygen plasma etching prior to the film etch process.

Figure 2.11: Steps of the e-beam lithography process. Initially, samples consist of a substrate
and a continuous film. A layer of PMMA resist and then a layer of HSQ resist are spin coated
onto the sample. The HSQ is then exposed to an electron beam in some pattern, which results
in an increase in crosslinking in the exposed parts of the resist. The sample is then immersed
in a developer which dissolves the areas that have not been exposed to the electron beam. The
sample undergoes oxygen plasma etching, which removes exposed areas of PMMA. Then the
exposed areas of the film are etched. Finally, the films is put in acetone, which will dissolve the
PMMA and remove all resist from the samples, leaving only the desired patterns of material on
the substrate.
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The e-beam lithography process is laid out in Fig. 2.11 and Table 2.3. The sample is

cleaned in acetone with sonication for at least five minutes, rinsed with isopropyl alcohol, dried

using compressed high-purity nitrogen, and baked on a hot plate at 100 or 150 °C for at least

2 min to remove any moisture. The first resist, MicroChem PMMA A3, is spin coated at 6000 rpm

for 1 min, and the sample is transferred to a hot plate to bake at 180 °C for 1 min. Next, the

second resist, Dow Corning XR 1541 6%, which consists of a HSQ resin in a carrier solvent

of methylisobutyl-ketone (MIBK), is spin coated at 5000 rpm for 1 min. The sample is baked

again on a hot plate at 120 °C for 2 min. Exposure is done in a Vistec EBPG 5200 in the Nano3

cleanroom facility at UC San Diego. The electron beam scans the desired pattern, delivering an

optimized dose (in this work, 850 µC/cm2 to 950 µC/cm2). Following exposure, the sample is

developed in Clariant AZ 300 MIF for 60 s and rinsed in deionized water for 60 s.

Table 2.3: Process parameters for the electron beam lithography process used in this work.

Spin Coat MicroChem PMMA A3 Resist 6000 rpm for 1 min
Bake 180 °C hot plate for 1 min

Spin Coat Dow Corning XR 1541 6% Resist 5000 rpm for 1 min
Bake 120 °C hot plate for 2 min

Exposure electron beam dose of 850-950 µC/cm2

Development Clariant AZ 300 MIF for 60 s
PMMA Etch 100 W plasma etch in 50 mTorr O2 for 50 s

Film Etch depends on film material
Resist Removal acetone for 3-5 hr

After development, the desired pattern of HSQ has been written onto the film. However

there is still the layer of PMMA which is covering the entire area of the film. PMMA can be

removed by dry etching with an oxygen plasma. Then the film is exposed and etched. After

etching, the remaining PMMA/HSQ atop the features is removed by immersing the sample in

acetone and sonicating for 3-5 hr.

The e-beam lithography process does not allow for the entire pattern to be exposed at
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(a) (b) (c)

Figure 2.12: Microscope images of an 800 nm Cr wire fabricated by e-beam lithography: (a)
the continuous Cr film and pattern of HSQ resist after development but before etching, (b)
the patterned Cr wire after e-beam lithography and etching, (c) the patterned Cr wire after
UV photolithography and deposition of Au contacts for electric transport measurements. The
magnification of (a) and (b) is twice the magnification of (c).

the same time, as can be done with the photomask in UV lithography: it must be written into

the resist with a finite beam spot size and current. This, along with the extra time required for

establishment of vacuum and alignment of the sample, means this is a much slower process than

photolithography. So the nanowires in this work were fabricated with e-beam lithography first and

then Au contacts to the wires were deposited using the liftoff method of UV photolithography. An

example of this is shown for an 800 nm Cr nanowire in Fig. 2.12. Fig. 2.12(a) shows the sample

after development but before etching, when there is a continuous Cr film and a continuous layer

of PMMA but the remaining HSQ shows the nanowire pattern. Fig. 2.12(b) shows the same wire

after the e-beam lithography process is complete, with just patterned Cr on the MgO substrate.

After this, Au contacts to the Cr features were fabricated using UV photolithography with liftoff,

as seen in Fig. 2.12(c).

2.4 Magnetometry Measurements

There are many techniques for measuring the volume or surface magnetization of a sample.

In this work, the volume magnetization of different samples is an important measure of the quality

of samples or the magnetic phase that the samples are in. The technique used most often in this
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work to quantify a sample’s magnetization is vibrating sample magnetometry (VSM), which is

capable of measuring the volume magnetization of a material with relatively small moments,

down to roughly 1.0× 10−7 emu, to a high degree of accuracy. This is required for thin film

work in which the measurements are often conducted on small amounts of material with small

magnetic moment. The measurement of magnetic moment in some samples, those of Chapter 4,

requires even greater sensitivity, so VSM is used in conjunction with a Superconducting Quantum

Interference Device (SQUID) sensor to measure signals down to about 1.0×10−8 emu.

2.4.1 Vibrating Sample Magnetometry (VSM)

The VSM device was developed and published in 1959 by Simon Foner at MIT’s Lincoln

Laboratory [60] and patented in the 1960s [61, 62]. A VSM exploits Faraday’s law of induction,

which states that a changing magnetic field will induce an electromotive force (emf) in a closed

circuit:

ε =− d
dt

ΦM =− d
dt

∫∫
B(t) ·dA

where ε is the induced emf, ΦM is the magnetic flux through the circuit, dA is an element of the

surface defined by the circuit, and B(t) is the magnetic field through that element. It follows

that if a material that has a non-zero magnetization is moved near a loop of wire, there will be a

detectable current that flows through the wire, giving a measure of the change in flux.

A VSM is designed to vibrate a uniformly magnetized sample, as the name suggests. One

possible setup is shown in Fig. 2.13, with the sample vibrating perpendicular to the plane of

a coil of wire, referred to as a pickup coil, which experiences a changing magnetic field. The

configuration of pickup coils can vary widely, but two coils aligned like this is common in VSM

systems. Assuming the direction of vibration to be ẑ, the emf is

ε =−
(

dΦM

dz

)(
dz
dt

)
.
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Figure 2.13: Schematic demonstrating the motion of a magnetized sample oscillating near a
pickup coil.

Because the sample position is oscillating with frequency f and amplitude A0, the induced voltage

in the coil will be sinusoidal. For this configuration, the induced voltage in the coil is

Vcoil ∝ 2π f mA0 sin(2π f t),

where m is the magnetic moment of the sample. So, after conducting a calibration to get the coil

voltage for a known reference (such as a magnetized ferromagnetic sample of known quantity),

the voltage in the coil can be used to determine the magnetic moment parallel to the direction of

vibration for other samples.

2.4.2 Superconducting Quantum Interference Device (SQUID)

A SQUID consists of a superconducting ring with two narrow insulating gaps called

Josephson junctions, as shown in Fig. 2.14. In the absence of a changing magnetic field, current

will flow equally across the two sides of the ring, tunneling across the Josephson junctions.

However, in the presence of a changing magnetic flux through the ring, Faraday’s Law applies

and there’s an induced current around the ring. The result is an increase in current across one

side of the ring and decrease across the other side. As a magnetic field is linearly increased, a
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voltage measurement across the device will oscillate due to the properties of current flow and the

quantization of magnetic flux through a superconducting ring. Each full wavelength of voltage

oscillation corresponds to a change of one flux quantum (h/2e = 2.07×10−15 Tm2) through the

ring. This provides a far more sensitive detector of changing magnetic fields than the traditional

pickup coils used for VSM measurements.

Figure 2.14: Schematic of a superconducting quantum interference device, which consists of
narrow insulating gaps, Josephson junctions, separating both sides of a superconducting ring
and allows for very sensitive measurements of change in magnetic flux.

2.4.3 Magnetometry Measurement Systems

There are three measurement systems at UC San Diego on which magnetometry mea-

surements were conducted. These include a Quantum Design VersaLab Measurement System

(VersaLab) and a Quantum Design Physical Property Measurement System (PPMS) in Professor

Eric Fullerton’s lab and a Quantum Design Magnetic Properties Measurement System (MPMS)

in Professor Jeffrey Rinehart’s lab. All are capable of multiple types of measurements. All three

systems provide a sample environment with controllable temperature and applied field, easily

allowing for measurements of moment vs. applied field at a fixed temperature and moment vs.

temperature at a fixed field. This applied field is static during measurement of the moment, so it

will not alter the moment measured for VSM- or SQUID-based measurements.
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Figure 2.15: Components of a Quantum Design Vibrating Sample Magnetometer. The VSM
option for Quantum Design systems consists of a linear motor that a sample rod. A sample is
attached to the rod and oscillates between two pickup coils. Figure reproduced with permission
from [63]. Copyright 2009 by John Wiley & Sons, Inc.

The Quantum Design VSM option, shown in Fig. 2.15, is used in conjunction with the

PPMS and the VersaLab. It consists primarily of the VSM head (which contains the linear motor),
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a sample rod, and a coilset (which contains two pickup coils and a thermometer). The oscillation

amplitude can be adjusted from 0.1 mm to 5 mm and the frequencies from 1 Hz to 60 Hz. For

all VSM measurements in this work, a typical oscillation amplitude of 2 mm and frequency of

40 Hz were chosen. There are two coilsets that can be used, a standard bore coilset with diameter

6.3 mm and coil separation 9 mm and a large bore coilset with diameter 12 mm and coil separation

12.2 mm. Typically, the standard bore can measure moments down to around 6×10−7 emu and

the large bore can measure to roughly 1.5×10−6 emu [64, 65].

The fields and temperatures that can be achieved for measurements differ depending on

whether the VSM is installed on the PPMS or the VersaLab. The PPMS contains a longitudinal

solenoid magnet. It allows for measurements in fields up to ±9 T and a sample temperature range

of 1.8 K to 400 K [66]. The VersaLab has a conduction-cooled superconducting magnet and

can achieve fields up to ±3 T and has a temperature range of 50 K to 400 K [67]. There is an

additional option, the VSM Oven option, which facilitates measurements in the range 300 K to

1000 K and has a noise floor about an order of magnitude higher than previously stated for the

traditional VSM measurements [68].

The MPMS uses a SQUID sensor with the VSM option to vibrate a sample and measure

smaller moments with less noise than possible in the PPMS or VersaLab. It can measure moments

down to about 5×10−8 emu with a sample temperature range of 1.8-400 K and in fields up to

±7 T [69]. While VSM measurements in the PPMS or VersaLab may be sensitive enough for

ferromagnetic films, measurements of moment of antiferromagnetic or ferrimagnetic films may

be better conducted in a MPMS.

VSM and SQUID measurements of low moment materials are complicated in practice by

the presence of a background signal. The sample holder that a given sample is attached to will

contribute a moment to the measurement in the presence of a magnetic field, as will the substrate

if applicable. The sample holder and substrate are usually diamagnetic or paramagnetic, meaning

they have a small susceptibility and the measured moment will vary linearly with magnetic field
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Figure 2.16: Correction of a VSM measurement of a 28.5 nm FeRh film on a MgO (001)
substrate by subtraction of the diamagnetic background. (a) The measured signal of moment
vs. magnetic field at 250 K is shown in blue. The non-ferromagnetic susceptibility (primarily
the sample holder and substrate) is found by fitting the high or low field measurements to a
straight line with slope shown in orange. The ferromagnetic signal shown in purple is found
by subtracting this background from the measured moment. (b) The measured moment vs.
temperature for the same sample is shown in green. The background signal varies some with
temperature in the range 250-400 K, but this is assumed to be negligible for the purposes of
this work. The purple data shows the moment vs. temperature with the diamagnetic moment
found from (a) subtracted out, demonstrating a high temperature high moment regime and a low
temperature low (and positive) moment regime for the FeRh film.

and may have a known or measurable temperature dependence. So this signal could be subtracted

from the measured signal. An example of this is shown in Fig. 2.16 for a 28.5 nm FeRh film

grown on MgO (001) and capped with 1 nm Si3N4. Fig. 2.16(a) shows the moment vs. magnetic

field for this film at 250 K in blue. There is a hysteretic region around zero field and negative

susceptibility regions at low and high field. This can be broken into a ferromagnetic signal and a

negatively sloped linear signal. The linear fit to low and high field regions is shown in orange and

primarily comes from the diamagnetic background (sample holder and substrate). Subtracting

this from the measured data leave the purple data points, which is assumed to be a ferromagnetic

signal coming from the FeRh film.

The moment vs. temperature measurement for this sample is given in green in Fig. 2.16(b)

and includes the contribution from the FeRh film as well as the sample holder and substrate. The
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susceptibility of the background will vary some with temperature, but in the temperature range of

250-300 K and at 1 T applied field, this is assumed to be negligible compared to the change in

ferromagnetic signal in the film. So the moment vs. temperature contribution from just the FeRh

film is found by subtracting the background moment at 1 T and 250 K and shown in purple. The

FeRh film has a large positive moment at high temperature and exhibits a hysteretic transition

to a low temperature state with low but positive moment. This behavior will be discussed in

Chapter 5.

2.5 Magnetoresistance Measurements

Magnetoresistance measurements are made in a wide variety of conditions depending on

the material and property being studied. For the work here, control of sample temperature and

applied external field were required. Most transport measurements were made at UC San Diego

in the PPMS or VersaLab systems that were introduced in Section 2.4.3. One experiment was

conducted at the High Field Magnet Laboratory (HFML) located in Nijmegen, Netherlands.

The simplest measurement of resistance in a material is to have two points of contact and

either apply a small voltage and measure the current flow or apply a small current and measure

the voltage. The resistance can be determined by Ohm’s law, V = IR where V is the applied

voltage, I is the current, and R is the resistance. One problem with this measurement is that the

measured resistance includes contributions from the wire and the points of contact, as shown in

Fig. 2.17. For this reason, we use four-probe measurements of resistance, where current flows

between two points of contact in the sample and the voltage is measured between two different

points. This eliminates some noise and makes it easier to measure subtle magnetoresistive effects.
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Figure 2.17: Representation of two-probe vs. four-probe resistance measurements. With a
four-probe measurement, the measured voltage or resistance does not include contributions from
the wire and points of contact, allowing for a more precise measurement of sample resistance.

2.5.1 Measurement Systems

In-House Transport Measurement Systems

There are two measurement systems at UC San Diego used for transport measurements in

this work. These are the PPMS and the VersaLab. As stated in Section 2.4.3, the PPMS is capable

of measurements in fields up to ±9 T and temperatures of 1.8 K to 400 K [66]. The Versalab can

make transport measurements in fields up to ±3 T and temperatures of 50 K to 400 K [67]. Most

measurements relevant to this work were made in the PPMS, where the DC resistance option can

measure resistances of 10 µΩ to 5 MΩ [66].

Measurements in High Fields at the High Field Magnet Laboratory (HFML)

One experiment, presented in Section 5.2, involved measurements conducted at the High

Field Magnet Laboratory (HFML). HFML is a part of the European Magnetic Field Laboratory,

which is focused on promoting the study of science in high magnetic fields. HFML conducts

various types of research requiring very high magnetic fields and currently can achieve fields up

to 37.5 T. The work done for this dissertation was conducted in Cell 5, shown in Fig. 2.18, with

a Bitter magnet that can produce fields up to ±33 T. The temperature range achievable within

the sample chamber was 4.6 K to 280 K. Transport measurements were made using a lock-in
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Figure 2.18: Picture of Cell 5 at the High Field Magnet Laboratory.

amplifier with an applied AC current of 275 nA.

2.6 Measurements Involving X-Rays

In Section 1.5, the interaction of x-rays with matter was introduced. The broad categories

of x-ray techniques relevant to this dissertation are x-ray diffraction, x-ray reflectivity, and x-ray

magnetic circular dichroism (XMCD). Here, we will discuss the experimental aspects of these

measurements, including the equipment or facilities required for the production of x-rays.
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2.6.1 X-Ray Techniques

X-Ray Diffraction

In this work, x-ray diffraction is used extensively to determine crystal structure of thin

films. While the specifics of the x-ray sources and detectors are different depending on the

experiment and facility, there are some basics of the measurement that are universal. Fig. 2.19

shows the basic experimental setup of most diffraction measurements. In order to measure

diffraction from a film, we need some kind of x-ray source with a focused monochromatic x-ray

beam directed at the film with incident angle ω with respect to the surface. An x-ray detector

measures the intensity of x-rays at an angle 2θ with respect to the x-ray source.

Figure 2.19: Schematic of the experimental setup of an x-ray diffraction measurement. X-rays
from a source are directed at a sample with incident angle ω with respect to the sample surface.
The intensity of x-rays that are scattered at an angle 2θ with respect to the incident angle are
measured as a function of ω and/or 2θ.

There are several types of scans that are measured in this geometry. The most common

x-ray diffraction measurement is the coupled scan or a θ-2θ scan, where the source and detector

move simultaneously so that ω = θ. This gives equal angles of incidence and scattering relative

to the sample plane and corresponds to the example shown in Fig. 1.12. Coupled scans are plotted

as intensity vs. 2θ, and exhibit peaks that correspond to diffraction from specific planes of the

film according to Bragg’s law in Eq. 1.30. Another useful scan is the rocking curve, where the

detector is set at the angle 2θ at which a specific reflection occurs and a scan of intensity vs.

117



angle ω is conducted. A perfect crystal will have a very sharp peak, but defects such as mosaicity,

strain, dislocations, curvature, and inhomogeneity will result in a broadening of the rocking curve.

The width of the peak, usually given as the full width at half of the maximum intensity (FWHM),

is then a measure of the crystalline quality of the film.

The geometry shown in Fig. 2.19 implies an out-of-plane measurement of the x-ray

diffraction, which will limit available reflections to those from planes parallel to the film surface.

In-plane measurements are also possible, though more difficult for thin films due to the small

footprint of the x-ray beam on the sample. The idea is the same, with the sample rotated in a way

that ω refers to the angle between the x-ray beam and the relevant lattice plane.

We include time-resolved measurements of x-ray diffraction in this work. The principle

is the same: measurements of specific reflections are used to get information about the crystal

structure. However we assume that the crystal structure is changing as a function of time following

a stimulus. This requires a sort of instantaneous diffraction measurement at different times to

study the evolution of the structure. In practice, instantaneous measurements are of course not

possible, so pulses of x-rays are used and give a sort of time average of the structural evolution

over the pulse width in time. The facilities and brilliance available at synchrotron and x-ray free

electron sources make these measurements possible.

X-Ray Reflectivity

An x-ray reflectivity measurement is conducted in the same way as an x-ray diffraction

measurement, but at small angles of incidence and scattering, sometimes referred to as grazing

incidence. A coupled scan plotted as intensity (on a log scale) vs. 2θ shows how the scattering

intensity evolves above the critical angle, giving information in films about the densities of the

materials, the relative densities of the materials, the film thicknesses, and the roughness of each

interface.
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X-Ray Magnetic Circular Dichroism (XMCD)

Measurements of x-ray magnetic circular dichroism (XMCD) can be carried out in a

few geometries. The basic experimental setup involves left- or right-circularly polarized x-rays

incident on a sample in a magnetic field. The intensity of x-rays incident on and fluoresced from

or transmitted through a magnetized sample is recorded as a function of energy, giving a measure

of the absorption coefficient for that polarization. Differences between the absorption between the

two polarizations near absorption edges allows for measurement of the orbital and spin moments

of specific atoms.

2.6.2 X-Ray Sources

A crucial part in setting up these experiments is the nature of the x-rays that are used in

the measurement. In discussing the scattering of x-rays from a crystal, we required each x-ray to

be of a particular energy and incident at the same angle. The polarization of the x-rays influences

the measured intensity and can be a critical factor of some measurements. And often the most

important factor is the intensity of the incident beam, when reflections or features in the diffraction

that we seek to resolve are very small and require a very high flux of x-rays. Here we will discuss

the x-ray tube, the source that is common in laboratories and very useful in studying static crystal

ordering, particularly in large crystals. Then we will talk briefly about synchrotron and x-ray

free electron laser facilities, which provide orders of magnitude improvement in x-ray intensities

and coherence and allow for more complicated techniques such as time-resolved diffraction

measurements.

The X-Ray Tube

The x-ray tube is the simplest of x-ray sources, exploiting the emission of radiation that

occurs when a charged particle rapidly decelerates. It is essentially a vacuum tube that contains
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a cathode and an anode. When a very high voltage is applied, often on the order of 50 kV, the

cathode emits electrons which accelerate through the tube towards the anode. These electrons

impact the anode, and some of the kinetic energy they lose during this collision is emitted

incoherently in all directions as radiation called braking radiation or bremsstrahlung (and the rest

is lost as heat).

The spectrum of emitted radiation from an x-ray tube depends on the anode material and

the voltage applied and will be a continuous spectrum over a fairly broad range of wavelengths.

When the voltage is high enough, this spectrum will contain sharp peaks in intensity called

characteristic lines at wavelengths specific to the anode material. This comes from electrons

in inner shells of atoms being ejected during the electron bombardment and the emission of

radiation when an electron in an outer energy level transitions to the vacant lower energy level.

The lines are identified by the energy transition that they correspond to. The three strongest lines

are the Kα1, Kα2, and Kβ lines, and sometimes the Kα1 and Kα2 lines cannot be resolved and are

referred to as Kα. Kα refers to a transition from an L shell with principal quantum number n = 2

to a K shell where n = 1. Kβ refers to a transition from an M shell where n = 3 to a K shell. With

a high enough voltage, the intensity of these lines will increase and the radiation from the x-ray

tube will be dominated by the characteristic energies. Filters can be used to reduce the intensity

of unwanted peaks so that one energy in particular can be used for measurements. An example of

this is for a copper anode, where the intensity of the Kα and Kβ lines are quite strong. A piece

of nickel foil can be used as a filter to significantly attenuate the Kβ radiation. The resulting

spectrum of energies from the x-ray tube is not perfectly monochromatic, which is reflected

in x-ray diffraction measurements with added intensities (diffuse from the overall continuous

spectrum or localized to specific angles from the other characteristic lines) at unexpected angles,

but the overall diffraction is dominated by the scattering with a single energy.
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(a) (b)

Figure 2.20: Picture of the Rigaku SmartLab X-ray Diffractometer in the Center for Memory and
Recording Research Materials Characterization Facility, part of the San Diego Nanotechnology
Infrastructure at UC San Diego.

Rigaku SmartLab X-Ray Diffractometer

Laboratory x-ray diffraction and reflectivity measurements included in this work to

characterize crystal ordering and film properties (thicknesses, roughness) were made on one of

three Rigaku SmartLab X-ray Diffractometer systems. They have a Cu anode, so the dominant

x-ray energy is 8.04 keV (or wavelength 0.15406 nm). Both out-of-plane and in-plane diffraction

measurements are possible.

In this work, most of the room temperature x-ray characterization of films occurred on the

diffractometer shown in Fig. 2.20, located in the Center for Memory and Recording Research

Materials Characterization Facility, which is part of the San Diego Nanotechnology Infrastructure

at UC San Diego. Static x-ray diffraction as a function of temperature was measured using similar

diffractometers with temperature stages in Professor Oleg Shpyrko’s lab at UC San Diego in

Chapter 4 or in Professor Vojtěch Uhlíř’s lab at CEITEC – Brno University of Technology in
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Chapter 5.

X-Ray Synchrotron Sources

Laboratory x-ray sources are good enough for some basic measurements of crystal

structure, but their relatively low intensity incoherent x-ray beams that are non-monochromatic are

inadequate for many experimental techniques. So other sources of x-rays have been developed to

provide opportunities for these experiments to be conducted. One such category is the synchrotron

light source, which has provided a huge advancement in research. Synchrotron radiation is the

radiation emitted by a charged particle traveling at relativistic speeds that accelerates perpendicular

to its velocity. The most obvious example of this kind of perpendicular acceleration would be

that of an electron traveling in a magnetic field. Synchrotron light sources use magnetic fields to

curve the path of relativistic electrons, resulting in a cone of emitted x-ray radiation tangential to

the electron path.

A simple schematic of synchrotron facilities is shown in Fig. 2.21. The source of the

electrons is often an electron gun, which consists of an electrode that releases electrons through

thermionic emission when heated. Bursts or bunches of these electrons are accelerated into a

linear accelerator (LINAC), where a series of radio cavities accelerate the electrons to relativistic

speeds with energies on the order of hundreds of MeV. From here, they are injected into the

booster ring with additional radio cavities to increase their energy to the order of several GeV.

These electrons are injected into the main storage ring, with attention paid to the timing to ensure

equally spaced electron bunches within it. The storage ring usually consists of a series of straight

segments and turns. The straight segments contain insertion devices called wigglers or undulators

(shown schematically in Fig. 2.22), alternating dipole magnets that result in a sinusoidal electron

path and the emission of x-ray radiation with much greater intensity than what is achievable with

a simple circular path of the electrons. The turns are achieved with bending magnets to redirect

the electron path. The storage ring will also contain a radio cavity to boost the electron energy

122



Figure 2.21: Simple schematic of an x-ray synchrotron facility. Electrons are produced in the
electron source, directed in bunches or bursts to a linear accelerator (LINAC) to accelerate them
to hundreds of MeV, injected into a booster ring to accelerate them additionally to energies of
several GeV, and then injected into the main storage ring. In the storage ring, they travel through
a series of insertion devices (where they emit high intensity x-ray radiation which are directed
to beamlines) and bending magnets to turn their path.

(which has been reduced due to the emitted radiation) with each rotation. At the end of each

straight segment in the storage ring is a beamline that uses the x-ray radiation produced in the

storage ring for various experimental techniques.

Figure 2.22: Schematic of the electron path and x-ray emission through an undulator or wiggler.
A structure of alternating dipole magnets bend the path of the electrons and result in radiation
emitted in cones as shown.
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Because the electrons are grouped into bunches, the x-ray radiation at beamlines arrives in

discrete equally-spaced pulses, which allows for time-resolved techniques, such as pump-probe

experiments. In these experiments, a sample is pumped, meaning it is excited or stimulated in

some way, such as with an optical pulse, and then the response is probed at various times after

the pump, for example with x-ray diffraction. The energy spectrum and intensity of the x-rays

emitted from the electrons can be manipulated by the nature of the insertion devices. Wigglers

are designed for a large amplitude oscillation of the electron’s path and radiate a higher intensity

of photons with a broader range of energies and the radiation is incoherent. Undulators have a

smaller amplitude oscillation, resulting in a much lower total flux but at a single frequency with a

more focused and coherent beam. The total length of wigglers and undulators that are used in

synchrotrons is on the order of several m, with an alternating dipole magnet period on the order

of several cm.

Some of the properties of the radiation from different x-ray sources that are compared

include the number of photons produced per second and the cross-sectional area, angular di-

vergence, and bandwidth of the beam. The brightness or brilliance is used to compare these

products, defined as the number of photons per second per cross sectional area per solid angle per

bandwidth, usually reported with units
[

photons
s(mrad)2(mm)2(0.1% bandwidth)

]
, which reflects the desire for

a focused, monochromatic, high-intensity coherent beam. The best third-generation synchrotron

light sources have brilliance ten orders of magnitude higher than the best laboratory-based sources,

allowing for much more sensitive x-ray measurements. These facilities are very expensive and

intensive to build and maintain, but their usefulness in advancing scientific research is massive.

The Advanced Photon Source (APS)

Argonne National Laboratory (ANL) in Lemont, IL is funded by Department of En-

ergy (DOE) and contains many different laboratories and facilities conducting a wide range of

scientific research. One of these facilities is the Advanced Photon Source (APS), which is a
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third-generation x-ray synchrotron facility with electron energy in the storage ring at the APS is

7 GeV, allowing for hard x-ray measurements. The maximum brightness at the APS is on the

order of 1019 photons/s/(mrad)2/(mm)2/(0.1% bandwidth). It is split up into 35 sectors, each

containing at least two beamlines, set up for a wide range of different experimental techniques.

As of the publication of this work, the APS is undergoing an upgrade that promises an improve-

ment in brightness and coherence of the x-rays by over three orders of magnitude as well as the

development of additional beamlines [70, 71].

In Chapter 4, x-ray diffraction measurements of thin film Mn3AN made at instrument

7-ID-C at the APS are shown. Beamline 7-ID is set up for time-resolved x-ray scattering and

spectroscopy. Hutch 7-ID-C has a few fs laser excitation sources available to conduct laser-pump

x-ray diffraction probe measurements [72]. X-ray diffraction measurements of thin film Cr made

at instrument 8-ID-E, which is dedicated to grazing incidence x-ray scattering, are presented in

Section 3.2 [73].

The European Synchrotron Radiation Facility (ESRF)

The European Synchrotron Radiation Facility (ESRF) is a hard x-ray synchrotron facility

in Grenoble, France that is a collaboration of over 20 countries, with most of their operat-

ing budget coming from European countries. It has a maximum brightness on the order of

1021 photons/s/(mrad)2/(mm)2/(0.1% bandwidth) and over 40 beamlines set up for different

experiments [74]. Beamline ID12 is set up for x-ray absorption and spectroscopy measurements

with x-ray energy range of 2-20 keV and polarization controlled by a helical undulator [75]. In

Section 5.2, XMCD measurements from the Rh L2 and L3 edge in thin film FeRh that were made

at beamline ID12 at different applied fields and temperatures are shown.
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X-Ray Free Electron Lasers

X-ray synchrotron sources were and continue to be very powerful in experimental research,

with x-ray intensities high enough for most current techniques and a broad range of experiments

that can be simultaneously conducted at each facility. But x-ray free electron lasers are part of the

next generation of light source, with significant improvements on some aspects of the x-ray beam

that allow for the development of new techniques and more sensitive measurements.

One of the limitations of the x-rays in most synchrotron-based experiments is the incoher-

ence of the beam. For an electron passing through an undulator, the x-rays it emits during each

oscillation are in phase or coherent and will constructively interfere. But the x-rays emitted from

different electrons are incoherent, and so the x-ray beam used for measurements is incoherent.

The mechanism for creating a coherent beam is to change the nature of the electron bunches.

Rather than a random position of electrons within the bunch, electrons at x-ray free electron

lasers are spatially ordered into micro-bunches of N electrons that are each confined to a space

much shorter than the x-ray wavelength and have separation equal to the x-ray wavelength, which

results in coherent x-ray emission from all electrons in the bunch and an enhancement in the

brilliance of the beam by N2.

This micro-bunching of the electrons can be achieved by lengthening the wigglers or

undulators that the relativistic electrons pass through. Initially, a bunch of electrons with no spatial

ordering will emit radiation as described earlier, in a cone in the forward direction incoherently.

The radiation field increases from zero at the undulator entrance as these x-rays are emitted.

Eventually, with a high enough electron density, the electrons begin to respond to the radiation

field from other electrons, which is modulated by the x-ray wavelength, and start to modulate into

bunches with separation equal to the wavelength. This reinforces itself, with the radiation field

increasing rapidly, a process called self-amplified stimulated emission (SASE). This process is

represented schematically in Fig. 2.23(b). An x-ray free electron laser is defined as using SASE

to form a highly coherent brilliant x-ray beam.
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(a)

(b)

Figure 2.23: Schematic of an x-ray free electron laser. (a) Electrons are produced in an electron
source and accelerated to relativistic speeds in high density bunches. These bunches enter a
very long undulator where (b) the electrons emit radiation as they follow an oscillating path
and begin to modulate in position as the radiation field grows until they are compressed into
microbunches with spacing equal to the x-ray wavelength. The resulting x-ray beam is coherent.

The basic components of an x-ray free electron laser are shown in Fig. 2.23(a). As with a

synchrotron, electrons are produced in a source and accelerated to relativistic speeds in a linear

accelerator. A series of linear accelerators and bunch compressors bring the electrons to the

desired energy and bunch density, with a bunch width on the order of tens of fs compared to

a synchrotron bunch width on the order of 100 ps. The electrons then enter an undulator with

length on the order of several hundreds of m, where their path oscillates and they emit radiation.

As the radiation field grows, the electrons modulate as described previously. The brilliance of

x-ray free electron sources is usually ten or more orders of magnitude greater than the brilliance

of synchrotrons, and the beam is more focused spatially and temporally and of much narrower

bandwidth.
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The Linac Coherent Light Source (LCLS)

The SLAC National Accelerator Laboratory (SLAC) in Stanford, CA is funded by the DOE

and with research focused primarily on x-ray research in condensed matter physics, chemistry,

and biology as well as some work in particle physics and cosmology. It is home to a synchrotron,

the Stanford Synchrotron Light Source (SSRL) as well as an x-ray free electron laser, the Linac

Coherent Light Source (LCLS). The LCLS became the first operational x-ray free electron laser

in the world in 2009, with peak brilliance over ten orders of magnitude stronger than that of most

synchrotron sources, on the order of 1032 photons/s/(mrad)2/(mm)2/(0.1% bandwidth), and an

x-ray pulse repetition rate of 120 Hz. The LCLS is currently finishing up an upgrade which will

provide some huge advances, including tunable repetition rates of up to one million Hz, increase

the available energy range, and implementation of a new superconducting linear accelerator [76].

The average brightness of the beam is expected to increase by around four orders of magnitude.

There are seven instruments set up for different experimental techniques and capabilities

at the LCLS. The instrument used for measurements in this dissertation in Chapter 3 is the XPP

instrument, which stands for x-ray pump probe. At XPP, samples are excited with ultrafast

optical laser pulses and probed with x-ray pulses, allowing for time-resolved measurements of

the response of the system to the laser pulse. Because of the ultrashort laser and x-ray pulses,

these measurements can be ultrafast, with resolution on the order of 50 fs [77]. These ultrafast

measurements allow for measurement of transient nonequilibrium behavior and the separation of

coupled degrees of freedom which evolve on different ultrafast time scales.

2.7 Measurements Involving Neutrons

In Section 1.6, the interaction of neutrons with matter was introduced. In this dissertation,

the neutron scattering techniques that are used are neutron diffraction and neutron reflectometry.

In this section, the experimental aspects of these techniques are discussed along with the two
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relevant types of neutron sources.

2.7.1 Neutron Techniques

Neutron Diffraction

The experimental setup of neutron diffraction is very similar to x-ray diffraction, with

the basic idea of incident and reflected beams shown in Fig. 1.12. Neutrons scatter from nuclei

while x-rays scatter from electrons, but since most of the electrons are bound to the nuclei, the

Fourier transform of the atomic and electron distribution will be comparable, and the nuclear

diffraction peaks from unpolarized neutrons can correspond to x-ray diffraction peaks. The

magnetic scattering can be used to determine the ordering and orientation of atomic moments,

with a simple schematic shown in Fig. 1.21.

In practice, the neutron diffraction measurement may look a little different than the x-ray

diffraction measurement. One common technique of measuring neutron diffraction with neutrons

is triple-axis spectrometry. This technique fundamentally involves three steps. First, a collimated

neutron beam is scattered from a single-crystal monochromator, which results in the selection of

a single neutron energy, which can be tuned by monochromator material and angle of scattering.

This is necessary because of the wide spectrum of neutron energies emerging from a neutron

source. This monochromatic neutron beam is then scattered from the sample of interest, where

the neutron energy may or may not change. An analyzer crystal is used to select specific neutron

energies for detection, and those neutrons will be scattered and reach a detector. The result is

a probe of the energy transfer of a material, allowing for both elastic and inelastic scattering

measurements.

The neutron diffraction measurement in this work is shown in Fig. 5.4, for the (1⁄2 1⁄2 1⁄2)

diffraction peak of an FeRh film, corresponding to h = 1
2 , k = 1

2 , and l = 1
2 . The absence of

scattered neutron intensity at 426 K and increasing intensity of the peak while cooling to 293 K is
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indicative of a magnetic transition to a G-type antiferromagnetic phase (see Fig. 1.8(g)) during

cooling.

Polarized Neutron Reflectometry

The basic setup of a neutron reflectometry measurement is similar to neutron diffraction,

but with small incident and reflected angles. One of the major differences for polarized neutron

reflectometry is the requirement for a polarized beam and analysis of the polarization of the

scattered neutrons. The neutron beam coming from a neutron source is unpolarized, meaning it

has a mix of spin-up and spin-down neutrons. This beam can be polarized with a polarizing filter,

in which 3He nuclei preferentially absorb neutrons with one polarization state over the other,

polarizing mirrors which use the different critical angles of reflection for spin-up and spin-down

neutrons to reflect one and transmit the other, or polarizing crystals, which have equal nSLD

and mSLD, resulting in reflection of neutrons with one orientation and transmission of the other.

Following this step, the neutron beam will be polarized in one direction. An experiment will

require measurements of both spin-up polarized neutrons and spin-down polarized neutrons, so

a flipper is required that can be inserted into the beam to reverse the polarization of the beam.

There are various types of flippers, most of which use Larmor precession to reverse the spins of

the neutrons. At this point, the neutron beam interacts with the sample and some neutrons are

reflected. Since spin-flip and non-spin-flip scattering are both possible, there needs to be a method

of detecting only the neutrons of a specific spin orientation, so a second flipper and an analyzer

(essentially another polarizer) are available in the scattered beam path before neutrons reach

the detector. The four reflectivities, R±±, can be measured with four separate measurements,

detecting spin-up or spin-down neutrons reflected from the sample with a spin-up or spin-down

incident beam. It is useful to note that a magnetic field is required throughout this beam path

to maintain the neutron spin quantization axis. It is also impossible to achieve a fully polarized

beam, so the polarization ratio can be measured and accounted for in the reflectivity or fitting.
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Off-specular reflectometry is very low intensity, but can be measured with higher intensity

neutron sources. Often these measurements are made using a time-of-flight method from a pulsed

source introduced in Section 1.6. This requires precise timing of the neutrons incident on the

sample and when they arrive at the detector.

2.7.2 Neutron Sources

The production of neutrons and the neutron beam is a crucial part of neutron scattering or

absorption experiments. These particles are bound in the nucleus of atoms, so neutron sources

are designed around nuclear reactions which can release them. There are a few different types of

sources, but the two that are in the scope of this work which provide high enough neutron flux for

more useful science are the reactor source and the spallation source.

Reactor Source

The most common type of high-flux neutron scattering facility is the reactor source, which

uses a process called nuclear fission to produce neutrons. In neutron-induced fission, a heavy

nucleus absorbs a neutron and then splits into multiple lighter nuclei, releasing multiple neutrons.

The reason this can occur is the tendency for the ratio of neutrons (N) to protons (Z) to increase as

Z increases in stable isotopes of elements. If a heavy nucleus splits apart into two lighter nuclei,

the most stable configuration will release excess neutrons. This is demonstrated in Fig. 2.24 for a

neutron absorbed into 235U, which becomes an unstable 236 nucleus. There are many possible

fission products, but the one shown here is the formation of a 141Ba nucleus and a 92Kr nucleus

and the release of three neutrons and energy.

A reactor is usually arranged in a core so that the neutrons produced from a fission

reaction will continue to collide with other nuclei, resulting in additional fission reactions in a

chain reaction. In a research reactor, the primary goal is the production of neutrons (as opposed

to a nuclear power reactor, for example, in which the goal is the production of energy). The
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Figure 2.24: Schematic of a possible neutron-induced fission reaction. A neutron is absorbed
by 235U, forming a 236U nucleus. This nucleus is unstable and breaks apart into smaller nuclei,
in this case 141Ba and 92Kr, releasing neutrons and energy.

neutrons that escape from the core are directed through a moderator, in which the neutrons collide

repeatedly with the moderator material (examples include liquid water, deuterium, or graphite)

and come to thermal equilibrium, essentially slowing them to the desired energies. The resulting

energy distribution is Maxwellian with mean kinetic energy is given by the temperature of the

moderator. From here, neutrons are guided away from the core in beam tubes towards instruments

used for experiments. The beam coming from reactors is steady-state, meaning there is a constant

and consistent flow of neutrons.

The High Flux Isotope Reactor (HFIR)

Oak Ridge National Laboratory (ORNL) in Oak Ridge, TN is DOE-funded and conducts

a wide range of science and engineering research and has several user facilities including two

neutron source facilities. The High Flux Isotope Reactor (HFIR) is a nuclear research reactor at

the ORNL dedicated to neutron scattering research with thermal and cold neutrons. The reactor

fuel is highly-enriched (93%) 235U, cooled by light water. There are four horizontal beam tubes

that guide neutrons to the various instruments. Three of these are designed for thermal neutrons

moderated by light water, and one is designed for cold neutrons and moderated by liquid hydrogen

at 17 K [78]. There are two to four instruments associated with each beam tube set up for several

types of scattering measurements.
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One of the most common neutron scattering experiments is triple-axis spectrometry,

described earlier for neutron diffraction. The HFIR has several triple-axis spectrometers. In

Section 5.1.2, the neutron diffraction measurement shown was made at instrument CTAX CG-4C,

a cold neutron triple-axis spectrometer.

Spallation Sources

The second method of neutron production is spallation. Spallation is a process where a

particle or projectile impacts a target, resulting in the ejection or evaporation of materials and

particles. In the case of nuclear spallation, usually there is a high-energy beam of protons that

bombards a target of heavy nuclei such as W, Hg, or Pb. As shown in Fig. 2.25, the proton

enters the nucleus, creating an excited nucleus which is short-lived, decaying into lighter nuclei,

neutrons, and other particles. Often this reaction will produce 20-30 neutrons per heavy nucleus.

Figure 2.25: Schematic of a nuclear spallation reaction. A proton is absorbed by a heavy
nucleus such as Hg, forming an unstable excited nucleus, which breaks apart into various decay
products, including 20-30 neutrons.

The first step of spallation in a spallation source requires the production of a high-energy

proton beam, usually pulsed. This is done with a proton accelerator, analogous to the electron

accelerator used in x-ray sources. This focused proton beam is directed to the target composed of

heavy nuclei where spallation takes place. The neutrons produced from spallation have an energy

around 20-30 MeV and are directed through a moderator to cool them to the desired energies
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before being used for experiments. The neutron pulses have frequencies of around 10-60 Hz

depending on the design of the source. This pulsed nature of the beam is useful for making

time-of-flight measurements. As with the reactor source, the neutrons have a spectrum of energies

when they exit the moderator, and so the higher energy neutrons will travel faster and arrive at a

detector sooner than the lower energy neutrons. Their flight time over this distance is therefore a

measurement of their energy, and an experiment can make use of all the neutrons in the beam to

simultaneously measure scattering of neutrons of different energies rather than needing to select

a single neutron energy, reducing the usable flux for the experiment. Rather than a diffraction

or reflectivity measurement in which the angle of the detector is changed relative to the incident

neutron beam, this measures the diffraction intensity as a function of wavelength at a fixed angle

to find the Bragg condition.

Spallation sources have some obvious advantages over reactor sources, starting with the

elimination of the need for radioactive materials and the criticality of the nuclear chain reaction.

The energy requirements of a spallation source are also lower than for a reactor source. It is,

however, far more expensive than a reactor source.

The Spallation Neutron Source (SNS)

The Spallation Neutron Source (SNS) is the second neutron source at the ORNL. At

the SNS, the process begins with an ion source that produces negatively charged hydrogen ions

(H−), or protons, which are then formed into a pulsed 60 Hz beam and accelerated to energies

of 2.5 MeV. These ion beam pulses are injected into a linear accelerator, which accelerates

them to an energy of around 1 GeV. The beam is delivered through a diamond stripper foil that

strips the electrons from the ions to produce protons that circulate in a proton accumulator ring.

Here, the bunches are sharpened so they are more intense and shorter in duration (less than a

millionth of a second). The proton bunches leave the ring and bombard a target composed of 50

tons of liquid mercury encased in steel. Mercury atoms are excited by protons and then spall
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20-30 high-energy neutrons per nucleus. The neutrons are sent through a moderator of water for

experiments involving thermal neutrons or liquid hydrogen at 20 K for experiments requiring

cold neutrons before delivering to the various instruments [79].

There are many instruments at the SNS that are set up for different experiments requiring

those neutron pulses. The instrument that was used in this is BL-4A MAGREF, which is a

magnetism reflectometer. This instrument makes time-of-flight measurements of specular and

off-specular reflection as well as grazing incidence small angle scattering. There are supermirror

polarizers either in reflection or transmission used to polarize the beam and the analyzer can be

done with another supermirror or a 3He filter. The sample environment can be manipulated with

applied electric or magnetic field, temperature, pressure, stress, and light [80]. In Section 5.3,

measurements of polarized neutron reflectometry of a thin film and of stripes of FeRh with

changes in temperature and magnetic field are presented.
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Chapter 3

Thin Film Chromium (Cr)

3.1 Introduction

As discussed briefly in Chapter 1, antiferromagnetic materials have been of increasing

interest recently in areas such as spintronics [15]. Some of the difficulty in measuring and

understanding their properties has been due to their net zero moment, which prevents study

by common magnetic techniques like magnetometry and makes them insensitive to externally

applied fields [81–83]. But these properties are advantageous in introducing additional stability

to a system due to that insensitivity and allowing for increased device density because of their

low stray fields. And the most encouraging aspect of antiferromagnetic integration into devices is

in providing the potential for THz electrical write speeds, possible because there is no transfer of

angular momentum to the lattice, which is a slow process [84].

Elemental chromium (Cr) is a useful system to study because exhibits an itinerant antifer-

romagnetic ordering. Neutron diffraction and electric transport techniques have provided a great

deal of insight into its equilibrium magnetic properties. But in this work, we are able to explore

this further by measuring the distortion of the lattice, which is stabilized by the magnetism,

through x-ray diffraction conducted both statically and dynamically following perturbation in two
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time regimes. These measurements were carried out at the Advanced Photon Source (APS) at

the Argonne National Laboratory (ANL) and at the Linac Coherent Light Source (LCLS) at the

SLAC National Accelerator Laboratory (SLAC).

3.1.1 Properties of Bulk Cr

The first evidence of a phase transition in body-centered cubic (BCC) Cr with (001) lattice

spacing of 0.2884 nm at room temperature was presented by Bridgman in 1932, noting an anomaly

in the electrical resistivity as a function of temperature that was not typical of metals and exhibited

a dependence on pressure [40]. In 1936, Néel first suggested that Cr may be antiferromagnetic

[41]. This was confirmed in 1959 with neutron diffraction studies of appearance of magnetic

satellite peaks (0,0,1±δ) around the (001) forbidden reflection below the Néel temperature of

311 K [42, 43], which is consistent with an incommensurate spin density wave (SDW) as depicted

in Fig. 3.1.

Figure 3.1: Body-centered cubic crystal structure of Cr with a transverse spin density wave
(SDW) and a schematic representation of the SDW. Purple arrows indicate moments for body-
centered atoms and light blue arrows indicate moments for atoms on the vertices of the unit
cell. This depiction is not to scale: the wavelength or period of the spin density wave in bulk is
usually ~21-28 unit cells.

As discussed in Section 1.2 and shown in Fig. 1.9(b), an incommensurate SDW is a type

of antiferromagnetic ordering in which the periodicity of the spin modulation is not a multiple
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Figure 3.2: Fermi surface nesting in Cr. The solid black line shows the boundary of the first
Brillouin zone. The electron octahedra (solid blue lines) are slightly smaller than the hole
octahedra (solid red lines). Translations of the Fermi surface (dotted red and blue lines) by
the nesting wavevectors Q = 2π

a (1±δ) (dashed black arrows) demonstrate the conditions for
electron-hole pairing. Figure reproduced with permission from [85]. Copyright 2008 by Springer
Nature.

or rational fraction of the lattice constant. For a BCC crystal like Cr, the nearest neighbor

moments (one on the vertex and one in the body of the cubic cell) are antiparallel with unequal

moments. The amplitude of the spin modulation is approximately 0.62 µB with spins S and SDW

propagation wavevector Q preferentially oriented along the cubic ⟨100⟩ directions [33]. The

origin of the SDW in Cr was suggested in 1969 to be a result of imperfect nesting of the Fermi

surface [31, 85], shown in Fig. 3.2 (reproduced from [85]). The electron and hole octahedra

differ in size slightly, so electron-hole pairing occurs with translations by the nesting wavevectors

Q = 2π

a (1± δ). This gives a periodicity in the spin modulation that slightly deviates from the

lattice parameter a [31, 33, 85, 86].

There is also a modulation in the lattice and in the density of itinerant and ionic charges

resulting in a periodic lattice distortion (or strain wave) and a charge density wave (CDW) that

appear as a second harmonic of and are stabilized by the SDW [33, 87]. The periodic lattice

distortion along with the spin modulation are represented in Fig. 3.3. The CDW and lattice

distortion have half the period of the SDW with minima in the lattice spacing (more densely
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Figure 3.3: Schematic of the periodic lattice distortion in Cr, with (top) a schematic real space
representation of the atomic positions in Cr in the presence of the spin density wave and charge
density wave (note that the periodic distortion has been exaggerated). The (middle) lattice
spacing and (bottom) spin modulation as a function of atomic position.

Figure 3.4: The spin density wave wavevector Q in bulk Cr as a function of temperature in units
of 2π/a, where Q = 2π

a (1±δ). Figure reproduced with permission from [33]. Copyright 1988
by the American Physical Society.

packed atoms) aligning to nodes in the SDW and maxima in the lattice spacing to antinodes in

the SDW [33, 87, 88].

In bulk Cr, the SDW wavevector varies continuously with temperature as shown in Fig. 3.4,
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Figure 3.5: Transverse and longitudinal spin density waves (SDW) represented with atomic
moments on a Cr crystal lattice. A transverse SDW has S ⊥ Q and a longitudinal SDW has
S ∥ Q, for spins S and SDW propagation wavevector Q.

reproduced from [33]. This gives a period of the SDW ranging from about 21 unit cells (around

6 nm) at 78 K to about 28 unit cells (around 8 nm) near TN [89]. There is a transition in bulk

Cr at TSF = 123 K, called the spin-flip transition, where the polarization of the SDW changes

between the two configurations shown in Fig. 3.5. Above TSF, the SDW is transversely polarized,

with spins perpendicular to the direction of propagation of the SDW (S ⊥ Q), and below TSF, it is

longitudinally polarized, with spins parallel to the direction of propagation of the SDW (S ∥ Q)

[33, 89].

In a bulk crystal, the three ⟨100⟩ directions are equivalent, so there is no preferred direction

of propagation of the SDW. Below the Néel temperature, a crystal will break into domains with

length scales on the order of 1-30 µm. In each of these domains, the SDW, CDW, and strain

wave are oriented along one of the ⟨100⟩ directions. Below TSF, this gives three possible domain

orientations. Above TSF, there are six possible, with spin along either perpendicular ⟨100⟩

direction [87, 90]. In reciprocal space, the SDW and CDW appear as peaks around the forbidden

(100) reflections and the (200) Bragg reflections, respectively. This is shown in Fig. 3.6 along

the H reciprocal axis. Domains with wavevector propagation along the H axis contribute to
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Figure 3.6: Reciprocal space representation of the spin density wave (SDW) and charge density
wave (CDW) peaks around the (100) and (200) reflections in bulk Cr. The SDW peaks (blue)
appear around the forbidden (100) reflection and the CDW peaks (purple) appear around the
(200) Bragg reflection (red). Similar peaks are seen along the K and L axes and around other
reflections.

peaks at (1±δ,0,0) and (2±2δ,0,0). Those with wavevector propagation along K contribute to

peaks at (1,±δ,0) and (2,±2δ,0) and along L contribute to peaks at (1,0,±δ) and (2,0,±2δ).

Similarly, peaks will appear around (010), (020), (001), and (002) along the K and L axes and

around other reflections [33, 87]. The appearance of these peaks allows for measurements of the

SDW and CDW in Cr through diffraction measurements. The SDW satellite peaks are most easily

measured through neutron diffraction since neutrons have strong magnetic scattering. The CDW

satellite peaks, however, can be measured by x-ray diffraction, which provides opportunities for

more interesting measurements such as time-resolved diffraction due to the higher x-ray intensity

and experimental flexibility availability at synchrotrons and free-electron lasers. Because the

magnetism stabilizes the CDW in Cr, measurements of the CDW satellite peaks provide an

indirect measurement of the magnetic ordering.

3.1.2 Properties of Thin Film Cr

As with bulk Cr, thin films exhibit antiferromagnetic ordering and coupled SDW, CDW,

and periodic lattice distortion. The Néel temperature in Cr films is lowered from the bulk value

of 311 K to around 290 K and is a broader transition [86, 91, 92]. There are other important

differences that appear as a result of the finite dimension of the system with broken symmetry
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normal to the film surface and interfacial interactions, which include pinning of the Cr moment at

the interfaces and quantization of the SDW, as well as the possibility for commensurate ordering.

Some of the earliest studies of Cr films looked at the magnetic behavior of layers of

ferromagnetic Fe (001) which sandwiched the Cr films, because of the difficulty in directly

measuring antiferromagnets as opposed to well-established methods of measuring ferromagnets.

Along an interface between Cr (001) and Fe (001), the exchange coupling results in a maximized

Cr moment antiparallel to the Fe moments. If the two Fe layers are allowed to rotate so their

moments are either parallel (configuration F with µ⃗Fe,1 = µ⃗Fe,2) or antiparallel (configuration A

with µ⃗Fe,1 = −⃗µFe,2), interesting behavior that was dependent on the thickness of the Cr layer (or

the number of monolayers N) was observed [93, 94] and explained theoretically [95, 96]. For an

odd number of Cr monolayers between the Fe layers up to N = 23, the stable configuration for

the Fe layer moments was F. For an even number up to N = 24, the stable configuration was A.

For 25 < N < 44, there was a phase slip, where the stable configuration for odd N was A and for

even N was F. Then again, for 45 < N < 64, the phase changed again, back to configuration F for

odd N and configuration A for even N. The exact number of monolayers where the slip occurs

differed between the experimental observations and theoretical calculations, but the theoretical

model explains well what is happening. For N ≤ 24, the Cr film exhibits a commensurate

antiferromagnetic structure, antiparallel spins with equal magnitude, and an odd number of layers

results in the same direction moment for both interfacial layers, stabilizing configuration F in the

Fe layers. For N > 24, the antiferromagnetic ordering becomes incommensurate, and there is

a SDW like the one seen in bulk. The moments are still pinned at both interfaces, so there is a

quantization to the SDW. When 25 < N < 44, there is one node, meaning half a wavelength of

the SDW between the interfaces, and now an odd number of layers results in opposing moment

directions at the interfaces, stabilizing configuration A. For the next range of monolayers, there

are two nodes of the SDW, a full wavelength, and the phase switches again. So the SDW ordering

in these films is pinned at the interfaces so there is a quantized periodicity to the SDW, and the
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direction normal to the film is the preferred direction of propagation for the SDW.

In the case where the two Fe layers have fixed configuration, either F or A, increasing

the number of monolayers results in alternating between an incommensurate and commensurate

SDW, with the same phase slip boundaries described above [95, 97]. When the Cr film is bound

on either side by materials that are not ferromagnetic, the boundary conditions for the SDW may

be different and impurities play a significant role in pinning of the SDW or CDW [98–100]. A

vacuum interface or free Cr surface may result an antinode at the Cr interface, with no preferred

spin direction [101]. This is also expected for interfaces with noble metals, including Au, Ag,

Pt, Pd, and Cu, where there is weak hybridization between Cr and the nonmagnetic material

[33, 102, 103]. For an interface with Mo, which has strong interface hybridization with Cr,

there is a node with no Cr moment at the interface [104]. The SDW order in each of these

cases is directed normal to the surface and can be commensurate at some smaller thicknesses

or incommensurate with nodes and antinodes, depending on the film thickness and boundary

conditions. Experimentally, interface roughness, alloying, strain, and other imperfections in the

interface play a role in altering the boundary conditions of the SDW, such as by changing the

Néel transition or shifting the node/antinode location away from the interfaces or destroying the

surface state to create a node rather than antinode [102].

For a given film geometry with fairly smooth non-magnetic interfaces, the SDW order

can be predicted fairly accurately given the boundary conditions and thickness of the film, and

the boundary conditions should be constant with temperature. The SDW wavevector is always

directed normal to the film surface. For very thin films, with N ≲ 20, the magnetic order in the

Cr film usually becomes commensurate. As the thickness increases, the ordering will become

incommensurate and nodes will appear such that the boundary pinning is satisfied and the SDW

wavevector is similar to the bulk Cr wavevector. Experiments have also shown that there is no

spin-flip transition in films: the spins are directed in the plane of the film, along either (100) or

(010) in each domain.
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In bulk, we saw the continuous variation of the SDW wavevector, reproduced from

[33] in Fig. 3.4, however in films, the quantization results in a mostly temperature-independent

wavevector close to the bulk value [102]. However, as temperature is changed for a single film,

there may be a reorientation of the SDW such that an additional node is added or removed and

the number of wavelengths or periods of the SDW between the interfaces changes to achieve a

wavevector closer to the preferred bulk value while still satisfying the boundary pinning, with a

period in the range 5.9 nm to 8.0 nm [85, 91].

Figure 3.7: Schematic of the spin density wave (SDW) for a Cr film grown on a MgO (001)
substrate. Pink and green spins differentiate between atoms at the vertices of the unit cell and
body-centered atoms. The SDW in this example is pinned so there is a node at the substrate
interface and an antinode at the Pt interface. The SDW in films is quantized such that the period
of the SDW ranges from 5.9 nm to 8.0 nm.

In this work, we will be looking at Cr films grown on MgO (001) substrates, with a

thin native oxide at the surface. Previous work has found that there are a quantized number of

SDW/CDW periods in such films [86, 105]. This is represented in Fig. 3.7 with a node at the

MgO substrate interface and an antinode at the surface. The pink and green spins differentiate

between atoms at the vertices of the unit cell and body-centered atoms. The SDW is oriented
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normal to the film surface with spins in-plane. With these boundary conditions, there are a half

integer number of CDW periods in the film (and the number of SDW periods is half that) such

that the wavelength of the SDW is between 5.9 nm and 8.0 nm. The work in Section 3.2 shows

that the actual phase is slightly greater than π (where a phase of π would indicate a half-integer

number of CDW periods) and the pinning at the substrate interface is close to an antinode.

Figure 3.8: Number of charge density wave (CDW) periods in a 28 nm Cr film as a function of
temperature. Blue squares are found during cooling the film and red circles during warming.
Green triangles are the expected number of CDW periods calculated from the bulk spin density
wave (SDW) wavevector, taken from data in [33]. The gray shaded region indicates the transition
region in the film, where the SDW reorients. The pink shaded region is above the Néel
temperature at 290 K. Bulk data adapted with permission from [33]. Copyright 1988 by the
American Physical Society.

The number of CDW periods for a 28 nm Cr film grown on MgO (001) is shown in

Fig. 3.8 during cooling (blue squares) and warming (red circles). The green triangles are the

number of periods that would be expected in the film given the bulk wavevector from [33] with no

boundary pinning. Just below the Néel transition, where the expectation would be 7.25-7.75 CDW
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Figure 3.9: Schematic of two possible spin orientations for a 28 nm Cr thin film with boundary
pinning such that there is a node at the substrate interface and an antinode at the surface and
a half-integer number of charge density wave periods in the film. Pink lines refer to the spin
at the vertices of the unit cells and green lines to the spin at the center of the unit cell. At low
temperatures, the film is in the configuration with NCDW = 8.5, but at higher temperatures, it
switches to a state with NCDW = 7.5.

periods, the boundary pinning in the film results in 7.5 CDW periods (or 3.75 SDW periods). As

temperature is decreased further, a shorter wavelength of the SDW/CDW results in a hysteretic

transition in the gray shaded region where the expectation would be 7.75-8.25 CDW periods.

Below 210 K, there are 8.5 CDW periods (or 4.25 SDW periods) in the film. The expected

number of periods from bulk plateaus at almost 9.25 CDW periods, so we might expect to be in a

transition region to 9.5 CDW periods, but that does not appear for this film, possibly due to strain

and disorder at the substrate interface. Therefore, for this film, boundary pinning is strong and

the SDW wavevector is temperature-independent above and below the reorientation region. It

is useful to note for Section 3.4 that near the Néel temperature, the expected wavevector leads

to an expectation of 7.25 CDW periods, and following the pattern, one might expect that we

are approaching a transition region to a state where domains with 6.5 CDW periods could exist.

This is not easily measured in the static x-ray diffraction measurements made in Section 3.2, but

we will show evidence of it in nonequilibrium measurements. Fig. 3.9 depicts the two possible

configurations in the film from the static measurements, with the low temperature state with

8.5 CDW periods on top, and the higher temperature state with 7.5 CDW periods below. The
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boundary conditions at the substrate interface and surface remain the same, but there is an extra

node for the case with 8.5 CDW periods. The pink lines refer to the spin at the vertex of the

unit cells and the green lines to the spin at the center of the unit cell. We will see an effect of

the reorientation in transport measurements of a thin films in Section 3.1.4 and discuss it further

through x-ray diffraction measurements of this film in Section 3.2 and Section 3.4.

A consequence of the out-of-plane propagation of the SDW is that in films, only two

of the six domain configurations seen in bulk will contribute to the SDW and CDW peaks in

reciprocal space, which will change what can be measured with diffraction techniques. Along the

L axis (out-of-plane), there will be peaks at (0,0,1±δ) and (0,0,2±2δ), but not at (±δ,0,1),

(±2δ,0,2), (0,±δ,1), or (0,±2δ,2). This is represented for the CDW peaks (0,0,2±2δ) around

the (002) Bragg peak in Fig. 3.14(a) and will be discussed further in Section 3.2.

3.1.3 Growth of Cr Films

Growth of Cr films with SDW ordering is achievable through high temperature sputtering

from a high purity (>99.99%) Cr target. In this work, films were sputtered at 2.5 mTorr Ar onto

MgO (001) substrates with a substrate heating temperature of 500 °C followed by post-annealing

at 800 °C for 1 hr. No capping layer was deposited, and the Cr films form a passive oxide layer at

their surface when exposed to air. Growth at higher temperatures achieves better crystal quality

(lower mosaic spread), however it also leads to the formation of holes or islands rather than a

continuous film. This was described in Section 2.2.4 and shown in Fig. 2.7.

In Fig. 3.10, we present in-house x-ray diffraction characterization of a 28 nm Cr film,

the film used for experiments in Sections 3.2, 3.3, and 3.4. Fig. 3.10(a) shows the out-of-plane

θ-2θ scan, with the MgO (002), MgO (004), and Cr (002) peaks labeled. This demonstrates that

the film grows in the (001) orientation on top of the MgO (001) substrates. In Fig. 3.10(b), the

rocking curve for the Cr (002) peak has a FWHM of 0.4467± 0.0007 deg. From reflectivity

measurements (Fig. 3.10(c), we find the film thickness to be 28 nm with a native oxide layer
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Figure 3.10: Out-of-plane x-ray characterization of a 28 nm Cr film grown on MgO (001). (a)
Out-of-plane θ-2θ scan showing the Cr (002) peak, the MgO (002) peak, and the MgO (004)
peak. (b) Rocking curve of the Cr (002) peak at 2θ = 64.6 deg. The solid line shows a Gaussian
fit to the data. (c) X-ray reflectivity used to measure the film thickness and confirm smooth
interfaces. (d) Phi scans of the Cr (110) peak and the MgO (220) peak, demonstrating a 45 deg
rotation of the Cr unit cell with respect to the MgO unit cell. Measurements were made with Cu
Kα radiation.

of about 2 nm. A 45 deg shift in the phi scans of the MgO (220) peak and Cr (110) peak in

Fig. 3.10(d) demonstrate that the Cr film grows with a 45 deg in-plane rotation on the MgO

substrate, so the [100] direction in Cr corresponds to the [110] direction in MgO.
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In the next section, we present some electric transport measurements of wires. These wires

were fabricated from continuous films grown by UV photolithography (see Section 2.3.1) and

electron beam lithography (see Section 2.3.3) and included a reactive ion etching step as described

in Section 2.3.2. All subsequent work in this chapter involves x-ray diffraction measurements on

a single continuous Cr film that is 28 nm in thickness, the same film that was measured in Fig. 3.8

and Fig. 3.10.

3.1.4 Electric Transport Measurements

Electric transport measurements in bulk Cr were the first indication that there may be some

kind of phase transition. The resistivity as a function of temperature follows metallic behavior,

but with an anomaly: a sharp drop of a few % with increasing temperature at the Néel transition

[33, 40]. The increase in resistance as the SDW order forms is attributed to energy gaps opening

with the Fermi surface nesting [33, 106]. This carries over into resistivity measurements of thin

films, however the magnitude of the anomaly at the Néel temperature is smaller and broader

[85, 107], indicative of a broader Néel transition.

Fig. 3.11(a) shows a resistivity measurement from a 30 nm Cr film that was patterned

through UV photolithography into a 50 µm-wide wire. Resistivity was measured at temperature

increments of 2 K during warming and cooling with a wait time of 2 min at each temperature. The

overall behavior is metallic, roughly linear down to 100 K. However there is a small deviation from

this around 290 K. The anomaly is better seen in the derivative of the resistivity in Fig. 3.11(b),

with a local minimum that indicates the Néel temperature. In thicker films and bulk Cr, this

minimum is sharper and narrower, while for thinner films, it is wider, indicative of the broader

Néel transition in films [85]. There is another effect that can be seen here, in the green shaded

region, where there is a small hysteresis in the resistivity that can be seen as the peaks in the

derivative at 224 K while warming (red points) and at 174 K while cooling (blue points). This is

the hysteretic region in which a SDW node is added or removed and the SDW and CDW in the
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Figure 3.11: (a) Resistivity measurements of a 50 µm-wide wire fabricated from a 30 nm thick Cr
film. (b) The derivative of the resistivity measurements in (a), from which the N’eel temperature
can be identified by the local minimum and the spin density wave (SDW) reorientation can
be identified by the hysteretic peaks. Blue data points are taken during cooling and red data
points during warming. The gray shaded area above 290 K is above the Néel transition in the
paramagnetic phase. The green shaded region is the hysteretic region of SDW reorientation in
which an additional node appears or an existing one disappears. Measurements were taken with
a wait time of 2 min at temperature increments of 2 K.

film reorient.

A width of 50 µm is still considered quite wide, so this wire is representative of resistivity
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Figure 3.12: Transport measurements of an 800 nm-wide wire fabricated from a 30 nm thick
Cr film. (a) The derivative of the resistivity, with blue data points taken during cooling and red
during warming. Measurements were initially taken with a wait time of 2 min at temperature
increments of 2 K. Additional measurements during cooling from 170 K to 100 K at increments
of 0.25 K with a wait time of 30 s are also included. (b) The resistance in increments of 0.25 K is
shown during cooling from 150 K to 130 K, demonstrating discrete anomalies in the resistance.

measurements from continuous films, with confinement in one dimension normal to the film

surface. A question arises of what may happen in Cr if we further confine in a second dimension.

To this end, we fabricated an 800 nm-wide wire from a 30 nm-thick film by electron beam

lithography and measured resistivity, as shown in Fig. 3.12. Initial measurements were made at

temperature increments of 2 K with a wait time of 2 min during warming and cooling. Additional

measurements during cooling from 170 K to 100 K in increments of 0.25 K with a wait time

of 30 s were made. The derivative of the resistivity from these measurements is shown in

Fig. 3.12(a). The overall behavior is similar to films and bulk. The Néel temperature for this wire

is about 300 K, still less than the bulk value but higher than measured in films. Fig. 3.13 shows

the derivative of the resistivity around the Néel transition during warming for both wires from

Fig. 3.11 and Fig. 3.12(a). We see more clearly here that the narrower wire has a higher Néel

temperature and also possibly a narrower Néel transition. It would be worth further measurements

of narrower wires to confirm this behavior.
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Figure 3.13: Derivative of the resistivity near the Néel transition for Cr wires of width 50 µm
(purple) and 800 nm (orange).

The second important feature in Fig. 3.12(a) is the hysteretic transition that indicates a

reorientation of the SDW to add or remove a node. With a wider wire, we saw smooth peaks

in the derivative, indicating a smooth kink in the resistivity. For this 800 nm wide wire, there

are discrete steps shown zoomed in for the cooling curve in Fig. 3.12(b). Each discrete step is

indicative of a domain switching, and we are able to resolve individual domains switching at

slightly different temperatures as we have confined to on the order of the domain size in two

dimensions. This supports the theory that the reorientation of spins is a first order phase transition

with the coexistence of domains with two different periodicities and identical boundary pinning

at the interfaces in both phases (see also Section 3.2 rather than a continuous evolution between

the two states. Further work with narrower wires will help to confirm this result and to better

examine the Néel transition.
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3.2 X-Ray Diffraction Measurements of the Charge Density

Wave Phase and Pinning

In Cr, the CDW can be measured in x-ray diffraction experiments: the reciprocal space

contains not only Bragg peaks but also satellites due to the periodic lattice distortion associated

with the CDW, schematically represented in Fig. 3.14(a). In relatively thick samples, only the

intensity and position of the satellites can be measured to determine the amplitude and period

of the CDW, while the phase of the CDW is lost [102]. For thin films (~30 nm), however,

interference between the Laue oscillations and satellites allows an efficient determination of the

CDW phase [105]. Here we take advantage of the brightness of synchrotron radiation and use this

interference to study the amplitude, period, and phase of the CDW in a Cr thin film as a function

of temperature upon cooling and heating in the range between 10 K and 300 K.

We performed in-house x-ray diffraction characterization shown in Fig. 3.14(b) of a Cr

film deposited onto a MgO (001) substrate at room temperature. The x-ray reflectivity curve

revealed a film thickness of about 28 nm and the presence of the passive surface oxide layer

(~2 nm thick). An azimuthal scan around the (011) peak confirmed the epitaxial growth of the

Cr film on MgO (see left inset of Fig. 3.14(b)). A Gaussian fit to the θ-2θ scan of the (011)

peak (see right inset of Fig. 3.14(b)) revealed a mosaic spread in the sample plane with a typical

domain size of about 25 nm. This inhomogeneity likely appears due to a small mismatch between

the in-plane MgO and Cr lattices. The interatomic spacing of the (011) planes of MgO is 3.4%

larger than the interatomic spacing of (001) planes of Cr, presumably inducing defects in Cr every

30 unit cells on average (~10 nm).

Temperature-dependent x-ray diffraction studies were performed at beamline 8 ID-E of the

Advanced Photon Source at the Argonne National Laboratory. A photon energy of 7.35 keV was

selected by a silicon (111) double crystal monochromator. The sample was mounted inside a He

flow cryostat [87], x-rays were scattered vertically, and the diffracted radiation was recorded by a
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Figure 3.14: X-ray diffraction characterization of a 28 nm Cr thin film. (a) Sketch of the
reciprocal space around the (002) diffraction peak of Cr in the presence of a charge density
wave. (b) X-ray reflectivity measurement of the Cr thin film with Cu K-α radiation. (Left
inset) The ϕ rotation scan and (right inset) θ-2θ scan of the (011) peak (out-of-plane). In both
insets, red dots show the data, and blue solid lines show Gaussian fits used to determine the
peak widths. (c) θ-2θ scans around the (002) peak recorded with synchrotron radiation at room
temperature (red hexagons), 250 K (black squares), and 100 K (blue diamonds). Solid lines
show theoretical fits to the data, and vertical dashed lines show the center of the Bragg peak.
Inset: The corresponding lattice distortion or displacement. The curves are shifted vertically for
better visibility.
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scintillator detector with a vertical slit (1 mrad in angular size) placed in front of the detector to

increase angular resolution. Repeated θ-2θ scans around the out-of-plane (002) Bragg peak were

collected for different temperatures ranging from 10 K to 300 K, while the film was continuously

cooled or heated with rates between 2 K/min and 4 K/min.

Shown in red in Fig. 3.14(c) is a scan recorded at a film temperature of 300 K. The high

visibility of the Laue fringes due to the finite sample thickness demonstrates excellent crystal

quality and uniform thickness over large sample areas (beam size of several hundreds of microns).

When cooling below 300 K, the Bragg peak shifts to higher angles due to contraction of the lattice

as expected. But it also shows additional features: satellite peaks formed due to the presence of a

CDW. The CDW does not lead to an increase in the diffracted intensity at both satellite positions

[33, 102, 108]. Instead, the intensity is enhanced for the low-q peak and suppressed for the high-q

peak due to constructive and destructive interference [105, 109]. We discuss the constructive and

destructive interference more in the next section. Noticeably, at 250 K the interference occurs

on fringe number 7, while at 100 K the interference occurs on fringe 8 (see Fig. 3.14(c)), which

indicates that the CDW periodicity shifts to a smaller period at lower temperature.

To get quantitative information from the x-ray data, we modeled it with the following

expression:

I(q) = |FFILM(q)+FSUB(q)|2, (3.1)

where FFILM and FSUB are the fields scattered by the Cr film and the MgO substrate, respectively,

and q is the momentum transfer along the [001] direction in the reciprocal space. The field

scattered by the Cr film was calculated as a one-dimensional numeric summation over the atomic

planes normal to q [110]:

FFILM = fCr

N−1

∑
j=0

exp(−iqz j)

positioned at

z j = z0, j +∆ST, j +∆CDW, j , (3.2)
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where N is the number of atomic layers, fCr is the scattering power per unit area of an atomic

plane of Cr, z0, j = a0 · j is the undistorted position of the jth plane, a0 is the average lattice

parameter, and ∆ST, j = a1 · exp(− j/b) is the displacement at the substrate interface, which was

modeled to relax exponentially with amplitude a1 and relaxation distance b [111]. The periodic

lattice distortion due to the CDW is described by the last term in Eq. 3.2,

∆CDW,j = a2 · cos(z0, j ·Q+a4),

where a2 is the amplitude, Q = 2π ·a3/[a0(N −1)], a3 is the number of periods of the CDW in

the film, and a4 is the phase of the CDW relative to the substrate interface. The field scattered by

the substrate is given by

FSUB = fMgO
1

1− eiqdMgO
,

where dMgO is the MgO (002) lattice spacing and fMgO is the scattering power per unit area of

an atomic plane of MgO [112]. The finite experimental resolution was taken into account by

summation of intensities from Eq. 3.1 with slightly different momentum transfers q′ = q(1+ ε),

weighted by a Gaussian function e−ε2/[2∗dE2], with ε having 30 points between ±3dE. The

surface roughness σ was included by multiplying the scattered intensity by e−(q−q002)
2σ2

, where

q002 = 4π/a0 is the position of the Bragg peak [113].

The following fitting procedure was employed. First, the number of atomic layers N of

Cr was calculated from the fringe spacing. Second, the strain relaxation parameter b, surface

roughness σ, and bandwidth dE were determined from the data at 300 K. These were found to be

N = 96, b = 0.64, σ = 3.2 Å
−1

, and dE = 7.4 ·10−4. Finally, the five remaining fit parameters

were found at different film temperatures while fixing N, b, σ, and dE: the average lattice constant

a0, displacement of the Cr layer at the substrate interface a1, amplitude a2, number of periods a3,

and phase a4 of CDW. The peak is asymmetric, the low-q tail having about twice higher intensity

than the high-q tail. We attribute this asymmetry to strain at the film-substrate interface, and the
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strain term ∆ST, j in Eq. 3.2 is considered to be essential to reproduce the asymmetry of the x-ray

data. The maximum displacement field obtained from the fit at 300 K is about 4% of the Cr unit

cell size. The exceptionally large strain presumably occurs due to the large difference between

the (001) lattice spacing of MgO (0.41 nm) and Cr (0.288 nm).

Figure 3.15: Fitting results of the charge density wave (CDW) peak data for a 28 nm Cr
film at different temperatures. (a) The average lattice parameter, (b) amplitude, (c) number
of periods, and (d) phase of the CDW. The black line in (b) shows a calculation of the CDW
amplitude within the BCS theory based on the maximum observed CDW amplitude and a
Néel temperature of 290 K. Uncertainties show 95% confidence intervals, and the error metric
χ2 = [log10(Ith)− log10(Iexp)]

2/N, where summation over the fitted points N was used for fitting.
The gray shaded area represents the transition region between fringe 7 and fringe 8.

Typical fits to the data are shown in Fig. 3.14(c), in excellent agreement with the ex-
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periment over three orders of magnitude in intensity, and correctly reproducing the data at the

positions of the CDW satellites. The displacement determined from the fit, displayed in the

inset of Fig. 3.14(c), shows both negative displacement at the interface and periodic modulations.

The data at 100 K is consistent with a CDW having 8.5 periods in the film, while at 250 K,

7.5 periods are observed with reduced CDW amplitude. The CDW amplitude is negligible at

300 K. Presented in Fig. 3.15 are the determined fit parameters from the x-ray data recorded upon

cooling (blue symbols) and heating (red symbols). The average lattice constant in Fig. 3.15(a) is

in agreement with the thermal expansion coefficient of Cr reported in the literature [105, 114]. It

is also identical for both cooling and heating, demonstrating that although we measured the data

while the sample was continuously cooled/heated, the temperature transport from the cryostat to

the sample can be considered rapid compared with the measurement time and the cooling/heating

rate. The displacement of the first layer is constant around 4% to the precision of the measurement

and is not shown here. Fig.3.15(b) displays the amplitude of the CDW, which agrees well with

the description using the Bardeen-Cooper-Schrieffer (BCS) theory [115, 116] everywhere, except

for the transition region (gray shaded area), where the used fit with only one CDW periodicity

underestimates the CDW contribution.

The period of the CDW and its phase are presented in Figs. 3.15(c) and 3.15(d). As

already anticipated from the inspection of the x-ray data, we observe two distinct temperature

regions with NCDW = 7.5 periods and NCDW = 8.5 periods, suggesting strong pinning at the film

boundaries. The number of CDW nodes displays hysteretic behavior, as expected from previous

measurements in confined geometries [85, 86, 91, 105]. The phase is constant to experimental

accuracy and is slightly larger than π, indicating that the node and antinode of the CDW are

not exactly aligned at the MgO interface and the surface. The constant phase indicates identical

pinning conditions for different temperatures and different periodicities of the CDW. For all

temperatures, our data is consistent with negative displacement and tensile strain due to the CDW

at the substrate interface.
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Figure 3.16: X-ray diffraction intensities of fringe 7 and fringe 8 during cooling. (a) Low-q
and (b) high-q x-ray diffraction intensity with respect to the Bragg peak are shown. Fringes as
counted from the Bragg peak are indicated (see Fig. 3.14(c)). The intensities are shown on a
logarithmic scale. The intensity of fringe 7 (blue squares) and 8 (red circles) are found for (c)
low-q and (d) high-q. Filled symbols show data collected with a cooling or warming rate of
2 K/min and open symbols with a rate of 4 K/min. The gray shaded area represents the transition
region between fringe 7 and fringe 8 and is approximately 30 K wide.

To get further insights into the transition between the phases of different CDW periodici-

ties, we performed an additional measurement. We cooled the film at a similar rate (2 K/min)

but now only recorded scans around the satellite peaks (3 fringes) on both sides of the Bragg

peak, shown in Figs. 3.16(a) and 3.16(b). As expected, upon cooling a slight shift of the fringes

to higher q is observed, while fringe 7 at high temperatures and fringe 8 at low temperatures show

the signature of the CDW. The limited q-range made fitting the data to Eq. 3.1 impossible. Instead,

the intensities, I7(T ), of the 7th and, I8(T ), of the 8th fringes were found by approximating the five

central data points of the respective fringe with a Gaussian, presented in Figs. 3.16(c) and 3.16(d).
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We first describe the data at low q from Figs. 3.16(a) and 3.16(c). Upon cooling, we observe an

approximately linear increase of I7(T ), which shows that the CDW forms with NP = 7.5 periods

at the Néel transition and its amplitude grows with subsequent cooling. Below 240 K, I7(T )

begins to drop quickly, while I8(T ) rises as the temperature decreases. At 210 K through cooling,

the temperature dependencies of the intensities decrease abruptly, with I8(T ) greater than I7(T ).

The high-q data in Figs. 3.16(b) and 3.16(d) shows similar behavior for I7(T ) and I8(T ); however,

the slopes of the curves are reversed due to destructive interference, as compared with constructive

interference at low-q. We repeated the measurement with a cooling and warming rate of 4 K/min

and found that it agrees well with the data collected at a rate of 2 K/min, demonstrating that the

phase transition is not limited by the rate of temperature change in our experiment.

Figure 3.17: Simulated x-ray diffraction intensities for fringe 7 and 8 assuming (a), (b) abrupt
and (c), (d) continuous phase transition between charge density wave phases with 7.5 and
8.5 periods. Calculations with a phase offset of a4 = 3.8 rad (solid lines), and 3.8+π/2 rad
(dashed lines) are shown. The data from Figs. 3.16(c) and 3.16(d) are shown by shaded symbols
for comparison. Blue lines show intensity of fringe 7 and red lines shown intensity of fringe 8.
Simulations at (a), (c) low-q and (b), (d) high-q are shown. The insets show schematically the
composition of the phases.

To get a deeper insight into the phase coexistence during the transition between CDW with
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different periods, we made the following model calculations (see Fig. 3.17). First, we simulated

two distinct phases containing different numbers of periods NCDW = 7.5 and NCDW = 8.5 with a

volume fraction of α and (1−α), respectively. We used α = 0 for a temperature range between

100 and 210 K, α = 1 from 240 to 300 K, and linearly interpolated α in the transition region.

The temperature dependent amplitude of the CDW was determined in the framework of the

BCS theory. The intensities I7(T ) and I8(T ) calculated using Eq. 3.1 are shown in Figs. 3.16(a)

and 3.16(b) for different phases of the CDW. A comparison between the data and simulation

(see solid lines for simulation and shaded symbols for the data in Figs. 3.17(a) and 3.17(b))

shows exemplary agreement, demonstrating that this simple model captures the essence of the

physical processes involved in the phase transition. The best agreement is observed for a phase

of a4 = π+0.7 and a1 = 0.025, comparable to the values determined in the fits to the data (see

Fig. 3.15(d)). The sensitivity of the presented method to the phase of the CDW is demonstrated

by another calculation with the phase a4 = π+0.7+π/2 (see dashed line in Figs. 3.17(a) and

3.17(b)), which clearly disagrees with the data. A similar calculation assuming a continuous

phase transition, where the periodicity changes continuously from NCDW = 7.5 to NCDW = 8.5

via NCDW = 7.5 ·α+8.5 · (1−α), is also shown in Figs. 3.17(c) and 3.17(d). This calculation

does not reproduce the experimental observation, rendering this interpretation incomplete.

In conclusion, we have used x-ray diffraction to study pinning of the CDWs by interfaces

in Cr as a function of temperature. The interference between the CDW peaks and Laue fringes

allows us to determine not only the amplitude and the period of the CDW but also its phase on

the interfaces. This phase provides insight into to the pinning of the CDW by the interfaces.

Above the Néel transition, the data indicates tensile strain at the substrate interface (negative

displacement as compared with the strain-free lattice). Below the Néel transition the CDW also

has a negative displacement at the substrate interface, which suggests that the tensile strain at the

interface pins the CDW. The temperature scans show that the CDW has a half-integer number

of periods in the film at all temperatures. During cooling, the number of periods jumps from
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7.5 above 240 K to 8.5 below 210 K. Upon heating, the transition occurs at higher temperatures,

revealing a thermal hysteresis. Model simulations confirm a first order phase transition with a

transition region of 30 K, the coexistence of distinct phases containing either 8.5 or 7.5 periods,

and identical pinning conditions at the film interfaces for both phases. This work opens up ways to

explore the phase coexistence of CDW and SDW in thin films. We anticipate this technique to be

applicable to study other phenomena; for example, the phase of phonons in confined geometries.

The apparent pinning of the CDW by interface strain promises advanced control of the spatial

distribution of the structural order parameter in other correlated electron systems.

3.3 Ultrafast Photoinduced Enhancement of the Charge Den-

sity Wave Amplitude

We have discussed the origin of SDW and CDW order in Cr and thoroughly characterized

the equilibrium CDW through x-ray diffraction measurements. Further studies of the coupling

between various degrees of freedom that drives the formation of complex order can be done

with dynamic measurements, perturbing a system in some way and measuring the response to

further elucidate the origin of complex phenomena or study transient nonequilibrium states that

may emerge. For example, studies suggest that spin order can be generated in iron pnictides in

response to excitation of a coherent phonon [117], charge localization can be photoinduced in

charge order systems [118], the superconducting order parameter in cuprates can be enhanced

via suppression of the competing charge order or the transient redistribution of superconducting

coherence [119–121], and hidden electronic states can be dynamically accessed [122–125].

Here we conduct an ultrafast time-resolved x-ray diffraction study of the CDW order in a Cr

film following photoexcitation and demonstrate a dramatic transient enhancement of the CDW

amplitude in elemental Cr following photoexcitation. This is remarkable, because external

excitation typically creates disorder, reduces the order parameter, and raises the symmetry [126–
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129]. We attribute the enhancement of the CDW amplitude to the dynamic electron-phonon

interaction and experimentally discern multiple time scales, thus revealing the underlying physics.

Figure 3.18: Static x-ray diffraction data from a 28 nm Cr film. (a) Schematic real space
representation of the atomic positions in Cr in the presence of a charge density wave (CDW).
The corresponding charge density modulation with the CDW amplitude A and the scattering
geometry are also shown. (b) The potential energy surface for the CDW amplitude A. In the
low-temperature ground state, the potential energy surface is shifted towards a nonvanishing
value due to the electron-phonon (ep) coupling. (c) X-ray diffraction from a Cr thin film recorded
with synchrotron radiation around the (002) Bragg peak (in photons per second) measured at
a film temperature of 115 K. The intensity is increased (reduced) at the positions of the CDW
satellites for low (high) q values (indicated by arrows). Insets: Diffraction patterns (linear scale)
collected with the x-ray free-electron laser at two different momentum transfers q = 2−2δ and
q = 2+2δ in the ground state, corresponding to different incident angles of x-rays.

The system studied in this work is a crystalline Cr film, which is antiferromagnetic

and exhibits an incommensurate spin-density wave (SDW) below the Néel temperature TN =

290±5 K, as shown in the previous section. It also forms an incommensurate CDW, appearing

as the second harmonic of the fundamental SDW ordering [33]. In Fig. 3.18(a), we show the

real space representation of the atomic positions in Cr in the presence of the CDW. The CDW

amplitude, A is a measure of the charge density modulation. Fig. 3.18(b) shows the potential

energy surface for the CDW, which is nonzero due to electron-phonon coupling. The amplitude
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of the CDW can be directly measured by x-ray diffraction as the intensity of the corresponding

satellite peaks. X-rays are mostly sensitive to the core electrons, and the quantity we observe in

our experiment is the elastic component of the CDW (periodic lattice distortion). Static x-ray

data are presented in Fig. 3.18(c) and reveal that the CDW has a wavevector normal to the film

surface, is pinned by the film surfaces, and is quantized with 8.5 periods in the film, as expected

from earlier studies [33, 91, 102], including the work in the previous section.

In the previous section, we measured the satellite peaks and saw constructive interference

at low q and destructive interference at high q. It can be readily shown [33] that in the presence

of a CDW the positions of the atomic planes rn normal to the CDW wavevector can be written as

rn = a0 ·n+Acos(2δ a0 n−φ0),

where n is an integer, A is the CDW amplitude, 2δ is the scattering vector corresponding to the

CDW periodicity, a0 is the lattice parameter, and φ0 is the relative phase of the CDW modulation

with respect to the substrate interface. In an x-ray experiment with a momentum transfer q normal

to the planes rn, the scattered intensity can be written as [105]

I(q) = IN

(
| f (q)|2 +qAsin(α)

[
f (q) f (q−2δ)− f (q) f (q+2δ)

]
+

(qA)2

4

[
f (q−2δ)2 + f (q+2δ)2

])
, (3.3)

where q is the momentum transfer, IN is a normalization constant, f (q) = sin(qaN)
sin(qa) , N is the number

of atomic layers in the film, and α = NCDW ·π−φ0, with NCDW being the number of CDW periods

in the film. In our system, φ0~π and we are working at a temperature where NCDW = 8.5. For

bulk, only the first and the last terms are typically observed since f (q) is extremely sharp and

there is enhance intensity at the satellite peaks. Here, f (q) is relatively broad due to the small

thickness of the film, so the last term can be neglected, and the second term, which describes the
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interference, dominates. Eq. 3.3 shows that the measured intensity is enhanced or reduced in the

presence of the CDW, identically opposite on both satellites q±2δ around the Bragg peak, and

that the amplitude A of the CDW is directly proportional to the intensity of the interference terms,

as discussed in the main text.

Thus in this work, we see that the satellite peaks form constructive and destructive x-ray

interference with the Laue oscillations, which leads to an increase of the scattered intensity at

(0, 0, 2-2δ) or decrease at (0, 0, 2+2δ) [23, 105, 130], where 2δ is the momentum transfer of

the CDW. We used short optical laser pulses to excite ultrafast dynamics in the Cr thin film,

and the time-dependent CDW amplitude was monitored via ultrafast x-ray diffraction (insets in

Fig. 3.18(c)).

The experiment was conducted at the XPP instrument of the x-ray free-electron laser at

the Linac Coherent Light Source (LCLS) facility [131, 132] in the stroboscopic mode. The x-ray

photon energy was 8.9 keV (0.14 nm), selected by the (111) diffraction of a diamond crystal.

X-ray diffraction in the vicinity of the out of plane (002) Bragg peak (2θ = 60 deg) from each

15 fs pulse was recorded by an area detector (CS140k) with a repetition rate of 120 Hz. Due to

the mosaic spread of the crystal in the film plane, a number of Laue oscillations are observed on

the area detector simultaneously. About 100 pulses were recorded for each time delay (50 fs steps

in the time traces). For every time delay separately, the intensity was corrected for dark noise and

normalized by the intensity measured in the region of the area detector where Laue oscillations

were absent. The sample was excited by 800 nm optical, p-polarized laser pulses of duration 40 fs

propagating approximately collinearly with the x-ray pulses. The final temporal resolution was

estimated at 80 fs. The spot sizes (full width at half maximum) of the optical and x-ray pulses

were 0.46 mm (H) x 0.56 mm (V) and 0.2 mm (H) x 0.2 mm (V), respectively. Measurements

were made at an initial sample temperature of 115 K.

The time-dependent x-ray diffraction signal of the CDW satellite peak at q = 2−2δ is

shown in Fig. 3.19 and reveals oscillations following photoexcitation (see Supplemental Material
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Figure 3.19: Time-resolved x-ray diffraction data of fringe 7 and 8 and the charge density
wave (CDW) in a 28 nm Cr film. (a) Time dependence of the intensity in the vicinity of
the CDW satellite at q = 2− 2δ (see Fig. 3.18) for a series of pump fluences (incident, p
polarization). (b) The black and red lines show the normalized transient intensity difference
|ICDW(τ)− IRT|/|ICDW,0 − IRT| at q = 2−2δ, where ICDW is the data in (a), IRT was measured at
room temperature above TN without CDW, and ICDW,0 was measured in the low-temperature
ground state. The intensity difference rises above its initial value of one for low fluences and
drops below zero as the fluence increases (indicated by arrows). The blue line shows ∆ICDW at
q = 2+2δ for a fluence of 2 mJ/cm2 and starts at -1 due to destructive interference.

of [109] for movies). The remarkable quality of the data allows unambiguous detection of four

different time scales. The main oscillation has a period of 453±1 fs and is damped with a time

constant of 3.0±0.5 ps so that about 20 oscillations are observed. In Fig. 3.19(b), we see that for

low pump fluences the mean of the oscillation increases rapidly in less than 0.5 ps, whereas for

higher fluences it remains fixed at zero. The CDW diffraction signal after significant damping of

the oscillation (10 ps) decreases with pump fluence and reaches zero at 11 mJ/cm2. At q = 2+2δ,

an identically opposite behavior occurs due to destructive interference shown in Fig. 3.19(b) at a
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fluence of 2 mJ/cm2 and in Supplemental Material of [109] for the other fluences. A positional

shift of the Laue oscillations is observed for high fluences in Fig. 3.19(a) and shows a period of

8 ps. This shift is initiated by the temperature increase of the lattice and is used to calibrate the

film temperature (see Supplemental Material of [109]).

Figure 3.20: Carrier (solid lines) and lattice (dashed lines) temperatures following photoexcita-
tion, calculated within the two-temperature model with parameters identical to [105].

We have simulated the electron Te and lattice Tl temperatures by solving the coupled

differential equations within the two-temperature model [105, 133]:

Ce(Te)
dTe

dt
=−G(Te −Tl)+S(t)

Cl(Tl)
dTl

dt
= G(Te −Tl),

where G = 4.6×1011 W/(cm3K) is the electron-phonon coupling constant [134, 135], Ce = γTe

with γ = 211 J/(m3K) is the electron heat capacity [135], Cl is the lattice heat capacity, which

was calculated within the Debye approximation [23], t denotes time, and S(t) is the IR laser

excitation, which was simulated as a Gaussian with 40 fs FWHM with a height adjusted to yield

the final film temperature. This temperature was calculated by comparing the transient Bragg

peak position after 100 ps with the thermal expansion coefficient (measured on the same sample).
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The inability of the film to expand laterally was accounted for by correcting the observed lattice

expansion in the pump probe experiment by 1+2νP, where νP = 0.29 is the Poisson ratio. At

250 K the CDW with the initial periodicity vanishes for temperatures lower than TN , and a CDW

with a different periodicity emerges. The sample is optically thin and homogeneously heated,

thus the heat transport during the calculated time period can be neglected [134].

Figure 3.21: Interpretation of the time-resolved x-ray diffraction data around q = 2−2δ for
a 28 nm Cr film. (a) Data and (b) the integral along the vertical direction in photons per
second recorded at time delays τ0 before 0 ps (blue solid line), τ1 = 0.11 ps (black dashed line,
5 mJ/cm2), τ2 = 0.22 ps (magenta squares, 5 mJ/cm2), and τ3 = 0.45 ps (red circles, 1 mJ/cm2).
The time delays represent significant instants in the first period of the oscillation in Fig. 3.19.
Insets in (a): Schematic representations of the charge density modulation that are consistent
with the x-ray data for different time delays. The charge density at τ1 is similar to the room
temperature case, where no charge density wave is present. The scale bar in (a) shows 0.025 Å−1.

It is interesting to look at the physical processes occurring on very short time scales. The

x-ray data measured at specific time delays and fluences within the first 0.5 ps are presented

in Fig. 3.21, and the respective time-dependent CDW is schematically depicted in the insets

in Fig. 3.21(a). In the low-temperature equilibrium state (negative time delay), the x-ray data

are consistent with the presence of a static CDW at both interfaces [105]. At a time delay of
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0.11 ps after photoexcitation, the dynamic x-ray data are in agreement with static x-ray data

recorded above the Néel temperature TN and show an undistorted lattice with no CDW present.

At 0.22 ps, we observed a reversal of the CDW amplitude, as revealed by the change of sign of

the interference term in the diffraction signal. The nodes and antinodes of the CDW are at the

same location, however, the amplitude is inverted. The most striking observation of our study is

the transient enhancement of the CDW amplitude at a time delay of 0.45 ps following moderate

laser excitation, seen in Figs. 3.19(b) and 3.21. The transient enhancement is oscillatory and

occurs up to a time delay of 4 ps.

The fluence dependence of the pump-probe data reveals that the CDW amplitude is

enhanced by about 30% above the maximum value in equilibrium at a fluence of 1 mJ/cm2,

shown in Figs. 3.22(a) and 3.22(c). The experimental observation of the CDW amplitude

enhancement was recorded in several independent measurements: the time traces for different

fluences (Fig. 3.19), the fluence dependence of the dynamic CDW amplitude (Figs. 3.22(a)-(c)),

and in the measurements of both satellite peaks at q = 2−2δ and q = 2+2δ (see Supplemental

Material of [109]). To exclude the possibility of exciting a broad phonon spectrum [136, 137],

we measured the transient signal at multiple q values (see Supplemental Material of [109]). Only

at the position of the satellite peak do we see an oscillation of the scattering intensity. This

demonstrates that for low fluences no significantly excited lattice vibrations occur, apart from the

CDW, and that the enhancement of the CDW amplitude is due to the preexisting CDW in the film.

In order to understand the system response, we fit the transient CDW amplitude A(τ) to the

following equation based on the theory of displacive excitation of coherent phonons [138–140]:

A(τ) = AF +Bcos
(

2π
τ− τ0

tP

)
· exp

(
−τ− τ0

tD

)
−C exp

(
−τ− τ0

tep

)
, (3.4)

where AF is the final amplitude of the CDW at 10 ps and B is the amplitude, tP the period, and tD

the damping time of the oscillation. The parameter τ0 is the offset of the oscillation, C = AF −A1
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Figure 3.22: Enhancement of the charge density wave (CDW) amplitude in a 28 nm Cr film.
(a),(b) The normalized intensity of the CDW satellite peak (see the caption of Fig. 3.19) as a
function of the pump fluence and time delay for (a) q = 2− 2δ and (b) q = 2+ 2δ. (c) The
transient amplitude of the CDW at 0.22 ps (top, first minimum of the oscillation in Fig. 3.19)
and 0.45 ps (bottom, first maximum of the oscillation in Fig. 3.19) extracted as line scans along
the white lines in (a) and (b).

where A1 is the quasiequilibrium amplitude after excitation (see Fig. 3.24), and tep is the decay

time for the shift of the quasiequilibrium towards AF . The last term is indispensable to accurately

reproduce the data. The fit results are presented in Fig. 3.23 and Table 3.23.

From the fits of the CDW amplitude, we are able to attribute the enhancement of the
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Figure 3.23: Fits of the charge density wave (CDW) amplitude to the data using the model
described in Eq. 3.4 for q= 2−2δ. Fluences from top to bottom: 1 mJ/cm2, 2 mJ/cm2, 4 mJ/cm2,
11 mJ/cm2 mJ/cm2, 16 mJ/cm2. The fitting procedure for the highest fluence (16 mJ/cm2) was
compromised by the coherent phonon at the zone boundary.

CDW amplitude to dynamic electron-phonon interaction and present a model for the underlying

physical processes in Fig. 3.24. We start with the low-temperature ground state (τ < 0 ps), where

the electronic order and electron-phonon coupling are responsible for the presence of the static

CDW [33]. The schematic potential energy surface (blue curve) for the CDW amplitude, A, is

centered at A0 > 0, its value in the low-temperature ground state (see also Fig. 3.18(b)).

The photoexcitation creates hot charge carriers with temperatures well above TN within

less than 50 fs [134], the electronic order is partially suppressed, and the electronic and lattice
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Table 3.1: Parameters determined from fits of the ultrafast dynamics of the charge density wave
(CDW) amplitude following photoexcitation for time delays between 0 and 5 ps to the model
described in Eq. 3.4. AF is the final mean amplitude of the CDW, tep is the time scale of the
shift of the oscillation (solid line in Fig. 3.23), and td is the damping time of the oscillation.
The last column represents the ratio between the amplitude of the oscillation, B, and the initial
suppression of the CDW amplitude 1−AF +C. The fitting procedure for the highest fluence
(16 mJ/cm2) was compromised by the coherent phonon at the zone boundary and the parameters
are not shown. For a fluence of 11 mJ/cm2, the system has heated to near TN and there is no shift
of the oscillation back to the initial state within the first few ps, so the fit for tep is not indicative
of the electron-phonon coupling time.

q
Fluence Oscillation AF tep td B

1−AF+C[mJ/cm2] period [ps] [arb. units] [ps] [ps]

2−2δ 1 0.453±0.002 0.99±0.01 0.14±0.05 2.85±0.5 0.64±0.10
2+2δ 1 0.454±0.002 0.93±0.01 0.23±0.07 2.95±0.4 0.73±0.20
2−2δ 2 0.454±0.001 0.87±0.01 0.38±0.04 3.00±0.2 0.68±0.05
2+2δ 2 0.454±0.001 0.95±0.01 0.34±0.05 2.27±0.2 0.69±0.11
2−2δ 4 0.453±0.001 0.76±0.01 0.41±0.03 2.95±0.2 0.66±0.03
2+2δ 4 0.452±0.001 0.82±0.01 0.48±0.05 2.62±0.2 0.73±0.08
2−2δ 11 0.453±0.001 0.03±0.01 0.02±0.43 3.07±0.3 0.86±1.65
2+2δ 11 0.452±0.001 0.01±0.01 0.05±0.02 2.68±0.1 0.67±0.13

degrees of freedom are partially decoupled, shown at τ~0 ps in Fig. 3.24. The lattice distortion

is still frozen; however, the potential energy surface has a new transient minimum at A1 (red

dashed curve) with a smaller or vanishing mean CDW amplitude due to the quenched electronic

order. The lattice mode is thus released and starts oscillating. The frequency of this coherent

lattice oscillation (ν = 2.21 THz) is in agreement with the frequency of the longitudinal acoustic

phonon at the corresponding wavelength measured in bulk chromium [141]. The initial drop of

the CDW amplitude after 0.22 ps saturates at a fluence of 4 mJ/cm2 (Fig. 3.22(c)), and A does

not decrease below a value of -0.9. Therefore, the amplitude A1 = 0 in Fig. 3.24 limits the initial

displacement of the potential energy surface, indicating that only the preloaded energy due to the

frozen phonon is released via quenching of the electronic order.

Surprisingly, for low fluences (smaller than 4 mJ/cm2), we observe a dramatic deviation

from the conventional model for displacive excitation of coherent phonons: here, the minimum
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Figure 3.24: A schematic illustration of the mechanism behind the enhancement of the charge
density wave (CDW) amplitude due to dynamic electron-phonon interaction. The potential
energy surfaces are drawn for the dynamic CDW amplitude, shown on the horizontal axis. A0
is the amplitude of the CDW in the ground state, A1 is the quasiequilibrium position after the
excitation, and AF is its position after 10 ps. The transient amplitude A(τ) was fitted by the
following equation A(τ) = AF +Bcos(2πτ′/τP)exp(−τ′/τD)−C exp(−τ′/tep), where B is the
amplitude, τP the period, τD the damping time of the oscillation, τ′ = τ− τ0, τ0 is the offset
of the oscillation, C = AF −A1, and tep is the decay time for the shift of the quasiequilibrium
towards AF .

of the potential energy surface rapidly shifts back towards the initial ground state A0, shown for

τ~tep in Fig. 3.24. Note that the potential minimum does not reach its initial value A0 because of

the increase of the film temperature. To reproduce this essential feature of our data, we require

superimposed exponential relaxation of the displacive component to the fit in Eq. 3.4. The time

constant for this relaxation was determined to be 300 fs, in good agreement with the carrier-lattice

173



thermalization time measured by optical reflectivity [134]. Therefore, our analysis indicates

that while the carriers cool down below TN , the electronic ordering is reestablished and pulls

the quasiequilibrium minimum of the potential energy surface towards higher values. In other

words, the electronic and the lattice degrees of freedom recouple in less than 0.5 ps. This ultrafast

backshift and the weak damping of the lattice oscillations about the dynamic quasiequilibrium

are the essence of the transient enhancement of the CDW amplitude (see Fig. 3.24, τ > tep). The

enhancement at 0.45 ps is maximized at a fluence of 1.2 mJ/cm2 (see the vertical dashed line in

Fig. 3.22(c)), which is coincident with the zero crossing of the CDW amplitude at 0.22 ps and

indicates lattice-assisted recondensation of the electronic ordering.

The relaxation time slightly increases with pump fluence, which is qualitatively supported

by calculations within the two-temperature model [133, 134, 142] (see Fig. 3.20); i.e., for

increased fluences the carrier temperature stays above TN longer. At even higher fluences

(larger than 11 mJ/cm2), when the quasiequilibrium temperature after carrier-lattice equilibration

approaches or exceeds TN , no shift of the potential energy surface occurs and the CDW amplitude

oscillates around zero, the value it would assume in equilibrium above TN (Fig. 3.19(b)). Since

damping is also remarkably weak in the strong excitation regime, the CDW amplitude oscillations

can persist above TN . It is worth noting that the data measured at 1 mJ/cm2 in Fig. 3.19(b) could

be interpreted in terms of an impulsive excitation of the coherent phonon mode, i.e., excitation

without displacement of the potential energy surface, whose characteristic signature is a sine-type

oscillatory behavior [143]. The high fluence data (larger than 11 mJ/cm2), however, clearly show

that the coherent phonon is driven by a displacive excitation (cosine-type behavior). The correct

interpretation relies on the dynamical picture introduced in Fig. 3.24, and the reforming of the

electronic ordering is indispensable in explaining the CDW amplitude enhancement, because the

amplitude of the lattice oscillation is always smaller than the initial suppression of the mean value

(see Table 3.1).

The damping time constant of the coherent lattice oscillation is about 3 ps and independent
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of the fluence. This surprisingly long time scale indicates anharmonic phonon-phonon interaction

as the dominant decay channel. Electron-hole pair excitation, which typically leads to strong

damping of order-parameter oscillations in strongly correlated electron systems [140, 144, 145],

is expected to be ineffective here because of the SDW gap in the electronic spectrum [146].

Because of ultrafast carrier cooling and recondensation in the lattice distortion potential, this gap

will quickly reopen, even after a complete quench of the electronic order [127]. Moreover, it

is likely to persist above TN in the form of a pseudogap due to incipient magnetic order [146].

Finally, the period of the lattice oscillation is much shorter than the damping time and also does

not depend on fluence (see Table 3.1). Thus, the Cr system studied here essentially represents

an effective converter of an electronic excitation into a well-defined, long-lived CDW amplitude

oscillation: an oscillation that leads to a significant transient enhancement of the CDW amplitude

and that can even persist above the equilibrium transition temperature. We anticipate that other

sorts of excitation would lead to a similarly well-defined and persistent oscillation of the CDW

amplitude in this system.

In summary, by using the unique capabilities possible with hard x-ray free-electron lasers,

we directly observe a dramatic enhancement of the CDW amplitude in Cr following photoexcita-

tion: 30% above its maximum value in equilibrium. We identify the ultrafast underlying physical

processes by discerning multiple time scales and explain our results by three main processes,

referred to as “dynamic electron-phonon interaction” throughout this work: (i) the photoinduced

quench of the electronic order unfreezes a coherent lattice oscillation, (ii) the mean amplitude

of this lattice oscillation is increased due to the ultrafast recondensation of the electronic order,

and (iii) the reordering of electrons is assisted by the still present lattice distortion. The rapid

electronic recondensation is evident from both the ultrafast backshift of the mean of the oscil-

lation and the weak damping of the oscillation due to the reopening of the electronic gap. We

demonstrate in [147] that the dynamic electron-phonon interaction can be combined with repeated

photoexcitation to extend the coherent lattice oscillation and achieve an even higher enhancement
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of the CDW amplitude. Our results also raise fundamental questions regarding the dynamics of

the magnetic ordering and the electronic structure of the system. Finally, we anticipate that the

enhancement of an order parameter via dynamic interaction of various degrees of freedom is a

general phenomenon and can be observed and studied both theoretically and experimentally in a

variety of systems.

3.4 Critical Slowing of Spin and Charge Density Wave Order-

ing Following Photoexcitation

In Section 3.3, we explored the ultrafast dynamics of the periodic lattice distortion and

CDW in Cr within 10 ps following photoexcitation at different fluences, resulting in a dynamic

coherent phonon. For higher fluences, we saw that once the phonon mode was damped out, the

periodic lattice distortion in the system was reduced or disappeared by 10 ps. Here we explore how

the periodic lattice distortion and CDW recover at time scales longer than 10 ps. We report on the

slowing of the recovery of order when excited from a temperature near a hysteretic transition in

thin film Cr. Using time-resolved x-ray diffraction, we track the distortion dynamically following

photoexcitation by an optical laser pulse. When the system is initially at a temperature far

below this region, the recovery of electronic order occurs on a time scale consistent with thermal

recovery for a metallic film, around 20-30 ns. However, when the initial sample temperature

approaches the transition region, we observe the recovery proceeding on time scales several

orders of magnitude longer, which provides insight into the energy required to reorient the order

into the initial ground state from the excited state. We reproduce this energetic behavior using a

phenomenological Landau model extended to add boundary conditions necessary to describe the

density wave ordering of Cr in confined geometry.

The Cr film that was measured was the same 28 nm film measured in Sections 3.2 and

3.3, which exhibits a half-integer number of CDW and periodic lattice distortion periods NCDW
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and pinning at the interfaces such that the NCDW is 8.5 at low temperature and 7.5 between the

hysteretic transition region (from about 210 K to 245 K). The previous sections have assumed

a Néel temperature around 290 K, however we find evidence of CDW ordering at 300 K and

some domains with NCDW = 6.5 in this study, indicating a broad Néel transition that is difficult

to measure due to the small amplitude of the ordering parameter at these temperatures [105].

Fig. 3.25 shows x-ray diffraction of the (002) Bragg peak and Laue oscillations measured at the

APS at three temperatures, 296 K, 240 K, and 142 K, while cooling the film. The CDW satellite

peaks are present at 142 K and 240 K and aligned on the 8th and 7th Laue fringes indicating 8.5

and 7.5 periods in the lattice distortion, respectively. At 296 K, there is little contribution from

the CDW satellite peak: we primarily measure the Bragg peak and Laue fringes [148].

Figure 3.25: X-ray diffraction θ−2θ scans around the (002) Bragg peak of a 28 nm Cr thin film
at 296 K (black circles), 240 K (orange squares), and 100 K (purple triangles). The Laue fringes
are labeled, and arrows indicate the added intensity where the charge density wave satellite
peaks appear on fringe 7 at 240 K and fringe 8 at 142 K. The inset shows a detector image
from the experiment at the LCLS, with experimental geometry centered on fringe 7 at a sample
temperature of 300 K.
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In Fig. 3.8, we present the expected number of CDW and periodic lattice distortion

periods in a 28 nm film given the bulk SDW wavevector if the pinning at the interfaces is ignored

(green triangles, adapted from [3]) and the observed number of periods in this film between

the film interfaces from x-ray diffraction data (see Section 3.2). The observed periodicity is

either 7.5 or 8.5 periods, with a hysteretic change between these two states between 210 K and

245 K, indicating a mixed phase with each domain exhibiting one of the two orientations. Given

the boundary pinning and quantization of the periodicity, the observed values align well to the

expectation from bulk down to about 150 K. Below this, the bulk wavevector plateaus to almost

reach 9.25 CDW periods in the film, so we might expect the presence of a lower temperature

hysteretic transition between 8.5 and 9.5 CDW periods, mirroring the higher temperature one, but

this is not observed. The expectation from bulk raises the possibility of a transition to 6.5 CDW

periods (with a satellite peak expected on the 6th Laue fringe), with transition region near 300 K,

which is supported in this study, but can only be measured with the very high flux available at a

free electron laser facility due to the decreasing amplitude of the satellite peaks as the sample

temperature approaches TN .

This study was conducted at the XPP instrument at the Linac Coherent Light Source

(LCLS) x-ray free-electron laser, with 8.9 keV x-ray pulses of duration 15 fs. The sample was

excited by 800 nm optical pulses with duration 45 fs and fluences 4.2 mJ/cm2, 7.4 mJ/cm2, and

9.2 mJ/cm2 from initial sample temperatures of 130 K to 300 K. The inset in Fig.3.25 shows

a detector image, where the experimental geometry is aligned to the fringe 7 and we are able

to see neighboring peaks at lower intensity captured by the Ewald sphere. The time-dependent

x-ray diffraction signal of several of the Laue fringes and interfering CDW satellite peaks was

measured to a maximum of 400 ns to determine the dynamic charge ordering in the film.

Averaged detector images at times before photoexcitation, 10 ps after photoexcitation,

and 400 ns after excitation are shown in Fig. 3.26 at an initial sample temperature 150 K for laser

fluence 7.4 mJ/cm2. The white dotted lines show the fringe 8 peak position. A shift in the Laue
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fringes was observed following photoexcitation, consistent with the Bragg peak shift expected

from lattice heating. Fig. 3.27 shows the time-resolved shift in the Bragg peak on the detector

and the approximate increase in lattice temperature corresponding to that shift for the three laser

fluences used in this study: 4.2 mJ/cm2, 7.4 mJ/cm2, and 9.2 mJ/cm2. The maximum change in

lattice temperature is an increase at 10 ps of approximately 75 K, 125 K, and 160 K, respectively.

The cooling time of the film occurs as expected in a metallic film, fully recovered on the order of

tens of ns.

Along with the shift in the fringe position, a change in the intensity of some of the fringes

is also observed in Fig. 3.26. This change is dependent on the initial sample temperature and

the fluence. Fig. 3.28 shows the fringe amplitudes normalized to their initial intensity before

excitation with fluence 7.4 mJ/cm2 at initial sample temperatures ranging from 130 K to 300 K.

Fringe 9 has no satellite peak contribution at any temperature for this sample, and there is expected

to be no response in the intensity to photoexcitation. Fig. 3.28(a) shows that there is a small

Figure 3.26: Averaged detector images before excitation, 10 ps after excitation, and 400 ns
after excitation from an initial sample temperature of 150 K with laser fluence 7.4 mJ/cm2. The
sample and experiment geometry are aligned for diffraction from fringe 8. White dotted lines
are shown at the fringe 8 peak position and fringes 7 and 8 are indicated with arrows.
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decrease in intensity which recovers on the order of thermal recovery. This is also seen on other

fringes, even when no satellite peak contribution is expected and could be attributed to some

inhomogeneous structural change such as a gradient in heating that affects the Laue oscillations.

There is a satellite peak contribution expected on fringe 8 which should disappear when heated

and reappear as the film cools. This is confirmed in Fig. 3.28(b). At an initial sample temperature

of 130 K (black data points), there is a dramatic initial drop in intensity at 10 ps when the film is

heated to around 255 K followed by a recovery to the initial intensity by about 5 ns. At 150 K

(purple data points), the initial satellite peak contribution to this fringe should be comparable

to 130 K. The intensity following photoexcitation is similar, but there is a larger initial drop in

intensity, reflecting that more loss of the 8.5 CDW orientation in the film and that some domains

may have remained magnetized in this state with this fluence at 130 K. The time scales for

Figure 3.27: Bragg shift in pixels and approximate change in lattice temperature as a function
of delay time following photoexcitation at all three fluences used in this study: 4.2 mJ/cm2,
7.4 mJ/cm2, and 9.2 mJ/cm2.
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Figure 3.28: Normalized intensities of (a) fringe 9, (b) fringe 8, (c) fringe 7, and (d) fringe 6
following photoexcitation with laser fluence 7.4 mJ/cm2 from initial temperatures ranging from
130 K to 300 K. Each data set is normalized to the fringe intensity before photoexcitation.

recovery at 150 K appear similar to the recovery at 130 K.

Looking next to the response at 190 K, in light blue, the drop in intensity is comparable to

150 K. Again, the initial satellite peak contribution and drop within 10 ps should be similar, and

this indicates that the full satellite peak intensity has been lost for these scans. The recovery from

190 K, however, occurs much slower. By 10 ns, when the intensity at 130 K and 150 K have fully

recovered back to the initial value, the total intensity of the 8th fringe is still depressed by about

4%. At 400 ns, two orders of magnitude longer than the full thermal recovery of the system, the

intensity remains depressed by 2%. If we continue to higher temperatures and look at an initial

sample temperature of 215 K (gold data points), the initial drop in intensity is less than for the
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previously discussed scans. This is because we have entered the hysteretic mixed phase region

where domains with 7.5 CDW periods and domains with 8.5 CDW periods coexist, so there is

a satellite peak contribution to both fringe 7 and fringe 8, with the intensity of fringe 8 smaller

than it would have been at 190 K. The initial drop in intensity is about 21% rather than the almost

26% at 150 K and 190 K. The recovery follows the pattern from lower temperatures, at 10 ns,

the intensity is still depressed by over 10% and at 400 ns by 7%. As the initial temperature is

increased further, the initial drop in intensity decreases as the satellite peak amplitude on this peak

decreases, while the time scale of recovery increases until we reach 260 K, above the hysteretic

region where there is no longer any satellite peak contribution to this fringe and we expect no

change in intensity. We do observe a decrease in intensity here at both temperatures, but it is

comparable to what was seen at all temperatures on fringe 9 and is an experimental artifact due to

the peak shifts. So from fringe 8, we see a drop in intensity following photoexcitation consistent

with the temperature change of the film and the amplitude of the satellite peak on that fringe at

each temperature. However, the recovery of the intensity seems to occur on increasing time scales

as the initial temperature increases.

Fig. 3.28(c) shows the normalized intensity of the 7th fringe. At 130 K (black data points),

there is an increase in the fringe intensity at 10 ps followed by a recovery back to the initial

intensity within 500 ps. At 150 K (purple data points), there is a similar initial increase in

the intensity at 10 ps and then a further increase until about 100 ps before the recovery occurs

consistent with thermal time scales. At these temperatures, there is initially no satellite peak

contribution to this fringe. With the laser pulse, the system has been excited into the higher

temperature state where the satellite peak appears on the 7th fringe. When starting at a ground

state temperature of 130 K, the system is heated to just above the hysteretic transition and the

satellite peak quickly disappears from the 7th fringe back onto the 8th fringe. From 150 K, the

system is heated to around 275 K, where the satellite peak should be fully on the 7th fringe. As the

system cools, the peak amplitude increases on the 7th fringe, as expected from the measurements
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in Section 3.2, before disappearing and appearing on the 8th fringe. The behavior at these

temperatures seems consistent with what might be expected from a model based purely on the

temperature of the system at each moment in time.

Figure 3.29: Normalized intensity of the charge density wave (CDW) satellite peak on fringe 7
(gold squares) and fringe 8 (blue triangles) following photoexcitation from 150 K with fluence
7.4 mJ/cm2. The intensities are normalized to the initial charge density wave (CDW) amplitude,
which appeared entirely on fringe 8. There was little change in amplitude observed on fringe 6
amplitude (pink circles). Dashed lines indicate the expected CDW amplitude assuming a quasi-
static evolution of CDW ordering with the cooling of the lattice. Inset: CDW amplitudes of the
three fringes on a linear scale in time for the first 300 ps.

Fig. 3.29 shows the satellite peak amplitude on the 6th (pink circles), 7th (gold squares),

and 8th (blue triangles) fringes normalized to the initial amplitude on the 8th fringe, following

photoexcitation with a laser fluence of 7.4 mJ/cm2 from an initial sample temperature of 150 K.

Here we assume that any change in intensity is a result of a change in the satellite peak intensity.

The inset shows the first 300 ps on a linear scale in time. Initially, there are 8.5 CDW periods

between the film interfaces and the full CDW satellite peak appears on the 8th fringe. Within
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10 ps, the lattice temperature increases by about 125 K [109, 149] to 275 K, which heats the

system to where the satellite peak has completely disappeared from the 8th fringe. Interestingly,

we see the satellite peak appear with smaller amplitude within 10 ps on the 7th fringe, consistent

with the preferred spin orientation at a temperature of 275 K. From here, the amplitude of the

8th fringe increases and recovers back to its initial configuration by about 20 ns, a time scale that

is consistent with the thermal recovery. The amplitude of the 7th fringe initially increases until

about 100 ps before decreasing back to its initial amplitude. If we consider that the system has

been excited into the state that we would expect to see at a temperature of 275 K, this can be

explained by the increase in amplitude of the CDW satellite peak as temperature decreases, as we

observed in Section 3.2. At a lattice temperature of 275 K, the CDW peak would be expected to

appear entirely on fringe 7, and as the system cools, the CDW peak amplitude will increase on

this fringe before switching to fringe 8. We also include the amplitude of fringe 6 in this graph,

expected to show no change. There is a small decrease, the artifact due to the shift in the peak,

but this is small in comparison to what is observed from the satellite peaks. The dashed lines in

Fig. 3.29 show the expected CDW amplitudes on each fringe modeled quasi-statically from the

film temperature (which was determined by the Bragg peak shift from Fig. 3.27) and the CDW

peak locations and amplitude (see Fig.3.15). The time scales and recovery follow this quasistatic

model reasonably well at this temperature.

This quasi-static model breaks down at different ground state temperatures, however. In

Fig. 3.28(c), the fringe 7 response at 215 K (gold data points) demonstrates this. There is an initial

drop in intensity, indicating that there is an initial the satellite peak contribution that is reduced by

the photoexcitation. As the system cools, the satellite peak reappears and is maximized at about

1 ns before beginning to decrease. However the recovery back to the initial intensity proceeds

very slowly, with a 6% difference in fringe intensity at 400 ns compared to the intensity before

the excitation. This slowing down of the recovery cannot be explained by a model that accounts

only for evolution of the satellite peak with lattice temperature.
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Moving to the response at higher temperatures, such as at 260 K (magenta data points).

Here the fringe 7 response looks similar to the fringe 8 response at lower temperatures. There

is an initial drop in intensity consistent with the full satellite peak intensity appearing on this

fringe followed by a recovery consistent with thermal time scales. So it appears that above the

transition region with the mixed phase, there is no slowing down and the system has reverted to

thermal time scales. However, this slowing down begins to appear as we increase temperature

again. At 300 K, it is expected that the system is above the Néel temperature and there should

be no change in amplitude, however the transition is broad and we previously found evidence

that there is a satellite peak contribution at 300 K in this film [150]. We see evidence of that

in this work also, with the response shown with light pink data points. There is a significant

initial drop in intensity followed by recovery, however once again, we see that the recovery to

the initial intensity has not occurred by 400 ns. Fig. 3.28(d) includes the normalized intensity

of fringe 6 for all the same initial temperatures. Mostly we see no response in the intensity to

photoexcitation, however at 300 K, there is a clear decrease in intensity initially followed by

an increase to more than the initial intensity and then a slow recovery, consistent with the slow

recovery at 300 K for fringe 7. This suggests that at 300 K, there is some small satellite peak

contribution to fringe 6 and following photoexcitation, some of the film orders into the 6.5 CDW

orientation while cooling. At the initial temperature 300 K, we are in a hysteretic transition region

where the preferred CDW periodicity switches between 7.5 and 6.5 CDWs in the film, and it

appears that the recovery of the periodic lattice distortion in the film slows down on approach of

these hysteretic transition regions.

Fig. 3.30 shows the normalized intensities for the fringes following a laser pulse with

fluence of 4.2 mJ/cm2, less than measured in Fig. 3.28. Here there is similar behavior, but

consistent with a smaller initial increase in temperature from the photoexcitation. For example,

for fringe 8 in Fig. 3.30(b), the drop in intensity from 150 K is significantly less than the drop in

intensity from 170 K. At this fluence, the change in lattice temperature is about 75 K, so a pump
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Figure 3.30: Normalized intensities of (a) fringe 9, (b) fringe 8, (c) fringe 7, and (d) fringe 6
following photoexcitation with laser fluence 4.2 mJ/cm2 from initial temperatures ranging from
150 K to 260 K. Each data set is normalized to the fringe intensity before photoexcitation.

from 150 K will heat the lattice to about 225 K whereas a pump from 170 K will heat it to about

245 K. In the quasi-static model, there is a considerable difference. At 225 K, the satellite peak

amplitude is still mostly on fringe 8 while at 245 K, the satellite peak is mostly on fringe 7. So

the overall change in fringe intensity will be much greater from an initial sample temperature of

170 K than it will for an initial sample temperature of 150 K. It can also be seen in the fringe 8

data in Fig. 3.30(b) and fringe 7 data 3.30(c) that the time scales for recovery are comparable to

the time scales for those temperatures in Fig. 3.28, meaning that as the initial sample temperature

increases towards the hysteretic region, the recovery slows down considerably.

Fig. 3.31 shows the normalized intensities for the fringes at the higher laser fluence of
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Figure 3.31: Normalized intensities of (a) fringe 9, (b) fringe 8, (c) fringe 7, and (d) fringe 6
following photoexcitation with laser fluence 9.2 mJ/cm2 from initial temperatures of 150 K,
170 K, and 190 K. Each data set is normalized to the fringe intensity before photoexcitation.

9.2 mJ/cm2 for three initial sample temperatures: 150 K, 170 K, and 190 K. For fringe 8 in

Fig. 3.31(b), the drop in intensity is the same for all three initial temperatures, which is consistent

since the initial peak amplitude should be nearly identical and the heating by about 160 K will

move the system into the higher temperature state where there should be no satellite peak on this

fringe. But we again see clearly for both fringe 8 in Fig. 3.31(b) and fringe 7 in Fig. 3.31(c) that

the time scales for recovery lengthen as the temperature increases.

The fringe intensities in Figs. 3.28, 3.30, and 3.31 seem to indicate that the system

evolution following photoexcitation is consistent with a quasi-static thermal model of recovery

and an increase in length scales as temperature is increased to approach the hysteretic regions
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Figure 3.32: Normalized intensities of (a),(b),(c) fringe 7 and (d),(e),(f) fringe 8 following
photoexcitation from (a),(d) 150 K, (b),(e) 170 K, and (c),(f) 190 K for three different fluences:
4.2 mJ/cm2, 7.4 mJ/cm2, and 9.2 mJ/cm2.

of spin, charge, and lattice reorientation. Fig 3.32 reproduces some of the data to compare the

response to the three laser fluences for fringe 7 (top) and fringe 8 (bottom) at 150 K (left), 170 K

(middle), and 190 K (right). In each case, the initial system response is consistent with the

expected temperature increases of 75 K, 125 K, and 160 K for 4.2 mJ/cm2, 7.4 mJ/cm2, and

9.2 mJ/cm2, respectively. We can also see the slowing of the recovery as the initial temperature

increases. At 150 K, full recovery occurs in 1-10 ns for all fluences. At 170 K, recovery is closer

to 100 ns. At 190 K, the recovery for all fluences has not occurred by 400 ns.

The recovery of order in the system can be described with a double exponential decay

with two time scales, tfast and tslow:

I(t)~A1e−
t

tfast +A2e−
t

tslow +C. (3.5)

Example fits are shown in Fig. 3.33 for a pump fluence of 7.4 mJ/cm2. At lower temperatures,
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Figure 3.33: Examples of double exponential fits (solid lines) of the fringe recovery to Eq. 3.5
for (a) fringe 7 data at 240 K and 300 K and (b) fringe 8 data at 130 K, 220 K, and 230 K when
photoexcited with a pump fluence of 7.4 mJ/cm2.

130 K, 220 K, and 230 K, the fringe 8 intensities were fit, giving time scales for the reorientation

of the system from 7.5 CDW periods to 8.5 CDW periods. At 240 K and 300 K, the fringe 7

intensities were fit, giving time scales for the reorientation of the system from 6.5 CDW periods

to 7.5 CDW periods. The two time scales for recovery become clear at temperatures approaching

the hysteretic region. The constant C here deviates from 1, especially within the hysteretic

region. This reflects a metastable state reached in the recovery due to the hysteretic nature, that

the recovery occurs to a different state while cooling from the initial state of the film that was
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reached while warming from 130 K. We see good agreement of the fits to the observed data at low

temperatures, however within the transition region, the fit suffers from a lack of data at delays

greater than 400 ns, which is reflected in the large error bars and noisiness of tslow.

Table 3.2: Parameters determined from fits of the recovery of the charge density wave amplitude
following photoexcitation to Eq. 3.5. The initial sample temperature is T . Fitted fringe refers to
which fringe amplitudes that was used for the fit. These amplitudes were the fringe intensities
as a function of delay time normalized to their initial intensity prior to photoexcitation. Eb is
the energy barrier calculated from tslow assuming an attempt time of τ0 = 250 ps (see text for
details).

T Fitted Fluence tfast tslow C
Eb

[K] Fringe [mJ/cm2] [ns] [ns] [meV]

130 8 7.4 0.10±0.04 0.43±0.17 0.996±0.002 6±5
140 8 7.4 0.17±0.04 0.76±0.66 0.992±0.004 14±11
150 8 4.2 0.11±0.02 0.80±0.21 0.997±0.001 15±4
150 8 7.4 0.23±0.02 1.8±0.6 0.999±0.002 25±5
150 8 9.2 0.29±0.01 3.7±0.8 0.998±0.001 35±3
170 8 4.2 0.17±0.02 2.2±0.6 0.997±0.001 32±4
170 8 7.4 0.33±0.02 3.8±0.7 0.990±0.001 40±3
170 8 9.2 0.43±0.02 7.4±2.2 0.988±0.002 50±5
190 8 4.2 0.31±0.02 17.1±6.7 0.991±0.002 69±7
190 8 7.4 0.48±0.04 9.0±2.0 0.977±0.002 59±4
190 8 9.2 0.58±0.06 10.5±2.7 0.979±0.003 61±5
200 8 4.2 0.28±0.03 22.8±9.3 0.985±0.003 78±8
200 8 7.4 0.41±0.05 9.5±2.2 0.948±0.003 63±5
205 8 7.4 0.44±0.06 16.0±5.0 0.937±0.004 73±6
210 8 4.2 0.15±0.03 2.7±0.5 0.967±0.002 43±4
210 8 7.4 0.38±0.04 18.3±4.4 0.945±0.003 78±5
215 8 7.4 0.37±0.04 20.5±6.4 0.923±0.003 82±7
220 8 7.4 0.18±0.05 4.2±1.2 0.941±0.003 54±6
225 8 7.4 0.32±0.06 58.0±54.8 0.948±0.007 106±19
230 8 4.2 0.34±0.06 7.2±11.6 0.990±0.002 67±32
230 8 7.4 0.26±0.05 9.7±7.2 0.961±0.003 73±15

240 7 7.4 0.20±0.02 2.1±1.1 1.031±0.002 44±11
260 7 4.2 0.17±0.02 4.1±1.6 1.000±0.002 63±9
260 7 7.4 0.21±0.03 2.2±1.9 0.998±0.003 48±20
300 7 7.4 0.47±0.03 10.6±2.9 0.969±0.002 8±97
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Figure 3.34: Constants C from the fits of the recovery of charge density wave (CDW) order to
Eq. 3.5. Purple data points from fits to fringe 8 data and blue data points from fits to fringe 7 data.
Constants found from data at 4.2 mJ/cm2 (diamonds), 7.4 mJ/cm2 (circles), and 9.2 mJ/cm2

(triangles) are included. The purple shaded region indicates the hysteretic region of reorientation
between NCDW = 7.5 and NCDW = 8.5. The gray shaded region begins at 290 K, which appears
to be around the start of another hysteretic region and is near the Néel temperature.

The fitting parameters for all data sets are included in Table 3.2. The fitted data sets were

the normalized fringe 8 intensities for initial sample temperatures of 130 K to 230 K and the

normalized fringe 7 intensities for initial sample temperatures of 240 K to 300 K at all three

fluences. The faster time scale tfast ranges from 100 ps to 600 ps, consistent with the time scale

for thermal recovery of a metallic film. The slower time scale tslow ranges from 430 ps to nearly

60 ns. It is important to note that the uncertainty of the fits for tfast within the hysteretic region,

with error bars on the order of the fitting parameter. In this region, the simple model of two

exponential decays may not fully account for the change in CDW amplitude with temperature or,

more likely, the maximum achievable delay time of 400 ns was not sufficient to get a full picture

of how the recovery proceeds.

The constants C are plotted in Fig. 3.34, which shows the deviation of the recovered

mixed state from the initial state within the hysteretic regions. The time constants tfast and tslow

are shown in Fig. 3.35(a). In these figures, the purple data points indicate parameters from fits
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Figure 3.35: (a) Time constants on a log scale from the double exponential fits of the recovery
of charge density wave (CDW) order to Eq. 3.5. Solid data points indicate τslow and open data
points indicate τfast. Fits were made to the CDW amplitude on fringe 8 below the transition
(purple data points) and fringe 7 above the transition (blue data points). (b) Energy barriers for
the transitions from NCDW = 7.5 to NCDW = 8.5 (purple data points) and from NCDW = 6.5 to
NCDW = 7.5 (blue data points) calculated from Eq. 3.6. Constants and barriers found from data
at 4.2 mJ/cm2 (diamonds), 7.4 mJ/cm2 (circles), and 9.2 mJ/cm2 (triangles) are included. The
purple shaded region indicates the hysteretic region of reorientation between NCDW = 7.5 and
NCDW = 8.5. The gray shaded region begins at 290 K, which appears to be around the start of
another hysteretic region and is near the Néel temperature.
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of fringe 8, indicating the process of reorientation from NCDW = 7.5 to NCDW = 8.5. The blue

data points indicate parameters from fits of fringe 7, indicating the process of reorientation from

NCDW = 6.5 to NCDW = 7.5. All three fluences are included, with diamonds for 4.2 mJ/cm2,

circles for 7.4 mJ/cm2, and triangles for 9.2 mJ/cm2. The time constant tslow is shown with closed

data points and tfast with open data points in Fig. 3.35(a). For the measured temperatures, there

is no obvious difference in the recovery times at a single temperature with different fluences.

However, it does seem clear that there are two distinct time regimes: tfast, which is a thermal

recovery process and does not have a clear temperature dependence, and tslow, which increases

exponentially with temperature when approaching the transition region, by over two orders of

magnitude. This is most clear for the 7.5 to 8.5 period reorientation, but also holds for the limited

data available for the 6.5 to 7.5 period reorientation.

The slowing of the recovery can be explained by considering the confined geometry of a

Cr thin film. In bulk, the SDW wavevector varies continuously with temperature so the recovery

would more closely follow the thermal evolution. In films, however, the pinning of the interfaces

and the discretized nature of the spin and charge order and of the lattice distortion results in

potential minima at the wavevectors corresponding to half-integer numbers of CDW periods in

the film. The recovery can then be thought of in a classical Arrhenius model as the activation

energy required to reconfigure each domain back to its initial state. This energy barrier can be

calculated from

ln
tslow

τ0
=

Eb

kBT
, (3.6)

where τ0 is the attempt time, kB is the Boltzmann constant, and Eb is the energy barrier for the

reorientation. The energy barriers were calculated from tslow and are listed in Table 3.2. The

attempt time for magnetic systems varies widely from 10−11 to 10−8 s [151] and is unknown for

this system, so we take τ0 = 250 ps here. Fig. 3.35(b) shows the energy barrier as a function of

initial sample temperature, with the energy barrier from the 7.5 to 8.5 CDW period reorientation

in purple and from the 6.5 to 7.5 CDW period reorientation in blue. The energy barrier for the
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lower temperature transition appears to depend linearly with temperature and go to zero at about

120 K. The higher temperature transition shows similar behavior, with the possibility that that

barrier also extrapolates to zero near 200 K.

Figure 3.36: Energy barrier for the transition from NCDW = 7.5 to NCDW = 8.5 calculated from
tslow with attempt times τ0 of 10 ps, 100 ps, 250 ps, and 1 ns for the measurements made with
laser fluence 7.4 mJ/cm2.

In Fig. 3.36, the calculated energy barrier is shown for the 7.5 to 8.5 CDW period

reorientation for fluence 7.4 mJ/cm2 for attempt times of 10 ps, 100 ps, 250 ps, and 1 ns. There is

a small change in the temperature dependence associated with changing the attempt time, but

the biggest difference we see in this range is a shift that changes the temperature at which the

energy barrier goes to zero. For an attempt time of τ0 = 1 ns, a linear fit to the data shows the

energy barrier goes to zero at about 135 K. For τ0 = 250 ps, the energy barrier would go to zero

at 120 K, for τ0 = 100 ps at 100 K, and for τ0 = 10 ps at 80 K. We are unable to experimentally

determine where the barrier goes to zero in this experiment because we cannot resolve a time

constant smaller than the thermal time constant for recovery.

Phenomenological mean-field theory has been used to describe CDW and SDW systems.

Landau theory was extended by McMillan to describe CDWs [152] and has been adapted for

194



bulk and thin film Cr in [149, 153, 154], The free energy density of the density wave system as a

function of depth in the film x from these previous treatments is

F(x) = a1ψ
2 +a2ψ

4 +a3ξ|∇ψ|2 +a4ψ
2|∇φ−q0|2 +a5ψ

4 cos(2φ), (3.7)

where ψeiφ is the SDW order parameter with amplitude ψ and phase φ = qx, q0 is the natural

nesting wave vector in the band structure and assumed to be temperature-independent in this

treatment, and a1, a2, a3, a4, a5 are coefficients for each term. The first two terms in Eq. 3.7

follow from the Landau form for expansion of the free energy. The third term adds energy with

spatial variation of the order parameter, which we assume to be zero here. The fourth term

accounts for the energy cost to changing the SDW wavevector from the nesting wavevector q0,

which is determined from the Cr band structure and is temperature-independent. The fifth term

reflects the SDW-lattice coupling, favoring a commensurate SDW and CDW. The free energy is

found by integrating Eq. 3.7 over the film thickness L:

F(q) = L
(
a1ψ

2 +a2ψ
4 +a3ξ|∇ψ|2 +a4ψ

2|q−q0|2
)
+a5ψ

4 sin(2Lq)
2q

. (3.8)

The q-dependence in Eq. 3.8 lies in the fourth and fifth terms, which have a different

temperature dependence (coming from the ψ2 vs ψ4). We can model this and minimize the energy

get a temperature dependence of the SDW wavevector as a function of temperature, shown by

the blue line in Fig. 3.37 with the measured bulk SDW wavevector from [33] is shown with the

green data points. In this model, the temperature dependence of the wavevector is determined

by the competition of the two terms, which reproduces the observed temperature dependence of

the bulk SDW wavevector fairly well. There is an alternative explanation for the temperature

dependence in which the temperature dependence of the natural wavevector q0 arises from the

thermal expansion of the lattice, but experiments and calculations of the expected wavevector

from solely thermal expansion contradict this theory [153, 155].
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Figure 3.37: Temperature dependence of the Cr spin density wave wavevector predicted by
the phenomenological Landau free energy model (blue line) and the observed bulk wavevector
(green data points). Bulk data reproduced with permission from [33]. Copyright 1988 by the
American Physical Society.

The free energy of Eq. 3.8 does not describe the strong boundary pinning and quantization

of the wavevector that we see in thin films. To describe this behavior, we impose a constant phase

at each interface, giving a phase ϕ0 which is independent of temperature (and which we measured

for this film, shown in Fig. 3.15). This condition is met when ϕ0 = Q jL where Q j are the allowed

wavevectors corresponding to NCDW = j. The sixth term in the energy, then, adds a potential well

G(q) at each Q j:

Fpin(q) = a6G
(

1−
Q j

q

)
. (3.9)

The origins of the boundary pinning are not well understood but we assume no T (or Ψ) depen-

dence in the strength of the wells because the pinning remains strong as we approach TN . The

total free energy, then, can be expressed as the sum of Eq. 3.8 and Eq. 3.9:

F(q) = L
(
a1ψ

2 +a2ψ
4 +a3ξ|∇ψ|2 +a4ψ

2|q−q0|2
)
+a5ψ

4 sin(2Lq)
2q

+a6G
(

1−
Q j

q

)
.

(3.10)
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Figure 3.38: Landau free-energy surface modeled for a Cr film with an added boundary pinning
term. Dashed lines show the potential for the wavevectors corresponding to 9.5, 8.5, 7.5, 6.5,
and 5.5 charge density wave periods in the film. Note that terms with temperature dependence
but no q-dependence have been omitted here.

Fig. 3.38 shows the resulting free-energy surface as a function of wavevector q and film

temperature T , with dashed lines along the potentials at Q j. The first two terms have no q

dependence and have been neglected in this surface: they do have a temperature dependence, but

that will not impact the magnitude of the energy barrier at a constant temperature or the location

of the energy minimum in q at each temperature. The Néel temperature used in this model to find

the amplitude of the ordering parameter ψ was the bulk value of 311 K, used because we continue

to see evidence of low amplitude ordering at 300 K and have not precisely measured TN for the

film. There are local minima at q = Q j reflecting the strong pinning and quantization and the

energy barriers between them reflect the ease of switching between spin and charge orientations.

The modeled SDW wavevector for the film, found from the Landau model as the wavevec-

tor at which the energy is a minimum, is shown in Fig. 3.39. This correctly reproduces what
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Figure 3.39: Temperature dependence of the spin density wave wavevector for the Cr film found
from the minimum energy in the Landau free energy model with the added boundary pinning
term.

Figure 3.40: Energy barrier for the transitions between quantized spin density wave wavevectors
from the Landau free energy model (solid lines) and shown with the data from Fig. 3.35(b) (data
points). The transition from NCDW = 7.5 to NCDW = 8.5 is shown in purple and the transition
from NCDW = 6.5 to NCDW = 7.5 is shown in blue.

we observe, with a NCDW = 8.5 ground state at low temperature, a transition to a NCDW = 7.5

ground state at about 220 K, and a transition to a NCDW = 6.5 around room temperature. The
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temperature-dependence of the energy barriers for the transition from NCDW = 7.5 to NCDW = 8.5

and for the transition from NCDW = 6.5 to NCDW = 7.5 are shown in Fig. 3.40 in purple and blue,

respectively. The modeled barriers (solid lines) reproduce the temperature dependence of the data

(open squares), including the estimation of where the barrier extrapolates to zero.

Thus, we have measured the energy barrier for different SDW and CDW configurations

in confined geometry through time-resolved x-ray diffraction. We measure the evolution of the

periodic lattice distortion following photoexcitation from different temperatures, which can be

described by two time scales, tfast and tslow. The first, tfast, is on the order of 100 ps and consistent

with the thermal evolution of the system when heated by the laser pulse and should be independent

of the ground state temperature. The second, tslow, shows a dramatic temperature dependence,

demonstrating the slowing of the recovery of periodicity in the film by two orders of magnitude in

the available temperature range. This is a reflection of an increasing activation energy required to

achieve the spin, charge, and lattice reorientation in the film. This allows us to access the energy

of the system through the time domain. We have been able to extend existing phenomenological

Landau models for Cr with a term that reflects the strong pinning of the density waves and lattice

distortion at the interfaces and creates a quantization of the allowable SDW wavevector in films.

This model accurately reproduces the observed wavevector and temperature dependence of the

energy barriers.

3.5 Conclusion

In this chapter, we have explored the magnetic and charge ordering and lattice distortion

in a 28 nm Cr film through x-ray diffraction measurements of the satellite peak near the (002)

Bragg peak. This requires the x-ray intensities available at synchrotron and free electron laser

facilities like the APS and the LCLS. In Section 3.2, we characterized the CDW statically at

different temperatures, giving insight into the boundary pinning and SDW and CDW amplitude
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and wavevector as a function of temperature. In Section 3.3, we conducted an ultrafast time-

resolved experiment to see the dynamics of the order in the first 10 ps following photoexcitation,

demonstrating how the static periodic lattice distortion becomes a dynamic coherent phonon

that is damped out by about 8 ps. We also measured how, for low excitation, we can transiently

enhance the CDW by as much as 30%. And finally, in Section 3.4, we have measured the

evolution of the order in the system on much longer time scales to 400 ns and separated the

thermal contribution to the evolution from a second mechanism that slows the recovery of the

ground state. This allows the energy barriers for the different SDW and CDW configurations in

the confined geometry to be assessed through the time domain. Additional analyses have also

been conducted on this film, published in [147, 149, 150].

The nature of the SDW and CDW in bulk Cr were quite thoroughly explored previously

and the boundary pinning and quantization in thin films has been shown previously through

different methods such as resistivity and neutron diffraction. But here we have shown a more

complete analysis of the CDW in a thin film and used time-resolved measurements to explore

interactions and energies in the system more closely. This opens avenues for measurements of

other complex systems and gives insight into the dynamic behavior of spin and charge, which is

of interest in developing devices with faster and more efficient spin transport.
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Chapter 4

Thin Film Antiperovskite Manganese

Nitrides (Mn3AN)

4.1 Introduction

Antiperovskites are compounds with the formula M3AX, where M and A are usually metals

and X is an interstitial light element (hydrogen, oxygen, nitrogen, or carbon). This encompasses

a very wide range of materials, but one group of antiperovskites of interest is the class where

M is manganese (Mn) and X is nitrogen (N), referred to as antiperovskite manganese nitrides,

or Mn3AN. This group of materials exhibits many interesting phenomena that couple magnetic,

electric, and structural order parameters. Of interest in this work are the compounds that exhibit

negative thermal expansion through a magnetic phase transition.

This dissertation includes the fabrication and static characterization of two classes of thin

films of Mn3AN: Mn3Cu1−xGexN and Mn3Cu0.9Ni0.1N. Both classes have regions of negative

thermal expansion during a phase transition between a low temperature antiferromagnetic phase

and a higher temperature paramagnetic phase. A second transition to a lower temperature phase

that is either ferromagnetic or ferrimagnetic is seen in the Mn3Cu0.9Ni0.1N film. This is a first
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order phase transition accompanied by a very large change in out-of-plane lattice parameter.

Time-resolved pump-probe x-ray diffraction measurements were conducted at the Advanced

Photon Source (APS) at the Argonne National Laboratory (ANL) to explore the lattice parameter

dynamics following photoexcitation on ns time scales.

4.1.1 Thermal Expansion

Most materials expand when heated, a phenomenon which is explained by the asymmetry

of the potential well for a chemical bond. The potential diverges as the distance between atoms

approaches zero as a result of the Pauli exclusion principle, meaning that the magnitude of the

slope of the potential is greater for a decrease in the distance between atoms than it is for an

increase in that distance. As a material is heated, the vibrational energy added to the system will

allow for movement of atoms, but the potential well asymmetry means the average interatomic

distance at that temperature also increases. The resulting phononic thermal expansion with

positive sign holds for most solids. The thermal expansion of a solid isotropic material can be

quantified by the linear coefficient of thermal expansion:

αL =
1
L

(
∂L
∂T

)
(4.1)

where L is the length or volume at a given temperature T . The linear coefficients of thermal

expansion near room temperature for some common materials that exhibit positive thermal

expansion are 16.6 × 10−6 K−1 for Cu, 6.2 × 10−6 K−1 for Cr, 12.0 × 10−6 K−1 for steel,

22×10−6 K−1for Mn, 5.9×10−6 K−1 for Ge, 4.3×10−6 K−1 for Si3N4, and 10.8×10−6 K−1

for MgO [156].

A few materials have been found to exhibit negative thermal expansion, which cannot be

explained by the potential well model above. Invar alloys, which are alloys with composition

near Fe0.64Ni0.36, were the first materials found to exhibit negative thermal expansion (with a
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very small coefficient of thermal expansion, so near-zero thermal expansion). This has been

associated with magnetovolume effects of the ferromagnetic to paramagnetic transition. One

popular model explains this property with two possible ordered states for an Fe-Ni alloy that

are close in energy: a high-volume high-spin state and a low-volume low-spin state. Thermal

excitation of the system in a high-spin ground state can partly increase the density of the low-spin

state, resulting in a negative thermal expansion that closely compensates the phononic positive

thermal expansion for certain compositions [157]. This model fails at low temperatures and has

not found supporting experimental evidence [158]. More recent calculations have suggested that

Invar experiences a continuous transition from a high-volume ferromagnetic to a low-volume

paramagnetic state, which provides the competing negative contribution to the thermal expansion

[159]. Another material that exhibits negative thermal expansion is ZrW2O8, which has a large

negative coefficient of thermal expansion over the temperature range 0.3 K to 1050 K [160, 161].

This is one of the few systems where negative thermal expansion is well-understood, explained by

the existence of rigid unit modes [162, 163], in which the structure is made up of rigid polyhedra

which are linked together by O atoms. These atoms are able to vibrate in a way that will rotate

and pull the polyhedra closer together, resulting in a contraction of the material.

However, the origin of negative thermal expansion varies between systems and remains a

mystery for almost all of the materials that exhibit it. This includes some compounds of Mn3AN,

which we will introduce more in the subsequent sections. The negative thermal expansion in these

compounds seems to be driven by the establishment of Γ5g spin structure (which we will describe

in the next section) as the material is cooled through the Néel transition, with an increase in lattice

and bond length in order decrease the magnetic energy [164, 165]. This results in some of the

largest measured magnetovolume effects, with tunable temperature ranges and linear coefficients

of thermal expansion up to −30×10−6 K−1 [166]. Magnetovolume effects broadly are thought

of as an increase in volume of a material resulting in a reduction of the overlap of electronic

orbitals and a narrowing of the electron bandwidth, which increases the density of states at the
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Fermi energy and favors magnetic ordering. But developing a more nuanced understanding of

this in each system is often difficult.

For materials that exhibit a magnetovolume effect, the spontaneous volume magnetostric-

tion ωs is an estimate of the magnetic contribution to the volume. The observed thermal expansion

of a system is a combination of the phononic thermal expansion (∆L/L)ph and the magnetic

contribution. The phononic thermal expansion can be estimated as described in [167] and [168].

So the magnetic contribution to the thermal expansion is

(∆L/L)magn = (∆L/L)obs − (∆L/L)ph

For a bulk cubic system, the spontaneous volume magnetostriction is ωs ≈ 3(∆L/L)magn, where

we have assumed the thermal expansion is small.

In thin films, the in-plane lattice parameters are strained at the substrate interface and not

free to expand or contract as a bulk sample. In this chapter, we assume that there is no in-plane

magnetostriction of the films and the spontaneous volume magnetostriction is approximately

ωs,films ≈ (∆L/L)magn . (4.2)

Phononic thermal expansion is generally linear down to around 100 K and is estimated in this

work as a linear extrapolation of the thermal expansion above the magnetic ordering temperature

to low temperatures.

4.1.2 Properties of Bulk Mn3AN

Mn3AN compounds are of interest because of the range of physical phenomena that

have been observed: giant magnetoresistance [169–171], a near-zero temperature coefficient of

resistivity [170, 172, 173], anomalous Hall effect [174–176], piezoelectric effects [177, 178],
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anomalous Nernst effect [179], magnetocaloric effects [180], and magnetostructural effects

including magnetostriction [181, 182], and giant magnetovolume effects [183, 184] including

negative thermal expansion [169, 184].

Figure 4.1: The cubic structure of Mn3AN. Mn atoms are located on the faces of the cubic unit
cell, N in the body, and A at the vertices.

The unit cell of Mn3AN is generally the cubic structure shown in Fig. 4.1, with Mn atoms

located on the face-centered positions of the cubic cell, N in the body-centered positions, and A at

the vertices of the cubic cell. Different structural phases that have been observed include tetragonal

distortions (c/a < 1 or c/a > 1) of this cubic cell and, less commonly, an orthorombic structure.

Structural changes have been found to be associated with transitions between magnetic phases,

most commonly a high temperature paramagnetic phase and lower temperature antiferromagnetic

phase, but also including observed ferromagnetic and/or ferrimagnetic phases in some compounds

[185, 186]. Many of the interesting phenomena reported in these materials occur during the phase

transitions, such as the phase transition between antiferromagnetic and paramagnetic states also

exhibiting a giant magnetoresistance and negative thermal expansion.

Neutron diffraction measurements first reported in [187] suggested the antiferromagnetic

phase of Mn3AN to be a combination of two possible spin configurations depending on the

composition of A. These two spin configurations are Γ4g and Γ5g, shown in Fig. 4.2. In both

configurations, the magnetic order can be characterized with three sublattices of Mn: Mn′ at 1
2

1
20,

Mn′′ at 1
201

2 , and Mn′′′ at 01
2

1
2 . All Mn moments are in the (111) plane and the three sublattices are

nearest neighbors in this plane, with moments directed 120 deg with respect to one another so that
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Figure 4.2: Possible spin configurations of antiferromagnetic Mn3AN. Both configurations can
be described with three sublattices: Mn′ at 1

2
1
2 0, Mn′′ at 1

2 0 1
2 , and Mn′′′ at 0 1

2
1
2 . All moments

are in the (111) plane shown in pink, but directed 120 deg with respect to moments in the other
two sublattices so there is zero total moment. (a) The Γ4g spin structure is characterized by
Mn sublattice moments directed along [112], [121], and [211]. (b) The Γ5g spin structure is
characterized by Mn sublattice moments directed along [110], [101], and [011].

the net magnetization of the material is zero. In the case of the Γ4g spin structure in Fig. 4.2(a),

the moments are perpendicular to the unit cell face diagonals in the (111) plane, directed along

[112], [121], and [211]. For the Γ5g spin structure as shown in Fig. 4.2(b), the moments are along

the face diagonals in the (111) plane, directed along [110], [101], and [011]. In both cases, the

Mn moments along ⟨100⟩ will be parallel to one another and the antiferromagnetic ordering wave

vector is q = 2π

a

(1
2 ,

1
2 ,

1
2

)
.

More recent neutron diffraction and nuclear magnetic resonance measurements in [188]

have explored the presence of these two phases for two materials. For Mn3NiN, it was found

that the Γ5g moment increases with decreasing temperature and the Γ4g spin structure is absent.

Measurements of Mn3Cu0.5Ge0.5N demonstrate a broad (around 100 K) Néel transition during

which there is a linear combination of the two spin states, and below which the material exhibits

only the Γ5g structure. Calculations have proposed the existence of an intermediate phase, with

spins rotated at some angle 0 deg ≤ θ ≤ 90 deg within the (111) plane (such that θ = 0 deg would

correspond to the Γ5g structure and θ = 90 deg to the Γ4g structure), during the transition between

the two states, meaning the transition would occur with a simultaneous rotation of the spins in the

(111) plane [179, 189, 190].
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Figure 4.3: Thermal expansion of bulk Mn3Cu1−xAxN with x = 0 in black, x = 0.1 in red,
x = 0.15 in orange, x = 0.3 in green, x = 0.5 in cyan, x = 0.7 in blue, and x = 1 in magenta.
Figure reproduced from [167] under the terms of the CC BY-NC-SA 3.0 license.

Much of the work on Mn3AN thus far has focused on the large magnetovolume effects. It

has been suggested that these are a result of the geometrical frustration of the Mn spins in the

antiperovskite structure, with negative thermal expansion observed during the antiferromagnetic-

paramagnetic transition for compounds that exhibit a Γ5g spin structure in the antiferromagnetic

state [164, 165]. Fig. 4.3, reproduced here from [167], shows the change in lattice constant from

400 K in the paramagnetic phase for Mn3Cu1−xAxN where A = Co, Ni, Zn, Ga, Rh, Pd, Ag, In

and 0 ≤ x ≤ 1. Most of these compositions exhibit regions of negative thermal expansion. Some,

such as Mn3ZnN, exhibit a discontinuous decrease in lattice parameter of up to 0.5%. For other

compounds, such as for A = Co, the width of the region of negative thermal expansion and the

expansion coefficient are tunable with the ratio of Cu to A. Some compounds exhibit a second

effect of interest at lower temperature where there is a large increase in lattice parameter, such as

for Mn3Cu0.9Ni0.1N, which shows a region of large positive thermal expansion of about 0.3%
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near 100 K and then a region of negative thermal expansion of similar magnitude near 150 K.

The lower temperature transition is not a continuous shift in the Bragg peak, but rather a split

in the peak, indicating the coexistence of two cubic phases, one being the higher temperature

antiferromagnetic phase with larger lattice parameter and one being the lower temperature phase,

which exhibits positive magnetic moment and is believed to be ferromagnetic or ferrimagnetic

[167].

The phase transitions in these materials are accompanied by varied effects in electric

transport. Some compounds exhibit negative thermal expansion with an abrupt drop in resistivity

at the antiferromagnetic-paramagnetic transition, as with Mn3Zn1−xGexN [169]. Compounds

Mn3Cu0.6AgxSn0.4−xN exhibit negative thermal expansion and an increase in resistivity at this

transition, along with nearly zero coefficient of resistivity (change in resistivity vs. temperature)

in the paramagnetic phase [173].

In this work, we have focused on the compounds Mn3Cu1−xGexN and Mn3Cu0.9Ni0.1N.

Both systems have been shown in bulk to exhibit the antiferromagnetic-paramagnetic phase

transition with negative thermal expansion and the latter has a lower temperature transition to a

ferromagnetic or ferrimagnetic phase. The existence of these phases and complex charge-spin-

lattice coupling makes this an interesting system in which to study the dynamic response to

perturbations, potentially to gain knowledge for areas such as THz spintronics and particularly in

applications where thermal expansion is of concern.

4.1.3 Existing Work in Thin Film Mn3AN

There have been limited studies of thin film Mn3AN in the past. It has been demonstrated

that epitaxial growth of films is possible through sputtering, molecular beam epitaxy, and pulsed

laser deposition on quartz substrates [191, 192], SiO2 (001) substrates [193, 194], MgO (001)

substrates [195–198], SrTiO3 (001) substrates [199, 200], (LaAlO3)0.3(Sr2TaAlO6)0.7 (001)

substrates [199, 200], BaTiO3 (001) substrates [199, 200], and YSZ (001) substrates [201].
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Measurements of Mn3CuNx films have shown some significant differences from bulk

Mn3CuN. The antiferromagnetic-paramagnetic transition was observed in [191] at nearly the

same temperature based off of the peak location in the susceptibility, however the peak was

significantly broadened (over 150 K in width) compared to a bulk sample (around 25 K in width),

indicating a very broad transition or poor quality of the film. Resistivity of the bulk sample

showed metallic behavior, with resistivity increasing with temperature, and an anomaly with

a nearly 25% decrease in resistivity during the antiferromagnetic-paramagnetic transition. In

contrast, the resistivity of the film decreased monotonically with temperature up to 290 K. A

second study in [193] found a ferrimagnetic-paramagnetic transition in a film rather than the

expected antiferromagnetic-paramagnetic transition, which was attributed to a deficiency of N.

This film did not find any obvious structural transitions, as the lattice constant varied linearly with

temperature over the measured temperature range. The resistivity showed the same monotonically

decreasing behavior as the film studied in [191].

Several studies have been conducted of Mn3NiN films, demonstrating magnetoresistance

and magnetization with spin-glass behavior [192], anomalous Hall effect [199], and giant piezo-

magnetism [200]. Exchange bias has been measured in Mn3.6Cu0.4N films [195] and an initial

study with bilayers of antiferromagnetic Mn3GaN and ferromagnetic Co3FeN demonstrated

strong exchange coupling and AMR measurements that indicate this may be a possible system

to study current-induced magnetization reversal and spin transfer torque [197]. No studies have

yet demonstrated negative thermal expansion or significant magnetovolume effects in films.

Demonstrating these effects and tunable properties in films can open avenues for technological

applications and experimental techniques such as ultrafast x-ray diffraction to study the interaction

of spin and lattice that drives these phenomena.
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4.1.4 Growth of Mn3Cu1−xAxN Films

Several methods of thin film growth have been shown to achieve epitaxial Mn3AN films,

however sputtering is the process best suited for large-scale production. In this case, we are able

to cosputter from pure Mn, Cu, and Ge or Ni targets to achieve the desired stoichiometric ratios

of those materials. Films were sputtered with a mix of 2.5 mTorr Ar and 0.4 mTorr N2 gas to

achieve reactive sputtering as described in Section 2.2.3. As with the other materials grown in

this work, crystallinity is best achieved with high temperature growth, however high temperatures

will also increase diffusion of N out of the films, so optimal growth of Mn3AN films was achieved

at deposition temperatures of 600 °C with no post-anneal process on MgO (001) substrates.

All samples were capped with Pt to protect from oxidation. Fig. 4.4 shows out-of-plane x-ray

diffraction data for a 53 nm Mn3Cu0.5Ge0.5N film, indicating (001) out-of-plane preferred growth

on these substrates.

Figure 4.4: X-ray characterization of a 53 nm Mn3Cu0.5Ge0.5N film grown on MgO (001). (a)
Out-of-plane x-ray diffraction showing the Mn3Cu0.5Ge0.5N (002) peak, the MgO (002) peak,
and the MgO (004) peak. (b) X-ray diffraction rocking curve of the Mn3Cu0.5Ge0.5N (002) peak
at 2θ = 46.42 deg. Measurements were made with Cu Kα radiation.

Fig. 4.5 shows out-of-plane and in-plane x-ray diffraction for a 29.7 nm Mn3Cu0.9Ni0.1N

film. The out-of-plane (002) diffraction peak is seen at 46.58 deg, indicating an out-of-plane
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Figure 4.5: X-ray characterization of a 29.7 nm Mn3Cu0.9Ni0.1N film grown on MgO (001). (a)
Out-of-plane x-ray diffraction showing the Mn3Cu0.9Ni0.1N (002) peak and the MgO (002) peak.
(b) In-plane x-ray diffraction phi scans of the Mn3Cu0.9Ni0.1N (220) and MgO (200) peaks. The
45 deg rotation of these peaks indicates that the unit cell of the film is aligned with the unit cell
of the MgO substrate. Measurements were made with Cu Kα radiation.

lattice parameter of c = 0.390 nm. In-plane phi scans of the (220) diffraction peak and the

MgO (200) diffraction peak in Fig. 4.5(b) are shifted with respect to one another by 45 deg,

indicating that the unit cell of the film grows in alignment with the MgO unit cell. The in-plane

(220) diffraction peak indicates an in-plane lattice parameter of a = 0.392 nm. Since a ≈ c, we

find that the unit cell at room temperature (in the paramagnetic phase) is cubic.

The exact stoichiometric ratio for these films has not been measured. The ratio of Mn:Cu:A

where A is Ge or Ni has been assumed based off of calibrated deposition rates of the three materials.

The sputter pressure of N2 gas was optimized for crystal quality (based off the rocking curve of

the (002) peak) and film properties. The exact N content of these films is not known, but previous

work, including in sputtered films [193], has shown that N deficiencies will alter film properties,

so this maybe be a useful measurement to make moving forward. For the films studied here, we

assume Mn:(Cu+Ge):N and Mn:(Cu+Ni):N ratios of 3:1:1.
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4.2 Thin Film Mn3Cu1−xGexN

The system Mn3Cu1−xGexN provides a good starting point for studying negative ther-

mal expansion in Mn3AN materials. Fig. 4.6, reproduced from [167], shows the change in

lattice parameter for bulk samples with x = 0 (black), x = 0.1 (red), x = 0.15 (orange), x = 0.3

(green), x = 0.4 (mint), x = 0.5 (cyan), x = 0.7 (royal blue), and x = 1 (magenta). Positive

thermal expansion is observed for much of the temperature range measured, however there are

significant negative thermal expansion regions seen in most of the samples associated with the

antiferromagnetic-paramagnetic transition. For x = 0.15, the transition region is near 100 K and

very narrow, with an almost 0.4% decrease in lattice parameter. As the Cu:Ge ratio decreases,

the transition shifts to higher temperature and broadens, and the magnitude of the coefficient of

thermal expansion decreases. For x = 0.7, the coefficient is near zero and the transition is above

room temperature, at approximately 400-450 K.

In this work, we fabricate a series of Mn3Cu1−xGexN films with 0.1 ≤ x ≤ 0.6 which

Figure 4.6: Thermal expansion of bulk Mn3Cu1−xGexN. The samples include x = 0 (black),
x = 0.1 (red), x = 0.15 (orange), x = 0.3 (green), x = 0.4 (mint), x = 0.5 (cyan), x = 0.7 (royal
blue), and x = 1 (magenta). Figure reproduced from [167] under the terms of the CC BY-NC-SA
3.0 license.
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exhibit negative thermal expansion. Temperature-dependent x-ray diffraction, magnetometry,

and resistivity measurements have been conducted, as well as time-resolved x-ray diffraction

measurements to measure the dynamic lattice response to laser pulses.

4.2.1 Film Characterization

Fig. 4.7 shows the room temperature (002) x-ray diffraction peak for the Mn3Cu1−xGexN

films, corresponding out out-of-plane lattice parameter c between 0.390 nm and 0.392 nm.

The shift to lower angle (higher lattice parameter for x = 0.5 and x = 0.6 is consistent with

measurements in bulk that suggest these two films could be in the larger volume antiferromagnetic

phase at room temperature while the others would be in the paramagnetic phase.

The (002) diffraction peak was measured for five of these films as a function of temperature

Figure 4.7: X-ray diffraction (002) peak of 30 nm Mn3Cu1−xGexN films measured at room
temperature, for x = 0.1 (red), x = 0.15 (orange), x = 0.2 (yellow), x = 0.3 (green), x = 0.5
(cyan), and x = 0.6 (blue). Measurements were made with Cu Kα radiation.
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Figure 4.8: Out-of-plane thermal expansion of 30 nm Mn3Cu1−xGexN films, for x = 0.1 (red),
x = 0.2 (yellow), x = 0.3 (green), x = 0.5 (cyan), and x = 0.6 (blue). The data points are
calculated from the (002) peak position fit to a Voigt profile.

and fit with a Voigt profile to determine the peak position and out-of-plane lattice parameter.

The normalized change in out-of-plane lattice parameter from the 400 K value is shown in

Fig. 4.8. This result is remarkably similar to what was observed in bulk, reproduced from [167] in

Fig. 4.6. For increasing x, the transition shifts to higher temperature and the coefficient of thermal

expansion decreases to near zero for x = 0.6. The exception is x = 0.1, which has a smaller drop in

lattice parameter, also consistent with bulk. In bulk, the transition clearly broadens with increasing

Ge fraction, however in the films, the width of the transition is broader for smaller Ge fraction

and does not have a clear correlation with Ge fraction. Overall, the regions of negative thermal

expansion (the Néel transition region) are comparable to or a little broader than in bulk. We have

demonstrated the existence of negative thermal expansion in films and tunability of the negative

thermal expansion region with Ge substitution of Cu. Table 4.1 summarizes the results for these
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Table 4.1: Properties of negative thermal expansion in Mn3Cu1−xGexN films determined from
x-ray diffraction data. The spontaneous volume magnetostriction ωs is found at temperatures just
below the transition for each film. The thermal expansion coefficients in the antiferromagnetic
(AF), transition, and paramagnetic (PM) regions were determined by linear fits of the lattice
parameter within each region.

x
Néel Transition Region

ωs (10−3)
Thermal Expansion Coefficient (10−6/K)

TN (K) Width (K) AF Transition PM

0.1 155 55 2.4 −15.4±3.5 28.0±0.5
0.2 225 80 7.7 −57.9±2.1 27.7±0.1
0.3 300 95 6.1 0.6±0.8 −34.0±4.6 26.4±1.1
0.5 390 65 3.0 19.4±0.8 −24.5±0.8 25.8±1.8
0.6 430 100 3.0 31.7±0.5 −0.2±1.7

films. The Néel temperature TN is taken to be the high temperature endpoint of the transition

region. The spontaneous volume magnetostriction ωs is found as described in Section 4.1.1, at a

temperature just below the transition region. The lattice expansion out-of-plane in the films is

comparable to the lattice expansion in bulk in each dimension, so ωs in these films is believed

to be about 1/3 of what is seen in bulk in [167]. The thermal expansion coefficient was found

with linear fits in the three regions (where possible given the temperature range of measurements).

In the paramagnetic phase, the coefficients are very similar. In the antiferromagnetic phase

and the transition regions, we see significant differences between the films and the maximum

negative thermal expansion coefficient observed was for x = 0.2 with α =−57.9±2.1 (10−6)/K.

For x = 0.5, the observed coefficient in the film was α = −24.5±0.8 (10−6)/K, compared to

α =−12 (10−6)/K for bulk from [202]. There were two regions of near-zero thermal expansion

observed: for x = 0.3 in the antiferromagnetic phase and for x = 0.6 in the transition region.

Bulk measurements have revealed giant magnetoresistance and other electric transport

effects, as discussed in Section 4.1.3. Three 30 nm Mn3Cu0.9Ni0.1N films with x = 0.1 (red),

x = 0.2 (yellow), and x = 0.3 (green) were patterned by UV photolithography into a wire along

the (100) axis. Resistivity vs. temperature measurements were made, shown in Fig. 4.9(a).
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Figure 4.9: Resistivity vs. temperature of 30 nm Mn3Cu0.9Ni0.1N films for x= 0.1 (red), x= 0.2
(yellow), and x = 0.3 (green) with no applied magnetic field. (a) Resistivity vs. temperature
shows metallic behavior with slight anomalies during the magnetic transition. (b) Peaks are
observed in the derivative of the resistivity with respect to temperature in the transition region.

Overall, the resistivity shows metallic behavior, increasing with temperature. For x = 0.1, there

is a clearly visible region with greater coefficient of resistivity which aligns to the negative

thermal expansion region from Fig. 4.8. This effect is more subtle for x = 0.2 and x = 0.3 but

is also present. Fig. 4.9(b) shows the derivative of the resistivity measurement with respect to

temperature for each of the three films, which shows peaks for each of the samples that align

with the negative thermal expansion region. These results are in contrast to the measurements of

bulk Mn3CuN in [191], which shows a much larger decrease in resistivity at the transition, and
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of a Mn3CuN film in [191], which exhibits semiconductor resistivity behavior with no obvious

magnetoresistance effects, and in [201], which shows metallic behavior with a 1-2% drop in

resistivity at the transition.

We have demonstrated negative thermal expansion in Mn3AN films grown by sputtering

on MgO (001) substrates. A series of Mn3Cu1−xGexN films shows the tunability of the transition

temperature and the coefficients of thermal expansion. The magnetic ordering has not been

confirmed in these films, however the similarity to bulk suggests that these films exhibit a low

temperature antiferromagnetic phase and the transition between the antiferromagnetic phase

and paramagnetic phase is a region of significant interest. Next, we will present some dynamic

measurements of the lattice parameter following photoexcitation in a Mn3Cu0.7Ge0.3N film.

4.2.2 Laser-Pump X-Ray-Probe Experiment of a Mn3Cu0.7Ge0.3N film

Static measurements of structural and magnetic properties of Mn3Cu1−xGexN provide

some insight into the mechanisms driving behavior such as negative thermal expansion, however

time-resolved measurements are of increasing interest for some applications. For example, the

dynamics of magnetic ordering in antiferromagnetic materials is studied because of the potential

for THz spintronics. One method of probing in this way is through time-resolved pump-probe

diffraction, where a system is excited with a laser pulse and the structural response is probed with

x-ray diffraction. Considering the limited penetration depth of optical wavelengths, the capability

to grow 20-40 nm films of these materials is necessary as it allows for uniform optical excitation

of the material.

For this experiment, a 21.5 nm Mn3Cu0.7Ge0.3N film was grown by sputtering. Fig. 4.10

shows the lattice parameter for this film as a function of temperature. The purple data points are

from x-ray diffraction measurements taken on a Rigaku SmartLab X-ray Diffractometer at UC

San Diego and the blue data points are from x-ray diffraction measurements made at the APS.

The negative thermal expansion region ranges from 220 K to 300 K with a thermal expansion
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Figure 4.10: Out-of-plane lattice parameter c as a function of temperature for a 21.5 nm
Mn3Cu0.7Ge0.3N film. The purple data points are calculated from x-ray diffraction measurements
made on a Rigaku diffractometer at UC San Diego. The blue data points are calculated from
x-ray diffraction measurements at the Advanced Photon Source. The error bars indicate a 99%
confidence interval.

coefficient of −32.4±1.1(10−6)/K. Above this region, the thermal expansion coefficient in the

paramagnetic phase is comparable to those found for the films in Table 4.1. The spontaneous

volume magnetostriction ωs at 210 K found by extrapolating the thermal expansion in the

paramagnetic phase is 4.7×10−3. Table 4.2 reflects the properties found from the static x-ray

diffraction measurements. The differences between this film and the film with x = 0.3 in Table 4.1

can be explained by small differences in composition.

Time-resolved x-ray diffraction measurements were performed at beamline 7ID-C at the

APS (see Section 2.6.2) following photoexcitation by an 800 nm Ti:Sapphire laser delivered in

100 fs pulses with a spot size of 0.27 mm by 0.34 mm. The x-ray energy was 11.0 keV, with a

pulse width of about 100 ps and spatial resolution on the µm scale. Fig. 4.11 shows measurements
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Table 4.2: Properties of negative thermal expansion in a Mn3Cu0.7Ge0.3N film determined from
x-ray diffraction data taken while cooling temperature. The thermal expansion coefficients in the
antiferromagnetic (AF), transition, and paramagnetic (PM) regions were determined by linear
fits of the lattice parameter within each region.

Néel Transition Region ωs (10−3) Thermal Expansion Coefficient (10−6/K)
TN (K) Width (K) 210 K AF Transition PM

300 80 4.7 5.0±0.6 −32.4±1.1 25.4±0.6

of the lattice parameter as a function of time following photoexcitation at four temperatures: 40 K

and 100 K (which are within the antiferromagnetic region for this film), 210 K (which is at the

start of the transition to the paramagnetic phase), and 320 K (which is above the Néel transition).

Measurements were made at several laser fluences ranging from 6.7 mJ/cm2 to 52.1 mJ/cm2.

At 320 K, the response to the laser pump is consistent with what would be expected from a

material with positive thermal expansion: the laser pulse excites charges in the system, which

transfer energy to the lattice within 100 ps. The system relaxes back to the initial temperature

ground state on time scales consistent with heating in a metallic film (about 10 ns), with the lattice

parameter following an exponential decay curve with time constant of about 370-400 ps. At 40 K,

there is similar behavior of an increase in lattice parameter withing the first 100 ps, however

the magnitude of the change in lattice parameter is considerably lower. This is consistent with

a thermal expansion coefficient in the antiferromagnetic phase that is much smaller than in the

paramagnetic phase.

The measurements at 210 K, at the start of the antiferromagnetic-paramagnetic transition

which exhibits negative thermal expansion, reflect the difference between this material and others

that exhibit positive thermal expansion. For the lowest fluence (6.7 mJ/cm2), we see an immediate

decrease in lattice parameter following photoexcitation and then relaxation back to the initial

state, consistent with heating within the negative thermal expansion region. At 19.6 mJ/cm2

there is similarly a decrease in lattice parameter, however the minimum value is not reached
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Figure 4.11: Out-of-plane lattice parameter for a 21.5 nm Mn3Cu0.7Ge0.3N film following
photoexcitation at different temperatures and laser fluences, found from time-resolved x-ray
diffraction measurements of the (002) Bragg peak. Horizontal black lines for each temperature
indicate the ground state lattice parameter, found by an average of the peak positions before
time zero (photoexcitation) at that temperature. The lattice parameter was calculated from the
(002) peak position fit to a Voigt profile.

until about 200 ps following photoexcitation, suggesting that the laser has heated the system to

just above the ordering temperature and as it cools, there is an initial contraction following by

expansion. At 38.2 mJ/cm2 and 52.1 mJ/cm2, there is an increase in lattice parameter within the

first 100 ps followed by a quick decrease to smaller lattice parameter than the initial value until

the minimum is reached at 600 ps and 800 ps respectively before relaxing back to the ground

state. For these higher fluences, we can explain this as heating the lattice to temperatures above
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the Néel transition where the lattice parameter is larger than the initial value. On these time scales,

following photoexcitation, the lattice response can be qualitatively considered as a quasi-static

measurement of lattice temperature. If the laser fluence was high enough to heat the lattice above

300 K, there is an initial decrease in lattice parameter followed by an increase as the system cools

from 300 K to 210 K.

At 100 K, low fluences that do not increase the system temperature into the negative

thermal expansion region look similar to the measurements made at 40 K. At 19.6 mJ/cm2, there

is an initial decrease in lattice parameter followed by an increase, indicating that the lattice

temperature at 100 ps is within the negative thermal expansion region and the recovery proceeds

as an increase in lattice parameter followed by a decrease. At 38.2 mJ/cm2, the lattice temperature

reaches temperatures in the paramagnetic phase with lattice parameter greater than the initial,

Figure 4.12: Normalized out-of-plane lattice parameter for a 21.5 nm Mn3Cu0.7Ge0.3N film
following photoexcitation at different temperatures for a single laser fluence 19.6 mJ/cm2, found
from time-resolved x-ray diffraction measurements. Data are normalized to the lattice parameter
in the static ground state temperature for each scan.
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so the recovery proceeds with a decrease, then increase, then decrease. Fig. 4.12 shows the

out-of-plane lattice parameter normalized to the initial ground state for six temperatures at a

single laser fluence of 19.6 mJ/cm2.

Quantitatively, it is more difficult to directly map a lattice temperature to the lattice

parameter. In the initial ground state (prior to photoexcitation), the lattice parameter is consistent

with the static measurements, as we see with the blue data points in Fig. 4.10. In the static

measurements, the local minimum in lattice parameter just above the Néel transition at around

300 K is at about 0.38995 nm and the local maximum just below the Néel transition at around

210 K is at about 0.39076 nm. The lattice parameter in three of the fluences at 210 K should reach

this minimum, however the observed minimum reach in all three fluences is about 0.39016 nm.

For the highest measured fluence at 100 K, we would also expect to reach the same minimum,

but instead the minimum reached is about 0.39036 nm. That same data set has a local maximum

at about 700 ps which is about 0.39081 nm, higher than the value expected of 0.39076 nm. So

while the quasi-static model explains the lattice response qualitatively, the lattice parameters

cannot directly map onto the static curve. One explanation for this is the likelihood that we are

also heating the substrate below the film with the laser pulse, which results in an increase in the

substrate lattice parameter. This would likely strain the film, resulting in an increase in lattice

parameter from what we might expect. We have not measured how strain in the film influences

the transition, but it is possible to see shifts in the temperature ranges and different coefficients of

thermal expansion.

4.3 Thin Film Mn3Cu0.9Ni0.1N

Another compound of interest in this work is Mn3Cu0.9Ni0.1N. Fig. 4.3 shows the bulk

behavior from [167], with two regions of magnetovolume effects. One region is just below 100 K

with significant positive thermal expansion: an increase of almost 0.4% in lattice parameter. The
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second region at about 150 K is a negative thermal expansion region or around 0.35%. This

suggests three different magnetic phases in the material. In that work, the lower temperature

transition is shown to be a coexistence of two cubic phases with different lattice parameters

rather than a gradual shift in the lattice parameter, which suggests that the lower temperature

transition is a first-order transition. There is evidence in bulk of similar compounds of this being

a magnetic transition with an increase in magnetization, suggesting that the transition is one to a

ferrimagnetic or ferrimagnetic state at low temperature [164, 195, 201, 203].

4.3.1 Film Characterization

Figure 4.13: Out-of-plane thermal expansion of a 30 nm Mn3Cu0.9Ni0.1N film measured during
cooling. Closed circular data points are calculated from the (002) peak position fit to a Voigt
profile. The open square data points are calculated from a weighted average of the peak positions
for a fit to two Voigt profiles.

Fig. 4.13 shows the measured out-of-plane lattice parameter normalized to the 450 K

value for a 30 nm Mn3Cu0.9Ni0.1N film deposited by sputtering on a MgO (001) substrate.
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Qualitatively, this is very similar to what was observed in bulk. The transition exhibiting negative

thermal expansion is centered at about 167 K and occurs over a temperature range of about

25 K. The lattice parameter decreases by about 0.5% over this transition. A second transition is

observed at lower temperature, at about 90 K over a temperature range of about 30 K (the limits

of temperature ranges available prevent a more exact measurement of the transition temperature).

The normalized lattice parameters shown are Voigt profile fits for temperatures above 110 K.

Below this temperature, the diffraction was fit to two Voigt profiles and the lattice parameters

corresponding to both are plotted.

Figure 4.14: X-ray diffraction of the (002) peaks of a 30 nm Mn3Cu0.9Ni0.1N film through
both transitions while cooling. (a) The higher temperature transition exhibits negative thermal
expansion, with a shift in the Bragg peak to higher angle as temperature is increased. (b) The
lower temperature transition shows the coexistence of two cubic or tetragonal phases with
different lattice parameters.

Fig. 4.14 shows the (002) x-ray diffraction peaks for these two transitions. Each transition
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is similar to what is seen in bulk, with a shift in the Bragg peak during the higher temperature

transition and two distinct peaks during the lower temperature transition. This lower temperature

transition exhibits a much larger change in out-of-plane lattice parameter: an increase of almost

1.5% when warming through the transition. Since the film is strained in-plane and cannot expand

or contract in the same way, this suggests the total volume change across this transition is

consistent with bulk, however the change in volume is entirely in the out-of-plane direction rather

than equally in all three dimensions.

Table 4.3: Properties of negative thermal expansion in a Mn3Cu0.9Ni0.1N film determined from
x-ray diffraction data taken while cooling temperature. The FiM-AF Transition refers to the
lower temperature transition between the ferrimagnetic and antiferromagnetic phases. The
thermal expansion coefficients in the antiferromagnetic (AF), transition, and paramagnetic (PM)
regions were determined by linear fits of the lattice parameter within each region.

FiM-AF Transition ωs (10−3) Néel Transition ωs (10−3)
TFiM (K) Width (K) 80 K TN (K) Width (K) 150 K

~90 ~30 ~−6.5 181 24 5.2

Thermal Expansion Coefficient (10−6/K)
AF Néel Transition PM

−7.5±1.5 −245±18 24.0±0.2

Table 4.3 summarizes the parameters determined from this film. The lower temperature

transition properties are less well studied due to the limits of temperature available on the x-ray

diffractometer. We assume this to be a transition between ferrimagnetic and antiferromagnetic

states due to the expectation from bulk and magnetometry measurements that will be discussed

later and are shown in Fig. 4.16 and refer to the low temperature phase as ferrimagnetic, however

it is not clear whether the low temperature phase is ferromagnetic or ferrimagnetic. Note that

the spontaneous volume magnetostriction for the two transitions have the opposite sign, as the

lattice parameter at low temperature is smaller than would be expected from phononic thermal
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expansion and in the antiferromagnetic phase is larger than would be expected from phononic

thermal expansion. These values were determined again by extrapolating the thermal expansion

from the paramagnetic phase above the magnetic ordering temperature, which is less linear below

100 K, so the estimation of ωs at 80 K is likely slightly larger in magnitude than the real value for

this film.

Figure 4.15: SQUID VSM measurements of (a) a 30 nm Mn3Cu0.9Ni0.1N film grown on MgO
(001) and of (b) a MgO (001) substrate. Blue data points were measured during cooling and red
during warming.

Fig. 4.15(a) shows the SQUID VSM measurement of moment vs. temperature for the 30

nm Mn3Cu0.9Ni0.1N film grown on a MgO (001) substrate in the presence of a 0.2 T in-plane

field. This measurement includes contributions from the film, the substrate, and the sample

holder, so a measurement of a MgO (001) substrate in the sample holder in the same field

is included in Fig. 4.15(b). The MgO substrate exhibits a significant increase in moment at

low temperature and a diamagnetic response at higher temperature which can be seen in the

overall measurement. Because this measurement is a different substrate, it is not the exact

background of the sample measurement in Fig. 4.15(a), however the magnetization for just

the film is approximated in Fig. 4.16 by subtracting the substrate measurement from the total

measurement. The two transitions seen in thermal expansion are visible in the magnetization

measurement. The lower temperature transition can be seen here as a hysteretic transition between
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Figure 4.16: Magnetization measurement of a 30 nm Mn3Cu0.9Ni0.1N film with substrate
and background subtracted in the presence of a 0.2 T in-plane field. The inset shows the
magnetization near the antiferromagnetic-paramagnetic transition with vertical lines at 156 K
and 180 K, the boundaries of the antiferromagnetic-paramagnetic transition. Blue data points
were measured during cooling and red during warming.

a low temperature high moment phase and a moderate temperature low moment phase. The

transition temperatures, found by taking the derivative with respect to temperature across and

fitting the peaks, are TFiM-AF,cool = 97 K and TFiM-AF,warm = 110 K, giving a hysteresis width

of approximately 13 K. The second transition between the antiferromagnetic and paramagnetic

phases can be seen as a peak in the magnetization. The inset of Fig. 4.16 shows this more clearly,

with vertical lines at 156 K and 180 K, the boundaries of the antiferromagnetic-paramagnetic

transition as determined from thermal expansion data in Fig. 4.13.

A second 30 nm Mn3Cu0.9Ni0.1N film was patterned into a Hall cross by UV lithography

and resistivity measurements along the (100) film direction with no applied field were made,

shown in Fig. 4.17. This measurement is similar to the resistivity measurement for a 30 nm
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Figure 4.17: Resistivity measurement of a 30 nm Mn3Cu0.9Ni0.1N film with no applied field.
Current and voltage were measured along the (100) film direction. Blue data points were
measured during cooling and red during warming.

Mn3Cu0.9Ge0.1N from Fig. 4.9(a). There is an increase in resistivity at the antiferromagnetic-

paramagnetic transition, but no large drop as could be expected from bulk measurements. There

is also a small hysteresis seen where the lower temperature transition is expected.

We have presented the thermal expansion, magnetization, and resistivity of a 30 nm

Mn3Cu0.9Ni0.1N film here. As with bulk, this film exhibits two magnetostructural transitions:

a lower temperature first-order hysteretic transition between a ferrimagnetic (or ferromagnetic)

phase and an antiferromagnetic phase and a higher temperature transition that exhibits nega-

tive thermal expansion between the antiferromagnetic phase and a paramagnetic phase. The

ferrimagnetic-antiferromagnetic transition exhibits a magnetovolume change comparable to bulk,

but entirely in the out-of-plane direction. The antiferromagnetic-paramagnetic transition exhibits

a change in lattice parameter comparable to the bulk change in lattice parameter, meaning a
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smaller overall change in the volume of the unit cell. This negative thermal expansion has a very

large negative coefficient of thermal expansion of −245±18 (10−6/K) over a narrow temperature

range of 24 K (between 156 K and 180 K). In the next section, we will present some dynamic

measurements of the lattice parameter following photoexcitation in a Mn3Cu0.9Ni0.1N film.

4.3.2 Laser-Pump X-Ray-Probe Experiment of a Mn3Cu0.91Ni0.09N film

Static measurements of structural and magnetic properties of a Mn3Cu0.9Ni0.1N film have

shown the presence of three magnetic phases: ferrimagnetic (or ferromagnetic), antiferromagnetic,

and paramagnetic. The transitions between the phases are quite different: The ferrimagnetic-

antiferromagnetic transition is a first-order hysteretic transition with the coexistence of two

cubic or tetragonal phases while the antiferromagnetic-paramagnetic transition is non-hysteretic

and a more gradual shift in the lattice parameter exhibiting negative thermal expansion. The

out-of-plane lattice parameter for the film exhibits a similar magnitude change across as in

measurements of the cubic lattice parameter in bulk, but in-plane directions are strained so

the overall volume magnetostriction is about 1/3 of the bulk volume magnetostriction. In

contrast, during the ferrimagnetic-antiferromagnetic transition, the out-of-plane lattice parameter

changes by significantly more than the bulk lattice parameter, so that the volume magnetostriction

across this transition is about equal in the film and in bulk. This presents another interesting

system in which to study the dynamics of magnetic ordering with time-resolved x-ray diffraction

following photoexcitation. These dynamics can be studied within each of the ferrimagnetic,

antiferromagnetic, and paramagnetic phases as well as during the transitions between them.

Fig. 4.18 shows the static out-of-plane thermal expansion for a 32.8 nm film of composition

Mn3Cu0.91Ni0.09N, determined by Voigt profile fits to x-ray diffraction data. For the ferrimagnetic

to antiferromagnetic transition where there is a coexistence of two tetragonal phases and therefore

two peaks, the data was fit to two Voigt peaks and the lattice parameters of both peaks were

included with open triangular data points. The closed triangular data points reflect averages
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Figure 4.18: Out-of-plane thermal expansion of a 32.8 nm Mn3Cu0.91Ni0.09N film. Blue data
points are measured during cooling and red during warming. Circular data points are calculated
from the (002) peak position fit to a Voigt profile. At the low temperature transition, x-ray
diffraction data was fit to two Voigt profiles and the lattice parameter from each peak is shown
with open triangular data points. The closed triangular data points at those temperatures are a
weighted average of the two peak positions. The gray vertical lines in the graph are at 86 K,
150 K and 220 K.

of the two lattice parameters weighted by the amplitude of the peak fits. For this film, we see

both phase transitions. The negative thermal expansion region that marks the antiferromagnetic-

paramagnetic transition occurs in a temperature range of about 160 K to 180 K. We also see the

lower temperature hysteretic ferrimagnetic to antiferromagnetic transition with the two coexisting

tetragonal phases. During cooling, this transition temperature is about 100 K, and during warming,

it is about 116 K. Table 4.4 summarizes the parameters determined from this thermal expansion

data. For the ferrimagnetic-antiferromagnetic transition, the transition temperature and width

reflect the region down to 80 K during cooling and up to 130 K during warming in which

double peaks were observed. The transition temperature when roughly half the film is in each
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phase is about 100 K during cooling and 116 K during warming, giving a hysteresis width

of 16 K. The Néel transition is narrower in this film, resulting in a larger magnitude thermal

expansion coefficient over the transition when compared to the Mn3Cu0.9Ni0.1N film in the

previous section. However the thermal expansion in the antiferromagnetic and paramagnetic

phases and the calculated magnetostriction is comparable.

Table 4.4: Properties of negative thermal expansion in a Mn3Cu0.91Ni0.09N film determined
from x-ray diffraction data. The FiM-AF Transition refers to the lower temperature transition
between the ferrimagnetic and antiferromagnetic phases. The thermal expansion coefficients
in the antiferromagnetic (AF), transition, and paramagnetic (PM) regions were determined by
linear fits of the lattice parameter within each region.

FiM-AF Transition ωs (10−3) Néel Transition ωs (10−3)
TFiM (K) Width (K) 80 K TN (K) Width (K) 150 K

105 50 -5.1 185 23 6.2

Thermal Expansion Coefficient (10−6/K)
AF Néel Transition PM

−7.6±1.2 −289±17 25.8±0.2

Time-resolved x-ray diffraction measurements were performed at beamline 7ID-C at the

APS (see Section 2.6.2) following photoexcitation with an 800 nm Ti:Sapphire laser delivered in

100 fs pulses with a spot size of 0.27 mm by 0.34 mm. The x-ray energy was 11.0 keV, with a

pulse width of about 100 ps and spatial resolution on the µm scale. Fig. 4.19 shows measurements

of the lattice parameter as a function of time following photoexcitation at three temperatures

(with data from 86 K below both transitions shown on two time scales). The lattice parameter was

found by Voigt profile fits of the film (002) peak. For an initial ground state at 86 K, some scans

after photoexcitation exhibited the double peak expected from the lower temperature transition, so

the lattice parameter was found by fitting to two Voigt profiles and averaging the peak positions

weighted by their amplitudes.
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Figure 4.19: Out-of-plane lattice parameter for a 32.8 nm Mn3Cu0.91Ni0.09N film following
photoexcitation at different temperatures and laser fluences, found from time-resolved x-ray
diffraction measurements of the (002) Bragg peak. The top right graph is a duplicate of the top
left at 86 K with lattice response shown on a longer time scale. Horizontal black lines for each
temperature indicate the ground state lattice parameter, found by an average of the peak positions
before time zero (photoexcitation) at that temperature. The lattice parameter was calculated
from the (002) peak position fit to a Voigt profile. The open square data points following
photoexcitation from 86 K are calculated from a weighted average of the peak positions for a fit
to two Voigt profiles.

At 220 K, the lattice response is consistent with what we would expect from most materials

with positive thermal expansion and consistent with the Mn3Cu0.7Ge0.3N film measured earlier.

The laser pump transfers heat to the system which increases the lattice temperature and the lattice

spacing increases before relaxing back to the initial ground state. At 150 K, the lattice response is

consistent with an increase in lattice temperature to about 220 K within 100 ps. As the system
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cools, the lattice parameter initially contracts and then quickly expands, presumably as the system

goes through the Néel transition and magnetic order is reestablished.

Figure 4.20: Normalized out-of-plane lattice parameter for a 32.8 nm Mn3Cu0.91Ni0.09N film
following photoexcitation at different temperatures for a single laser fluence 12.3 mJ/cm2, found
from time-resolved x-ray diffraction measurements. Data are normalized to the lattice parameter
in the static ground state temperature for each scan.

At 86 K, the film is in the low temperature ferrimagnetic state. The photoexcitation of

12.3 mJ/cm2 is enough to excite the film into the Néel transition region within 100 ps, followed

by cooling with an initial increase in lattice parameter until 450 ps and then decrease. The

system cools through the ferrimagnetic-antiferromagnetic transition from about 1.5 ns to 4 ns.

The photoexcitation of 25.3 mJ/cm2 excites the film above the Néel transition to around room

temperature within 100 ps. From here, the lattice responds by contracting until the Néel transition

is reached and it expands from about 600 ps to 1.2 ns. The ferrimagnetic-antiferromagnetic

transition occurs from about 2.5 ns to 14 ns, which interestingly is longer than the recovery for

the lower fluence. It is interesting to note that when excited into the paramagnetic phase from this
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ferrimagnetic phase, the lattice response shows that as the film cools, it does fully reorient into

the antiferromagnetic phase prior to cooling into the low temperature ferrimagnetic phase.

Fig. 4.20 presents the out-of-plane lattice parameter at all three initial temperatures

normalized to the initial lattice parameter at that temperature for a pump fluence of 12.3 mJ/cm2.

Reflected here is the 0.5% decrease in lattice parameter for the Néel transition and about 1.2%

increase in lattice parameter for the low temperature transition. This experiment required repeated

and extended photoexcitation of the film through these phases. Materials with large structural

changes often will degrade with repeated cycling, as was seen in bulk Mn3ZnN with a 1.5%

change in lattice parameter, where microcracks appeared and the transition shifted to higher

temperature with each successive cycle [183]. For this experiment, repeated and extended cycling

occurred with the photoexcitation from 86 K, but there appears to be no shift in the transition

temperatures and no degradation in the film quality measured by x-ray diffraction.

4.4 Conclusion

We have successfully fabricated thin films of Mn3Cu1−xGexN and Mn3Cu0.9Ni0.1N

which exhibit magnetovolume effects including negative thermal expansion by sputtering. X-ray

diffraction measurements of Mn3Cu1−xGexN films demonstrate out-of-plane thermal expansion

coefficients in the negative thermal expansion regions up to −57.9±2.1 (10−6)/K over tempera-

ture ranges of over 100 K. A much larger effect is seen for the Mn3Cu0.9Ni0.1N films, though

this is over a smaller range of temperature. In addition, we see a lower temperature hysteretic

transition in Mn3Cu0.9Ni0.1N which exhibits an almost 1.5% increase in lattice parameter with

warming. Resistivity and magnetization measurements were made which support the existence of

the expected ferrimagnetic and antiferromagnetic magnetic phases expected in these materials

in bulk. Laser-induced dynamics measurements probed with x-ray diffraction were conducted

on two films, Mn3Cu0.7Ge0.3N and Mn3Cu0.91Ni0.09N, on ns time scales, which demonstrate a
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lattice response to photoexcitation within the first 100 ps followed by a quasi-static progression

of lattice parameter consistent with cooling of the lattice. The large structural changes withstood

repeated cycling during this experiment without changes to the observed material properties.

There are several avenues for future work on these films. One would be to fabricate

films on different substrates and substrate orientations to determine the effects of strain on the

transition and magnetic ordering and how that influences the negative thermal expansion. This

is one way of providing more insight into the coupling of structural and magnetic degrees of

freedom possible with thin films. Temperature-dependent in-plane measurements would be useful

to confirm the difference in total volume magnetostriction in each transition in films vs. bulk.

Neutron diffraction measurements can confirm the existence of the Γ5g spin structure and how it

is influenced by the strain and shape anisotropy in films as well as determine the spin structure in

the low temperature ferromagnetic or ferrimagnetic phase. And the most interesting prospect for

future work would be ultrafast pump-probe measurements on 100 fs to ps time scales. On these

time scales, the laser pulse would induce a quick demagnetization before the lattice could respond

and we would be able to observe nonequilibrium behavior and transient states as the lattice is

allowed to evolve without the influence of the spins. The evolution and recoupling of the degrees

of freedom would proceed on different time scales which could be measured and separated.
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Chapter 5

Thin Film Iron Rhodium (FeRh)

5.1 Introduction

FeRh is a material that has been of increasing interest in the past few decades, primarily

because it exhibits a first-order phase transition between a low temperature antiferromagnetic state

and a higher temperature ferromagnetic state, which couples magnetic, electric, and structural

degrees of freedom. There are other systems that exhibit both antiferromagnetic and ferromagnetic

phases and interesting transitions for potential study [204–206], however these systems usually

contain rare earth materials or are rare earth-doped, with transitions at cryogenic temperatures.

The phase transition in FeRh is near or a little above room temperature and highly tunable with

composition, which makes it both easier to study and more useful for applications. This potential

for use ranges anywhere from implementation in magnetic hard drives [207, 208] to use as

high-contrast labels inside the human body in MRIs [11, 12]. Current areas of research usually

focus on FeRh properties in confined geometries, as technological applications often require

nanoscale features. The work in this chapter includes measurements made at UC San Diego, at

the High Flux Isotope Reactor (HFIR) at the Oak Ridge National Laboratory (ORNL), the High

Field Magnet Laboratory (HFML), the European Synchrotron Radiation Facility (ESRF), and
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the Spallation Neutron Source (SNS) at the ORNL . The first of the two primary experiments

involves resistivity measurements, x-ray magnetic circular dichroism (XMCD) measurements,

and simulations of the phase transition to understand the magnetic phase diagram of FeRh, and

the other includes polarized neutron reflectometry measurements of FeRh films and stripes to

understand how strain and disorder affects the magnetism.

5.1.1 Properties of Bulk FeRh

The first reported measurements in roughly equiatomic bulk FeRh of an abrupt magnetic

phase transition which was hysteretic with temperature and accompanied by a structural change

were described by Fallot and Hocart in 1939 [209]. The structural change was determined

by x-ray diffraction to be a uniform expansion of the CsCl crystal structure upon warming

through this first-order transition, with a total volume expansion of 1-2% [210, 211]. Neutron

diffraction, magnetization, and Mössbauer spectroscopy studies showed the low temperature

phase to be G-type antiferromagnetic, meaning antiferromagnetic in all three cubic directions (see

Fig. 1.8(g)), and the higher temperature phase to be ferromagnetic [211–213]. In the ferromagnetic

phase, all spins are aligned, with Fe atom moment measured to be approximately 3.2 µB (where

µB = e ℏ
2me

= 9.274×10−24 J/T is the Bohr magneton) and Rh atom moment approximately 0.9 µB.

Early work found that in the antiferromagnetic phase, Fe atoms have moment of approximately

3.3 µB aligned collinearly, alternating in sign, while Rh atoms have no net moment [213, 214].

More recent calculations have suggested Fe to have moment 3.12 µB in the antiferromagnetic

phase and 3.17 µB in the ferromagnetic phase while Rh has no moment in the antiferromagnetic

phase and a moment of 1.05 µB in the ferromagnetic phase [215]. The magnetic phase transition

is accompanied by a significant drop in electrical resistivity in the ferromagnetic state [211].

This is shown in Fig. 5.1, where the magnetization upon cooling (open data points) below the

Curie temperature increases in the ferromagnetic phase until a transition to the antiferromagnetic

phase near 350 K results in a near-zero magnetization. Resistivity measurements increase during
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this transition from ferromagnetic to antiferromagnetic phase. This transition is hysteretic, so a

shift in the transition to higher temperatures while warming is observed. This suggests that the

phase transition in FeRh is first-order and exhibits a coupling of magnetic, electric, and structural

degrees of freedom.

Figure 5.1: (a) Magnetization and susceptibility in a 0.5 T applied field and (b) electrical
resistivity of bulk Fe0.48Rh0.52. Closed data points are taken during warming and open data
points during cooling. Figure reproduced from [211] with the permission of AIP Publishing.

Fig. 5.2 shows a part of the magnetic phase diagram for bulk FexRh1−x as a function of

temperature and x. The magnetic phase transition that is of interest in this work occurs between

the antiferromagnetic phase α" and the ferromagnetic phase α’. This exists in the compositional

range of approximately 48% to around 56% Fe. With increasing Fe content, the transition shifts
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Figure 5.2: Phase diagram of bulk FexRh1−x. The transition of interest in this work is between
the antiferromagnetic α" and ferromagnetic α’ phases, seen here in the compositional range
of 48% ≤ x < 53%. Figure reproduced with permission from [216]. Copyright 2016 by IOP
Publishing Ltd.

to lower temperature, from approaching 400 K for Fe0.48Rh0.52 to 150 K at about Fe0.54Rh0.46.

There is some variation on the exact range of composition and transition temperatures [216–219],

but this is the accepted composition range of interest.

5.1.2 Properties of Thin Film FeRh

Since many potential implementations of FeRh into technology require confinement to

much smaller length scales, we focus on studies in thin films in this work. Thin film FeRh can

be grown epitaxially, including by sputtering, and exhibits the antiferromagnetic-ferromagnetic

transition seen in bulk. The magnetization for one such film, a 21 nm FeRh film grown on

MgO (001) and capped with 1.2 nm Pt, is shown in Fig. 5.3(a) with red and blue data for warming

and cooling in a 1 T field. The transition exhibits a 20 K wide hysteresis between the low
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Figure 5.3: Magnetization of a 21 nm FeRh film and resistivity measured after patterning into
a 50 µm wide wire of the phase transition in a 21 nm FeRh film with magnetic field applied
in-plane. (a) Magnetization measurements show a hysteretic phase transition with a low-moment
phase at low temperature and a high-moment phase at high temperature. (b) Electrical resistivity
measurements show a high-resistance phase at low temperature and a lower-resistance phase at
high temperature, with the same transition temperatures as in the magnetization data. Red data
is for warming at 1 T and blue data for cooling at 1 T. Also included in orange and green are
measurements at 2 T and 3 T, respectively, demonstrating a shift in the transition with applied
field of about -8.5 K/T.

magnetization and high magnetization states. The hysteresis in films is broader (20 K or more)

than in bulk (10 K or less [209, 220]). It is also often more of a continuous transition in films

compared to the abrupt transition in bulk, especially as the film thickness is decreased. For the

21 nm thick film shown here, the width of the hysteresis is about 25 K. During both warming and

cooling, most of the film transitions in a 15 K range, however the full transition is more like 40 K.

This is attributed to differences in composition, structural properties, and defects affecting the

quality of the films and will result in some variability in the transition properties even between

two films that are grown simultaneously. Another difference is in the low but non-zero moment in

the low temperature phase. In bulk, this moment was essentially zero, consistent with the entire

sample reaching an antiferromagnetic phase. In films, however, there is almost always a small

positive moment remaining. This is not a result of any background signal, as that is diamagnetic

and has been subtracted that out as laid out in Section 2.4.3. This is attributed to an interfacial

242



layer of FeRh that remains ferromagnetic rather than becoming antiferromagnetic. This will be

discussed further in Section 5.1.4 and Section 5.3.

Fig. 5.3(a) also includes magnetization curves for the same sample at 2 T and 3 T applied

field. We see that application of a magnetic field tends to stabilize the ferromagnetic phase and

shift the transition to lower temperature, shifting by 9 or 10 K per 1 T field applied. This raises

the question of what happens at higher field how the energy landscape changes with temperature

and applied field. The magnetic phase diagram of a film will be measured in higher fields and

lower temperatures in Section 5.2.

As with bulk, the transition in thin films can also be observed in the electrical resistivity

[221, 222]. Fig. 5.3(b) shows resistivity vs. temperature for the same FeRh film after patterning

into a 50 µm-wide wire by UV photolithography. The drop in resistivity in a 1 T applied field

occurs during warming in red in the same temperature ranges as the increase in magnetization in

Figure 5.4: Neutron diffraction measurements of the FeRh (1⁄2 1⁄2 1⁄2) peak at different tempera-
tures for a 100 nm film, measured at the High Flux Isotope Reactor (HFIR). (a) At 426 K, when
the film is ferromagnetic, there is no scattering intensity observed at this location. The peak
appears as the film is cooled through its transition. (b) The integrated signal intensity of the
peak as a function of temperature is shown during cooling (blue data points) and warming (red
data points), demonstrating the existence of the expected G-type antiferromagnetic order in the
film below this hysteretic transition.
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the full film. During cooling in blue, we see the increase in resistivity where the magnetization

drops. The resistivity at 2 T and 3 T applied field show the same shift in the transition as was

observed in the magnetization.

Fig. 5.4 presents neutron diffraction of the (1⁄2 1⁄2 1⁄2) peak at different temperatures for a

100 nm film taken at the CG-4C CTAX (Cold Neutron Triple-Axis Spectrometer) at the HFIR.

This peak will appear for G-type antiferromagnetic materials, as discussed in Section 2.7.1,

but is a forbidden peak for a ferromagnetic film, so we would expect to see it appear in the

lower temperature phase when the magnetization of the film is near zero. In Fig. 5.4(a), we see

that above the transition at 426 K, there is no (1⁄2 1⁄2 1⁄2) peak, but then it appears as the film is

cooled, consistent with G-type antiferromagnetic order appearing below the hysteretic transition.

Fig. 5.4(b) shows the integrated intensity of the peaks fit to a Gaussian curve, demonstrating the

hysteretic nature of the transition.

Figure 5.5: X-ray diffraction measurements of the FeRh (003) peak demonstrating a structural
phase transition for a 46 nm FeRh film grown on MgO (001) during (a) warming from 360 K to
450 K and (b) cooling from 450 K to 360 K. Measurements were made with Cu Kα radiation.
(c) The out-of-plane lattice parameter c during the phase transition during warming (red) and
cooling (blue), calculated from the peak location of Gaussian fits to the x-ray diffraction peaks
in (a) and (b).

In bulk FeRh, the phase transition is also seen structurally, with a 1-2% change in the
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unit cell volume, equally in all three cubic directions. In thin films, the film is constrained in the

in-plane directions and the unit cell has a tetragonal distortion, which will be discussed more

in Section 5.1.4. The in-plane strain prevents the kind of isotropic structural transition that we

see in bulk, however the phase transition can be seen out-of-plane. For an FeRh film grown on

MgO (001), there is a significant expansion observed in the c-axis lattice parameter when warming

through the transition. Fig. 5.5 shows this for a 46 nm FeRh film grown on MgO (001). In

Fig. 5.5(a)-(b), we see the evolution of the FeRh (003) peak with x-ray diffraction measurements

while warming from 360 K to 450 K and then cooling from 450 K to 360 K (right). The peak can

be fit with a Gaussian curve at each temperature to determine the peak intensity and calculate the

determine the out-of-plane lattice parameter, shown in Fig. 5.5(c). The hysteretic phase transition

is clearly observed in this unconstrained dimension.

Figure 5.6: Structure and magnetic configuration of the FeRh unit cell in a thin film in the anti-
ferromagnetic and ferromagnetic phases. In the antiferromagnetic phase, adjacent Fe moments
are oriented antiparallel and Rh is non-magnetic. In the higher temperature ferromagnetic phase,
the Fe and Rh atoms are all magnetic and aligned with one another. During the transition from
antiferromagnetic to ferromagnetic, there is an expansion in the c-axis lattice parameter (not to
scale).

Fig. 5.6 shows a summary of the phase transition in the FeRh unit cell for thin film grown

in the (001) orientation. In the antiferromagnetic state, Rh is non-magnetic and Fe atoms exhibit

G-type antiferromagnetic ordering, with antiferromagnetic ordering in all three cubic directions.
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After the transition to the ferromagnetic state, Rh and Fe atoms are magnetic and aligned. There

is also an expansion in the out-of-plane lattice parameter (not to scale) but little change in-plane

due to strain upon warming into the ferromagnetic state. And as observed in magnetoresistance

measurements, the antiferromagnetic state is a state of higher electrical resistance than the

ferromagnetic state, resulting in a drop in resistance during the antiferromagnetic-to-ferromagnetic

transition and increase during the ferromagnetic-to-antiferromagnetic transition.

5.1.3 Growth of FeRh Films

In order to observe the desired phases in an FeRh film, it must be grown with crystalline

ordering. This can be achieved through many different deposition methods, including by sputtering

at high temperature and post-annealing. Fig. 5.7 shows the out-of-plane x-ray characterization

of a 21 nm FeRh film grown on MgO (001), the same film measured in Fig. 5.3. The θ-2θ

scan in Fig. 5.7(a) shows that the film has grown in the (001) out-of-plane orientation with the

FeRh (001) peak centered at 29.80 deg and the FeRh (002) peak centered at 61.88 deg. From this,

we find the out-of-plane lattice parameter at room temperature to be c = 0.2995 nm. Rocking

curves of these peaks are shown in Fig. 5.7(b). A phi scan of the MgO (200) and FeRh (100)

peaks are shown in Fig. 5.8, demonstrating a 45 deg rotation of crystal orientation in-plane for

FeRh atop the MgO substrate. While bulk FeRh is cubic, FeRh films grown on MgO (001)

exhibit a tetragonal distortion, with in-plane compression afilm < abulk and out-of-plane expansion

cfilm > cbulk = abulk.

Epitaxial growth of films is best achieved with close lattice-matching to substrates, as

discussed in Section 2.2.4. The most common substrates used for FeRh are MgO (001) and

Al2O3 (0001) (c-axis sapphire). FeRh grown on Al2O3 (0001) grows in the (111) orientation and

experiences a rhombohedral distortion [57]. Less commonly used substrates include glass/quartz

[220], IBAD-MgO (MgO deposited by ion-beam assisted deposition) [223, 224], W (001) on

MgO (001) [57, 225], Ge [226], SrTiO3 [223], KTaO3 [223], BaTiO3 [227], and more. The
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Figure 5.7: Out-of-plane x-ray diffraction characterization of a 21 nm FeRh film grown on
MgO (001). (a) Out-of-plane θ-2θ scan of FeRh, showing the (001) and (002) diffraction peaks
of FeRh and the (002) and (004) diffraction peaks of MgO. (b) X-ray diffraction rocking curves
of the (left) (100) peak and (right) (200) peak of FeRh. Measurements were made with Cu Kα

radiation.

Figure 5.8: X-ray diffraction phi scans of the (a) FeRh (100) peak and (b) MgO (200) peak for
a 21 nm FeRh film grown on MgO (001), showing four-fold symmetry and the 45 deg in-plane
rotation of the FeRh cubic cell with respect to the MgO cubic cell. Measurements were made
with Cu Kα radiation.
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lattice mismatch between substrate and FeRh leads to lattice distortions and strain in the films,

especially near the interface [57, 223, 228]. We will discuss how this impacts the phase transition

in the next section.

Figure 5.9: Comparison of the structural and magnetic characterization of two 21 nm FeRh films
grown at different temperatures. The blue data shows measurements for a film grown starting at
350 °C and increasing to 600 °C during growth, followed by a post-anneal process at 800 °C.
The pink data shows measurements for a film grown starting at 400 °C and increasing to 600 °C
during growth, followed by a post-anneal process at 800 °C. All other process parameters were
kept the same. (a) X-ray diffraction rocking curve of the FeRh (002) peak in both films shows a
sharper narrower peak for the film grown and annealed at higher temperature, indicating better
crystallinity and fewer defects. The lines are Lorentz fits to the peaks, used to determine the
FWHM of each curve. Measurements were made with Cu Kα radiation. (b) VSM measurements
of the phase transition show a sharper transition and narrower hysteresis for the film grown and
annealed at higher temperature, suggesting more homogeneity and better crystalline quality of
the film.

In Section 2.2.4, we discussed how heating a substrate during growth and post-annealing

helps achieve better epitaxial growth. Fig. 5.9 demonstrates this for two films, one grown starting

at 350 °C and increasing to 600 °C during the growth followed by post-annealing at 700 °C (blue

data), and another grown starting at 400 °C and increasing to 600 °C during the growth followed

by post-annealing at 800 °C (pink data). Fig. 5.9(a) shows rocking curves of the FeRh (002) peaks.

The sharper narrower peak for the film grown and annealed at higher temperature demonstrates

the higher crystal quality of the film. The broadening of the peak for the other film indicates
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the presence of more defects. In Fig. 5.9(b), we see from magnetometry measurements that the

film with higher crystal quality has a sharper transition and a narrower hysteresis, indicating

more homogeneity and fewer defects within the film. Small changes in temperature during the

growth process can make a significant difference, so there can be variability in the properties of

different samples if there is a difference in the thermal contact of the substrates to the sample

holder (a sample that is not clamped as well may experience a thermal gradient or achieve a lower

temperature and have poorer crystalline quality).

Another consideration in the growth of FeRh films is the composition of the films. As

discussed in Section 2.2.2 and in [55], the concentrations of Fe and Rh in a film grown from an

alloy target, as done in this work, will not be the same as the concentrations of Fe and Rh in the

target, and the temperature and Ar pressure during growth will impact the relative concentrations

by changing the relative odds of Fe atoms and Rh atoms to reach the sample surface from the

target surface and by altering the likelihood of the atoms to remain on the sample surface rather

than bouncing off (the sticking probability). In [55], there emerges a clear change in the relative

concentrations of the two materials in Ar sputter pressures of 5 mTorr to 30 mTorr. FeRh films

in this work were usually grown in pressures lower pressures than this, somewhere around

2.7 to 3.3 mTorr, but we can expect the pressure at which an alloy is grown to have an impact on

the film composition and therefore on the nature of the transition. [229] suggests there is a 2%

change in Fe concentration when the Ar sputter pressure is increased from 0.3 Pa (2.3 mTorr)

to 0.5 Pa (3.8 mTorr). And we saw from the bulk phase diagram (Fig. 5.2) that a 1% change in

Fe concentration will result in an over 40 K change in transition temperature, so we can expect

changes in Ar sputter pressure to also have a significant impact on film properties. In this work,

we will assume that FeRh refers to a sample composition near the Fe0.5Rh0.5 composition where

the antiferromagnetic-ferromagnetic phase transition occurs, with the understanding that the true

composition of each film will vary.

Additional factors will also impact the film properties. The sticking probabilities are
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Figure 5.10: Comparison of the magnetic and structural characterization of two 21 nm films
of FeRh grown simultaneously. (a) VSM measurements of the phase transition find that one
sample (dark green) has a narrower transition and hysteresis and lower residual moment in the
low temperature phase than the other sample (light green). (b) Rocking curves of the FeRh (002)
peak of both samples show a broader peak (larger FWHM) for the film with the broader transition
(light green), indicating more defects and lower crystalline quality. X-ray measurements were
made with Cu Kα radiation. The solid lines in (b) are Lorentzian fits to the peaks. The difference
in epitaxy is attributed to slightly different thermal contact between the substrate and sample
holder during film growth.

unknown, but will likely depend on the Ar pressure, the temperature of the substrate, and the

substrate material. Compositional differences and crystal quality will impact the strain in the film

[229]. Strain becomes important because of the in-plane confinement that occurs in thin films

and because it tends to stabilize one of the phases preferentially, as discussed in the next section.

The imperfect lattice-matching between film and substrate can result in different quality of

epitaxial growth for different composition and strain, potentially resulting in more or less defects,

which will alter the width and shape of the hysteresis (broadening for films with more defects).

Changes in the temperature during growth or post-anneal time and temperature similarly alters

the epitaxy and transition [229], which makes the thermal contact of a substrate to a substrate

holder a very important parameter in the growth process for ensuring uniform and reproducible

heating of substrates. An improperly clamped substrate will experience lower growth temperature
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and annealing temperature and be of poorer quality. Fig. 5.10(a) shows the magnetization vs.

temperature in a 1 T applied field for two 21 nm FeRh films grown on MgO (001) at the same

time at the same radial distance from the center of the sample holder. The expectation is that the

composition, strain, and phase transition will be essentially identical for both, however we see that

one film has a narrower and sharper transition and lower moment in the antiferromagnetic phase

compared to the other. This film also has a sharper narrower rocking curve, seen in Fig. 5.10(b),

indicating that it has better crystalline quality. One explanation for this is differences in the

thermal contact between the substrate and sample holder.

So while FeRh films can be grown to exhibit the phase transition, there are many com-

plications to achieving and tuning the transition and difficulty in reliably reproducing samples

with the same transition. But the nature of the transition makes this a very interesting material

fundamentally as well as in applications, so it is an area of continuing work. One area of study

is how strain impacts the phase transition and can be used to manipulate the transition. This is

discussed further in the next section.

5.1.4 The Impact of Strain

As stated previously, thin films must be grown on a substrate. Ideally, the crystal structure

of the substrate forms a pattern for the crystalline growth of the film with minimal defects, which

requires close matching of lattice parameters. For FeRh, a few examples of this are shown in

Fig. 2.5. MgO has a face-centered cubic crystal structure with a lattice parameter of 0.4212 nm.

This means the diagonal distance between like atoms is 0.2978 nm, which closely matches the

FeRh lattice parameter of about 0.2987 nm. We observed in Fig. 5.8 that FeRh (001) grows at a

45 deg angle in-plane with respect to the MgO (001) substrate. In a film with good crystal quality,

the Fe and Rh atoms will align as shown in Fig. 2.5(a) to form ordered FeRh. But the in-plane

lattice directions will be compressively strained by 0.3%, so that a f ilm < abulk. FeRh will also

grow on top of an Al2O3 substrate, shown in Fig. 2.5(c). Here, Fe atoms, which in bulk would be
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spaced 0.4224 nm apart, are aligned on O atoms spaced 0.4759 nm apart, resulting in a tensile

strain of -11.3% [57].

The most immediate consequence of the in-plane strain is a distortion in the unit cell of

FeRh. On MgO, with a compressive strain in the (100) and (010) directions, the FeRh unit cell

will exhibit a tetragonal distortion: in-plane directions are compressed with respect to bulk while

the out-of-plane direction is expanded (c f ilm > cbulk). On Al2O3, there is a tensile rhombohedral

distortion in-plane and the out-of-plane (111) direction is compressed.

Increased strain in a film will also tend to increase dislocations in the structure, so the film

starts to look more polycrystalline rather than single-crystal. This will broaden the transition, with

different domains having slightly different transition temperatures, so there is a wider range of

temperature through which there is a coexistence of antiferromagnetic and ferromagnetic domains

[222, 228]. It may also create regions of the film near the interface that do not transition at all.

The choice of substrate, therefore, can affect the magnetic properties considerably.

Since the transition in FeRh is also a structural transition, strain in the film may favor one

of the states over the other. Bulk measurements have shown that FeRh experiences a volume

expansion of 1-2% upon transition from the antiferromagnetic to the ferromagnetic state. For

a film on MgO (001), we saw in Fig. 5.5 that there is an out-of-plane expansion of the unit

cell. For a film, the in-plane directions are prevented from undergoing a change because the

strain at the substrate interface opposes any significant expansion or compression. So we tend

to see an out-of-plane expansion to the ferromagnetic state. But the strength of the in-plane

confinement can stabilize one of the two states, either antiferromagnetic or ferromagnetic. For

in-plane compression, such as for FeRh on MgO (001), the compressive strain stabilizes the

antiferromagnetic phase that prefers a smaller lattice parameter and shifts the phase transition to

higher temperature. Tensile strain stabilizes the ferromagnetic phase and shifts the transition to

lower temperature [228, 230, 231].

The effect the of the strain will be highest at the substrate-film interface. For thicker films,
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FeRh will relax away from this interface and the overall in-plane strain may lessen [57, 229]. So

for films around 100 nm or more, the transition temperature and behavior may approach bulk

properties. But for thinner films, the interfacial strain has a significant impact [232, 233]. The

top interface with a capping layer can also provide some strain and alter the magnetic properties.

Within a film, the magnetic properties near the interfaces will differ from the properties further

away, which contributes to a broadening of the magnetic transition, as different layers through

the film will have different transition temperatures. This can be measured by polarized neutron

reflectometry [234–236]. When strain at an interface is significant, we sometimes will not observe

the phase transition at all there. This is one explanation for the observed interfacial layer that

remains ferromagnetic in these films. This is the motivation for the work presented in Section 5.3,

which looks into the magnetization profile in thin film FeRh as a function of depth through

polarized neutron reflectometry.

The residual ferromagnetic layer at one or more interfaces results in a small but positive

net moment at low temperatures when measuring magnetometry. This explains the non-zero

magnetization in the antiferromagnetic state in Fig. 5.3(a). Assuming this is entirely at the

substrate interface for an FeRh film grown on MgO (001) and capped with Pt, the percentage of

the residual moment in the antiferromagnetic state as compared to the ferromagnetic state gives a

measure of the thickness of the layer that does not exhibit a phase transition due to strain.

5.2 Magnetic Phase Diagram of the Antiferromagnetic to Fer-

romagnetic Transition in FeRh

While there has been great interest in understanding the nature of the antiferromagnetic-

ferromagnetic transition in FeRh through various types of measurements, there has been limited

work thoroughly exploring the magnetic phase diagram experimentally and theoretically in high

fields and at low temperatures. The transition has been measured in fields up to 9 T through
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magnetization and resistivity measurements, which show that the ferromagnetic phase is stabilized

by a magnetic field and the transition shifts to lower temperatures as the field is increased or

that the field required to achieve the ferromagnetic state in measurements made as a function of

applied field decreases as the temperature is increased. The observed shifts are around -8 K/T for

films grown on MgO (001) and -9 K/T for films grown on Al2O3 (0001), which is in agreement

with an Ising spin model calculation of -10 K/T to a maximum field of about 5.5 T [228]. There

have been limited measurements of the transition for higher fields. Modeling of the phase diagram

and transition, especially at high field and low temperature, has also not been thoroughly explored.

Mean-field calculations have been used to predict the phase diagram in [237], but the nature of the

transition and properties such as whether a canted antiferromagnetic state exists for FeRh remain

unknown. In this work, we measure the magnetic phase diagram of FeRh through electrical

resistivity measurements in fields up to 33.2 T. We use this data and mean-field modeling to

propose possible phase diagrams. We are able to narrow the range of possible phase diagrams

through x-ray magnetic circular dichroism (XMCD) measurements in fields up to 17 T.

Figure 5.11: X-ray characterization of a 43 nm FeRh film. (a) X-ray reflectometry is used to
determine the film thickness and smoothness of the interfaces. (b) X-ray diffraction shows the
(001) and (002) diffraction peaks of FeRh, with lattice parameter determined to be 0.2995 nm.
Measurements were made with Cu Kα radiation.
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Figure 5.12: Magnetization and resistivity as a function of temperature for a 43 nm FeRh film
in a 1 T applied field. Magnetization (purple) was measured for the full film and resistivity (teal)
was measured after patterning into a 50 µm wide wire.

A thin film of FeRh was grown on a MgO (001) substrate by sputtering from a single

material target composed of an alloy of 50% Fe and 50% Rh. The deposition began at 500 °C

and continued while temperature was increased to 550 °C. The film was then annealed for 1 hr

at 700 °C, cooled to room temperature, and capped with a 2 nm layer of Pt. The Ar pressure

during deposition of the FeRh layer was 2.7 mTorr and during deposition of the Pt layer was

2.5 mTorr. The FeRh layer thickness was determined to be 43 nm from the x-ray reflectivity

measurement in Fig. 5.11(a). X-ray diffraction measurements in Fig. 5.11(b) show the (001)

and (002) diffraction peaks of FeRh at 29.80 deg and 61.89 deg respectively, giving a room

temperature lattice parameter of 0.2995 nm. The moment of the sample in a 1 T applied field

was measured using the VSM option in the VersaLab. The diamagnetic signal from the substrate

and sample holder in the VSM were subtracted out so the magnetization of the FeRh film

could be determined, as shown with the hysteretic transition between the low temperature low

magnetization antiferromagnetic state and high temperature high magnetization ferromagnetic
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state in purple in Fig. 5.12. The non-zero magnetization at low temperature suggests an interfacial

layer of FeRh at the substrate of thickness 2.6 nm that does not transition with the rest of the film,

but remains ferromagnetic.

The film was subsequently patterned by UV lithography into a Hall cross with a 50 µm

width wire oriented along the FeRh (110) crystallographic axis. A resistivity measurement of

the film was taken in-house at UC San Diego in a PPMS at 1 T, as shown in blue in Fig. 5.12,

demonstrating good agreement of the transition with the magnetization measurement made before

patterning. When warming from the antiferromagnetic state, the onset of ferromagnetic order is

seen by a drop in the resistance while the magnetization increases. Conversely, while cooling

from the ferromagnetic state, we see a jump in resistance as the magnetization decreases and the

antiferromagnetic state is established.

Measurements of the phase transition were made through electrical resistivity measure-

ments at the HFML and in-house at UC San Diego in a PPMS with magnetic field oriented

parallel to the wire and applied current. Voltage was measured along an 800 µm segment of the

wire. Measurements at the HFML in this work were made in Cell 5, with a Bitter magnet that

can produce fields up to ±33.2 T. The temperature of the sample was stabilized at several points

between 4.6 K and room temperature, and the resistance was measured using a lock-in amplifier

with an AC current of 275 nA for a field sweep from 0 T to 33.2 T to 0 T, as shown in Fig. 5.13.

Additional measurements were taken on a PPMS with AC current 50 µA at 310 K, 330 K, and

340 K from 0 T to 9 T and at 0 T, 1 T, and 3 T from 250 K to 400 K in a PPMS. The transition is

smooth and quite broad, indicating a high level of local structural variations and heterogeneity in

the wire.

Transition temperatures were determined from peaks in the derivative of the resistance vs.

temperature. The resulting phase diagram observed experimentally for this FeRh wire is presented

in Fig. 5.14. The blue circular data points represent the transition to the antiferromagnetic state

from high field or high temperature. The red triangular data points are from the transition to the
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Figure 5.13: Resistance vs. magnetic field of a 50 µm wide FeRh wire patterned from a 43 nm
thick film at various temperatures measured at the High Field Magnet Laboratory (HFML) with
an AC current of 275 nA.

ferromagnetic state from low field or low temperature. Open data points are measurements made

on a PPMS, while closed data points are measurements made at the HFML. The gray points are

the average of the transition temperatures measured in each scan of resistance vs. temperature or

resistance vs. field.

Linear fits of the data points at temperatures greater than 194 K give a transition tem-

perature shift of -9.4 ± 0.1 K/T for the antiferromagnetic transition and -8.9 ± 0.1 K/T for the

ferromagnetic transition. This is in agreement with previous work [228] and the mean-field

model of the phase diagram to high field and low temperature in [237, 238]. That work correctly

predicts the linear shift in the transition temperature to slow below around 150 K and approach 0

below about 100 K. The average transition temperature, shown as gray data points in Fig. 5.14
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Figure 5.14: Magnetic phase diagram of a 50 µm wide FeRh wire patterned from a 43 nm
thick film measured by magnetotransport measurements. Blue circular data points indicate the
temperature of the transition from the ferromagnetic phase to the antiferromagnetic phase while
decreasing temperature. Red triangular data points indicate the temperature of the transition
from the antiferromagnetic phase to the ferromagnetic phase while increasing temperature. Solid
data points were taken from measurements at the High Field Magnet Laboratory (HFML) and
open data points are from in-house PPMS measurements. The gray data points represent the
average of the transition temperatures measured from each scan (resistance vs. temperature or
resistance vs. field.

agrees with this modeling remarkably well. The different zero-field transition temperature or

zero-temperature transition field can be explained by small differences in alloy concentration of

Fe and Rh between films, which results in significant shifts in the transition temperature and field.

We can use mean-field theory to understand and model the phase diagram. The magnetic

structure of FeRh in the antiferromagnetic phase can be described in terms of the magnetizations

of three sublattices: M1 and M2, which describe the antiferromagnetically-coupled Fe sublattices,
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and MRh, which describes the Rh sublattice. The exchange interaction between Rh ions can

be neglected, so they can be modeled as a PM in the presence of an effective magnetic field

generated by the net magnetization of the Fe ions M = M1 +M2 and an external magnetic field.

The free energy F is given by

F =WFe-Fe +WRh − (M1 +M2) ·H+Wani +WMS, (5.1)

where WFe-Fe is the exchange interaction between the Fe sublattices, WRh is the interaction between

Rh spins and the effective field acting on them, (M1 +M2) ·H is the interaction of Fe spins with

the external magnetic field, Wani is due to the magnetic anisotropy, and WMS is a magnetostrictive

term that accounts for the magnetostructural effects seen in the transition.

Following the approach in [239], the first two terms of Eq. 5.1 can be defined as

WFe-Fe =
1

χFe
(M1 ·M2)

and

WRh =−1
2

χRh(λ(M1 +M2)+H)2

where χFe is inversely proportional to the Fe-Fe exchange interaction constant, χRh is the param-

agnetic (PM) susceptibility of Rh, and λ is the coupling constant of Fe and Rh.

Figure 5.15: Schematically represented Rh ion energy levels.

In our model, the temperature dependence of the PM susceptibility of Rh plays a decisive

role for the phase transition of FeRh. During the phase transition from the antiferromagnetic to

the ferromagnetic state, Rh acquires a magnetic moment and the electronic conductivity of FeRh
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increases dramatically. These changes can be understood by analyzing the corresponding changes

in the electronic structure of Rh ions in FeRh. For temperatures below the phase transition, the

Rh ion has an electronic configuration of 4d105s2, which implies no net magnetic moment and

total angular momentum quantum number J = 0. At the phase transition Rh acquires a magnetic

moment and the best candidate for the corresponding electronic structure is the 4d95s25p1

configuration with J = 1. So in the low temperature antiferromagnetic phase, Rh contributes

to the electric conductivity with its two 5s electrons, but in the high temperature ferromagnetic

phase, the conductivity is enhanced by an additional 5p electron. This electronic structure can

be modeled as a two-level system, shown in Fig. 5.15, in which all electrons occupy the non-

magnetic ground state with J = 0 at low temperature. At the transition temperature, an electron is

excited into the state with J = 1. The energy difference between the ground state and this excited

state is ∆. This model is analogous to that of Eu3+ in Eu2O3 [240], which allows us to similarly

model the temperature dependence of χRh using Gibbs statistics. We find the susceptibility to be

dependent on the Van Vleck susceptibility χvv and the paramagnetic susceptibility χp. To a first

approximation, χp is constant since χp ~ ch(T )
kbT where ch(T ) ~kBT is the concentration of 4d holes.

The paramagnetic susceptibility is then found to be

χRh(T ) =
χvv

1+ e−∆/kbT
+

e−∆/kbT χp

1+ e−∆/kbT
.

We assume uniaxial magnetic anisotropy in the system, so the anisotropy term Wani in

Eq. 5.1 becomes

Wani =−1
2

K(α2
M1

+α
2
M2

),

where K is the anisotropy constant and αM1 and αM2 are the direction cosines between the

anisotropy axis and M1, M2. The coordinate system used in this model is shown in Fig. 5.16. We

can consider the cases when the external field H is applied parallel or perpendicular to the easy axis

L where L = M1−M2. For H ∥ L, we use αM1 = cos(π/2−ξ−θ) and αM2 = cos(π/2+ξ−θ).
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Figure 5.16: Schematic coordinate system used in the model of the FeRh magnetic phase
diagram, where M1 and M2 are the magnetizations of the Fe sublattices, M = M1 +M2, H is
the applied field in the ẑ direction, and L is the easy axis.

For H ⊥ L, the direction cosines become αM1 = αM2 = cosθ.

The magnetostrictive term WMS in Eq. 5.1 models the volume changes seen during the

magnetic transition. Following [241], the energy of the Fe-Fe exchange interaction in the simplest

approximation is a linear function of applied strain u, and

WMS =−β(M1 ·M2)u+
Eu2

2
,

where β is the partial derivative of the Fe-Fe exchange with respect to the strain u and E is Young’s

modulus. Minimization of the free energy with respect to the strain gives that in thermodynamic

equilibrium,

u =
β

E
M1 ·M2,

which gives

WMS =− β2

2E
(M1 ·M2)

2,

To minimize the number of free parameters in the model, we have made the following

assumptions. In agreement with ab initio simulations from [242], we assume that the magnetic

susceptibility of Fe in FeRh is χFe = 1.5×10−4 emu/cm3 and the partial derivative of the Fe-Fe

exchange interaction with respect to the strain u is β ~104 Oe2·cm3/erg. Although the Van Vleck

261



susceptibility of the Rh ion is not known, here we rely on the similarities between the roles

of Rh and Eu3+ for magnetic changes in FeRh and Eu2O3 [240], respectively, so we assume

χvv = 10−4 emu/cm3. Young’s modulus is taken from [243] to be E = 15×1011 dyne/cm2. The

coupling constant λ, energy gap ∆, and PM susceptibility χp are fit parameters in the model.

These parameters are summarized in Table 5.1.

Table 5.1: Parameters used in the mean-field model of the FeRh phase diagram. Parameters
marked free are fit parameters in the model.

Parameter Symbol Value Units Reference

Magnetic susceptibility of Fe χFe 1.5×10−4 emu/cm3 [242]
Partial derivatives of the Fe-Fe exchange β 104 Oe2·cm3/erg [242]
Van Vleck susceptibility of Rh χvv 10−4 emu/cm3 [240]
Young’s modulus E 15×1011 dyne/cm2 [243]
Coupling constant λ free Oe·cm3/emu
Energy gap ∆ free erg
Paramagnetic susceptibility χp free emu/cm3

Fig. 5.17 shows two possible phase diagrams for the case H ⊥ L, where θ reflects the

antiferromagnetic canting of the Fe sublattices. The ratio β2M2/2E, which determines the

height of the barrier that separates the antiferromagnetic and ferromagnetic phases, is critical in

determining the order of the transition. For β2M2/2E ≳ 5×107 erg/cm3, the transition is first

order everywhere when the critical field does not exceed 30 T. For β2M2/2E < 5×107 erg/cm3,

second order transitions are possible. This is shown for β2M2/2E = 108 erg/cm3 in Fig. 5.17(a),

where the transition is first order everywhere, and β2M2/2E = 106 erg/cm3 in Fig. 5.17(b), where

the transition is first order only at 0 T. The black data points in both figures show the observed

average transition temperature measured for the 46 nm FeRh film (the gray data points in Fig. 5.14).

The model shows fits to this data to obtain the free parameters of λ = 3.1× 103 Oe·cm3/emu,

χp = 4.3×104 emu/cm3, and ∆ = 600 ·kb erg in in Fig. 5.17(a) and λ = 3.58×103 Oe·cm3/emu,

χp = 2.9× 104 emu/cm3, and ∆ = 600 · kb erg in in Fig. 5.17(b). It is possible to tune the
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Figure 5.17: Possible FeRh phase diagrams for two different values of β2M2/2E with experi-
mental data (black dots). (a) Parameters β2M2/2E = 108 erg/cm3, λ = 3.1×103 Oe·cm3/emu,
χp = 4.3×104 emu/cm3, and ∆ = 600 · kb erg result in a phase diagram with some canting of
the spins in the antiferromagnetic phase and a first-order transition everywhere between the
antiferromagnetic and ferromagnetic phases. (b) Parameters β2M2/2E = 106 erg/cm3 result
in a phase diagram with significant canting of the spins in the antiferromagnetic phase and a
first-order transition only at 0 T.

parameters and achieve a simulated phase diagram with a critical point where the phase transition

changes from first order to second order. However, the observed transition is first order down to

4.6 K (see Fig. 5.13), which suggests that the model in Fig. 5.17(a), with a first order transition

everywhere, is the more accurate model of the two.

The strength of the magnetic anisotropy can play a role in the nature of the antifer-

romagnetic state. With weak magnetic anisotropy, the spins will cant in the direction of the

applied field by angle θ, represented in these phase diagrams by the color map in Fig. 5.17.

For stronger magnetic anisotropy, the spins may orient in a collinear antiferromagnetic ori-

entation parallel to the field axis. In Fig. 5.18, we show the phase diagram with H ∥ L and
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Figure 5.18: Possible FeRh phase diagrams for three different values of the anisotropy constant
K that demonstrate a possible spin-flop transition between collinear and canted antiferromagnetic
phases. Parameters used are β2M2/2E = 108 erg/cm3, λ = 3.1 × 103 Oe·cm3/emu, χp =
4.3×104 emu/cm3, and ∆ = 600 · kb erg. The anisotropy constant is (a) K = 106 erg/cm3, (b)
K = 107 erg/cm3, and (c) K = 108 erg/cm3. The green solid lines indicate a first order phase
transition.

free parameters β2M2/2E = 108 erg/cm3, λ = 3.1×103 Oe·cm3/emu, χp = 4.3×104 emu/cm3,

and ∆ = 600 · kb erg, equivalent to what was used in Fig. 5.17(a), for anisotropy constants

K = 106 erg/cm3, K = 107 erg/cm3, and K = 108 erg/cm3. This demonstrates the possibility of a
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first order spin-flop transition in the phase diagram with three possible magnetic phases: collinear

antiferromagnetic, canted antiferromagnetic, and ferromagnetic. As the magnetic anisotropy

increases, the spin-flop transition shifts to higher field until the canted antiferromagnetic phase

disappears.

XMCD measurements can be used to gain insight into the nature of the antiferromagnetic

phase. A 40 nm film of FeRh was grown on a MgO (001) substrate by sputtering. The deposition

began at 450 °C and continued while the temperature was increased to 780 °C. The film was

Figure 5.19: X-ray magnetic circular dichroism (XMCD) signal of the Rh L2 and L3 edge
normalized to the maximum signal at 325 K and 17 T from a 40 nm FeRh film. Open circles
show measured data points. Lines show theoretical calculations with parameters β2M2/2E =
3×108 erg/cm3, λ = 2.3×103 Oe·cm3/emu, χp = 7.5×104 emu/cm3, and ∆ = 600 · kb erg.
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annealed for 45 min at 800 °C and then cooled to room temperature and capped with a 5 nm layer

of Pt. The Ar pressure during deposition of the FeRh layer was 2.9 mTorr and during deposition

of the Pt layer was 2.5 mTorr. XMCD was measured as a function of field at various temperatures

at the ID12 beamline at the ESRF using the differential absorption of left- and right-circularly

polarized x-rays at the L2 an L3 edges of Rh. The field was applied along the beam direction and

measurements were made at normal and grazing incidence.

Fig. 5.19 shows the XMCD measurements with open circle data points at four tempera-

tures, normalized to the maximum XMCD signal obtained at 325 K at 17 T. This signal shows the

field dependence of the Rh moment induced by the magnetization of Fe. We expect a net moment

at high field and temperature when FeRh is ferromagnetic. At low field and temperature, the

FeRh state can be either collinear antiferromagnetic or canted antiferromagnetic. In the collinear

antiferromagnetic state, the we would expect zero Rh moment and zero XMCD signal. In the

canted antiferromagnetic state, the Rh moment would increase as the canting angle θ increases,

giving a non-zero slope to the XMCD signal as a function of external field. In this case, we see a

small positive slope to the XMCD signal in the antiferromagnetic phase which corresponds to a

canting angle no greater than 10 deg. At high field at 325 K, the normalized XMCD signal has a

net zero slope, consistent with a saturated ferromagnetic state.

The model shown in Fig. 5.17(a) was tuned slightly to fit the XMCD data for this

film, as shown with the red lines in Fig. 5.19 for parameters β2M2/2E = 3× 108 erg/cm3,

λ = 2.3× 103 Oe·cm3/emu, χp = 7.5× 104 emu/cm3, and ∆ = 600 · kb erg. This model is not

unique in reproducing the observations, however. Another model that reproduces this behavior is

the one in Fig. 5.18(a) with slightly tuned parameters but field parallel to the easy axis (H ∥ L).

So we are unable to determine further characteristics of the magnetic anisotropy.

However, we have used mean-field theory to model the phase transition of FeRh here.

Experimental resistivity measurements suggest that the transition is of first order everywhere

and is in good agreement with a mean-field model of the phase transition. Experimental XMCD
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measurements show the existence of a canted antiferromagnetic phase and a ferromagnetic phase,

which allows us to conclude that the anisotropy in FeRh is not high enough to suppress a spin-

canted phase. The models most closely aligned with the experimental data are those shown in

Fig. 5.17(a) and Fig. 5.18(a).

5.3 Polarized Neutron Reflectometry Measurements of the

Magnetic Depth Profile of an FeRh Film and Stripes

An FeRh film is expected to have a high temperature high magnetization ferromagnetic

state and a low temperature antiferromagnetic state with no net magnetization. However we

previously discussed that with magnetometry measurements of FeRh thin films, there is a small

positive moment that remains in the antiferromagnetic state. We also discussed how strain can

have an impact on the transition temperature in FeRh, with a higher transition temperature for films

grown on MgO, which imparts a compressive in-plane strain that prefers the antiferromagnetic

phase (as compared to films grown on Al2O3, which imparts a tensile strain and stabilizes the

ferromagnetic phase, lowering the transition temperature). One way to observe the influence

of strain on the magnetism is through polarized neutron reflectometry measurements, which

measures the depth dependence of the in-plane magnetization in a film. In this case, we compare

measurements in the antiferromagnetic state (at 300 K) and the ferromagnetic state (at 450 K),

which should help identify if strain at the substrate interface results in a ferromagnetic layer that

does not switch or if defects and disorder throughout the film contribute to the small ferromagnetic

signal at low temperature. Measurements in saturation with 1 T field applied in-plane will give

the magnetization depth profile through the film. Measurements in remanence at 5 mT can be

compared to the saturation measurements, with spin-flip scattering indicating a perpendicular

in-plane component to the magnetization. Further, we can explore the question of how patterning

the films into stripes and restricting the lateral dimension will influence the magnetization depth
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profile and preferred orientation.

Figure 5.20: X-ray reflectivity of a 46 nm FeRh film grown on MgO (001) and a 46 nm FeRh
film grown on MgO (001) that was patterned into stripes of width 6.7 µm and periodicity 10 µm.
Measurements were made with Cu Kα radiation.

Two thin films of FeRh were grown on MgO (001) substrates by sputtering from a single

material target alloy of 50% Fe and 50% Rh. The deposition started at 450 °C and increased

to 800 °C during the growth. The films were then annealed for 45 min at 800 °C, cooled to

room temperature, and capped with a 2 nm layer of Pt. The Ar pressure during deposition

of the FeRh layer was 2.9 mTorr and during deposition of the Pt layer was 2.5 mTorr. One

of the films was patterned by UV photolithography into stripes that were 6.7 µm thick with

3.3 µm space in between. The thickness of both samples was 46 nm, determined from x-ray

reflectivity measurements shown in Fig. 5.20. FeRh grows with the (001) orientation out-of-plane

on top of MgO (001), as confirmed by out-of-plane x-ray diffraction measurements in Fig. 5.21.

Measurements at 300 K (blue lines) and 420 K or 430 K (pink lines) are shown, with very little
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Figure 5.21: Out-of-plane x-ray diffraction measurements of (a) a 46 nm FeRh film grown on
MgO (001) and (b) a 46 nm FeRh film grown on MgO (001) that was patterned into stripes
of width 6.7 µm and periodicity 10 µm at 300 K (blue lines) and 420 K or 430 K (pink lines).
The substrate MgO (002) and MgO (004) peaks and the film FeRh (001), FeRh (002), and
FeRh (003) peaks are identified. Measurements were made with Cu Kα radiation.

shift in the substrate peaks but significant shift to lower angle for the film peaks, consistent

with the large out-of-plane lattice expansion seen in FeRh films between the room temperature

antiferromagnetic state and the high temperature ferromagnetic state.

The x-ray diffraction intensity near the FeRh (003) peak is shown for the two samples as a

function of angle 2θ and temperature during warming in Fig. 5.5(a) and Fig. 5.22(a) and cooling

in Fig. 5.5(b) and Fig. 5.22(b). These measurements were made with on a Rigaku diffractometer
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Figure 5.22: X-ray diffraction measurements of the FeRh (003) peak showing a structural phase
transition for a 46 nm FeRh film patterned into stripes of width 6.7 µm and periodicity 10 µm
grown on MgO (001) during (a) warming from 330 K to 420 K and (b) cooling from 420 K to
330 K. Measurements were made with Cu Kα radiation. (c) The out-of-plane lattice parameter
c during the phase transition during warming (red) and cooling (blue), calculated from the peak
location of Gaussian fits to the x-ray diffraction peaks in (a) and (b).

with Cu Kα radiation. There is a clear shift in the peak position at different temperatures during

warming and cooling, confirming the hysteretic structural transition. The out-of-plane lattice

parameter c was found from Gaussian fits to the x-ray diffraction peaks and plotted in Fig. 5.5(c)

and Fig. 5.22(c). In both samples, an out-of-plane lattice expansion of over 0.5% is seen during

the antiferromagnetic-ferromagnetic transition.

Polarized neutron reflectometry measurements of this film were conducted at the BL-4A

MAGREF instrument at the SNS at sample temperatures of 450 K and at 300 K, with applied

fields of 5 mT (remanence) and 1 T (saturation). For a perfect film, we could expect a fully-

saturated uniform depth profile for the magnetization at 450 K and no magnetization at any depth

at 300 K. Deviations from this will result from strain or disorder. Fig. 1.23 shows a diagram of

the experiment. Incident neutrons that are spin-up or spin-down are scattered from the film with

an applied field in-plane and parallel to the neutron spin axis. The scattered neutrons’ spin can
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Figure 5.23: Schematic of the neutron scattering wavevector geometry for polarized neutron
reflectometry, where Q is the scattering wavevector, ki is the incident neutron wavevector, k f is
the reflected neutron wavevector, and Qz, ki,z, and k f ,z are the projection of Q, ki, and k f on the
axis normal to the film plane.

either remain unchanged or flip. Fig. 5.23 shows the scattering wavevector Q, which is related to

the incident neutron wavevector ki and reflected neutron wavevector k f by Q = k f −ki. Specular

reflection, or reflectivity, occurs when the angle of incidence equals the angle of reflection

and Q = Qz ẑ and can be used to determine the magnetization depth profile [244, 245]. For

a homogeneously magnetized sample with magnetization M at an angle γ with respect to the

neutron polarization axis, the non-spin-flip reflectivities are defined by

R++ =
1
4
|(r++ r−)+(r+− r−)cosγ |2

R−− =
1
4
|(r++ r−)− (r+− r−)cosγ |2

(5.2)

and the spin-flip reflectivities are defined by

R±∓ =
1
4
|r+− r−|2 sin2

γ , (5.3)

where r± are complex reflection amplitudes that are related to the the sum or difference of the

nuclear scattering length density (nSLD) and magnetic scattering length density (mSLD). From

this, we see that in the case of a film with no in-plane perpendicular magnetization, R±∓ = 0 and

there is no spin-flip reflectivity [245].
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Figure 5.24: Polarized neutron reflectometry intensity maps of specular reflection and off-
specular scattering for a 46 nm FeRh film. Measurements were made at 300 K and 450 K for
applied fields 5 mT and 1 T.
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There can also be off-specular scattering as a result of periodic inhomogeneities in the

films, which can be structural, such as for patterned periodic structures or interfacial roughness,

or magnetic, such as in the presence of magnetic domains. These defects break the translational

symmetry and impart an in-plane momentum transfer [246]. We expect to see obvious off-specular

scattering at specific angles from the film patterned into stripes of width 6.7 µm and spacing

3.3 µm giving a 10 µm periodicity. Off-specular scattering of magnetic origin is suspected by

differences when probing with differently polarized neutrons or when the sample environment

is changed so that measurements are made in different magnetic states. This scattering can be

analyzed for information in the domain state of the system [247, 248].

The intensity maps of specular reflection and off-specular scattering for the continuous

film at the four combinations of temperature and field are shown in Fig. 5.24. The first two

columns show non-spin-flip scattering and the second two show spin-flip scattering. There

was very little spin-flip scattering at 300 K, so those conditions have not been measured. The

reflectivity measurements can be extracted from the maps at ki,z − k f ,z = 0. The high intensity

direct beam and refracted beam are present near Qz = 0. We also see off-specular scattering in

each case. The diffuse scattering is likely due to sample roughness, but there is a clear increase

in off-specular scattering in the spin-flip channels at specific angles in remanence at 450 K as

compared to saturation, indicating a magnetic origin of the scattering, and indicative of a domain

state. Further analysis of the off-specular scattering is required.

The reflectivity measurements extracted from Fig. 5.24 are shown in Fig. 5.25 along with

fits that have been made using the reflectivity fitting software GenX [45]. At 450 K, we see very

obvious differences in R++ and R−− at for both saturation and remanence, indicating a non-zero

mSLD in the films. There is also some spin-flip scattering, which tells us that the magnetization

even at 1 T has not fully aligned to the polarization axis. In contrast, at 300 K, there is much

less difference in R++ and R−− at saturation and virtually no difference in remanence. There

are a few possible conditions that would result in R++ = R−−: the average magnetization in
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Figure 5.25: Neutron reflectivity data and fits for a 46 nm FeRh film. Data was taken at
temperatures of 450 K and 300 K with applied fields of 1 T and 5 mT. Blue data points and cyan
lines indicate data and fits for spin-up incident and reflected neutrons. Red data points and pink
lines indicate data and fits for spin-down incident and reflected neutrons. Green and orange data
points and gray lines indicate data and fits for spin-flip scattering. Fits were made using the
reflectivity fitting software GenX [45].

the sample is zero (meaning it is either non-magnetic or demagnetized), the magnetization is

oriented in-plane perpendicular to the polarization axis in the plane of the film (which would give
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significant spin-flip scattering), or the magnetization is oriented normal to the film surface. Since

we expect to be in an antiferromagnetic state, it makes sense that there is low net magnetization

from the film at this temperature, however we can see from the 300 K saturation field condition

that there is still some residual net magnetization in the film.

Figure 5.26: Depth profile of the magnetic scattering length density (mSLD) at 300 K and 450 K
in remanence and saturation for a 46 nm FeRh film. These profiles were calculated from fits to
the reflectivity data in Fig. 5.25 using the reflectivity fitting software GenX [45]. At 450 K, the
in-plane components parallel (purple lines) and perpendicular (green lines) to the polarization
axis and the total in-plane mSLD (blue lines) are shown. At 300 K, almost no spin-flip scattering
was observed so the perpendicular component is essentially zero and the parallel component is
assumed to be the total in-plane mSLD (blue lines).

Fig. 5.26 shows the mSLD calculated in each condition for the fits in Fig. 5.25. As
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expected, the total mSLD in blue is much greater at 450 K than at 300 K, consistent with a

ferromagnetic phase at 450 K and an antiferromagnetic phase at 300 K. At 300 K in saturation,

the fit suggests that there is some mSLD at both the substrate interface and the surface, confirming

that there exists some ferromagnetic phase near both interfaces, possibly a result of strain or

disorder. In remanence at this temperature, the mSLD is essentially zero and the reflectivity is

dominated by nuclear scattering, so those ferromagnetic regions near the interfaces at 1 T were

demagnetized. At 450 K, we again see a slightly larger mSLD at the interfaces compared to the

rest of the film. This again may be a reflection of strain and disorder at the interface preventing

a uniform ordered FeRh phase. The magnitude of the mSLD in saturation and in remanence is

similar through most of the film. Interestingly, there is a non-zero perpendicular component of

the mSLD shown in green (which comes from the component M⊥ in Fig. 1.23), indicating the

ferromagnetic spins are not completely aligning to the axis of applied field, (which is directed

along FeRh (110) in this experimental geometry), even for the saturation condition.

The second sample, which was patterned into stripes along the FeRh (110) axis, was

oriented so the stripes were parallel to the polarization axis for the reflectometry measurement.

The intensity maps of specular reflection and off-specular scattering for this sample at the same

four temperature and field combinations are shown in Fig. 5.27. In this case, both non-spin-flip

scattering (left two columns) and spin-flip scattering (right two columns) were measured for all

conditions, since it was non-negligible even at 300 K. An immediate difference in the scattering

for the stripes as compared to the continuous film is seen with significant off-specular scattering

at specific angles in all four conditions, as expected for the periodic structural features. Overall,

there is significantly more off-specular scattering everywhere at 300 K compared to at 450 K,

and we also see significant off-specular scattering in the spin-flip channels at specific angles,

especially at remanence at 450 K and a little at remanence at 300 K. This is indicative of magnetic

origins of the off-specular scattering and potentially useful in studying magnetic domains in these

films.
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Figure 5.27: Polarized neutron reflectometry intensity maps of specular reflection and off-
specular scattering for FeRh stripes of width 6.7 µm and periodicity 10 µm patterned from a
46 nm film. Measurements were made at 300 K and 450 K for applied fields 5 mT and 1 T.
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Figure 5.28: Neutron reflectivity data and fits for FeRh stripes of width 6.7 µm and periodicity
10 µm patterned from a 46 nm thick film. Data was taken at temperatures of 450 K and 300 K
with applied fields of 1 T and 5 mT. Blue data points and cyan lines indicate data and fits for
spin-up incident and reflected neutrons. Red data points and pink lines indicate data and fits for
spin-down incident and reflected neutrons. Orange and green data points and gray lines and light
green lines indicate data and fits for spin-flip scattering. Fits were made using the reflectivity
fitting software GenX [45].
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Domain characteristics have been studied previously in [222] by electrical resistivity

measurements of very thin wires (sub µm width) that are on the order of the characteristic domain

size in FeRh. This showed that the electrical transition occurs with discrete jumps for different

domains and there was a fundamental difference observed between the transition during warming

and cooling. When cooling from the ferromagnetic state, there was a collective single change

in resistance. When warming from the antiferromagnetic state, the transition occurred in many

discrete steps, indicating a transition governed by local nucleation and a fundamental difference

in domain nucleation and motion in the two states. Future analysis of the off-specular scattering

here may provide more insight into domain size and distribution in both the continuous film and

the patterned stripes.

The reflectivity measurements extracted from Fig. 5.27 and the fits made using GenX [45]

are shown in Fig. 5.28. In comparison to the reflectivities of the continuous film in Fig. 5.25, the

non-spin-flip scattering here shows less magnetic signal parallel to the polarization axis at 450 K

and more magnetic signal at 300 K. There is also significant spin-flip scattering for all conditions,

meaning there is a significant perpendicular in-plane component to the magnetization. Fig. 5.29

shows the mSLD for these fits for all four conditions. For three of the cases, 450 K remanence

and saturation and 300 K saturation, there does appear to be the thin strained ferromagnetic layer

at the substrate interface that may not be switching to an antiferromagnetic phase and increased

magnetization at the Pt interface. However, the fits contain FeRh layers near the substrate

interface that are thinner than the length scale for roughness, resulting in anomalies in the mSLD

data which are not physically possible for the film, suggesting that additional work needs to be

done in understanding the intermixing or disorder at the interface. At 450 K, the film is in the

ferromagnetic phase and fits with what we expect, larger magnetization near the interfaces and

large positive moment throughout. This is consistent with what was seen in the continuous film,

with a reduced magnetic scattering length density consistent with the missing material in the

patterned regions. At saturation at 300 K, the mSLD is reduced some from 450 K except at the
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Figure 5.29: Depth profile of the magnetic scattering length density (mSLD) at 300 K and
450 K in remanence and saturation for FeRh stripes of width 6.7 µm and periodicity 10 µm
patterned from a 46 nm thick film. These profiles were calculated from fits to the reflectivity data
in Fig. 5.28 using the reflectivity fitting software GenX [45]. The in-plane components parallel
(purple lines) and perpendicular (green lines) to the polarization axis and the total in-plane
mSLD (blue lines) are shown.

interfaces, however there is significant magnetic scattering throughout the profile that was not

seen for the continuous film. This suggests that patterning, perhaps during the dry etching step,

has introduced defects which influence the FeRh phase. At remanence at 300 K, the model does

not fit with what is expected or seen in the other conditions, with a greater magnetization implied

in the center of the film and reduced at the interfaces. It has been shown that very different mSLD

profiles can result in similar reflectivities [48], so additional work must be done to determine if
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there are additional models that are consistent with this reflectivity and find the model that is

most reasonable for this system and consistent with the rest of the data. However the reflectivities

overall suggest that there is significant consequence to the FeRh phase with patterning, either

because of defects introduced during the fabrication process or as a consequence of confining

length scales further.

In summary, we have measured polarized neutron reflectometry for a continuous FeRh

film and FeRh stripes patterned from a continuous film. We have confirmed the suggestion that

the residual positive moment in thin films in the antiferromagnetic phase originates from the

interfaces, probably a result of strain and disorder. In the stripes, fits of the reflectivity suggest

similar behavior to the continuous film but with the addition of defects throughout the film depth,

likely at the wire edges, which influence the FeRh phase and transition. Future analysis will

look into the off-specular scattering for both samples, which demonstrates some magnetic origin

with differences between the phases and fields and holds promise for understanding the nature of

domains in the material when confined to different length scales.

5.4 Conclusion

In this work, we have conducted two main experiments to understand the magnetism of

FeRh. The first area of research was an exploration of the magnetic phase diagram of FeRh to

gain insight into the nature of the transition and the magnetic anisotropy. We measured resistivity

measurements of a patterned film as a function of field to 33.2 T at various temperatures down

to 4.6 K, demonstrating that the transition remains first order likely at all temperatures. XMCD

measurements of a continuous film were used to determine that the antiferromagnetic state is a

canted state with canting angles up to 10 deg and not collinear. Mean-field modeling was use to

suggest several possible models of the phase transition consistent with these experiments.

The second experiment aimed to determine the influence of strain and disorder at the
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interfaces of FeRh in confined dimensions (thin film and wires). Polarized neutron reflectometry

measurements were used to suggest depth profiles of the magnetization which confirm that there

is an interfacial dead layer which remains ferromagnetic rather than becoming antiferromagnetic

at low temperature. Patterning a film into stripes further induced ferromagnetic signal at lower

temperatures, demonstrating that interfaces and edges are important features for consideration in

achieving the transition in FeRh. We also see the presence of off-specular scattering of magnetic

origin in the films and stripes, which is an area for future analysis that can give some insight into

the nature of domains and differences in films and stripes.

FeRh continues to be a very interesting material due to the transition between the low

temperature antiferromagnetic state and the high temperature ferromagnetic state that occurs

near room temperature. Understanding the nature of the transition will allow for tuning and

manipulation of the transition for application in technology. Further work can allow us to further

understand the domain structure, phase diagram, and magnetic anisotropy. This work can also

include and influence the study of other materials, such as MnRh, which show similar transitions

with useful characteristics.
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Chapter 6

Conclusion

In this dissertation, we sought to examine some magnetic systems that exhibit complex

ordering with many different experimental techniques in order to understand or exploit the

coupling of degrees of freedom, primarily of charge, spin, and lattice. The three materials that

were studied were chromium (Cr), antiperovskite manganese nitrides (Mn3AN), and iron rhodium

(FeRh). The goal was specifically to conduct experiments in confined geometries, in which the

magnetic behavior may diverge from bulk behavior and in which certain experimental techniques

can be implemented that are not possible in bulk, to provide insight into the nature of the behavior

and, hopefully, into its origins.

In thin film Cr that has coupled spin density wave, charge density wave, and periodic

lattice distortion, we conducted x-ray diffraction measurements to directly probe structural order

of the system and, through the coupling of the structure and magnetism, to indirectly understand

the magnetic order of the system. This was performed statically and then dynamically with

laser-induced dynamics on two time scales of evolution, requiring a thin film geometry and the

brilliance available at modern x-ray sources. In the ultrafast regime, we probed the nonequilibrium

behavior and observed the ultrafast uncoupling and recoupling of degrees of freedom. On longer

time scales, we observed the evolution of the system and assess the energetic contributions to
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the magnetic ordering through the time domain. This enables an extension of phenomenological

Landau modeling of spin and charge density wave systems to a thin film system with boundary

conditions and a new way of measuring the competition between two energetic terms (one which

prefers for the spin density wave wavevector to equal the natural nesting wavevector and another

which prefers for the spin density wave to be commensurate with the lattice).

The second system studied was thin film Mn3AN exhibiting magnetovolume effects

including negative thermal expansion. These compounds have an interaction of magnetism and

structure resulting in magnetostriction and magnetovolume effects which are not well-understood,

but by fabricating thin films and measuring laser-induced dynamics, we have opened up the

opportunity to study them in new ways to understand the competing effects on the thermal

expansion. The goal moving forward is to measure ultrafast laser-induced dynamics through x-ray

diffraction to uncouple the charge, spin, and lattice degrees of freedom to watch their evolution

on different time scales and how they recouple to gain an understanding of the competition of

phononic and magnetic effects on the structure.

The final system included in this work was thin film FeRh, which is of great interest for

numerous applications due to its magnetic transition near room temperature. One experiment

focused on a fundamental exploration of its magnetic phase transition, which had not previously

been measured thoroughly in high fields and low temperatures, and which is used to better

model the material behavior through mean-field theory. The second experiment explored how

miniaturization impacts the magnetism and the transition through polarized neutron reflectometry

measurements, which must be understood and optimized for potential application.

We will simply end here with this: the fundamental problem in condensed matter physics

is how particles interact to give rise to collective behavior. Understanding rooted in first principles

is rare given the complexity of these systems and the interactions and range of ordering that

are observed. But studying the problem in individual systems with a wide range of techniques

and in different conditions is important in both arriving at an understanding of the origins of
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emergent phenomena and in eventually engineering and manipulating the systems and materials

we need to continue technological advancement. This work aims to contribute to that body of

knowledge and demonstrate some of the techniques that are useful and necessary to garner a

deeper understanding of our world.
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