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Abstract

How do people perform general-purpose physical reasoning
across a variety of scenarios in everyday life? Across two stud-
ies with seven different physical scenarios, we asked partici-
pants to predict whether or where two objects will make con-
tact. People achieved high accuracy and were highly consistent
with each other in their predictions. We hypothesize that this
robust generalization is a consequence of mental simulations
of noisy physics. We designed an “intuitive physics engine”
model to capture this generalizable simulation. We find that
this model generalized in human-like ways to unseen stimuli
and to a different query of predictions. We evaluated several
state-of-the-art deep learning and scene feature models on the
same task and found that they could not explain human predic-
tions as well. This study provides evidence that human’s robust
generalization in physics predictions are supported by a prob-
abilistic simulation model, and suggests the need for structure
in learned dynamics models.
Keywords: intuitive physics; scene understanding; physical
prediction; computational modeling

Introduction
Every day, we interact with the physical world in a variety of
ways. We might start the morning by pouring cereal into a
bowl, and later stably stacking that bowl with the rest of the
dishes in the sink. Around the house, we might use a book
to stabilize a wobbly chair, or throw trash into the trash can.
Later with our kids we might build towers with blocks, or
determine the right shot in a game of billiards. All of these
scenarios require knowledge of many different principles of
physics: from containment to stability to ballistic motion to
collision dynamics. Yet we handle each of these tasks natu-
rally, and often with little effort. But how are people able to
do such general-purpose physical reasoning?

One hypothesis that has grown in prominence over the
past decade is that we have a cognitive module that can per-
form general purpose, probabilistic physics simulation, often
termed the Intuitive Physics Engine (Battaglia, Hamrick, &
Tenenbaum, 2013; Ullman, Spelke, Battaglia, & Tenenbaum,
2017; Smith et al., in press). Under this hypothesis, general
physics understanding arises because the simulation engine
contains more primitive components for modeling the world
– representations of objects and the forces they exert on each
other, latent properties such as mass or elasticity that con-
strain how objects respond to forces, and key dynamic quan-
tities such as momentum and events such as collisions – and
combines them with uncertainty about the state of the world
to reason probabilistically about a wide range of scenarios
we might expect to encounter in day-to-day life. Thus, much
like the physics engines that underlie many computer simu-
lations, these building blocks of knowledge can be combined
to model much more complex and combinatorial situations.

While this hypothesis has received quantitative support
from many studies, a crucial aspect of it has never been
explicitly tested. Prior studies that model human intuitive
physics have typically focused on just one scenario at a time:
e.g., how or whether a stack of objects might fall (Battaglia
et al., 2013; Hamrick, Battaglia, Griffiths, & Tenenbaum,
2016; Zhou, Smith, Tenenbaum, & Gerstenberg, 2023), how
moving objects will bounce off each other and fixed ob-
stacles (Smith & Vul, 2013; Ullman, Stuhlmüller, Good-
man, & Tenenbaum, 2018; Gerstenberg, Goodman, Lagnado,
& Tenenbaum, 2021; Neupärtl, Tatai, & Rothkopf, 2021),
or how liquid will pour (Bates, Yildirim, Tenenbaum, &
Battaglia, 2019; Kubricht et al., 2016). While these mod-
els all use a physics engine at their core, across this research,
modelers make different assumptions about the particulars of
the physics engine, and fit different parameters to capture un-
certainty about the state of the scene or how physical events
resolve. This modeling approach risks overfitting to specific
scenarios, and thus cannot answer the question of whether
people have a general purpose physics simulator, or use dif-
ferent systems for different physical principles.

Indeed, another theory of human physical reasoning is that
our judgments are based on inferences from past experience.
This idea was first manifested in exemplar-based models and
simple heuristics (Gilden & Proffitt, 1989; Nusseck, Lagarde,
Bardy, Fleming, & Bülthoff, 2007; Proffitt, Kaiser, & Whe-
lan, 1990; Sanborn, Mansinghka, & Griffiths, 2013): that
people might base their judgments exclusively on combina-
tions of features of the initial scene configuration without ex-
plicit reference to physical dynamics. Similar ideas have also
been expressed by recent neural network models that learn to
predict dynamics by watching videos. Proponents of this ap-
proach suggest that learning physics from raw data provides
two benefits: these models can extract generalizable physi-
cal principles more flexibly than if the models were to rely
on a fixed simulator, and can work directly from visual in-
puts in a way that physical simulation models on their own
do not. A range of models have been proposed that express a
spectrum of assumptions about what parts of physics should
be learned, from those that attempt to jointly learn a scene
representation and dynamics with few assumptions about the
structure (Babaeizadeh et al., 2020), to models that assume
the scene structure is known and try to learn only how objects
interact (Han et al., 2022), and many in between. While these
neural networks are often intended purely to advance an AI
system’s understanding of the physical world, they have been
proposed as hypotheses for how infants learn physics (Piloto,
Weinstein, Battaglia, & Botvinick, 2022), and have been used

1953
In L. K. Samuelson, S. L. Frank, M. Toneva, A. Mackey, & E. Hazeltine (Eds.), Proceedings of the 46th Annual Conference of the Cognitive
Science Society. ©2024 The Author(s). This work is licensed under a Creative Commons Attribution 4.0 International License (CC BY).



Dominoes Support Collide Contain

Drop Link Roll

Cue
500 ms

Stimulus
450 ms

A B Exp. 1

Exp. 2

Yes / No

Is the red object
going to hit the 

yellow area?

Figure 1: A: The seven different scenarios testing different physics principles. In each image, the object colored in red is the
target object and the yellow area on the ground is the zone. B: Participants are cued with the target and zone objects, observe a
short video, and predict either whether or where the target will contact the zone.

to predict both behavior and neural activity in monkeys per-
forming physics prediciton tasks (Nayebi, Rajalingham, Jaza-
yeri, & Yang, 2023).

In this paper, we test whether human physical predictions
can be explained by approximate probabilistic inference in a
single, general physics simulator across a wide range of ev-
eryday settings. We use an adapted version of the Physion
dataset (Bear et al., 2021) which was designed to test arbi-
trary models’ physics understanding in a variety of scenarios
against both ground truth and human beliefs. We specifically
test the generalizability of models: how well models can ex-
plain human predictions in scenarios that they have not been
fitted or trained on. We show that an intuitive physics engine
generalizes to these unseen scenarios in a human-like way,
explaining human behavior only slightly worse than expected
by the noise ceiling. We compare a variety of state-of-the-art
deep learning models that encompass a range of assumptions
about what is learned. Some jointly learn representations and
dynamics with little structure, testing whether physics can be
learned directly from video. Others learn to parse images into
scene representations in a variety of ways – from few assump-
tions about scene structure to strong assumptions about 3D
world structure – and learn dynamics on top of that repre-
sentation with a recurrent network, in order to test how well
these models produce representations that support learning
physics. We also compare models that make heuristic predic-
tions based on initial scene features. We find that an intuitive
physics engine model captures human judgments and gener-
alizes to unseen scenarios and novel tasks remarkably well,
and far better than the deep learning and feature-based mod-
els tested. These results both support the mental simulation
hypothesis as a generalizable mechanism for intuitive physi-
cal reasoning and point to the value of including stronger and
more structured inductive biases into neural network models
of intuitive physics.

Human experiments
To evaluate people’s physical predictions across a wide range
of scenarios, we adapted seven rigid body scenes from the
Physion (Bear et al., 2021) dataset. These seven scenarios

test a variety of physical concepts (Fig. 1A): chains of colli-
sions (dominoes), the stability of a stack of objects (support),
the particular ways collisions resolve (collide), whether one
object can contain another (contain), how individual objects
fall (drop), how a collection of objects can be knocked over
(link), and how objects roll or slide down a slope (roll).

In each trial, there is a target object and zone. The goal is
to predict either whether (Exp. 1) or where (Exp. 2) the target
object will contact the zone at some point in the future.

Each scenario consists of 150 trials (1050 total), varying
in scenario-specific configurations (see Bear et al. (2021) for
details on their construction). Each trial consisted of a 450ms
video in which the target object does not yet touch the zone.
The trials were designed so that if the video had continued, in
half of them the target would touch the zone within the next
2 seconds, but would never touch in the other half.

Experiment 1: Will it collide?
We first asked participants to make a binary judgement of
whether they think the target object will contact the zone after
watching a short video clip.

Participants 350 participants (50 per scenario; 198 female;
all native English speakers) recruited from Prolific com-
pleted the experiment. Each participant was shown all 150
stimuli from a single scenario. Data from 33 participants
were excluded for failing our preregistered inclusion attention
checks. The experiment lasted approximately 15 minutes and
participants were paid $3.50.

Task procedure The structure of our task is shown in Fig.
1B. Each trial began with a 500-1500ms fixation cross. Par-
ticipants then saw the first frame of the video for 500ms with
the target object and zone flashing a red and yellow overlay
respectively, followed by the stimulus video for 450ms. Par-
ticipants then saw a screen with buttons to indicate “YES”
(the target would contact the zone) or “NO” (it would not).
Before the main task, participants observed 10 familiarization
trials for which the full movie was shown post-prediction.

Results We first examined how often participants’ predic-
tions of contact agreed with the simulation outcome from the
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...Figure 2: The Intuitive Physics Engine (IPE). The scene (left) is perceived to form an internal representation (middle), that
includes perceptual (σx, σy, κz) and physical property (σm) uncertainty. The IPE then uses this representation to probabilistically
simulate (right) how the world might unfold based on dynamic uncertainty (σF , κθ).

physics engine used to create the stimuli. We found that
people achieved high accuracy (proportion correct = 0.81,
95% CI=[0.77, 0.84]) and their performance was substan-
tially above chance across all seven scenarios (t(6) =16.49,
p < 10−5). Participants’ data also demonstrated variation in
performance across scenarios, achieving the highest accuracy
in Dominoes (0.84) and lowest in Roll (0.74).

Even though people made errors on some trials, these
errors were consistent across participants (cross-trial boot-
strapped split-half reliability=0.94, 95% CI=[0.92, 0.96], Fig.
3A). This pattern of high but imperfect accuracy and reliable
errors is especially useful when comparing models with hu-
mans: to be a good explanation of how people make physical
predictions across scenarios, a model should not only achieve
high accuracy, but also err in the same ways as people do.

Experiment 2: Where will they touch?
Here we investigate more fine grained predictions by asking
participants to indicate where they believe the target object
will first contact the zone.

Participants A separate group of 245 participants (35 per
scenario; 157 female; all native English speakers) recruited
from Prolific completed the experiment. The experiment
lasted approximately 16 minutes and paid $3.75.

Task procedure The task procedure was identical to the
“Will it collide” task except that participants were asked to
place a circular disk where they believed the target would
first contact the zone (Fig. 1B). For each scenario, the stimuli
were the same as the previous experiment except that we fil-
tered the 150 trials to only include trials where (a) the target
object contacted the zone, and (b) this collision happened at
a location that was unoccluded by other objects (Collide: 50
trials, Contain: 44, Dominoes: 68, Drop: 63, Link: 63, Roll:
65, Support: 48). After showing the first 450ms of the stim-
ulus, the video froze on the final frame and participants used
their cursor to position a disk on the target zone. Only the
part of the disk overlapping the zone was displayed. When
participants had placed the disk at their desired location, they
clicked a “NEXT” button to register their prediction.

Results For each trial, we measured the center point of
participants’ disk placement positions as the 3D location in

world coordinates. We excluded participants’ placements that
were off the zone by the disk radius (i.e. the disk had no
overlap with the zone at all during the experiment, indicat-
ing that participants were not following the instructions or
misclicked), accounting for about 5% of the data.

To assess how far off people are from the contact points
given by the ground truth stimulus, we first calculated the
Euclidean distance between the mean human predictions and
the ground truth contact point for each trial, and averaged
across trials. Because this metric is sensitive to the area of
the target zone, for each trial we divided the distance by the
standard deviation of participants’ placements on that trial
(analogous to d

′
in signal detection theory). We found similar

patterns to the “will it” task: participants’ predictions are sig-
nificantly closer to ground truth than expected by chance, and
this is true for every physical scenario (mean normalized dis-
tance=1.39, 95% CI=[1.23, 1.51], t(6) = 43.25, p < 10−8).
Furthermore, we calculated the split half distance between
participants (the average distance between the mean predic-
tions of evenly splitting participants into two random groups)
and found that they are highly consistent with each other
(mean distance=0.50, 95% CI=[0.38, 0.71], Fig. 3B).

The Intuitive Physics Engine
The two experiments described previously demonstrate that
across a wide range of physical scenarios, people make good
predictions but are also biased in systematic ways. We ar-
gue that these predictions can be characterized using a noisy
physics engine that runs probabilistic simulations – that the
characteristic patterns of errors and biases we observe in par-
ticipants’ data can be mostly explained by uncertainty about
the state of the scene after watching the video plus a noisy,
approximately correct simulator that transforms those initial
states into a distribution over outcomes. We formalize this
hypothesis in an Intuitive Physics Engine (IPE) model.

The architecture of the IPE
To model people’s prediction in naturalistic 3D environments,
we used Unity3D as the underlying physics engine and cus-
tomized to add noise to model sources of uncertainty in hu-
mans. Following Smith and Vul (2013), we considered un-
certainty along three different axes (see Fig. 2):
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Figure 3: Comparison between the IPE and ground truth to
human response on individual scenarios: Exp. 1 (A), Exp. 2
(B). Across all seven scenarios, the IPE better captures human
response patterns than ground truth, and loses almost no pre-
dictive power across scenarios in the “all-but” fitting regime.
Error bars are 95% CIs.

Perceptual uncertainty: We modeled people’s uncer-
tainty in visual perception by adding noise to the initial po-
sitions and rotations of the objects. The starting position of
each of the objects was perturbed around the true position by
two-dimensional Gaussian noise parameterized by standard
deviation σx, σy; and the rotation by von Mises noise around
the z axis parameterized by concentration κz.1

Physical property uncertainty: We capture people’s un-
certainty about physical properties that vary across objects
but are not directly observable – the mass of different objects
– by adding Gaussian noise to the true mass, parameterized
by standard deviation σm, truncated at zero.

Dynamic uncertainty: We considered people’s uncer-
tainty about how collision will resolve, by perturbing the re-
sultant collision impulse force’s magnitude by Gaussian noise
around its true value with the standard deviation σF , and di-
rection by a spherical von Mises distribution centered on the
true angle of the impulse with a concentration parameter κθ.

Fitting model parameters
In order to determine the set of noise parameters that best
describes human behavior, we fit the six parameters defined
above to participants’ data on the “will it” task. Because the
“where” task requires no additional modeling assumptions,
we can use the same model to compare to participants’ data
on this task, and thus can treat model performance on that
task as generalization to a separate task.

We fit parameters by simulating the scenes for 2.5s with the
noisy IPE 20 times for each scene. We measured the RMSE
between the proportion of IPE runs that predict contact for
each trial, and the proportion of participants that do. We min-
imized this RMSE using the HyperOpt package (Bergstra,
Yamins, & Cox, 2013).

1Following Battaglia et al. (2013), we only consider position and
rotation uncertainty along a plane because most objects are resting
on the ground or another object, and so uncertainty along the z-axis
would cause objects to either float or interpenetrate.

We used two regimes for fitting. In the “all scenarios”
regime, we fit the IPE to 20% of trials from each scenario
(210 trials total). We then assessed performance on the 80%
of trials the model had not been fit on (840 trials), testing
generalization to new trials. In the “all-but-one” regime, we
fit seven separate IPE models: each fit on the trials from six
of the seven scenarios, then assessed performance of each of
those models on the unseen scenario. Overall model perfor-
mance was calculated by averaging over the performance of
each model on its held-out scenario. This regime tests even
stronger generalization: whether the uncertainty measured in
separate scenarios can explain human predictions in scenarios
uninvolved in the fitting (Wang, Allen, Vul, & Fan, 2022).

Model Results
We first test whether a single noisy simulator can explain a
range of human judgments by evaluating the IPE’s predic-
tions against humans’ on both the “will it” and the “where”
task. We then assess how well a set of state-of-the-art deep
learning networks explain human predictions.

The IPE is physical-domain-general
Will it contact? We find that a single parameterization of
the IPE can explain human judgments across scenarios. Us-
ing the “all” fitting regime, the IPE achieves human-level per-
formance across all seven scenarios on the test set (mean
accuracy=0.83, 95% CI=[0.79, 0.86], Fig. 4A), and more
importantly also has high correlation with human responses
(mean correlation=0.87, 95% CI=[0.83, 0.90], Fig. 3A), only
slightly worse than could be expected by the human noise
ceiling. We also compare against how well participants would
be fit by assuming perfectly accurate predictions, and find that
the IPE correlates with human predictions better (t(13)=2.42,
p = 0.01, Fig. 3A). This indicates that the IPE not only cap-
tures overall human performance, but also makes similar pre-
dictions on individual trials. Importantly, the IPE explains
predictions better than the ground truth answers, suggesting
that the uncertainty inherent in the model leads to uncertainty
in outcomes that produce human-like errors across scenarios.

As a stronger test of generalization, we assess how well the
IPE explains human data in the “all-but-one” fitting regime,
where the model is assessed on scenarios it has not observed
during parameter fitting. The IPE maintained high accu-
racy (mean accuracy=0.81, 95% CI=[0.76, 0.86]) and cor-
relation with human responses (mean correlation=0.87, 95%
CI=[0.84, 0.89]), and was nearly the same when it had access
to trials from all scenarios – a pattern that held across all sce-
narios (Fig. 3A). Thus uncertainty about physical properties
can be assessed in one set of scenarios and extrapolated to
separate scenarios without noticeably affecting performance.

Where will it contact? To evaluate the IPE against humans
on precise location predictions, we reused the noise param-
eters fit on the “will it” task and extracted the contact loca-
tion information between the target object and zone. The pat-
tern of results is similar to those for the “will it” task: the
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Figure 4: Performance of people vs. models on the two experiments. Exp 1: A. proportion of correct contact judgments, B.
correlation to human responses. Exp 2: C. normalized distance to the true contact point, D. normalized distance to average
human prediction. The IPE performs near human-levels across all task metrics, maintained when generalizing across scenarios.
All deep learning and feature-based models perform worse than the IPE, and their performance suffers when generalizing in
the “all-but-one” training protocol.

IPE’s distance to the true contact remained the same across
fitting regimes (all: 1.03, 95% CI=[0.88, 1.21], all-but-one:
1.02, 95% CI=[0.88, 1.18]; Fig. 4C). The average normalized
distance between the model’s predictions and human place-
ments is 1.07, 95% CI=[0.89, 1.21], significantly less than
the distance between people and ground truth (t(13)=2.64,
p = 0.01) and at the same time did not change when gen-
eralizing across scenarios (normalized distance=1.10, 95%
CI=[0.91, 1.25], Fig. 3B). Note that the “all-but-one” fit-
ting regime is an extremely strong test of generalization: the
model must generalize across participants, physical scenar-
ios, and even the type of prediction.

However, the IPE does capture human performance
slightly worse on the “where” task than the “will it” task.
This could be due to the aforementioned strong generalization
hindering performance, because, e.g., one set of participants
have different amounts of uncertainty than the other, or be-
cause simply judging whether contact will occur is a coarser
measure than judging where contact would occur, and so pa-
rameter estimates should be less precise.

Comparing to deep learning and feature models
While we have shown that the IPE can explain human pre-
dictions across scenarios, another theory suggests human-like
physics understanding can arise from less structured learning.
Thus, in this section, we aim to test the generalizability of
state-of-the-art deep learning models as well as models that
make physical predictions based on scene features, and com-
pare their predictions on the same stimuli to humans and IPE.

We selected state-of-the-art models from three represen-
tative model architecture classes. These models were either
pretrained or finetuned on the Physion dataset. (1) We as-
sessed a set of 2D static scene understanding models with
an LSTM trained on Physion scenes to predict next-frame
dynamics from scene representations with various amounts

of structure (DINO, Oquab et al., 2023; MAE, He et al.,
2021; R3M, Nair, Rajeswaran, Kumar, Finn, & Gupta, 2022;
and ResNet He, Zhang, Ren, & Sun, 2016). This assesses
whether the scene representations learned by these models
support efficient learning of dynamics. (2) We assessed 3D
scene understanding models with the same LSTM training on
their scene representations (DFM, Tewari et al., 2023, and
PixelNERF, Yu, Ye, Tancik, & Kanazawa, 2021). This as-
sesses whether richer, 3D-aware scene representations might
support better prediction. (3) We assess end-to-end dynam-
ics models pretrained on Physion scenes (MCVD, Voleti,
Jolicoeur-Martineau, & Pal, 2022; FitVid, Babaeizadeh et
al., 2020; and TECO, Yan, Hafner, James, & Abbeel, 2022).
These models asses whether human-like physics knowledge
could be learned in an unstructured manner from video.

In order to compare deep learning models to humans on
the “will it” task, for each model, we first extracted features
by showing the human stimulus (450ms) and concatenated
them with the “simulated” features output by the model’s dy-
namics predictor. To get a binary output from the models,
we then froze the parameters of the model and fit a logistic
regression on the features. The parameters for the logistic re-
gression were fit on a separate set of stimulus provided by
the Physion dataset, with the ground truth object contact la-
bels acting as supervision. We evaluated these models on the
same unseen 840 experimental trials that the IPE was eval-
uated on. As seen in Fig. 4 AB, none of the deep learning
models reached human levels of accuracy, and they did not
correlate with human predictions as well as the IPE. In the
“all-but-one” regime we trained the deep models on six out
of the seven scenarios and tested them on the held-out sce-
nario, and found that performance dropped noticeably across
the two tasks (p < 10−3 for all models for both accuracy and
correlation), with many of the models only marginally ex-
ceeding chance levels.
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Figure 5: Two example “where” trials showing people’s and
models’ predictions. The target object is highlighted in red,
predictions are colored in blue. The ground truth contact
point is colored in gold in the human panel.

Next, we evaluated the deep models’ predictions of where
it believed contact would occur. Unlike the IPE, all the deep
models compute on 2D images rather than 3D world coordi-
nates, so we used logistic regression on the same model fea-
tures as before to output a prediction probability distribution
on a 16×16 grid over the image and then projected the center
of each cell in the grid to 3D world coordinates (see Fig. 5).2

In order to compare between humans, the IPE, and deep
learning models, we needed to align their predictions. First,
we transformed human and IPE predictions by translating
their predictions on world coordinates back into 2D image
coordinates, similarly binning them into 16× 16 grids, ap-
proximating the prediction using center of the cell and then
projecting the center back to 3D world coordinates. Second,
because participants and the IPE were only allowed to make
predictions on the zone area, we re-normalized the prediction
probability distribution from the deep learning models to be
only on the zone. We then measured probability-weighted
distance between the grid center points on world coordinates
as a metric for prediction distance.3 As shown in Fig. 4 CD,
the deep learning models did not capture human performance
as well as the IPE, and always had decreased predictivity in
the “all-but-one” regime, though here most performed above
chance, providing evidence that they had learned something
about the physics of these scenes as a whole.

We also evaluated feature-based models on the same tasks,
using objects’ position, rotation, size, shape and velocity at
the stopping frame (i.e. 450ms) individually as features, as
well as a combination of all five, and then fit a linear read-
out model in the same way we did for deep learning mod-
els for each feature (including fitting to the 16x16 grid and
normalizing for the “where” task). The combination of all
scene features could predict whether contact would occur rel-
atively well in the “all” training regime, but these features
could not generalize to unseen scenarios in the “all-but-one”

2We found empirically that structuring our problem as a 16×16
grid classification task improved the readout training performance
compared to a position regression task, while also guaranteeing fine-
grained predictions.

3We also considered Wasserstein distance over grid distributions,
and found qualitatively similar patterns of results.

regime (Fig. 4 AB). The scene features also poorly predicted
“where” the objects would contact, with performance falling
to close to chance in the “all-but-one” scenario (Fig. 4 CD).

Discussion
In this paper, we tested the hypothesis that human physi-
cal predictions can be explained by approximate probabilis-
tic inference in a single, general physics simulator across a
wide range of everyday settings. Across two experiments,
we found that a physics engine that runs probabilistic simula-
tions generalized to unseen stimuli in human-like ways, but a
set of state-of-the-art deep learning models and feature-based
models do not yet reach that level.

One major point of difference between the IPE and the
deep learning models we tested here is the input encoding: the
IPE takes 3D information of the scene as inputs whereas the
deep learning models compute on pixels. Learning directly
from pixels can allow for greater flexibility in the represen-
tation of scenes and dynamics, but imposes the challenge of
learning to extract scene information rather than that infor-
mation being provided. In this case, however, it appears these
representations do not support longer term predictions in un-
trained scenarios that require understanding the physics of the
world. In future work, we will evaluate a broader set of deep
learning models that impose greater structure on the learning
of physics – e.g., graph neural networks that work from scene
representations and explicitly parse the world into objects and
their relations (Mrowca et al., 2018; Li, Wu, Tedrake, Tenen-
baum, & Torralba, 2018; Han et al., 2022; Battaglia, Pascanu,
Lai, Jimenez Rezende, & Kavukcuoglu, 2016; Allen et al.,
2022) – as well as noisy simulation models that rely on scene
parsing models to provide information about the world (Wu,
Lu, Kohli, Freeman, & Tenenbaum, 2017). Systematic testing
of broader sets of models can help inform us what additional
structure is required to develop more human-like understand-
ings of the physical world.

While the IPE model predicts human response patterns
well, it is still below the noise ceiling. This is a pattern found
in many studies going back to Battaglia et al. (2013), and
is likely due to the fact that humans cognitive simulations
are not exactly the same as computer physics engines, but
instead have different implementations and additional sim-
plifications (Bass, Smith, Bonawitz, & Ullman, 2021; Chen,
Allen, Cheyette, Tenenbaum, & Smith, 2023; Li et al., 2023).
Further research into the structure of human physical repre-
sentations and simulations will be required to close this gap.

The physical world is complex and open-ended, yet we
easily reason about a wide range of scenarios that we might
encounter in everyday life. The current study suggests that
this robust generalization behavior often comes from hav-
ing a generalizable mental model of the physical world and
the ability to continuously simulate forward about how the
world will unfold. In the long term, such studies will help us
to understand and implement the computational mechanisms
needed for the deep learning models to be more human-like.
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