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Correlations and fluctuations of physical quantities are known to play an important role in phase
transitions and critical phenomena. In recent years some experimental attempts were made in
the scope of the Beam Energy Scan program to locate a possible critical point in the QCD phase
diagram. In this work we use the Nambu–Jona-Lasinio model to investigate the off-diagonal quark
susceptibility, which is related to the quark–anti-quark scaled correlation at the mean field level.
We show that this correlation has a significant peak near the critical point and, therefore, may
be a useful quantity to measure in experiment. We further study the effects of a repulsive vector
coupling, which reduces the strength of the scaled correlation near the critical point.
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I. INTRODUCTION

The exploration of the QCD phase diagram at nonzero temperature (T ) and baryonic chemical potential (µB) is a
matter of great interest and activity in both theoretical and experimental physics. It is well known from lattice QCD
(LQCD) that, at vanishing baryonic densities, strong interacting matter undergoes an analytic crossover from the
hadronic phase to the quark-gluon plasma [1] at a chiral pseudocritical temperature of ≈ 155 MeV [2–4]. However, at
finite densities the picture is less clear since there is no reliable information available from LQCD because of the sign
problem [5, 6]. However, simulations considering heavy quark masses instead of the physical ones suggest that a first
order phase transition may take place at low temperatures and high baryonic densities [7]. In addition, some effective
models of the strong interaction such as the Nambu–Jona-Lasinio model [8–12], the linear sigma model [13, 14] and
Polyakov loop models [15–20] also predict a first order phase transition at low T and high µB . If this conjecture is
true, there must be a critical end point (CP) in the phase diagram where the first order phase transition ends.

Many attempts to locate the CP and the first order phase transition region have been made in recent years,
theoretically as well as experimentally. In order to address this issue experimentally, one must be able to scan the
QCD phase diagram over a wide region of baryon-number chemical potential. This may be achieved in heavy ion
collision experiments by varying the beam energy,

√
sNN , as it is well known that a decrease in the collision energy

results in an increase of the baryonic chemical potential (see e.g. [21]). A dedicated program to do just that is the
Beam Energy Scan (BES) program at the Relativistic Heavy Ion Collider (RHIC). The first phase of the program
was completed in 2014, while the second phase, dedicated to provide data of much improved statistics, is planned to
start in 2019 [22]. Future experiments such as CBM at FAIR as well as NICA at JINR are also expected to probe
the CP region in the near future. The main goals of the BES program are to search for signals of the first order
phase transitions, locate the CP, and determine the conditions in which the QGP signals turn off. In spite of the close
connection between the first two goals, the quantities measured to investigate them are quite different. For instance,
the value of the directed flow of net-baryons may indicate a phase transition [23], as a non-monotonic variation of
this quantity is related to a softening of the equation of state [24]. In fact, the slope of directed flow of protons and
net protons distributions shows a local minimum for energy collisions between 11.5 GeV and 19.6 GeV, which may
suggest a softer equation of state region [23–25]

The search for the CP, on the other hand, usually focuses on the analysis of fluctuations of various conserved
charges, such as baryon number, strangeness and net-charge [26–30]. Although these fluctuations typically refer to
hadronic observables, it is expected that they reflect the thermal properties of the primordial medium. For instance, if
the system expands, fluctuations may be frozen in early and thus tell us about the properties of the system prior to its
thermal freeze out [31, 32]. Special focus has been put on the cumulant ratios of the (net)-baryon distribution, and it
has been suggested that non-monotonic behavior of the various cumulant ratios of the (net)-baryon distribution, such
as κσ2 = K4/K2, with Kn being the n-th order cumulant, could be indicative of a CP [33]. Of course, in practice the
fluctuations and correlations of (net)-baryons is difficult to access in heavy ion collision experiments, as they require
the detection of neutrons. Therefore, one concentrates on the distribution and correlations of protons and anti-protons
as a proxy, which is well justified at least in vicinity of the CP [28]. Indeed for energies below

√
s ' 20 GeV, the first

measurements by the STAR collaboration [34] show some intriguing beam energy dependence of the kurtosis, K4/K2

but improved statistics as well as measurements at even lower energies are needed to draw any firm conclusions.
As the system approaches the critical point, correlations also play an important role. As pointed out by Stephanov

[35], near the critical point the most singular contribution to the two particle correlator comes from the exchange of
the sigma field (Fig. 1). In this case, the correlation length, ξ, is governed by the inverse of the sigma meson mass,
ξ ∼ 1/mσ, so as the system approaches the critical point ξ experiences a sharp increase as mσ → 0. For instance,
regarding the baryon number, the 1/m2

σ singularity for the scattering of the two baryons shown in Fig. 1 implies
the divergence of the baryon number susceptibility. Analogously, given the same conditions, a baryon–anti-baryon
scattering implies a similar divergence of the baryon–anti-baryon number correlation. Indeed, the correlations between
baryons and anti-baryons may turn out to be a more sensitive probe than the cumulants of the (net)-baryon number.
In the absence of any interaction, baryon–anti-baryon correlations vanish while the cumulants still retain the finite
value of a Poisson distribution, Kn ∼ 〈N〉. Therefore, the correlations between baryons and anti-baryons will provide
interesting, complementary, and possibly more sensitive information about the phase structure of QCD. And, as we
shall discuss in detail, the presently available STAR data already contain, albeit statistically not very significant,
information about the correlations between protons and anti-protons. Therefore, it is interesting to calculate, in
an effective model, the expected strength of proton–anti-proton correlations close to the (pseudo) critical transition
region. This approach allows to obtain a qualitative insight on the effects of the sigma exchange between particles
and anti-particles and, therefore, qualitative information about the strength of correlations and how it increases as
one approaches the critical point. We emphasize that the main purpose of the present work is to provide a qualitative
model estimate of the physical observable represented by the proton and anti-proton number correlation. Thus, we
shall only consider the simplest version of the NJL, with and without a repulsive vector channel, within the mean
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field approximation framework.
The paper is organized as follows. In the next section we present a few remarks on the correlation function and

the correlation coefficient (or scaled co-variance) that we are seeking to evaluate in the NJL model and explain
how to extract the p − p̄ correlation from the data published by the STAR Collaboration. In section III we intro-
duce the Nambu–Jona-Lasinio model and evaluate the quark–anti-quark number correlation within the mean field
approximation (MFA). In section IV we present and discuss our results.

FIG. 1. Baryon–anti-baryon scattering with the exchange of a sigma mode.

II. PARTICLE–ANTI-PARTICLE CORRELATION AND THE STAR DATA

Usually, correlations between particles are measured directly by comparing the pair distribution with the product
of single particle distribution for the particles involved. However, the (integrated) correlation can also be extracted
from cumulant measurements. For example, consider the second order net-proton (∆Np = Np −Np̄) cumulant

K2(∆Np) =
〈
δ(Np −Np̄)2

〉
=
〈
(δNp)

2
〉

+
〈
(δNp̄)

2
〉
− 2 〈δNp δNp̄〉 . (2.1)

Clearly, the correlation Cp,p̄ = 〈δNp δNp̄〉 between protons and anti-protons is given by the difference between the net
proton cumulants and those for protons, Kn(Np), and anti-protons, Kn(Np̄),

Cp,p̄ =
1

2
(K2(Np) +K2(Np̄)−K2(∆Np)) . (2.2)

During the first phase of the BES program the STAR Collaboration actually measured the net-proton, proton and
anti-proton cumulants in Au-Au collisions up to forth order and for a wide range of beam energies [34].

Cumulants are extensive quantities, i.e. they depend on the volume of the system, which is not very well known for
a heavy ion collision. To avoid this problem, one commonly considers ratios of cumulants. In our case, we consider
the following scaled co-variance,

Rp,p̄ =
Cp,p̄√

K1(Np)K1(Np̄)
, (2.3)

where K1(Np) = 〈Np〉 and K1(Np̄) = 〈Np̄〉 are the first order cumulants, i.e. the means of the proton and anti-proton
distributions, respectively. From now on we will refer to Rp,p̄ simply as the proton–anti-proton scaled correlation or
scaled co-variance.

Using Eqs. (2.3) and (2.2) we can easily construct the corresponding proton–anti-proton scaled correlation for the
STAR data as shown in Table I and Fig. 2. We see that at

√
sNN = 7.7 GeV and

√
sNN = 11.5 GeV the correlations,

within errors, are consistent with zero, whereas for the higher energies, the data show a significant deviation from zero.
Overall, given the large errors at low energies, we observe that the scaled correlation, Rp,p̄, is essentially independent
of the collision energy, which is indicated by the dashed horizontal line in Fig. 2 which represents a rough fit to the
STAR data used for comparison with our model calculations.

Despite the lack of a clear peak in the data, correlations do play an important role in the vicinity of a critical point.
Thus it would be interesting to explore how – in an effective model – the above proton–anti-proton correlation would
behave in the various regions of the phase diagram and, in particular, in the vicinity of a critical point. To this end
let us briefly review how cumulants are commonly calculated in an effective model at finite temperature.
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√
sNN (GeV) Rp,p̄

7.7 0.00640785± 0.0432968

11.5 0.01583915± 0.016335

19.6 0.0107651± 0.0065406

27 0.009361± 0.00381434

39 0.0111666± 0.001944095

62.4 0.00943055± 0.002464215

200 0.00894935± 0.001132705

TABLE I. The proton–anti-proton scaled correlation (right column), given by Eq. (2.3), at different collision energies (left
column) evaluated from the STAR data [34, 36].

æ

æ

æ æ æ
æ æ

10 1005020 2003015 15070
-0.04

-0.02

0.00

0.02

0.04

0.06

sNN @GeVD

R
p,

p

FIG. 2. Proton–anti-proton scaled correlation, Rp,p̄, with error bars at the different values of
√
sNN . The dashed line represents

a rough horizontal fit to the data to give an approximate idea about the magnitude of the correlation. The values of Rp,p̄ were
calculated using data taken from the STAR Collaboration [34, 36].

Effective models are useful to describe strong interacting matter in thermal equilibrium. Such a system may be
characterized by its partition function, Z, which is a function of the Hamiltonian of the system, H, the conserved
charges, Qi, and their respective chemical potential, µi,

Z = Tr

[
exp

(
−
H −

∑
i µiQi

T

)]
. (2.4)

Statistical quantities, such as the mean and the (co)-variances, are then obtained as derivatives of the partition
function with respect to the appropriate chemical potential(s),

〈Qi〉 = T
∂

∂µi
log(Z) , (2.5)

〈δQiδQj〉 = T 2 ∂2

∂µi∂µj
log(Z) = V Tχi,j , (2.6)

with the susceptibilities χi,j given by

χi,j =
T

V

∂2

∂µi∂µj
log(Z) . (2.7)

The diagonal susceptibilities, χi,i, are a measure for the fluctuations of the system, whereas the off-diagonal sus-
ceptibilities, χi,j , with i 6= j, characterize the correlations between conserved charges Qi and Qj . Susceptibilities
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are related to integrals of equal time correlation functions of the appropriate charge-densities. In this work we will
concentrate on second order susceptibilities. If we consider the density fluctuation δρi(x) = ρi(x)− ρ̄i, with ρ̄i being
the spatially averaged density of the charge Qi, then the relation between the second order susceptibility and the
density-density correlation function is given by

χi,j =
1

V T

∫
d3xd3y〈δρi(x)δρj(y)〉 =

1

T
ρ̄iδi,j +

1

T

∫
d3rCi,j(r) , (2.8)

where Ci,j(r) are the correlation functions,

Ci,j(r) = 〈δρi(r)δρj(0)〉 − ρ̄iδi,jδ(r) ∼
exp[−r/ξi,j ]

r
. (2.9)

The correlation length, ξi,j , provides a measure for the strength and type of the correlation. In this work, we are
concerned with the correlation between particle and anti-particle numbers and therefore, we will need the correlation
function which depends on the density functions of particles and anti-particles. In principle this is a problem, since
in full theories one is only able to evaluate susceptibilities of conserved quantities, such as the net baryon or net
electric charge. Thus quantities that are not related to net (conserved) charges are not readily accessible in thermal
field theory. The proton–anti-proton number susceptibility, for instance, is such a case. However, in the mean
field approximation the particle and anti-particle distribution functions are independent, so that the (off-diagonal)
susceptibility of particles and anti-particles numbers may be easily evaluated. This means that within the mean field
approximation one is able to calculate the effects of the sigma exchange between baryons and anti-baryons. Since the
argument based on the simple sigma-exchange discussed above is rather generic, we believe that such a calculation
contains the relevant physics and thus provides an important estimate for the strength of correlations to be expected.

Finally, as already pointed out, in statistical equilibrium it is useful to work with the scaled (co)-variance, or
correlation coefficient, which can be expressed as a ratio of susceptibilities [37]. Since we are interested in the
particle–anti-particle scaled correlation, we may express the correlation coefficient as a ratio of the particle–anti-
particle number susceptibility and their respective densities,

Ri,j =
Tχi,j√
ρiρj

, (2.10)

where ρi = 〈Qi〉/V is the particle number density (i 6= j). The susceptibility χi,j may be represented by the diagram
in Fig. 3, where the left loop represents a particle, the right loop represents an anti-particle and the dashed line
represents the σ meson propagator with zero momentum.

FIG. 3. Contribution to the particle–anti-particle second order susceptibility.

Thus, within the mean field approximation, it is possible to calculate the scaled particle–anti-particle fluctuations
and correlations. This then will allow at least a qualitative exploration of these quantities in the T −µ phase diagram
and, in particular, in the vicinity of the critical point. In this work, we will employ the well known Nambu–Jona-Lasinio
(NJL) model [8, 9] for these calculations, which we will discuss in the next section.

III. EVALUATION OF THE SCALED CORRELATION

Let us now evaluate the scaled correlation given by Eq. (2.10) using the NJL model. As discussed in the previous
section, Eq. (2.6), the second order cumulant of the baryon number distribution is related to the baryon number
susceptibility by
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K2 = TV χB,B . (3.1)

Here, we are interested in the baryon–anti-baryon number correlation, which is related to the off-diagonal baryon–
anti-baryon susceptibility in the same way [31],

CB,B̄ = TV χB,B̄ . (3.2)

Marcus: I’ve changed eqs 3.1 and 3.2 according to Volker’s notes (VK: looks correct! )
As already pointed out, in the mean field approximation the baryon–anti-baryon susceptibility is well defined and

we will now discuss how it is obtained in the NJL model whose simplest version is described by a Lagrangian density
for fermionic fields given by [8–11]

LNJL = ψ̄ (i∂/−m)ψ +G
[
(ψ̄ψ)2 − (ψ̄γ5~τψ)2

]
, (3.3)

where ψ (a sum over flavors and color degrees of freedom is implicit) represents the flavor iso-doublet (u, d quarks)
and Nc-plet quark fields, ~τ are isospin Pauli matrices, and m is the current quark mass (which we assume to be the
same for both up and down quarks). The Lagrangian density (3.3) is invariant under (global) U(2)f × SU(Nc) and,
when m = 0, the theory is also invariant under chiral SU(2)L × SU(2)R. Within the NJL model a sharp cut off
(Λ) is generally used as an ultra violet regulator and since the model is non-renormalizable, Λ, together with the
coupling constant G and the current quark mass m, are parameters of the model which need to be fixed. This is
done by requiring that the phenomenological values the pion mass (mπ), the pion decay constant (fπ), and the quark
condensate (〈ψ̄ψ〉) be reproduced. Here, we choose the set Λ = 590 MeV and GΛ2 = 2.435 with m = 6 MeV in order
to reproduce fπ = 92.6 MeV, mπ = 140.2 MeV, and 〈ψ̄ψ〉1/3 = −241.5 MeV [38]. One could argue that the standard
NJL model considered here overestimates the quark pressure at low temperatures for which the Polyakov–Nambu–
Jona-Lasinio version (PNJL) is better suited. Although that is true we point out that considering the PNJL version
would make the calculations more cumbersome without changing the rather general qualitative aspects in which we
are interested.

Given the above Lagrangian, at finite temperature and chemical potential the mean field thermodynamical potential
may be written as (see Ref. [14, 39] for results beyond MFA)

Ω(T, µq, µq̄,M) =
(M −m)2

4G
− 2NcNf

∫
d3p

(2π)3

{
Ep + T ln[1 + e−(Ep−µq)/T ] + T ln[1 + e−(Ep−µq̄)/T ]

}
, (3.4)

where M is the effective quark mass. The first term in the above integral is the vacuum contribution, which must be
regularized by Λ, while the second and third terms are the particle (quark) and anti-particle (anti-quark) contributions
with chemical potential µq and µq̄, respectively. In order to make the system thermodynamically consistent we must
set µq = µ and µq̄ = −µ at every numerical evaluation, with µ being the usual chemical potential for net quark
number.

The pressure is the negative of the thermodynamic potential evaluated at the solution M∗ of the gap equation,
p(T, µq, µq̄) = −Ω(T, µq, µq̄,M

∗). The off-diagonal quark–anti-quark number susceptibility, χq,q̄, is given by the
second order derivative of Ω with respect to µq and µq̄,

χq,q̄ =
1

TV
〈δNqδNq̄〉 = − d2Ω

dµqdµq̄
. (3.5)

Equations (3.4) and (3.5) allow us to evaluate the quark–anti-quark scaled correlation. Working out the derivatives
in Eq. (3.5), including the implicit ones (for details see Appendix A), we find that the off-diagonal quark number
susceptibility may be written as

χq,q̄ =
1

Ω′′M

∂ρq
∂M

∂ρq̄
∂M

, (3.6)

where ρq and ρq̄ are quark and anti-quark number densities,
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ρq = − ∂Ω

∂µq
, ρq̄ = − ∂Ω

∂µq̄
, (3.7)

and Ω′′M is defined as

Ω′′M =
∂2Ω

∂M2
. (3.8)

Given the quark–anti-quark susceptibility, Eq. (3.6), we next need to relate1 it to the proton–anti-proton suscep-
tibility, χp,p̄. First, we note that the baryon chemical potential is three times that of the quark chemical potential,
µB = 3µq. Therefore, the baryon–anti-baryon number susceptibility is related to the quark–anti-quark number suscep-
tibility by a factor of 1/9. Given the baryon-antibaryon susceptibility, we need to divide by another factor
of 4 to obtain the proton-antiproton susceptibility, since the baryon-antibaryon susceptibility includes
four possibilities: (1) proton-antiproton susceptibility (2) proton-antineutron (3) neutron-antiproton
(4) neutron-antineutron. Thus we get,

χp,p̄ =
1

36
χq,q̄ . (3.9)

Of course the above relation is quite a simplification as it does not consider any any dynamical
formation of baryons. However, since quarks are baryons the correlations between quarks reflects the
correlation between baryons. Thus in the deconfined phase, the baryon anti-baryon correlations are
actually given by quark ant-quark correlations. Of course, as one transitions to the confined phase
additional correlations among the quark which form actual baryon such as protons and neutron are at
play. These are ignored in our present calculation. However, if baryon and anti-baryons are strongly
correlated just prior to hadronization, it is reasonable to assume that they are also strongly correlated
after hadronization. This is the underlying assumption in our work. The factors of 1/9 and 1/4 are
then simply a tool to get the counting right, i.e. the relation between quark–anti-quark correlations
and baryon-antibaryon correlations (which is the factor 1/9) and the number of baryon-antibaryon
pairs versus the number of proton–anti-proton pairs (the factor of 1/4), which justify Eq. (3.9).

ANDRE: We may also add here or at the end of the section Marcus answer to referee 2, in red.
(VK: not sure we need more here )

Using the same arguments we can see that the quark density is related to the proton density by a factor of 1/6,

ρp =
1

6
ρq . (3.10)

Replacing equations (3.10) and (3.9) into equation (2.10) we obtain the proton–anti-proton scaled correlation written
in terms of quark and anti-quark quantities that can be easily evaluated in the NJL model,

Rp,p̄ =
1

6

Tχq,q̄√
ρqρq̄

. (3.11)

Equation (3.11) allow us to numerically evaluate the proton–anti-proton scaled correlation as a function of T and µ
within an effective model. Meanwhile the data published by STAR for the first and second order cumulants of proton
and anti-proton distributions [34, 36] give us access to this type of correlation for some energy collision values (see
Table I). This way we can compare the experimental data to results evaluated from effective models. Finally, note
that within the NJL model, Eq. (3.11), can also be represented by the Feynman diagram shown in Fig. 3. This
could seem strange at first since our four fermion version of the NJL does not contain σ mesons explicitly. However,
it is well known that the NJL can be bosonized through a Hubbard-Stratonovich transformation which introduces
auxiliary (background) fields such as σ = −2Gψψ which do not carry momentum and whose Feynman rule for the
propagator is i2G. Therefore, the diagram of Fig. 3 is trivially translated into the four fermion language adopted by
us simply by shrinking the dashed line representing the σ propagator into a local four fermion vertex whose Feynman
rule is also i2G so that both pictures are completely equivalent.

1 It is important to remark that using the standard NJL to describe protons is perfectly legitimate since, as matter of fact, this model
was originally proposed to describe nucleons [8, 9].
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IV. NUMERICAL RESULTS

Using equations (3.6), (3.7) and (3.11) we can evaluate the proton–anti-proton scaled correlation in terms of quarks
and anti-quarks suscepitiblities and densities within the NJL model. The results for different values of the chemical
potential are shown in Fig. 4, which displays the scaled correlation as a function of the temperature. The full line
represents the µ = 0 case, where we see that Rp,p̄ is close to zero at low T . It grows rapidly as T increases and then

peaks at the crossover pseudo-critical temperature2, T
(0)
pc = 188 MeV, before dropping to values close to zero at higher

temperatures. At finite baryonic densities a similar behavior is also observed and, for a given chemical potential value,

the scaled correlation peaks at the corresponding pseudo-critical temperature, T
(µ)
pc . We also see a slight decrease of

the peak value for moderate chemical potentials (µ <∼ 250 MeV) . However, as we approach the critical point the peak
sharpens and the maximum increases before it drops rapidly for µ > µc. The overall behavior is illustrated in Fig. 5,
where we show the scaled correlation for the entire T − µ plane. We see that the scaled correlation between protons
and anti-protons exhibits a well defined maximum along the pseudo-critical line, which turns into singularity at the
critical point.3 We also find that the value of the maximum along the pseudo-critical line changes only very mildly.
This mild dependence is seen even better in the top-right panel of Fig. 6 where we plot the scaled correlation along
the (pseudo)-critical line, which is depicted in the upper left panel of the same figure. For guidance we also show, as
the red dashed line, the rough fit to the STAR data from Fig. 2. The position of the critical point is indicated by the
red dot, noting again that the apparent finite value of Rp,p̄ at the critical point is simply due to the finite resolution
in our calculation.

Μ=0

Μ=200 MeV

Μ=300 MeV

Μ=330 MeV

0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.00

0.02

0.04

0.06

0.08

T �Tpc
H0L

R
p,

p

FIG. 4. Proton–anti-proton scaled correlation evaluated within the NJL model as a function of the temperature normalized by
the pseudo-critical temperature at µ = 0. The solid line shows the µ = 0 case while the black dashed and dotted lines show
the µ = 200 MeV and µ = 300 MeV cases, respectively. The dot-dashed line shows the case for µ = 330 MeV, which is greater
than the critical chemical potential, µc ' 328 MeV. The red dashed line is a linear fit of the STAR data (see Fig. 2).

The peak of the correlation observed in Figs. 5 and 6 (right panel) suggests that the proton–anti-proton scaled
correlation provides a good signal to identify the model’s critical point. Also noteworthy is that Rp,p̄ is essentially
constant along the pseudo-critical line (top right panel of Fig. 6). This is consistent with the behavior seen in the
STAR data, suggesting that the STAR data probes a region close to the pseudo-critical line, as one would expect from
the analysis of particle ratios [21, 41]. The fact that the model predicts a value of Rp,p̄ which is considerably
larger than that seen in the data should be of no concern given the simplicity of the present model.
It rather suggests that it would be worthwhile to explore Rp,p̄ in more complete approximations to
QCD such as the Dyson-Schwinger [42] or functional renormalization group approach [43]. Despite
the fact that dynamical baryons are not described by the present NJL model both the DSE and the
FRG could in principle account for the correlations which related three quarks to a baryon. For our
present purposes it is also important to remark that the qualitative trend of a rapid increase of Rp,p̄ in
the vicinity of the critical point is genuine and rather model independent as already discussed previously.

2 We define the crossover pseudo-critical temperature as the temperature that maximizes the value of −∂M/∂T at a fixed chemical
potential. On the other hand, the use of susceptibilities may be usefull to define a band of pseudo-critical temperatures [40].

3 The fact that Rp,p̄ appears to be finite in Fig. 5 is simply due to the finite resolution in T and µ in our numerical calculation.
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FIG. 5. Proton–anti-proton scaled correlation in the T − µ plane.

Unfortunately, the presently available STAR data at the lowest beam energies have such large error-bars that no
conclusions can be drawn. For completeness we also show, in the bottom panel of Fig. 6, the ratio of anti-protons
over protons along the pseudo-critical line together with the values from the STAR measurement for various energies.
Despite the simplicity of the NJL model it is encouraging to see that it explores roughly the same region for this
ratio. We should also point out that a quantitative comparison with experimental data requires, in addition to more
sophisticated calculation, taking into account experimental cuts and the fact that the systems produced in heavy ion
collisions are dynamical and finite (see e.g. [32, 44, 45]).

Of course, the location of the critical point and the crossover pseudo-critical line is clearly model dependent. In
order to explore some of the model dependence, we now investigate the scaled correlation considering a repulsive
vector coupling within the NJL model, which is known to weaken the first order phase transition while lowering
the critical temperature and increasing the critical chemical potential values [46, 47]. We will see how the scaled
correlation behaves as the location of the critical point changes when different vector coupling values are considered.
As we go to lower temperatures in the phase diagram, the anti-particle contribution to the thermodynamic potential
becomes less important and we expect this to reflect in the proton–anti-proton scaled correlation.

A. Effects Caused by a Vector Channel

Concerning the chiral phase transition, the repulsive vector coupling at very low chemical potential has only little
effect over the model’s phase diagram with regards to basic thermodynamic quantities such as the pressure, entropy
density and energy density. However, the situation is different if one considers fluctuations which are derivatives of
the pressure. As shown in Ref. [48], the presence of a vector coupling suppresses the quark number susceptibility
at high temperature, T > Tpc. For large chemical potentials, on the other hand, the repulsive nature of the vector
interaction also affects the equation of state and, as a result, it weakens the first order phase transition, lowers the
critical temperature while increasing the critical chemical potential. And for a sufficiently strong vector coupling the
first order transitions together with the critical point disappear altogether [47].

In order to study its effect on the scaled correlation, Rp,p̄, let us add the vector channel, δL = −GV (ψ̄γµψ)2, where
GV is the vector coupling constant, to the original Lagrangian (3.3),

LNJL = ψ̄ (i∂/−m)ψ +G
[
(ψ̄ψ)2 − (ψ̄γ5~τψ)2

]
−GV (ψ̄γµψ)2. (4.1)

At the mean field level, the thermodynamic potential reads

Ω(T, µ,M, ρ) =
(M −m)2

4G
−GV ρ2−2NcNf

∫
d3p

(2π)3

{
E + T ln

[
1 + e−(E−µ+2GV ρ)/T

]
+ T ln

[
1 + e−(E+µ−2GV ρ)/T

]}
,

(4.2)
where ρ is the net quark density number.

To evaluate χq,q̄ we proceed the same way as in the previous section, i. e. considering µq for particles and µq̄ for
anti-particles, but noting that the thermodynamical potential is now a function of ρ as well, Ω = Ω(T, µq, µq̄,M, ρ).
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FIG. 6. Top left: The model phase diagram. The dashed line corresponds to the cross-over pseudo-critical temperature, and
the full line represents the first order co-existence. Top right: Proton–anti-proton scaled correlation along the phase transition
line as a function of T/Tc, where Tc is the critical temperature. The red dashed line represents our rough fit to the STAR data,
Fig. 2. Bottom: Ratio of anti-protons over protons along the (pseudo)-critical line as given in our model. The red dashed lines
represent the ratio evaluated from STAR data for the beam energies,

√
sNN , as indicated in the plot.

Just as before, in order to achieve consistent numerical results, we must set µq = −µq̄ = µ. Taking the derivative
with respect to µq̄ we get

dΩ

dµq̄
=

∂Ω

∂M

∂M

∂µq̄
+
∂Ω

∂ρ

∂ρ

∂µq̄
+
∂Ω

∂µq̄
. (4.3)

Taking the derivative with respect to µq we get

χq,q̄ = −∂M
∂µq̄

(
∂2Ω

∂M2

∂M

∂µq
+

∂2Ω

∂M∂ρ

∂ρ

∂µq
+

∂2Ω

∂M∂µq

)
− ∂ρ

∂µq̄

(
∂2Ω

∂ρ2

∂ρ

∂µq
+

∂2Ω

∂M∂ρ

∂M

∂µq
+

∂2Ω

∂ρ∂µq

)
− ∂2Ω

∂µq̄∂M

∂M

∂µq
− ∂2Ω

∂µq̄∂ρ

∂ρ

∂µq
− ∂2Ω

∂µq∂µq̄
. (4.4)

Most of the terms in the above equation may be simplified. This is done in Appendix B, where we obtain an
expression for χq,q̄ that can be numerically evaluated. This allows us to understand how the proton–anti-proton
scaled correlation depends on the strength of the vector coupling, GV .

In Fig. 7 we show the scaled correlation, Rp,p̄, as a function of T/T
(0)
pc for µ = 0 (left panel) and GV values ranging

from GV /G = 0.1, . . . 0.3 and a higher value, GV /G = 0.6, that is particularly different from the other values because
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its corresponding phase diagram shows no first order transition and no critical point4. This choice covers the value
of GV /G = 0.33 which was determined in Ref. [49] using LQCD constraints. For comparison, the (dashed) line
corresponding to the GV = 0 case is also presented.

We can clearly see that the peak near the pseudo-critical temperature (T
(0)
pc ' 188 MeV for all lines) increases as

the vector coupling increases. For temperatures T above the pseudo-critical temperature, T > T
(0)
pc , we observe a

curious behavior: for vanishing vector coupling Rp,p̄ drops rapidly and then slowly decreases towards zero (dashed
line), but for finite vector coupling, GV > 0, on the other hand, after a sharp drop, Rp,p̄ steadily increases with T .
This means that the scaled correlation is influenced by the vector coupling at high T even at zero chemical potential.
This can be understood by noting that for the net quark number susceptibility the vector interaction is repulsive, and
thus it gets screened. On the other hand, for quark–anti-quark pairs, the vector interaction is attractive, and thus
the correlation is enhanced. Even at µ = 0 we have quarks and anti-quarks and due to the vector interaction they
get more correlated5. The scalar interaction, on the other hand, decreases with decreasing effective quark mass, and,
thus, gets weaker for temperatures above Tc. We note that in the limit GV → 0 we recover the results obtained in
the previous section, i. e., the dashed black line in Fig. 7.
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FIG. 7. Proton–anti-proton scaled correlation as a function of temperature normalized by the pseudo-critical temperature at
zero chemical potential. Left panel: The µ = 0 case. Right panel: The µ = 200 MeV case. The horizontal dashed line represents
a linear fit to the STAR data from Fig. 2.

With increasing chemical potential, µ, the vector coupling gives rise to additional changes in Rp,p̄. This is shown in
the right panel of Fig. 7, where we consider µ = 200 MeV, and in Fig. 8 where we show the results for µ = 300 MeV
and µ = 350 MeV. We find that with increasing vector coupling the peaks of Rp,p̄ shift towards higher temperature.
In addition the peaks become less sharp and closer to the linear fit of the STAR data, represented by the horizontal
dashed line. Both effects are stronger at higher values of µ. In addition, while for µ = 0 and µ = 200 MeV the peaks
at finite GV are larger than that for GV = 0, we observe the opposite for µ = 300 MeV. The reason for this behavior is
that GV shifts the critical chemical potential to higher values. Consequently, for GV > 0 and µ = 300 MeV we are still
sufficiently far away from the critical region whereas for GV = 0 we are close and thus see the critical enhancement
of Rp,p̄. At µ = 350 MeV (right panel of Fig. 8) we see that the cases GV = 0.1G and GV = 0.2G also show sharp
peaks due to the fact that these values for the chemical potential are close to the respective critical values. The result
for GV = 0 (dashed line), on the other hand, does not exhibit a significant peak since in this case we are beyond the
critical chemical potential. In general, we see that the peaks of Rp,p̄ are lower at µ = 350 MeV than in the previous
cases (µ < 350 MeV).

Extending the analysis to the whole T − µ plane we obtain a better overall view of the vector coupling effects on
Rp,p̄. Fig. 9 (left panel) shows the proton–anti-proton scaled correlation in the T − µ plane for GV = 0.3G. We
observe a general similarity with Fig. 5. If we increase the vector coupling even more the first order phase transition
turns into a crossover, meaning that there is no critical point in the phase diagram and, therefore, no peak in the
correlation, as the right panel of Fig. 9 shows for GV = 0.6G.

Finally, in order to compare the behavior of Rp,p̄ along the phase transition border, we present Fig. 10 which shows
Rp,p̄ along the (pseudo)-critical line for GV = 0, GV = 0.3G and GV = 0.6G. Contrary to the case of vanishing

4 This feature actually depends on the choice of the model parameters. Other parametrization may lead to different phase diagrams for
the same relations GV /G used in this work.

5 We have verified by explicit calculation that indeed the net-quark susceptibility is screened as discussed in [48]. We furthermore have
checked that the relation between the various variances, Eq. (2.1), holds in the model calculation.
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FIG. 8. Proton–anti-proton scaled correlation as a function of T/T
(0)
pc at different values of GV . Left panel: µ = 300 MeV.

Right panel: µ = 350 MeV. The horizontal dashed line represents a linear fit from STAR data, Fig. 2.

FIG. 9. Proton–anti-proton scaled correlation in the T − µ plane for GV = 0.3G (left), where we can see a peak at the critical
point, and GV = 0.6G (right), where there is no critical point.

vector coupling, all the results for finite GV show a sizable increase of Rp,p̄ with temperature along the pseudo-critical
line. This is certainly not seen in the STAR data (see Fig. 2), although the error-bars may be still to large to make a
definitive statement at this time. However, the effect of the vector coupling is again rather generic. Thus, an improved
measurement of Rp,p̄ could be able to put a limit on the strength of the vector coupling at the freeze out conditions.
We see that the peaks at the critical point look very similar but we should notice that the height of the peak actually
depends on the numerical resolution used in the evaluations.

V. SUMMARY AND CONCLUSIONS

Inspired by the STAR data on cumulants of proton and anti-proton distributions, we evaluated the quark–anti-quark
scaled correlation within the NJL model for light quarks in the mean field approximation, which allowed us to estimate
the proton–anti-proton scaled correlation. At low chemical potential, which is equivalent to high energy collision, we
found that the correlation increases with T and has a smooth peak at the pseudo-critical temperature. Extending
the calculation to finite values of the baryon number chemical potential, we found that the scaled correlation function
always exhibits a maximum along the pseudo-critical line. The value of this maximum is rather constant before it
diverges close to the critical point. The scaled correlation extracted from the STAR data is, within errors, also rather
constant suggesting that the freeze out happens close to the pseudo-critical line6. However, the calculated value for

6 Note however that this is not a completely rigorous statement since Fig. 5 and Fig. 9 suggest that one may find other
trajectories which are roughly, but not exactly parallel, to the pseudo-critical line.
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FIG. 10. The proton–anti-proton scaled correlation along the (pseudo)-critical line for different values of GV . The temperature
is normalized by the critical temperature, Tc, for GV = 0. The horizontal dashed line in red represents a linear fit from STAR
data.

the scaled correlation is larger than the STAR data, which may very well be due to the limits of the effective model
employed here. In addition, already mentioned, a quantitative comparison with experimental data needs to account
for experimental cuts and the fact that the systems produced in heavy ion collisions are dynamical and finite (see e.g.
[32, 44, 45]).

We further studied the effect of a repulsive vector channel which is known to disfavor first order phase transitions.
At low chemical potentials we saw that the inclusion of the vector interaction enhanced the correlation. This is
understandable, since the vector interaction is attractive for particle–anti-particle pairs. At the critical point we saw
a peak similar to the case with no vector interaction but located at a lower critical temperature and a higher critical
chemical potential, as expected. However, in the case that the repulsive vector coupling was strong enough to suppress
the first order transition, we found no critical point in the phase diagram and, therefore, no peak in the correlation.

Although the present calculation was carried out in the mean field approximation, we believe that the qualitative
observations are robust: The presence of critical point should result in a peak in the scaled correlation, Rp,p̄ and thus
direct a measurement of Rp,p̄ rather than indirect extraction performed here, would be very valuable. In particular,
at the lowest energies of the RHIC beam energy scan,

√
s = 7.7 GeV, such a measurement would be very welcome. At

this energy, preliminary STAR data with increased acceptance, exhibit a strong increase in the fourth order net-proton
number cumulant [50] which are due to large four-proton correlations [51]. These correlations are not easily explained
by conventional scenarios [52, 53]. Unfortunately, the present extraction of Rp,p̄ from the difference of net-proton
and proton and anti-proton variance at present has too large an error especially at the low energies to allow for any
conclusion.

Finally we note that, although Rp,p̄ is in general not well defined in thermal field theory, it is a bonafide observable,
since it is obviously accessible in experiment. Thus it might be worthwhile to develop appropriate projections of
a thermal system onto asymptotic states in order to access this observable also in model/calculations which go
beyond the mean field approximation such as Dyson-Schwinger or functional re-normalization (FRG) group methods
[54, 55]. However, we emphasize that, in addition to this, if one wants to get a more precise evaluation,
additional correlations among baryons must be addressed. As a final remark, we remember the reader
that the core of our evaluation is the quark-antiquark number correlation, which is then reinterpreted
as proton-antiproton number correlation by using a simple appropriate factor, Eq. (3.11). Thus, it
might also be worthwhile to evaluate the proton-antiproton scaled correlation direct from baryonic
models.
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Appendix A: Evaluation of χq,q̄

In this appendix we show, in a more detailed fashion, how to obtain the expression given by Eq. (3.5). One may
start by considering the first order derivative

dΩ

dµq̄
=

∂Ω

∂µq̄
+
∂Ω

∂M

∂M

∂µq̄
, (A1)

which allows for the off-diagonal susceptibility to be obtained once an additional derivative with respect to µq is taken

χq,q̄ = − ∂2Ω

∂µq∂µq̄
− ∂2Ω

∂M2

∂M

∂µq

∂M

∂µq̄
− ∂2Ω

∂M∂µq

∂M

∂µq̄
− ∂2Ω

∂M∂µq̄

∂M

∂µq
. (A2)

Next we work out each term in the above expression. Recalling that µq and µq̄ contribute to distinct terms in Eq.
(3.4) one sees that the first term on the r.h.s. of Eq.(A2) vanishes. In the second term we identify

∂2Ω

∂M2
= Ω′′M (A3)

with the curvature of the thermodynamic potential evaluated at the gap solution. The term ∂M/∂µq is non-trivial.
However, we can make use of the gap equation,

∂Ω

∂M
= 0 , (A4)

to write

d

dµq

(
∂Ω

∂M

)
=

∂2Ω

∂M2

∂M

∂µq
+

∂2Ω

∂µq∂M
= 0 . (A5)

Isolating ∂M/∂µq and using Eq. (A3) we get

∂M

∂µq
= − 1

Ω′′M

∂2Ω

∂M∂µq
, (A6)

noting that the same relation is valid upon replacing q → q̄. Then, substituting Eq. (A6) into Eq. (A2) yields

χq,q̄ =
1

Ω′′M

∂2Ω

∂M∂µq

∂2Ω

∂M∂µq̄
. (A7)

We can simplify the above equation further by remembering that (see Eq. (3.7 ))

∂Ω

∂µq
= −ρq and

∂Ω

∂µq̄
= −ρq̄ , (A8)

so that Eq. (A7) turns into

χq,q̄ =
1

Ω′′M

∂ρq
∂M

∂ρq̄
∂M

, (A9)

which has been used to write Eq. (3.6).
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Appendix B: Evaluation of χq,q̄ with Vector Channel

Let us now put the expression for χq,q̄, given by Eq. (4.4), into a form which will suit the implementation of
numerical routines. We can start by simplifying the ∂M/∂µq term recalling that, as usual, the gap equation is simply

∂Ω

∂M
= 0 . (B1)

Taking the derivative with respect to µq and remembering that now Ω is also a function of ρ we get

d

dµq

(
∂Ω

∂M

)
=

∂2Ω

∂M2

∂M

∂µq
+

∂2Ω

∂M∂ρ

∂ρ

∂µq
+

∂2Ω

∂M∂µq
= 0 . (B2)

Proceeding in the same way for the ∂ρ/∂µq term and upon using the stationary condition

∂Ω

∂ρ
= 0 , (B3)

allow us to write

d

dµq

(
∂Ω

∂ρ

)
=
∂2Ω

∂ρ2

∂ρ

∂µq
+

∂2Ω

∂ρ∂M

∂M

∂µq
+

∂2Ω

∂ρ∂µq
= 0 , (B4)

At this stage we introduce the following notation for the second order derivatives

∂2Ω

∂M2
= Ω′′M ,

∂2Ω

∂ρ2
= Ω′′ρ ,

∂2Ω

∂M∂ρ
= Ω′′Mρ , (B5)

so that Eq. (B2) may be written as

∂2Ω

∂µq∂M
+ Ω′′M

∂M

∂µq
+ Ω′′Mρ

∂ρ

∂µq
= 0 , (B6)

while Eq. (B4) reads

∂2Ω

∂µq∂ρ
+ Ω′′ρ

∂ρ

∂µq
+ Ω′′Mρ

∂M

∂µq
= 0 . (B7)

These manipulations allow us to obtain ∂ρ/∂µq from

∂ρ

∂µq
= − 1

Ω′′ρ

[
∂2Ω

∂µq∂ρ
+ Ω′′Mρ

∂M

∂µq

]
. (B8)

Note that the same is valid for µq̄ (switching µq for µq̄ in the above equation). Next, substituting Eq. (B8) into Eq.
(B2) we get
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∂2Ω

∂µq∂M
+ Ω′′M

∂M

∂µq
+ Ω′′Mρ

[
− 1

Ω′′ρ

(
∂2Ω

∂µq∂ρ
+ Ω′′Mρ

∂M

∂µq

)]
= 0 . (B9)

Isolating ∂M/∂µq in the above expression we find

∂M

∂µq
=

[
Ω′′M −

(Ω′′Mρ)
2

Ω′′ρ

]−1 [
Ω′′Mρ

Ω′′ρ

∂2Ω

∂µq∂ρ
− ∂2Ω

∂µq∂M

]
, (B10)

which can be substituted in Eq. (B4) to produce an expression for ∂ρ/∂µq that can be numerically evaluated. Namely,

∂ρ

∂µq
= − 1

Ω′′ρ

 ∂2Ω

∂ρ∂µq
+ Ω′′Mρ

(
Ω′′Mρ

Ω′′ρ

∂2Ω

∂ρ∂µq
− ∂2Ω

∂M∂µq

)(
Ω′′M −

(Ω′′Mρ)
2

Ω′′ρ

)−1
 . (B11)

Now, we may introduce a new variable to further simplify the notation

nq =
∂Ω

∂µq
, (B12)

so that Eq. (B11) becomes

ρ′q =
∂ρ

∂µq
= − 1

Ω′′ρ

∂nq
∂ρ

+ Ω′′Mρ

(
Ω′′Mρ

Ω′′ρ

∂nq
∂ρ
− ∂nq
∂M

)(
Ω′′M −

(Ω′′Mρ)
2

Ω′′ρ

)−1
 , (B13)

while Eq. (B10) can be written as

M ′q =
∂M

∂µq
=

[
Ω′′M −

(Ω′′Mρ)
2

Ω′′ρ

]−1 [
Ω′′Mρ

Ω′′ρ

∂nq
∂ρ
− ∂nq
∂M

]
. (B14)

In the case of anti-particles, we find the same results upon replacing q → q̄. Finally, the off diagonal susceptibility in
the presence of a vector coupling may be written as

χq,q̄ = M ′q̄

(
Ω′′MM

′
q + Ω′′Mρρ

′
q +

∂nq
∂M

)
+ ρ′q̄

(
Ω′′ρρ

′
q + Ω′′MρM

′
q +

∂nq
∂ρ

)
+
∂nq̄
∂M

M ′q +
∂nq̄
∂ρ

ρ′q +
∂2Ω

∂µq∂µq̄
. (B15)

which allows us to numerically evaluate the particle–anti-particle scaled correlation, given by Eq. (3.11), in a conve-
niently way.
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