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Abstract

Feedback Driven Dynamics in Socio-Algorithmic Systems

by

Mihaela Curmei

Doctor of Philosophy in Engineering- Electrical Engineering and Computer Sciences

University of California, Berkeley

Associate Professor Benjamin Recht, Chair

Algorithmic decision systems are an ubiquitous part of daily life, operating in dynamic envi-
ronments where user interactions and feedback loops complicate predictability, reliability, and
utility. This thesis explores the multifaceted dynamics between users and algorithmic decision
systems, addressing both immediate impacts and long-term implications of their interactions.
By examining single-user interactions and extending to broader social network and market
dynamics, we aim to uncover trade-offs and limitations in these feedback settings. This
comprehensive study provides insights into these interactions, emphasizing the importance of
considering both individual and collective behaviors in system design and evaluation.

Part I focuses on user-recommender interactions, providing insights into how users and
recommendation systems affect each other. We introduce a user-centric notion of agency
in algorithmic recommendations, focusing on the feasible outcomes of one-step interactions
between users and systems. By proposing an evaluation procedure based on stochastic
reachability, we quantify the maximum probability of recommending a target piece of content
to a user under allowable strategic modifications. This framework allows us to detect
biases and systemic limitations in content discovery with minimal assumptions about user
behavior. Transitioning from single-step interactions, we explore how recommendations
influence users in multi-step closed-loop dynamics, requiring modeling of user behavior. We
develop psychologically grounded dynamic preference models to capture classic psychological
effects such as Mere Exposure, Operant Conditioning, and Hedonic Adaptation. Simulation-
based studies show these models manifest distinct behaviors, informing system design and
allowing for critical evaluations based on psychological plausibility.

Part II broadens the scope to consider the interactions of multiple users and multiple
algorithmic decision-makers, examining complex social network and market dynamics. First,
we investigate social networks where user interactions are mediated by link recommendation
algorithms, examining the interplay of multiple users and relationships within evolving
networks. Using an extended Jackson-Rogers model, we evaluate how link recommendations
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influence network evolution over time, revealing delayed and indirect effects on network
structures. Additionally, we examine markets with multiple algorithmic decision-makers,
analyzing dynamics where users allocate their participation among services to minimize
individual risk, while services update their models to reduce risk based on current user
populations. Termed risk-reducing dynamics, this class includes common model updates such
as gradient descent and multiplicative weights. Our findings indicate that repeated myopic
updates with multiple learners result in market segmentation as the only stable outcome. We
argue that specialization is an emergent property of competition, which alleviates typical
concerns of representation disparity.
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Chapter 1

Introduction

We live in a deeply interconnected world, where algorithmic decisions mediate many of our
interactions. The news we consume, the jobs we apply for, and the connections we form are
often curated and ranked by algorithms, transforming a deluge of options into a discernible
set. This is incredibly useful, as navigating the vast scale of the web would be impossible
without such algorithms. The tools that underpin the filtering, curation, and ranking of
information are based on principles of statistical machine learning, focused on achieving good
predictive performance on held-out validation sets. However, this approach misses a critical
aspect: machine learning algorithms are not just predictive, but also interventional, as they
impact the environment they were designed to predict. Similarly, people are active actors
that influence and are influenced by algorithmic decisions.

These dynamics create challenges when designing and evaluating algorithmic systems.
For instance, in news recommendations, people’s preferences and opinions are influenced by
the news they consume. In this context, a recommender system might achieve high levels
of engagement not by accurately predicting preferences but by shaping them to be more
predictable. As a result recommendation systems have been implicated in propagating biases
and pernicious feedback loops, leading to opinion polarization, extremism, bias and other
negative outcomes [Rib+20; FCF20; Jia+19; CSE18].

The goal of this thesis is to move beyond the static paradigm to better understand the
evolving and interconnected nature of algorithmic decision-making. We do so by expanding
along both the axis of time and the complexity of stakeholder interactions (see Figure 1.1). In
Part I of this thesis, we discuss the dynamics of interactions and impacts between users and
algorithmic systems, using recommendation systems as a motivating example. In Chapter 2
we frame the question of user impact in terms of reachability, a concept from Control
Theory that characterizes the state spaces a system can evolve into, under a set of allowable
actions. This concept encapsulates a user’s ability to steer a system, providing a tool to
audit content accessibility and discovery, and to differentiate between unavoidable system
biases and those due to intrinsic user choices. Further complicating this is the notion that
user preferences are constant and that recommendation algorithms simply discover these
preferences. Increasingly, there is interest in understanding how recommendation systems
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Figure 1.1: Diagram illustrating the expanded scope of this thesis along two axes: time and
stakeholder interactions.

shape users [Ado+13; Car+21; Car+23]. This involves modeling user behavior in closed-loop
systems, moving from feasibility—what universes are possible—to probability, which requires
specific behavioral modeling. In Chapter 3, we explore ways to build behavioral models
grounded in psychological evidence and use simulations to test their plausibility.

Having examined the interaction between a single learner and a single user over one
time step in Chapter 2 and in closed loop over multiple steps in Chapter 3, in Part II we
broaden the scope to consider dynamics embedded in larger social contexts such as networks
and markets. First, we consider how algorithmic decision-making operates within existing
social networks, which have their own dynamics. In Chapter 4, we investigate how link
recommendations impact social networks, highlighting the complex interaction between
natural and algorithmic dynamics. We demonstrate the evaluation challenges posed by these
dynamics, illustrating delayed and indirect effects of recommendations on network structures.
Finally, in the broadest lens, we consider feedback-driven dynamics at the ecosystem level,
where besides multiple users, there are also multiple self-interested learners. In Chapter 5, we
analyze a broad class of decision dynamics, where participants incrementally improve based
on available information. We characterize these dynamics and show that market segmentation
is the only stable equilibrium.

In the remainder of this chapter, we introduce and motivate the settings for the chapters
to follow.
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1.1 How do users and recommendation systems impact
each other?

Despite being the most ubiquitous instance of algorithmic feedback loops in practice, the
development of recommendation systems has historically focused on improving accuracy
metrics to optimize user experiences. However, mere predictive accuracy is insufficient to
achieve optimal performance both for individual users and the broader ecosystem. This
realization has led to the exploration of additional evaluation metrics such as novelty,
serendipity, diversity, and coverage [Her+04; CVW11]. While introducing and measuring
these alternative metrics is motivated by the desire to understand the impact of algorithmic
systems, they have largely centered on observational biases, examining the outcomes of
single rounds of recommendations without considering user behaviors. This perspective
overlooks the interactive nature of recommendation systems and their long-term impacts.
Addressing these gaps, we propose a shift towards understanding recommendation systems as
interventional tools that influence and are influenced by user behaviors over time.

The canonical model we use in this part of the thesis represents both users and items as
vectors in a shared embedding space. Let user u at time t have embedding p̂t

u, and item i be
represented by an item embedding v̂t

i, both vectors in Rd. This assumption creates a similarity
structure that is the basis for scoring unseen user-item pairs. These representations are part
of the algorithmic modeling and are chosen to perform well on held-out datasets. Once a good
model is selected, the resulting scores are used for ranking and curating recommendations. On
top of the scores, there is typically an item selection policy that aims to balance exploitation
of known and liked content with exploration of new and promising alternatives.

As recommendations (i.e. interventions) are made and new data is collected, recommen-
dation systems typically incorporate new data points and update the representations of users
and items to better reflect user preferences. When a person submits a new rating, that
person’s data alone might not significantly impact the item representation. For example, if a
single user rates "Mad Max 1" as 5/5 and "Mad Max 2" as 1/5, it might have an insignificant
impact on item representation, but it would significantly impact how the recommender
represents the user, thus affecting future recommendations. Given this, our analysis of the
dynamics between a user and a recommendation system assumes that item representations
are fixed over time and that the dynamics are due to changes in how users are represented.
We generally assume that p̂t

u = f(p̂t−1
u , rect, at), where the representation of the user is a

function of the prior representation, the recommendation decision, and the decision of the
user.

In Chapter 2, we begin by studying one round of interaction between a user and a
recommendation system (e.g., the recommender recommends five items, and the user rates
them). In this chapter we aim to answer which states in the preference space are reachable
by the user: i.e., p̂ such that ∃a ∈ A : f(p̂t−1

u , rec, a) = p̂. This perspective allows us to
discuss feasible outcomes of user-recommendation system dynamics, measure user agency and
systematic biases without explicitly modeling user behaviors. While this framing resembles
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the well-studied setting of strategic classification [Har+16], it differs in two important ways.
First, strategic classification is concerned primarily with the sensitivity of static classifiers
to adversarial modification of user features at test time, whereas reachability considers the
sensitivity of the model update process, i.e., the model dynamics, with respect to strategic
actions. The other difference is normative perspective on algorithmic sensitivity; in our case,
it is seen as positive as it captures user agency, while it is viewed negatively in strategic
classification as it captures the brittleness and manipulability of the algorithm.

In Chapter 3, we expand from single time step to multi-step closed-loop dynamics.
Although we could still frame it in the context of feasibility, in the long term, we are more
concerned with what are plausible outcomes. Hence, we need to model user behavior, which
is a challenging task mathematically. First, we need a model of how users make decisions
given recommendations, and second, how recommendations influence the underlying human
decision-making. Here again, the canonical assumption is that true underlying preferences
exist, which are typically assumed to lie in the same Euclidean space as the user-item
representations, i.e. the true (and unknown) preference of user u at time t can be captured
by pt

u ∈ Rd. The rating model typically assumed is a factor model, i.e., rtui = ⟨pt
u,v

t
u⟩.

The influence of the recommender on the user’s true preference is similarly assumed to be
Markovian, where pt

u = g(pt−1
u , rect). This basic model is shared by a considerable body of

recent literature on societal impacts of recommendation systems [Jia+19; Kal+21; Pas+21].
Given the widespread use of this modeling assumption, we are interested in making these
model developments more systematic and realistic. We propose doing so by modeling explicit
behavioral effects grounded in psychological evidence and testing whether they create plausible
outcomes. This creates a system for refining, critiquing, and validating behavioral models.

1.2 How do feedback driven dynamics impact ecosystems
and markets?

In the previous part, we focused on the feedback loop between a single user and a single
algorithmic decision-making system. The feedback loop between a person and an algorithmic
system does not occur in isolation; it is influenced by existing social and economic structures.
Conversely, these user-learner dynamics shape broader social and economic phenomena. For
instance, recommendation systems have been found to alter social network structures by
reducing degrees of separation [Raj+22] or reinforcing partisan views [Cin+22].

The impact of algorithmic systems on society is challenging to assess because these
systems are embedded in dynamic social contexts. Consider, for instance, the community of
researchers who form a social network through paper citations. Without tools like Google
Scholar, these networks evolved based on academic affiliations and co-authorships. The
explosion of research, particularly in fields like Machine Learning, necessitates tools that filter
and rank relevant articles, altering the dynamics of academic networks. In Chapter 4, we
study how algorithmic interventions in the form of link recommendations impact the dynamics
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of the underlying social networks. Rather than focusing on specific algorithms, we address
the methodological challenges of measuring the impact of algorithmic interventions. These
challenges arise because algorithmic recommendations interact with the natural evolution of
networks. For example, a researcher who typically cites papers within their citation network
(triadic closure) might receive a highly relevant algorithmic recommendation outside of this
local network. Even a single algorithmic link can significantly impact the researcher’s local
neighborhood, connecting them to previously unknown authors, and affecting the future
organic evolution of the network. The main contribution of this chapter is to illustrate the
complex dynamics between the underlying natural evolution and algorithmic decisions. We
introduce the concept of indirect and delayed impacts to highlight the challenges posed by
feedback loop dynamics embedded in broader dynamical systems such as social networks.

Having considered multiple users and the dynamics between them, in Chapter 5, we further
expand on the number of stakeholders by considering multiple algorithmic decision-makers,
whose interactions are mediated by competition for the same pool of users. Here, user behavior
is driven by rational economic choices, such as selecting the best music recommendation service
among Spotify, YouTube Music, Pandora, and Apple Music. As users shift to services that
deliver better recommendations, the resulting distribution shifts prompt learners to update
their models. These updates further influence user participation, creating a feedback loop.
We analyze these dynamics and show that market segmentation is the only stable outcome.
Unlike the single-learner scenario, where participation dynamics can cause representation
disparity, multiple learners lead to specialization, potentially maximizing social welfare.

Finally, integrating complex dynamics in the study and development of algorithmic
systems requires perspectives from Control Theory, Behavioral Psychology, Causal Inference,
and Economics. This thesis introduces tools and techniques from each domain to advance
understanding in this area.
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Part I

How do users and recommendation
systems impact each other?
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Chapter 2

Measuring user agency via stochastic
reachability

In this chapter we study a user-centric notion of agency with regard to algorithmic recommen-
dations which quantifies the possible outcomes of a 1-step interaction between the user and
the system. We propose an evaluation procedure based on stochastic reachability to quantify
the maximum probability of recommending a target piece of content to an user for a set of
allowable strategic modifications. This framework allows us to compute an upper bound on
the likelihood of recommendation with minimal assumptions about user behavior. Stochastic
reachability can be used to detect biases in the availability of content and diagnose systemic
limitations in the opportunities for discovery granted to users. We show that reachability
can be computed efficiently as a convex program for a variety of practical settings, and
further argue that reachability is not inherently at odds with accuracy. We demonstrate
evaluations of recommendation algorithms trained on large datasets of explicit and implicit
ratings. Our results illustrate how recommendation system design and user interventions
impact reachability and how these effects can be distributed unevenly.

This chapter is based on the paper "Quantifying Availability and Discovery in Recommender
Systems via Stochastic Reachability"[CDR21] written in collaboration with Sarah Dean and
Benjamin Recht.

2.1 Background
The development of recommendation systems has historically focused on improving user
engagement and satisfaction by improving accuracy metrics. However, a good predictive
accuracy is not sufficient to achieve good performance from both the perspective of the
individual experience and the perspective of the broader ecosystem. More recently, the
literature on recommendation systems has proposed a variety of other metrics for evaluation,
including notions of novelty, serendipity, diversity, and coverage [Her+04; CVW11]. Empirical
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Figure 2.1: Conceptual framings of recommendation systems consider user behaviors to varying
degrees. In this work we focus on evaluating interventional properties.

investigations have found evidence of popularity and demographic bias in domains such as
movies, music, books, and hotels [Abd+19; Eks+18a; Eks+18b; Jan+15]. Alternative metrics
are useful both for diagnosing biases and as objectives for post hoc mitigating techniques such
as calibration [Ste18] and reranking [SJ18]. A inherent limitation of these approaches is that
they focus on observational bias induced by recommendations, i.e. examining the result of a
single round of recommendations without considering individuals’ behaviors. While certainly
useful, they fail to provide a more comprehensive understanding of the interactive nature of
recommendation systems.

The behavior of recommendation systems over time and in closed-loop is still an open area
of study. It is difficult to definitively link observational evidence of radicalization [Rib+20;
FCF20] to proprietary recommendation algorithms. Empirical studies of human behavior find
mixed results on the relationship between recommendation and content diversity [Ngu+14;
FGR16]. Simulation studies [CSE18; Yao+21; Kra+20] and theoretical investigations [DGL13]
shed light on phenomena in simplified settings, showing how homogenization, popularity
bias, performance, and polarization depend on assumed user behavior models. Even ensuring
accuracy in sequential dynamic settings requires contending with closed-loop behaviors.
Recommendation algorithms must mitigate biased sampling in order to learn underlying user
scoring models, using causal inference based techniques [Sch+16; Yan+18] or by balancing
exploitation and exploration [Kaw+15; MGP15]. Reinforcement Learning algorithms face
these challenges while considering a longer time horizon [Che+19; Ie+19], implicitly using
data to exploit user behavior.

Our work eschews behavior models in favor of an interventional framework that considers
a variety of possible user actions (see Figure 2.1. Giving users control over their recom-
mendations has been found to have positive effects, while reducing agency has negative
effects [Har+15; Luk+21]. The formal perspective we take on agency and access in recom-
mender systems was first introduced by [DRR20], and is closely related to a body of work on
recourse in consequential decision making [USL19; Kar+20].
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Contributions

• Formulation: In Section 2.2 we introduce stochastic reachability which measures
a granular notion of user agency by quantifying the possible outcomes of a 1-step
interaction between a user and recommendation system. We further propose a series
of aggregate metrics based on stochastic reachability to diagnose the availability of
content and discovery possibilities for individuals.

• Method: We show in Section 2.4 that we can efficiently compute stochastic reachability
by solving a convex optimization problem for a broad class of relevant recommenders.

• Analysis: In Section 2.5, we draw connections between the stochastic and deterministic
settings. This perspective allows us to describe the relationship between agency and
stochasticity and further to argue that there is not an inherent trade-off between
reachability and model accuracy.

• Audit: Finally in Section 2.6 , we present an audit of recommendation systems using a
variety of datasets and recommender designs. We explore how design decisions influence
reachability and the extent to which biases in the training datasets are propagated.

2.2 Stochastic Recommenders

Setting

We consider systems composed of n individuals as well as a collection of m pieces of content.
For consistency with the recommender systems literature, we refer to individuals as users,
pieces of content as items, and expressed preferences as ratings. We will denote a rating
by user u of item i as rui ∈ R, where R ⊆ R denotes the space of values which ratings can
take. For example, ratings corresponding to the percentage of a video watched would have
R = [0, 1] while discrete star ratings would have R = {1, 2, 3, 4, 5}. The number of observed
ratings will generally be much smaller than the total number of possible ratings, and we
denote by Ωu ⊆ {1, . . . ,m} the set of items seen by the user u. The goal of a recommendation
system is to understand the preferences of users and recommend relevant content.

In this work, we focus on the common setting in which recommenders are the composition
of a scoring function ϕ with selection rule π ( Figure 2.2). The scoring function models
the preferences of users. It is constructed based on historical data (e.g. observed ratings,
user/item features) and returns a score for each user and item pair. For a given user u and
item i, we denote sui ∈ R to be the associated score, and for user u we will denote by su ∈ Rm

the vector of scores for all items. A common example of a scoring function is a machine
learning model which predicts future ratings based on historical data.

We will focus on the way that scores are updated after a round of user interaction. For
example, if a user consumes and rates several new items, the recommender system should
update the scores in response. Therefore, we parameterize the score function by an update
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Updated predicted scores

Goal item
Historical data

Score update

B: Learned preference score model

Selection probabilities

Selection policy    

User action

Original predicted scores

A: User action model C: Stochastic selection rule

Figure 2.2: We audit recommender systems under a user action model (A), learned scoring
model (B), and stochastic selection rule (C).

rule, so that the new score vector is s+u = ϕu(a), where a ∈ Au represents actions taken
by user u and Au represents the set of all possible actions. Thus ϕu encodes the historical
data, the scoring model class, and the update algorithm. The action space Au represents
possibilities for system interaction, encoding for example limitations due to user interface
design. We define the form of the score update function and discuss the action space in more
detail in Section 2.4.

The selection rule π is a policy which, for given user u and scores su, selects one or more
items from a set of specified target items Ωt

u ⊆ {1, . . . ,m} as the next recommendation. The
simplest selection rule is a top-1 policy, which is a deterministic rule that selects the item
with the highest score for each user. A simple stochastic rule is the ε-greedy policy which
with probability 1− ε selects the top scoring item and with probability ε chooses uniformly
from the remaining items. Many additional approaches to recommendation can be viewed as
the composition of a score function with a selection policy. This setting also encompasses
implicit feedback scenarios, where clicks or other behaviors are defined as or aggregated into
“ratings.”

We are primarily interested in stochastic policies which select items according to a
probability distribution on the scores su parametrized by a exploration parameter. Policies of
this form are often used to balance exploration and exploration in online or sequential learning
settings. A stochastic selection rule recommends an item i according to P (π(su,Ω

t
u) = i),

which is 0 for all non-target items i /∈ Ωt
u. For example, to select among items that have not

yet been seen by the user, the target items are set as Ωt
u = Ωc

u (recalling that Ωu denotes
the set of items seen by the user u and the superscript ·c denotes the complement of a set).
Deterministic policies are a special case of stochastic policies, with a degenerate distribution.

Stochastic policies have been proposed in the recommender system literature to improve
diversity [Chr+15] or efficiently explore in a sequential setting [Kaw+15]. By balancing
exploitation of items with high predicted ratings against explorations of items with lower
predictions, preferences can be estimated so that future predicted ratings are more accurate.
However, we decidedly do not take a perspective based on accuracy. Rather than supposing
that users’ reactions are predictable, we consider a perspective centered on agency and access.
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2.3 Defining Reachability
First defined in the context of recommendations by [DRR20], an item i is deterministically
reachable by a user u if there is some allowable modification to the user’s ratings ru that
causes item to be recommended. Allowable modifications can include history edits, such as
removing or changing ratings of previously rated items. They can also include future looking
modifications which assign ratings to a subset of unseen items.

In the setting where recommendations are made stochastically, we define an item i to be
ρ reachable by a user u if there is some allowable action a such that the updated probability
that item i is recommended after applying action a is at least ρ, i.e.:

P(π(ϕu(a),Ω
t
u) = i) ≥ ρ

The maximum ρ reachability for a user-item pair is defined as the solution to the following
optimization problem:

ρ⋆(u, i) = max
a∈Au

P(π(ϕu(a),Ω
t
u) = i). (2.1)

We will also refer to ρ⋆(u, i) as “max reachability.” for the user-item pair.
For example, in the case of ε-greedy policy, ρ⋆(u, i) = 1− ε if item i is deterministically

reachable by user u, and is ε/(|Ωt
u| − 1) otherwise.

By measuring the maximum achievable probability of recommending an item to a user,
we are characterizing a granular metric of access within the recommender system. It can also
be viewed as an upper bound on the likelihood of recommendation with minimal assumptions
about user behavior. It may be illuminating to contrast this measure with a notion of expected
reachability. Computing expected reachability would require specifying the distribution over
user actions, which would amount to modelling human behavior. In contrast, max reachability
requires specifying only the constraints arising from system design choices to define Au (e.g.
the user interface). By computing max reachability, we focus our analysis on the design of the
recommender system, and avoid conclusions which are dependent on behavioral modelling
choices.

Two related notions of user agency with respect to a target item i are lift and rank gain.
The lift measures the ratio between the maximum achievable probability of recommendation
and the baseline:

λ⋆(u, i) =
ρ⋆(u, i)

ρ0(u, i)
(2.2)

where the baseline ρ0(u, i) is defined to capture the default probability of recommendation in
the absence of strategic behavior, e.g. P (π (su,Ω

t
u) = i).

The rank gain for an item i is the difference in the ranked position of the item within the
original list of scores su and its rank within the updated list of scores s+u .

Lift and rank gain are related concepts, but ranked position is combinatorial in nature
and thus difficult to optimize for directly. They both measure agency because they compare
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the default behavior of a system to its behavior under a strategic intervention by the user.
Given that recommenders are designed with personalization in mind, we view the ability of
users to influence the model in a positive light. This is in contrast to much recent work in
robust machine literature where strategic manipulation is undesirable.

Diagnosing System Limitations

The analysis of stochastic reachability can be used to audit recommender systems and diagnose
systemic biases from an interventional perspective (see Figure 2.1).

Unlike studies of observational bias, reachability analysis takes into account system
interactivity. However, unlike studies of closed-loop bias, there is no dependence on a user
behavioral model. Because max reachability considers the best case over possible actions, it
isolates structural biases from those caused in part by user behavior.

Max reachability is a metric defined for each user-item pair, and disparities across users
and items can be detected through aggregations. Aggregating over target items gives insight
into a user’s ability to discover content, thus detecting users who have been “pigeonholed” by
the algorithm. Aggregations over users can be used to compare how the system makes items
available for recommendation. We define the following user- and item-based aggregations:

Du =
∑
i∈Ωt

u

1{ρui > ρt}
|Ωt

u|
, Ai =

∑
u ρui1{i ∈ Ωt

u}∑
u 1{i ∈ Ωt

u} (2.3)

The user discovery Du is the proportion of target items that have a high chance of
being recommended, as determined by the threshold ρt. A natural threshold is the better-
than-uniform threshold, ρt = 1/|Ωt

u|, recalling that Ωt
u is the set of target items. When

ρui = ρ0(u, i), baseline discovery counts the number of items that will be recommended with
better-than-uniform probability and is determined by the spread of the recommendation
distribution. When ρui = ρ⋆(u, i), discovery counts the number of items that a user could be
recommended with better-than-uniform probability in the best case. Low best-case discovery
means that the recommender system inherently limits user access to content.

The item availability Ai is the average likelihood of recommendation over all users who
have item i as a target. It can be thought of as the chance that a uniformly selected user
will be recommended item i. When ρui = ρ0(u, i), the baseline availability measures the
prevalence of the item in the recommendations. When ρui = ρ⋆(u, i), availability measures the
prevalence of an item in the best case. Low best-case availability means that the recommender
system inherently limits the distribution of a given item.

2.4 Computing Reachability
In this section, we consider a broad class of recommender system designs for which the max
reachability problem can be efficiently solved via convex optimization.
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Observed scores Predicted scores

History edits Future edits

Goal item

User action

Figure 2.3: User action space: The shade represents the magnitude of historical (purple)
or predicted (green) rating. The action items are marked with diagonal lines; they can be
strategically modified to maximize the recommendation probability of the goal item (star).
The value of the user action is shaded in blue.

User action model

We suppose that users interact with the system through expressed preferences, and thus
actions are updates to the vector ru ∈ Rm, a sparse vector of observed ratings. For each user,
the action model is based on distinguishing between action and immutable items.

Let ΩA
u denote the set of action items for which the ratings can be strategically modified

by the user u. Then the action set Au = R|ΩA
u | corresponds to changing or setting the value

of these ratings ( Figure 2.3 provides an illustration). The action set should be defined to
correspond to the interface through which a user interacts with the recommender system. In
practice, most commercial recommendation systems surface only “in the next” items, thus
limiting the user action space. Other designs more mindful of promoting reachability could
include a display view of “previously viewed” or “discovery” items

The updated rating vector r+u ∈ Rm is equal to ru at the indices corresponding to
immutable items and equal to the action a at the action items. Note the partition into
action and immutable is distinct from earlier partition of items into observed and unobserved;
action items can be both seen (history edits) and unseen (future reactions), as illustrated in
Figure 2.2 (A). For the reachability problem, we will consider a set of target items Ωt

u that does
not intersect with the action items ΩA

u . Depending on the specifics of the recommendation
setting, we may also require that it does not intersect with the previously rated items Ωu.

We remark that additional user or item features used for scoring and thus recommendations
could be incorporated into this framework as either mutable or immutable features. The only
computational difficulty arises when mutable features are discrete or categorical.
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Scoring function

The recommender model is composed of a scoring function ϕ and a selection function π. We
consider affine score update functions where for each user, scores are determined by an affine
function of the action: s+u = ϕu(a) = Bua+ cu where Bu ∈ Rm×|ΩA

u | and cu ∈ Rm are model
parameters determined in part by historical data. Such a scoring model arises from a variety
of scoring rules, as shown below:

Example 2.4.1 (Matrix Factorization with Gradient Descent). Matrix factorization (MF)
models compute scores as rating predictions so that S = PQ⊤, where P ∈ Rn×d and Q ∈ Rm×d

are respectively user and item factors for some latent dimension d. They are learned via the
optimizating the loss on the observed ratings:

L(P,Q) =
∑
u

∑
i∈Ωu

∥p⊤
u qi − rui∥22 .

Given a user action sets ΩA
u and corresponding strategic ratings the objective function has

an additional action term:

LA(P,Q) =
∑
u

∑
i∈ΩA

u

∥p⊤
u qi − rui∥22.

The one-step update rule for a user factor under a gradient descent (GD) minimization
scheme with step size α, is:

p+
u = pu − α∇LA

pu
(Q) = pu − α

∑
i∈ΩA

u

(qiq
⊤
i pu − qirui) ,

Notice that the score update is affine in the action items. Therefore, we have an affine score
function:

s+u = ϕu(a) = Qp+
u = Q

(
pu − αQ⊤

AQApu − αQ⊤
Aa
)

where we define QA = QΩA
u
∈ R|ΩA

u |×d. Therefore,

Bu = −αQQ⊤
A, cu = Q

(
pu − αQ⊤

AQApu

)
.

Example 2.4.2 (Neighborhood based models). Item-neighborhood models compute scores
as rating predictions by a weighted average, with:

sui =

∑
j∈Ni

wijruj∑
j∈Ni
|wij|

where wij are weights representing similarities between items and Ni is a set of indices of
previously rated items in the neighborhood of item i. Regardless of how the neighborhood is
determined and how the are computed, the predicted scores are a linear function of observed
scores: su = Wru.
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Since the neighborhood and the similarity weights are not impacted by user actions the
score updates take the form:

ϕu(a) = Wr+u = Wru︸︷︷︸
cu

+WEΩA
u︸ ︷︷ ︸

Bu

a

where EΩA
u

selects rows of W corresponding to action items.

In both examples, the action matrices can be decomposed into two terms. The first is
a term that depends only on the recommender model (e.g. item factors Q or weights W ),
while the second is dependent on the user action model (e.g. action item factors QA or action
selector EΩA

u
).

For simplicity of presentation, the examples above leave out model bias terms, which are
common in practice. Incorporating these model biases changes only the definition of the
affine term in the score update expression as seen in the additional examples below:

Example 2.4.3 (Biased MF-SGD). Biased matrix factorization models [KB15] compute
scores as rating predictions with

sui = p⊤
u qi + fu + gi + µ

P ∈ Rn×d and Q ∈ Rm×d are respectively user and item factors for some latent dimension d,
f ∈ Rn and g ∈ Rm are respectively user and item biases, and µ ∈ R is a global bias.

The parameters are learned via the regularized optimization

min
P,Q,f ,g,µ

∑
u

∑
i∈Ωu

∥p⊤
u qi + fu + gi + µ− rui∥22 + λ∥P∥2F + λ∥Q∥2F .

Under a gradient descent minimization scheme [Kor08; Zin03] with step size α, the one-step
update rule for a user factor is:

p+
u = pu − α

∑
i∈ΩA

u

(qiq
⊤
i pu + qi(fu + gi + µ)− qirui)− αλpu .

User bias terms can be updated in a similar manner, but because the user bias is equal across
items, it does not impact the selection of items.

Notice that this expression is affine in the mutable ratings. Therefore, we have an affine
score function:

ϕu(a) = Qp+
u = Q

(
(1− αλ)pu − αQ⊤

A(QApu + gA + (µ+ fu)1) + αQ⊤
Aa
)

where we define QA = QΩA
u
∈ R|ΩA

u |×d and gA = gΩA
u
∈ R|ΩA

u |. Therefore,

Bu = αQQ⊤
A, cu = Q

(
(1 + λ)pu − αQ⊤

A(QApu + gA + (µ+ fu)1)
)
.
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Example 2.4.4 (Biased MF-ALS). Rather than a gradient descent minimization scheme, we
may instead update the model with an alternating least-squares (ALS) strategy [Zho+08]. In
this case, the update rule is:

p+
u = argmin

p

∑
i∈ΩA

u ∩Ωu

∥p⊤qi + fu + gi + µ− rui∥22 + λ∥p∥22

= (Q⊤
uQu + λI)−1(Q⊤ru +Q⊤

A(gA + (µ+ fu)1) +Q⊤
Aa)

where we define Qu = QΩA
u ∩Ωu

. Similar to in the SGD setting, this is an affine expression,
and therefore we end up with the affine score parameters

Bu = Q(Q⊤
uQu + λI)−1Q⊤

A, cu = Q(Q⊤
uQu + λI)−1(Q⊤ru +Q⊤

A(gA + (µ+ fu)1)) .

Example 2.4.5 (Biased Item-KNN). Biased neighborhood models [DK11] compute scores
as rating predictions by a weighted average, with

sui = µ+ fu + gi +

∑
j∈Ni

wij(ruj − µ− fu − gi)∑
j∈Ni
|wij|

where wij are weights representing similarities between items, Ni is a set of indices which are
in the neighborhood of item i, and f ,g, µ are bias terms. Regardless of the details of how
these parameters are computed, the predicted scores are an affine function of observed scores:

su = Wru −W (g + (µ+ fu)1) + g + (µ+ fu)1

where we can define

Wij =

{
wij∑

j∈Ni
|wij | j ∈ Ni

0 otherwise

Therefore, the score updates take the form:

ϕu(a) = W (ru − g + (µ+ fu)1) + g + (µ+ fu)1)︸ ︷︷ ︸
cu

+WEΩA
u︸ ︷︷ ︸

Bu

a

where EΩA
u

selects rows of W corresponding to action items.

Example 2.4.6 (SLIM and EASE). SLIM [NK11] and EASE [Ste19] are two other popular
models where user-item scores are computed as

sui = w⊤
i ru

for wi the row vectors of a weight matrix W . For SLIM, the sparse weights are computed as

min
W

1

2
∥R−RW∥2F +

β

2
∥W∥2F + λ∥W∥1

s.t. W ≥ 0, diag(W ) = 0
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For EASE, the weights are computed as

min
W

1

2
∥R−RW∥2F + λ∥W∥2F

s.t. diag(W ) = 0

In both cases, the score updates take the form

ϕu(a) = Wru︸︷︷︸
cu

+WEΩA
u︸ ︷︷ ︸

Bu

a .

Item selection rule

We now turn to the selection component of the recommender, which translates the score su
into a probability distribution over target items. The stochastic policy we consider throughout
this chapter is the soft-max selection:

Definition 2.4.7 (Soft-max selection policy). For i ∈ Ωt
u, the probability of item selection is

given by:

P(πβ(su,Ωt
u) = i) =

eβsui∑
j∈Ωt

u
eβsuj

.

This form of stochastic policy samples an item according to a Boltzmann distribution
defined by the predicted scores (Figure 2.2 part C). Distributions of this form are common
in machine learning applications, and are known as Boltzmann sampling in reinforcement
learning or online learning settings [Wei+17; Ces+17]. The choice of this distribution is
further motivated by the principle of maximum entropy from Statistical Mechanics which
states that the soft-max distribution maximizes entropy (diversity) for a given expected value
(mean rating).

Convex Optimization

We now show that under affine score update models and soft-max selection rules, the maximum
stochastic reachability problem can be solved by an equivalent convex problem. First notice
that for a soft-max selection rule with parameter β, we have that:

log
(
P(πβ(su,Ωt

u) = i)
)
= βsui − LSE

j∈Ωt
u

(βsuj)

where LSE is the log-sum-exp function.
Maximizing stochastic reachability is equivalent to minimizing its negative log-likelihood.

Letting bui denote the i-th row of the action matrix Bu and substituting the form of the
score update rule, we have the equivalent optimization problem:

min
a∈Au

LSE
j∈Ωt

u

(
β(b⊤

uja+ cuj)
)
− β(b⊤

uia+ cui) (2.4)
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If the optimal value to (2.4) is γ⋆(u, i), then the optimal value for (2.1) is given by ρ⋆(u, i) =
e−γ⋆(u,i). The objective in (2.4) is convex because log-sum-exp is a convex function, affine
functions are convex, and the composition of a convex and an affine function is convex.
Therefore, whenever the action space Au is convex, so is the optimization problem. The size
of the decision variable scales with the dimension of the action, while the objective function
relies on a matrix-vector product of size |Ωt

u| × |Au|. Being able to solve the maximum
reachability problem quickly is of interest, since auditing an entire system requires computing
ρ⋆ for many user and item pairs.

2.5 Geometry of Reachability
In this section, we explore the connection between stochastic and deterministic reachability
to illustrate how both randomness and agency contribute to discovery as defined by the
max reachability metric. We then argue by example that it is possible to design scoring
models that guarantee deterministic reachability, and that doing so does not induce accuracy
trade-offs.

Connection to Deterministic Recommendation

We now explore how the soft-max style selection rule is a relaxation of top-1 recommendation.
For larger values of β, the selection rule distribution becomes closer to the deterministic top-1
rule. This also means that the stochastic reachability problem can be viewed as a relaxation
of the top-1 reachability problem.

In stochastic settings it is relevant to inquire the extent to which randomness impacts
discovery and availability. In the deterministic setting, the reachability of an item to a user
is closely tied to agency—the ability of a user to influence their outcomes. The addition
of randomness induces exploration, but not in a way that is controllable by users. In the
following result, we show how this trade-off manifests in the max reachability metric itself.

Proposition 2.5.1. Consider the stochastic reachability problem for a β-soft-max selection
rule as β →∞. Then if an item i is top-1 reachable by user u, ρ⋆(u, i)→ 1. In the opposite
case that item i is not top-1 reachable, we have that ρ⋆(u, i)→ 0.

Proof. Define
γβ(a) = LSE

j∈Ωt
u

(βϕuj(a))− βϕui(a)

and see that ρui(a) = e−γβ(a). Then we see that

lim
β→∞

1

β
γβ(a) = max

j /∈Ωu

(ϕuj(a))− ϕui(a)

yields a top-1 expression. If an item i is top-1 reachable for user u, then there is some a
such that the above expression is equal to zero. Therefore, as β →∞, γ⋆ → 0, hence ρ⋆ → 1.
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In the opposite case when an item is not top-1 reachable we have that γ⋆ → ∞, hence
ρ⋆ → 0.

This connection yields insight into the relationship between max reachability, randomness,
and agency in stochastic recommender systems. For items which are top-1 reachable, larger
values of β result in larger ρ⋆, and in fact the largest possible max reachability is attained
as β → ∞, i.e. there is no randomness. On the other hand, if β is too large, then items
which are not top-1 reachable will have small ρ⋆. There is some optimal finite β ≥ 0 that
maximizes ρ⋆ for top-1 unreachable items. Therefore, we see a delicate balance when it comes
to ensuring access with randomness.

Viewed in another light, this result says that for a fixed β ≫ 1, deterministic top-1
reachability ensures that ρ⋆ will be close to 1. We explore this perspective in the next section.

Reachability Without Sacrificing Accuracy

Specializing to affine score update models, we now highlight how parameters of the recom-
mender and action models play a role in determining max reachability. Building on the
connection to deterministic reachability, we make use of results about model and action space
geometry from [DRR20]. We recall the definition of the convex hull.

Definition 2.5.2 (Convex hull). The convex hull of a set of vectors V = {vi}ni=1 is defined as

conv (V) =
{

n∑
i=1

wivi | w ∈ Rn
+,

n∑
i=1

wi = 1

}
.

A point vj ∈ V is a vertex of the convex hull if

vj /∈ conv (V \ {vj}) .
Proposition 2.5.3. If bui is a vertex on the convex hull of {buj}j∈Ωt

u
and actions are

real-valued, then ρ⋆ui → 1 as β →∞.

Proof. We begin by showing that if bui is a vertex on the convex hull of B = {buj}j∈Ωt
u
, then

item i is top-1 reachable. This argument is similar to the proof of Results 1 and 2 in [DRR20].
Item i is top-1 reachable if there exists some a ∈ R|ΩA

u | such that b⊤
uia+ cui ≥ b⊤

uja+ cuj
for all j ̸= i. Therefore, top-1 reachability is equivalent to the feasibility of the following
linear program

min 0⊤a

s.t. Duia ≥ fui

where Dui has rows given by bui − buj and fui has entries given by cuj − cui for all j ∈ Ωt
u

with j ̸= i. Feasibility of this linear program is equivalent to boundedness of its dual:

max f⊤uiλ

s.t. D⊤
uiλ = 0, λ ≥ 0.
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We now show that if bui is a vertex on the convex hull of B, then the dual is bounded because
the only feasible solution is λ = 0. To see why, notice that

D⊤
uiλ = 0 ⇐⇒ bui

∑
j∈Ωt

u
j ̸=i

λj =
∑
j∈Ωt

u
j ̸=i

λjbuj

If this expression is true for some λ ̸= 0, then we can write

bui =
∑
j∈Ωt

u
j ̸=i

wjbuj, wj =
λj∑

j∈Ωt
u

j ̸=i

λj
=⇒ bui ∈ conv (B \ {bui}) .

This is a contradiction, and therefore it must be that λ = 0 and therefore the dual is bounded
and item i is top-1 reachable.

To finish the proof, we appeal to Proposition 2.5.1 to argue that since item i is top-1
reachable, then ρ⋆ui → 1 as β →∞.

This result highlights how the geometry of the score model determines when it is preferable
for the system to have minimal exploration, from the perspective of reachability.

We now consider whether relevant geometric properties of the model are predetermined
by the goal of accurate prediction. Is there a tension between ensuring reachability and
accuracy? We answer in the negative by presenting a construction for the case of matrix
factorization models. Our result shows that the item and user factors (P and Q) can be
slightly altered such that all items become top-1 reachable at no loss of predictive accuracy.
The construction expands the latent dimension of the user and item factors by one and relies
on a notion of sufficient richness for action items.

Definition 2.5.4 (Rich actions). For a set of item factors {qj}mj=1, let C = maxj ∥qj∥2. Then
a set of action items ΩA

u ⊆ {1, . . . ,m} is sufficiently rich if the vertical concatenation of their
item factors with a norm factor is full rank:

rank
([

q⊤
i

√
C2 − ∥qi∥22

]
i∈ΩA

u

)
= d+ 1 .

Notice that this can only be true if |ΩA
u | ≥ d+ 1. Further note that the norm factor makes

all terms have the same norm C and such are at the boundary of the ℓ2 ball with radius C in
Rd+1. Thus, richness is guaranteed for any d+ 1 action items, as long as the corresponding
qj are unique.

Proposition 2.5.5. Consider the MF model with user factors P ∈ Rn×d and item factors
Q ∈ Rm×d. Further consider any user u with a sufficiently rich set of at least d+ 1 action
items and real-valued actions. Then there exist P̃ ∈ Rn×d+1 and Q̃ ∈ Rm×d+1 such that
PQ⊤ = P̃ Q̃⊤ and under this model, ρ⋆(u, i)→ 1 as β →∞ for all target items i ∈ Ωt

u.
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Proof. Let C be the maximum row norm of Q and define v ∈ Rm satisfying v2i = C2 − ∥qi∥22.
Then we construct modified item and user factors as

Q̃ =
[
Q v

]
, P̃ =

[
P 0

]
.

Therefore, we have that P̃ Q̃⊤ = PQ⊤ and by construction, each row of Q̃ has norm C, so
each q̃i is on the boundary of the ℓ2 ball in Rd+1. For an arbitrary user u, the score model
parameters are given by b̃ui = Q̃Aq̃i. We show by contradiction that as long as the action
items are sufficiently rich, each b̃ui is a vertex on the convex hull of {b̃uj}nj=1. Supposing this
is not the case for an arbitrary i,

b̃ui =
n∑

j=1
j ̸=i

wjb̃uj ⇐⇒ Q̃Aq̃i =
n∑

j=1
j ̸=i

wjQ̃Aq̃i =⇒ q̃i =
n∑

j=1
j ̸=i

wjq̃i

where the final implication follows because the fact that Q̃A is full rank (due to richness)
implies that Q̃⊤

AQ̃A is invertible. This is a contradiction, and therefore we have that each b̃ui

must be a vertex on the convex hull of {b̃uj}nj=1.
Finally, we appeal to Proposition 2.5.3 to argue that ρ⋆(u, i)→ 1 as β →∞ for all target

items i ∈ Ωt
u.

The existence of such a construction demonstrates that there is not an unavoidable
trade-off between accuracy and reachability in recommender systems.

2.6 Audit Demonstration

Datasets

We evaluate1 max ρ reachability in settings based on three popular recommendation datasets:
MovieLens 1M (ML1M) [HK15], LastFM 360K [Cel10] and MIcrosoft News Dataset (MIND)
[Wu+20]. Table 2.1 provides summary statistics:

MovieLens 1 Million ML1M is a dataset of 1 through 5 explicit ratings of movies, containing
data of 6040 unique users for 3706 unique movies. There are a total of 1000209 ratings
(4.47% rating density). The original data is accompanied by additional user attributes such
as age, gender, occupation and zip code. It was downloaded from Group Lens2 via the
RecLab [Kra+20] interface3 without any additional pre-processing. Figure 2.4 illustrates
descriptive statistics for the ML1M dataset.

1Reproduction code available at github.com/modestyachts/stochastic-rec-reachability
2https://grouplens.org/datasets/movielens/1m/
3https://github.com/berkeley-reclab/RecLab

github.com/modestyachts/stochastic-rec-reachability
https://grouplens.org/datasets/movielens/1m/
https://github.com/berkeley-reclab/RecLab
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Table 2.1: Summary statistics of the audit datasets. The last two rows are the test set accuracy
for matrix factorization and item neighborhood scoring models.

Data set ML 1M LastFM 360K MIND

Users 6040 13698 50000
Items 3706 20109 247
Ratings 1000209 178388 670773
Density (%) 4.47% 0.065% 5.54%
LibFM rmse 0.716 1.122 0.318
KNN rmse 0.756 1.868 -
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Figure 2.4: Descriptive statistics for the MovieLens 1M dataset split by user gender (28.3%
female). The mean ratings of both users and items are roughly normally distributed while
user’s history length and item popularity display power law distributions.

LastFM 360K LastFM is an implicit rating dataset containing the number of times a user
has listened to songs of an artist. We used the version of the LastFM dataset4 preprocessed by
[Sha+20]. For computational tractability, we select a random subset of 10% of users and 10%
artists yielding 13698 users, 20109 items and 178388 ratings (0.056% rating density). The
item ratings are not explicitly expressed by users as in the MovieLens case. For a user u and
an artist i we define implicit ratings rui = log(#listens(u, i) + 1). This data is accompanied
by artist gender, an item attribute. Figure 2.5 illustrates the descriptive statistics for the
LastFM dataset.

4https://zenodo.org/record/3964506#.XyE5N0FKg5n

https://zenodo.org/record/3964506#.XyE5N0FKg5n
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Figure 2.5: Descriptive statistics for the LastFM dataset split by artist gender (over 54% of
artists have unknown gender, 36% are male, 6.5% are female and 3.5% are mixed gender).
Unlike ML 1M, for the LastFM dataset the user history lengths are normally distributed
around a mean of around 12 artists.

MIcrosoft News Dataset (MIND) MIND is an implicit rating dataset containing clicks
and impressions data collected from logs of the Microsoft News website 5. We use the
MIND-small dataset6, which contains behaviour log data for 50000 randomly sampled users.
There are 42416 unique news articles, spanning 17 categories and 247 subcategories. We
transform news level click data into subcategory level aggregation and define the rating
associated with a user-subcategory pair as a function of the number of times that the user
clicked on news from that subcategory: rui = log(#clicks(u, i) + 1). The resulting aggregated
dataset contains 670773 ratings (5.54% rating density). Figure 2.6 illustrates descriptive
statistics for the MIND dataset.

Scoring models

We consider two scoring models: one based on matrix factorization (MF) as well as a
neighborhood based model (KNN). We use the LibFM SGD implementation [Ren12] for the
MF model and use the item-based k-nearest neighbors model implemented by [Kra+20]. For
each dataset and recommender model we perform grid search for progressively finer meshes
over the tunable hyper-parameters of the recommender. We use recommenders implemented
by the RecLab library. For each dataset and recommender we evaluate hyperparameters on a
10% split of test data. The best hyper-parameters for each setting are presented in Table 2.2.

LibFM We performed hyper-parameter tuning to find suitable learning rate and regular-
ization parameter for each dataset. Following [Dac+21] we consider lr ∈ (0.001, 0.5) as the

5https://microsoftnews.msn.com/
6https://msnews.github.io/

https://microsoftnews.msn.com/
https://msnews.github.io/
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Figure 2.6: Descriptive statistics for the MIND dataset: The orange bars correspond to
either user or items that have been displayed but have not clicked/ have not been clicked
on. Unlike ML 1M and LastFM, the MIND ratings have strongly skewed distribution, with
most user-subcategory ratings corresponding to users clicking on a small number of articles
from the sub-category. There is a long tail of higher ratings that corresponds to most popular
subcategories. The leftmost plot illustrates the unequal distribution of news articles across
categories. The same qualitative behaviour holds for sub-categories.

range of hyper-parameters for the learning rate and reg ∈ (10−5, 100) for the regularization
parameter. In all experimental settings we follow the setup of [RZK19] and use 64 latent
dimensions and train with SGD for 128 iterations.

KNN We perform hyperparameter tuning with respect to neighborhood size and shrinkage
parameter. Following [Dac+21] we consider the range (5, 1000) for the neighborhood size and
(0, 1000) for the shrinkage parameter. We tune KNN only for the ML1M dataset.

All experiments were performed on a 64 bit desktop machine equipped with 20 CPUs
(Intel(R) Core(TM) i9-7900X CPU @ 3.30GHz) and a 62 GiB RAM. Average run times for
training an instance of each recommender can be found in Table 2.2.

Computing Reachability

To compute reachability, it is further necessary to specify additional elements of the recom-
mendation pipeline: the user action model, the set of target items, and the soft-max selection
parameter.

ML 1M We compute max stochastic reachability for the LibFM and KNN scoring model.
We consider three types of user action spaces: History Edits, Future Edits, and Next K in
which users can strategically modify the ratings associated to K randomly chosen items
from their history, K randomly chosen items from that they have not yet seen, or the top-K



CHAPTER 2. USER AGENCY VIA STOCHASTIC REACHABILITY 25

LibFM
Dataset Learning Rate Regularization Test RMSE Run time (s)

ML 1M 0.0112 0.0681 0.716 2.76 ± 0.32
LastFM 0.0478 0.2278 1.122 0.78 ± 0.13
MIND 0.09 0.0373 0.318 3.23 ± 0.37

KNN
Dataset Neighborhood size Shrinkage Test RMSE Run time (s)

ML 1M 100 22.22 0.756 0.34 ± 0.07

Table 2.2: Tuning results: Optimal parameters for LibFM and KNN along with corresponding
test performance and average run times.

unseen items according to the baseline scores of the scoring model. For each of the action
spaces we consider K ∈ {5, 10, 20}.

We perform reachability experiments on a random 3% subset of users (176). For each
choice of scoring model, action space type and action space size we sample for each user
500 random items that have not been previously rated and are not action items. For each
user-item pair we compute reachability for a range of stochasticity parameters β ∈ {1, 2, 4, 10}.
Note that across all experimental settings we compute reachability for the same subset of
users, but different subsets of randomly selected target items.

We use the ML 1M dataset to primarily gain insights in the role that scoring models,
item selection stochasticity and strategic action spaces play in determining the maximum
achievable degree of stochastic reachability in a recommender system.

LastFM We run reachability experiment for LibFM recommender with Next K = 10 action
model and stochasticity parameter β = 2. We compute ρ⋆ values for 100 randomly sampled
users and 500 randomly sampled items from the set of non-action items (target items can
include previously seen items). Unlike the ML 1M dataset, the set of target items is shared
among all users.

MIND We run reachability experiments for LibFM recommender with Next K = 10 action
model and stochasticity parameter β = 2. We compute reachability for all items and users.

Conic Program Implementation

The optimization problem in (2.4) is convex, and we solve it as a conic optimization problem
using the MOSEK Python API under an academic license [ApS19]. We reformulate (2.4) as
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Num. actions ML 1M (LibFM) ML 1M (KNN) LastFM MIND

K = 5 0.82 ± 0.04 9.8 ± 3.4 - -
K = 10 0.87 ± 0.04 10.2 ± 6.1 4.91 ± 0.32 0.44 ± 0.01
K= 20 0.91 ± 0.05 11.4 ± 6.8 - -

Table 2.3: Reachability run times (in seconds) for a user-item pair. Due to internal represen-
tation of action spaces as matrices the runtime dependence on the dimension of the action
space is fairly modest. We do not observe significant run time differences between different
types of action spaces. We further add multiprocessing functionality to parallelize reachability
computations over multiple target items.

an optimization over the exponential cone:

min
t,a,u

t− β(b⊤
uia+ cui)

s.t. a ∈ Au,
∑
j∈Ωt

u

uj ≤ 1,

(
uj, 1, β(b

⊤
uja+ cuj)− t

)
∈ Kexp ∀ j ∈ Ωt

u

(2.5)

The parameters Bu and cu are computed for each user based on the scoring model. For the
LibFM model, we consider user updates with α = 0.1 and λ = 0. Average run times for
computing reachability of a user-item pair in various settings can be found in Table 2.3.

2.7 Results

Impact of Recommender Pipeline

We begin by examining the role of recommender pipeline components: stochasticity of item
selection, user action models, and choice of scoring model. All presented experiments in this
section use the ML1M dataset.

These experiments show that more stochastic recommendations correspond to higher
average max reachability values, whereas more deterministic recommenders have a more
disparate impact, with a small number of items achieving higher ρ⋆. We also see that the
impact of the user action space differs depending on the scoring model. For neighborhood
based scoring models, strategic manipulations to the history are most effective at maximizing
reachability, whereas manipulations of the items most likely to be recommended next are
ineffective.

Role of stochasticity We investigate the role of the β parameter in the item selection
policy. Figure 2.7 illustrates the relationship between the stochasticity of the selection policy
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Figure 2.7: Left: Histogram of log max reachability values for β = [1, 2, 4]. Black dotted line
denotes ρ⋆ for uniformly random recommender. Center: Histogram of ρ⋆ > 0.05 (red dotted
line). Right: Histogram of log-lifts. Reachability evaluated on ML1M for K = 5 Random Future
action space and a LibFM model.
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indicate action space size K. We compare low (left) and high (right) stochasticity. Reachability
evaluated on ML1M for Random Future action space and a LibFM model.

and max reachability. There are significantly more target items with better than random
reachability for low values of β. However, higher values of β yield more items with high
reachability potential (> 5% likelihood of recommendation). These items are typically items
that are top-1 or close to top-1 reachable. While lower β values provide better reachability
on average and higher β values provide better reachability at the “top”, higher β uniformly
out-performs lower β values in terms of the lift metric. This suggests that larger β corresponds
to more user agency, since the relative effect of strategic behavior is larger. However, note that
for very large values of β, high lift values are not so much the effect of improved reachability
as they are due to very low baseline recommendation probabilities.
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Figure 2.9: The distribution of average lifts (a notion of agency) over users. Colors indicate
different user action spaces for LibFM (left) and KNN (right) on ML1M.

Role of user action model We now consider different action space sizes. In Figure 2.8 we
plot max reachability for target items of a particular user over varying levels of selection rule
stochasticity and varying action space sizes. Larger action spaces correspond to improved
item reachability for all values of β. However, increases in the number of action items have a
more pronounced effect for larger β values.

While increasing the size of the action space uniformly improves reachability, the same
cannot be said about the type of action space. For each user, we compute the average lift
over target items as a metric for user agency in a recommender ( Figure 2.9). For LibFM,
the choice of action space does not strongly impact the average user lift, though Next K
displays more variance across users than the other two. However, for Item KNN, there is a
stark difference between Next K and and random action spaces.

Role of scoring model As Figure 2.9 illustrates, a system using LibFM provides more
agency on average than one using KNN. We now consider how this relates to properties of
the scoring models. First, consider the fact that for LibFM, there is higher variance among
user-level average lifts observed for Next K action space compared with random action spaces.
This can be understood as resulting from the user-specific nature of Next K recommended
items. On the other hand, random action spaces are user independent, so it is not surprising
that there is less variation across users.

In a neighborhood-based model users have leverage to increase the ρ reachability only
for target items in the neighborhood of action items. In the case of KNN, the next items
up for recommendation are in close geometrical proximity to each other. This limits the
opportunity for discovery of more distant items for Next K action space. On the other hand,
the action items are more uniformly over space of item ratings in random action models, thus
contributing to much higher opportunities for discovery. Additionally, see that History Edits
displays higher lift values than other action spaces due to the fact that for this action space
the strategic ratings are a larger proportion of the total ratings.
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dataset model prevalence baseline availability max availability

ML1M libfm 0.346280 0.827492 0.501316
ML1M knn 0.346280 0.949581 0.942986
mind libfm 0.863992 0.825251 0.435212
lastfm libfm 0.133318 0.671101 0.145949

Table 2.4: Spearman’s rank correlation between item popularity and item prevalance, item
popularity and baseline availability (β = 2) and item popularity and max availability (Next K
action space where K = 10).

For completeness we present full experimental results over different datasets, scoring
models, selection rules and action spaces in Figure 2.15, Figure 2.16 and Figure 2.17.

Bias in Movie, Music, and News Recommendation

We futher compare aggregated stochastic reachability with properties of the user and the
items to investigate bias. We aggregate baseline and max reachability to compute user-level
metrics of discovery and item-level metrics of availability. The audit demonstrates popularity
bias for items with respect to baseline availability. This bias persists in the best case for
neighborhood based recommenders and is thus unavoidable, whereas it could be mitigated
for MF recommenders. User discovery aggregation reveals inconclusive results with weak
correlations between the length of users’ experience and their ability to access content.

Popularity bias

To systematically study the popularity bias, we compute the Spearman rank-order correlation
coefficient to measure the presence of a monotonic relationship between popularity (as
measured by average rating) and availability (either in the baseline or best-case scenario as
defined in in (2.3)). We also compute the correlation between popularity and prevalence in
the dataset, as measured by the number of ratings.

For instance in the case of movie recommendation (ML1M dataset) for both LibFM and
KNN models, the baseline availability displays a correlation with item popularity, with
Spearman’s rank-order correlations of rs = 0.83 (LibFM) and rs = 0.95 (KNN) respectively
(see Table 2.4. This suggests that as recommendations are made and consumed, more popular
items will be recommended at disproportionate rates.

In terms of best-case availability, KNN displays a similar correlation between availability
and popularity (rs = 0.94). This suggests that KNN recommenders display unavoidable
systematic biases meaning that regardless of user actions popularity bias will propagate in
time through recommendations. This does not necessarily hold for LibFM, where the best
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Figure 2.10: Comparison of Spearman’s correlation between item popularity and max avail-
ability for different action spaces and models. Reachability evaluated on ML1M with β = 2.

case availability is less clearly correlated with popularity (rs = 0.50), which means that any
biases observed in deployment are due in part to user behavior.

The impact of user action spaces is shown in Figure 2.10, which plots the correlation
between popularity and best case availability for different action spaces. For comparison, the
correlation between popularity and baseline availability is just over 0.8 for all of these settings.
Increasing the action space (higher K) uniformly reduces correlations between availability and
popularity. The type of action space does not play a major role for LibFM, whereas for KNN
the availability bias is dependent on the action space. The Random History action space
allows for considerable decreases in unavoidable popularity bias. The findings are further
corroborated by Figure 2.11

Lower correlation for LibFM best case availability holds in the additional settings of music
artist and news recommendation as shown in Figure 2.12.

Experience bias

To investigate the impact of experience on user discovery we similarly compute the Spearman
rank-order correlation coefficient to measure the presence of a monotonic relationship between
user experience (as measured by number of items rated) and discovery (either in the baseline
or max case as defined in in (2.3)). We investigate experience bias by considering how the
discovery metric changes as a function of the number of different items a user has consumed
so far. We observe correlation values of varying sign across datasets and models, and none are
particularly strong (Table 2.5). Figure 2.13 illustrates that experience is weakly correlated
with baseline discovery for movie recommendation (rs = 0.48), but not so much for news
recommendation (rs = 0.05). The best case discovery is much higher, meaning that users
have the opportunity to discover many of their target items. However, the weak correlation
with experience remains for best case discovery of movies (rs = 0.53).
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Figure 2.11: Comparison of baseline and best case availability of content, across four popularity
categories for LibFM (left) and KNN (right) scoring models with soft-max selection policy
parameterized by β = 2. Reachability evaluated on ML1M for Next K Random Future and
Random History, action space with K = 10 .
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Figure 2.12: Comparison of baseline and best case availability of content for four popularity
categories for LastFM (left) and MIND (right) with Next 10 actions, LibFM model, and β = 2.

dataset model baseline discovery max discovery

ML1M libfm 0.475777 0.530359
ML1M knn 0.206556 -0.031929
mind libfm 0.050961 0.112558
lastfm libfm -0.084130 -0.089226

Table 2.5: Spearman’s rank correlation with experience for Next K with K = 10 and β = 2.

Gender bias

Finally, we investigate gender bias. We compare discovery across user gender for ML1M and
availability across artist gender for LastFM ( Figure 2.14). We do not observe any trends in
either baseline or max values.

2.8 Discussion
In this chapter, we generalize reachability as first defined by [DRR20] to incorporate stochastic
recommendation policies. We show that for linear scoring models and soft-max item selection
rules, max reachability can be computed via a convex program for a range of user action
models. Due to this computational efficiency, reachability analysis can be used to audit
recommendation algorithms. Our experiments illustrate the impact of system design choices
and historical data on the availability of content and users’ opportunities for discovery,
highlighting instances in which popularity bias is inevitable regardless of user behavior.

The reachability metric provides an upper bound for discovery and availability within
a recommendation system. While it has the benefit of making minimal assumptions about
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Figure 2.13: Comparison of baseline and best case fraction of items with better than random
ρ⋆, grouped across four levels of user history length. Reachability evaluated on ML1M (left) and
MIND (right) for Next 10 action space, β = 2, and LibFM model.

user behavior, the drawback is that it allows for perfectly strategic behaviors that would
require users to have full knowledge of the internal structure of the model. The results of a
reachability audit may not be reflective of probable user experience, and thus reachability
acts as a necessary but not sufficient condition.

Nonetheless, reachability audit can lead to actionable insights by identifying inherent
limits in system design. They allow system designers to assess potential biases before releasing
algorithmic updates into production. Moreover, as reachability depends on the choice of
action space, such system-level insights might motivate user interface design: for example, a
sidebar encouraging users to re-rate K items from their history. Furthermore, our results on
the lack of a trade-off between accuracy and reachability are encouraging. Minimum one-step
reachability conditions could be efficiently incorporated as a design requirement into learning
algorithms for scoring models.
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model with soft-max parameter β = 2.
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Figure 2.15: Log scale scatterplots of ρ⋆ against baseline ρ evaluated for the LibFM scoring
model.
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Figure 2.16: Log scale scatterplots of ρ⋆ against baseline ρ evaluated for the KNN scoring
model.
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Chapter 3

Modeling psychologically-grounded
preference shifts in content recommenders

In this chapter, we transition from single-step interactions to multi-step closed-loop dynamics,
which require modeling user behavior. While the benefit of the single-step reachability
approach lies in its minimal behavioral assumptions, the drawback is that its results rely on
the implicit assumption that users are perfectly strategic with full knowledge of the internal
model structure. And such, the results of a reachability audit may not accurately reflect
realistic user experiences.

We begin with the premise that modeling the influence of recommendations on people’s
preferences must be grounded in psychologically plausible models. We contribute a method-
ology for developing grounded dynamic preference models and demonstrate this method with
three classic effects from the psychology literature: Mere-Exposure, Operant Conditioning,
and Hedonic Adaptation. We conduct simulation-based studies to show that the psychological
models manifest distinct behaviors that can inform system design. This has two direct
implications for dynamic user modeling in recommendation systems. First, the methodology
we outline is broadly applicable for psychologically grounding dynamic preference models. It
allows us to critique recent contributions based on their limited discussion of psychological
foundation and their implausible predictions. Second, we discuss implications of dynamic
preference models for the evaluation and design of recommendation systems.

This chapter is based on the paper "Towards psychologically-grounded dynamic preference
models"[Cur+22] written in collaboration with Andreas Haupt, Benjamin Recht and Dylan
Hadfield-Menell.

3.1 Background
In much of recommendation systems research, preferences are implicitly or explicitly assumed
to be static throughout time and not altered by recommendation. While useful in many
contexts, this assumption has drawbacks. For example, static preferences in user models
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may account for the poor generalization performance of offline metrics in predicting deployed
recommendation performance [RSZ16; Gar+14; Jeu19; Kra+20]. Furthermore, dynamic
preferences have been central to arguments of negative impacts of recommendation, such as
polarization, filter bubbles, and extremism [RPF18; Jia+19; GLH19; CSE18].

This chapter considers the design and validation of dynamic user preference models. We
argue that behavioral models should be designed with, at least, two desiderata.

First, they should be grounded in experimental psychological evidence. A wealth of
research in psychology identifies several such behavioral patterns, or psychological effects. In
what follows we propose a methodology to leverage these results and design psychologically
plausible dynamic preference models whose predictions are compatible with findings in
psychology. We demonstrate our method by designing models to capture three established
findings about the formation and dynamics of preferences: Mere Exposure, [HTW13; Nor02;
FSA07; CC02], where simply experiencing a stimulus (e.g., a piece of content) tends to
make humans view it more positively; Operant Conditioning [FAF11; Hel47; Fox17], where
preferences shift towards actions that are associated to “positive feedback” (e.g., consuming
“better than expected” content); and Hedonic Adaptation [CIR15; NM08; YG15], where
satisfaction levels (e.g., with content) return to a baseline after a period of time.

Second, models should be verified in simulation for plausibility. For any given effect, there
are many ways it could be formalized mathematically. Simulations of user-recommender
dynamics can help with these modeling choices. Behavioral models should produce plausible
predictions across a range of recommender system designs and initial conditions. For example,
a model where behaviour shifts to consuming a single type of content with probability close
to one is unlikely to match real observations.

Having a combination of predictions from simulations and background from psychology
feeds back into improving user modeling and hence recommendation system evaluation and
design. This may help address the on-/offline gap in evaluation as well as increase the
credibility of the theoretical study of societal impacts of recommendation.

Contributions

• Case studies: We consider three case studies of behavioral effects due to consumption
established in psychological research.1 In Section 3.2 we review the relevant literature

1While the models we present are classical in psychology, we do not claim that these are models will fit
empirical data in recommendation systems well. Our mathematical formalization of theories is particularly
parsimonious by formulating preference shifts as changes to vector of user factors. This parsimony, however,
leads to simplifications of several potentially psychologically relevant factors, which we do not claim to
exhaustively model. First, our models do not differentiate between exposure to and consumption of content.
Furthermore, they assume that preferences are purely evolving instead of formed, i.e. users have preferences
for even unseen content. In addition, the models are formulated abstractly, as opposed to for a concrete
application domain, suppressing features that might make different psychological effects particularly salient
in different domains. Our models are exemplary for the application of a methodology, and will need empirical
validation before used to model interactions in a real systems. The selection of good models, we claim,
however, benefits from inclusion of psychological grounding and extensive testing.



CHAPTER 3. PSYCHOLOGICALLY-GROUNDED PREFERENCE SHIFTS 40

Mere-ExposureStatement of Psychological Effect
Identify relevant literature and evidence for 

relevance to recommendation systems

Formalization
Develop a mathematical model to formalize the 

effect in recommendation systems

Predictions
Use theory and/or simulations to 
derive testable predictions of the 

model

Data
Test model predictions against 

historical data or through 
experiments in deployment

Refinement

Operant Conditioning

Hedonic Adaptation

Refinement

Figure 3.1: The methodology derived in this article. First, formulate a psychological theory
that should ground a particular effect. Then, formalize it, and discipline it with predictions
derived from simulations and data from deployed recommendation systems. This article
exemplifies this methodology for three effects: Mere-Exposure Effect, which we introduce using
Goetzinger’s [Zaj68] classical experiment, Operant Conditioning, which we introduce using
Skinner’s experiments [Ski38], and hedonic adaptation, which we introduce using Brickman’s
study of happiness after extreme life events [Bri71]. Vignettes on the right depict these classical
experiments.

of these effects with a focus on their applicability to recommendation systems. In
Section 3.3 we propose a modeling framework to mathematically formalize these effects.
In Section 3.4, using simulations, we characterize qualitative properties of our proposed
models and derive testable predictions that can be used to test the validity of a
particular mathematical formalization independently of the applicability of a behavioral
effect. Finally, we discuss observational and experimental approaches to validating
psychologically-plausible dynamic preference models.

• Methodology: We synthesize the case studies into a broadly applicable methodology
for psychologically grounding dynamic preference models in Section 3.5. We propose
a multi-step procedure which first calls for explicitly stating and providing evidence
in support of a psychological effect. Following this, a designer iterates by proposing a
mathematical formalization for the behavioral model, deriving testable predictions and
comparing them against data relevant to the recommendation context. The proposed
methodology is depicted in Figure 3.1.

• Analysis: Finally, we discuss two implications of this study for recommendation
system evaluation and design. First, in Section 3.5 we critique recent contributions
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based on their limited discussion of psychological foundations and their implausible
predictions. Second, in Section 3.6 we demonstrate in an example that recommendation
system metrics such as engagement and diversity are unable to capture desirable
recommendation system performance in the presence of dynamic user preferences.

Related Work

Evaluation First we relate to literature of recommendation system evaluation. Changes
in preference in response to recommendations can affect the evaluation of recommendation
systems. The main design paradigm of recommendation systems is to use offline train-test
splits to design and select recommendations. Several papers argue that offline metrics are
poor indicators of online performance [Jeu19; Gar+14; Bee+13; Sun+20]. Often, the lack
of external validity of the current evaluation methodology is attributed to the unmodeled
feedback dynamics between users and recommenders [RSZ16; Kra+20], further motivating
the need to study dynamic preference models.

Societal Impacts Well-founded dynamic preference models can help resolve the apparent
contradictions between findings on the social impacts of recommendation systems. On the
one hand, several studies claim that the dynamic interaction of recommendation systems with
users can lead to polarization [DGL13; RPF18], filter bubbles [Par11; GLH19], homogenization
[CSE18], echo chambers [Noo+20; DZ21; Jia+21], and extremism [Mun19; Rib+20; Jia+19].
However, empirical audits find that algorithmically recommended content is more diverse than
natural consumption [Ngu+14], and that real systems do not exhibit the strong extremism or
polarization effects implied by theoretical models [MG21; LZ19; Hos+20; Tom+21; Lev21].
The study [Car+21] points out that recommendation systems might lead to undesired
changes in preferences, and proposes to design for safe preference shifts, which are preference
trajectories that are deemed “desirable”.

Dynamic Preference Models Some of the existing dynamic preference models assume
that preferences change independently of recommendations. Examples are Dynamic Poisson
Factorization (DPF) [Cha+15; Hos+18], which assumes that users and content items have
latent representations that evolve as Gaussian random walks; and [Kor09], which models
behavioral changes as external concept drifts which affect item quality and average user
rating levels. Other works consider the feedback loop between recommendation systems and
users directly. [RPF18] models 1-dimensional opinion dynamics on a sphere, [Jia+19] and
[Kal+21] propose models of behavior shift due to content exposure and content consumption,
respectively. Each of these theoretical contributions predicts polarization and extremism of
user preferences.

Psychology-Informed Recommendation Recent surveys [JJ21; Lex+21] cover ways in
which recommenders incorporate and account for psychological effects. The work of [Lex+21]
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focuses mainly on ways in which affective, cognitive, and personality factors impact user
engagement, and it does not cover the feedback loop between recommendation systems
and user preferences. [JJ21] reviews psychologically-informed recommenders for behavioral
priming and digital nudging; it points out a lack of research into psychological foundations of
dynamic preference models.

3.2 Psychological Effects
This section introduces three psychological effects, Mere-Exposure, Operant Conditioning,
and Hedonic Adaptation. For each effect, we will first introduce a classical example of the
effect, give general references, and then provide experiments most relevant to recommendation
systems. While we find strong connections for the Mere-Exposure and Hedonic Adaptation
effects, we will introduce a third effect, Operant Conditioning, whose experimental evaluation
allows for a less straightforward connection to recommendation systems. As a running
example in this section, we will consider Alice, a user that initially does not like sports content
but it is exposed to it by a recommendation system.

Mere-Exposure

Mere-Exposure or the familiarity effect says that humans tend to like more what they are
exposed to more often. A classical experiment, cited in [Zaj68], is the Black Bag Experiment.
In 1968 at Oregon State University, C. Goetzinger let a person fully covered with a black bag
participate in a course. Other students in the course were hostile at first, but later became
friendly towards the person covered with the bag. In a recommendation system context,
Mere-Exposure may mean that reactions to content become more favorable after exposure to
and/or consumption of similar content. In the case of Alice, whose initial preferences are
not favoring sports, a Mere-Exposure effect would predict that with repeated exposure or
consumption she becomes more familiar with sports content and starts to appreciate it more.

Mere-Exposure effects are well-established in psychology. [Bor89] conducts a meta-study
of 200 studies of research in the first three decades following its introduction in [Zaj68]. Much
of the research on Mere-Exposure effects is using experimental setups in which subjects are
exposed to non-meaningful stimuli, such as Japanese characters for non-Japanese speakers
[Dec+09]. While this allows to control for prior exposure to the content, such research is not
directly meaningful for understanding the Mere-Exposure effect in recommendation systems.

Most relevant to recommendation systems is Mere-Exposure research on advertisement
and audiovisual content. An illustrative example of this kind is [HTW13, Experiment 1]. In
it the experimenter repeatedly shows users images of fictitious, but plausible, products (e.g.,
a smoke filter) of different aspect ratios. Users’ reported rating of attractiveness of aspect
ratios of products increased significantly with the number of times it has had been shown
to the user. On average each additional exposure led to a 0.2 points increase on a 7-point
scale. (The experiments in [Nor02; FSA07] for the exposure to banner ads and [CC02] for
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exposure to pictures of fashion designs made similar findings.) The study found as well that
“conspicuous” exposure, i.e. exposure that draws attention to the unfamiliarity of the product,
leads to a smaller Mere-Exposure effect (0.03 points increase per additional exposure).

Operant Conditioning

Operant Conditioning is the effect that beings tend to engage more in activities that are
associated with positive stimuli (positive reinforcement) and avoid activities associated with
negative stimuli (negative reinforcement). Evidence for this effect comes primarily from
animal studies. In a classical experiment from [Ski38], B.F. Skinner puts a hungry rat into
box containing a food dispenser and a button. Food is released whenever the button is
pressed. If the rat does not press the button, it gets a small electric shock. As an observation
of this experiment, the rat presses the button more and more frequently. Translated to
recommendation systems, Operant Conditioning predicts higher engagement with content
that was “surprisingly good” and less that is associated with content that was “surprisingly
bad”. If the initially sports-averse Alice reacts according to Operant Conditioning, depending
on her baseline level, she might be underwhelmed by the sports content, and dislikes it more
after being exposed to it, or her baseline is very low, in which case she might start liking it.

Operant Conditioning is well-documented in Behavioral Psychology, both in animals and
humans. Skinner [Ski38; FS57] conducted several studies in animals which finds evidence for
Operant Conditioning. To our knowledge the first study of Operant Conditioning in humans
is [Ful49] which conditioned a young man with a developmental disorder to raise his arm.
We refer the reader to the monograph [CHH+07, Chapter 11-13] for a treatment of Operant
Conditioning and the following behavioral movement in psychology.

While much of the work on Operant Conditioning is conducted in animal experiments, work
that most closely resembled a recommendation systems is in consumer psychology. [Fox04]
(see surveys [Fox10; Fox17] for follow-up work) introduced the Behavioral Perspectives
Model, which classifies consumer choices into several “reinforcers” which might depend on
the product-dependent, social, or monetary (shopping online is often costly) consequences of
making consumption decisions. As an exemplary experiment, [FAF11] considers the effect of
externally provided reinforcers (e.g. shipping cost, shipping duration, or price) on consumer
choice among two different online shops. [FAF11] report that a significant fraction of the
subjects followed the (positive) reinforcements set by the experimenter. We note that an
interpretation of Operant Conditioning for dynamic preference models is challenging. On
the one hand, behavioralism views behavior purely as a black box, which is why the effect is
framed around behavior, not preferences. Our translation to preferences requires assuming
that Operant Conditioning may lead to changes in preferences. Second, the definition of
baseline we will consider in the quantitative model below depends on past preferences, which
is closer to literature on adaptation, e.g. the quantitative model of [Hel47], than of Operant
Conditioning.
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Hedonic Adaptation

Hedonic Adaptation is the effect that after some time, any change in happiness fades, and
humans return to a baseline level. In a classical study [Bri71], P. Brickman asked lottery
winners and paraplegics for their happiness and how they expect their happiness level to be
in a year, finding that major life events had negligible effect on their happiness. Hedonic
Adaptation means that engagement with content returns to a baseline level after some time. If
Alice’s “baseline self” does not like sports content, she will return to this baseline irrespective
of the content recommended—which she also would if her “baseline” self likes sports.

[Kah+99, ch. 16] reviews many earlier findings on the human adaptation to repeated
exposure to noise (inconclusive evidence) as well as incarceration and increased income
(supporting evidence).

In Hedonic Adaptation literature most relevant to recommendation systems, studies
consumption scenarios. [CI20]’s experiment lets students choose a sticker and attach it to an
everyday object. Eliciting self-reported happiness with the sticker, the study finds a 4.5 point
decline on a 100-point scale of reported happiness with a sticker in a 3-day interval. [YG15]
finds a loss between 1.75 point (“low sentimental value”) to 7.75 point (“high sentimental
value”) decrease on a 100-point scale for Google Image search result shown to users for 6
short intervals of 10 seconds. [NM08] plays songs and asks for reports of happiness with the
song at different points. Still on a 100-point scale, the preference is reduced by 15 points
from 10 seconds into the song to one minute into the song. Finally, [CIR15] showed paintings
to subjects in three 15-second exposure intervals. Exposure led to a reduction in happiness
with the painting of about 12 points on a 100-point scale.

All of these studies have relatively short exposure times. However, content types are
comparable to many contemporary recommendation systems, and demonstrated effects on
self-reported happiness are quite substantial.

3.3 Formalizations of Behavioral Models
In this section, we propose mathematical formalizations of Mere-Exposure, Operant Condi-
tioning, and Hedonic Adaptation. We start with our basic notation.

At each round, a recommendation system recommends one of N pieces of content, each
with an associated d-dimensional item vector. Throughout, we assume that the item vectors
are fixed.2 Since the item representations are known and fixed, it is without loss to consider a
single user at a time. Denote by pt ∈ Rd the preference vector of the user at time t. The user
reacts to a piece of content with item vector v ∈ Rd according to a rating function, which we
assume to be linear, as is common in collaborative filtering, r(pt,v) := ⟨pt,v⟩+ εt ∈ R for

2This assumption is restrictive, but is justified in content-based recommenders, e.g., when content is
featurized in terms of topic, genre, length, political inclination, etc., or high-dimensional content embeddings
of images, videos or text based on supervised or unsupervised learning. The assumption that item vectors are
fixed also holds approximately in Collaborative Filtering settings if item representations are updated less
frequently than user representations.
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independent noise εt, on which we will make additional distributional assumptions below.
At each time step t, the recommender chooses a piece of content with associated latent
representation vt.

In contrast to static recommendation system models, we model user preferences change
due to content exposure and consumption: pt+1 − pt = f(Histt) for some user-item history
Histt = (p1,v1,p2,v2, . . . ,pt,vt), and a potentially random function f . For a static user,
f(Histt) is constant 0.3

Next, we propose quantitative models for the psychological effects introduced in Section 3.2.

v

pt
pt+1

(a) Mere-Exposure

v

pt

p

pt+1

(b) Hedonic Adaptation

v

−v

pt
pt+1

(c) Operant Conditioning (positive)
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−v

pt

pt+1

(d) Operant Conditioning (negative)

Figure 3.2: Updates in preference space for Mere-Exposure, Operant Conditioning and
Hedonic Adaptation. Mere-Exposure moves preference vectors a constant fraction of the
distance towards the recommended content; Operant Conditioning either moves towards, or
away, depending on the direction and magnitude of surprise. Hedonic Adaptation leads to
convergence towards a baseline rating.

3Note that our model does not differentiate between the effects of exposure to and consumption of content.
A more general model would model consumption probabilities, and allow for separate effect strengths of
exposure and consumption.
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Mere-Exposure

For Mere-Exposure, we consider the linear model

pt+1 − pt = γfME(vt,pt) = γ(vt − pt) (3.1)

for some γ ∈ [0, 1], compare Figure 3.2a. Whenever an element vt is shown, the preference
vector moves a γ-fraction of the line between ut and vt. This captures the idea that whenever
users are exposed to content, this makes them like this content more.

Our model is parameterised by a single quantity that determines how much a user moves
into a certain direction. The strength of preference movement might depend, given the
psychology literature reviewed above, on the conspicuousness of content exposure.

Operant Conditioning

The space of possible models that capture Operant Conditioning is large, and we consider
a particular parameterization, highlighting some of the qualitative features of positive and
negative reinforcement. The model we consider here captures that users will adjust their
reaction to content that surprises them:

pt+1 − pt = γfOC(Histt) = γ|surp(Histt)|(sgn(surp(Histt))vt − pt)

for γ ∈ [0, 1], compare Figure 3.2c for the case of positive reinforcement, sgn(surp(Histt)) = 1,
and Figure 3.2d for the case of negative reinforcement, sgn(surp(Histt)) = −1. The
magnitude of the preference shift is scaled by the size of a surprise term, and the direction
of the change is determined by the sign of the surprise. If the surprise is positive then the
preference moves in the direction of the item v. Conversely, if the surprise is negative then
the preference moves towards −v.

The surprise is a function of difference between a baseline level of engagement and the
current rating. We model the expected engagement as an discounted average of historical
ratings, and use an arctan function to map to the range [−1, 1]. This yields the surprise term
of the form:

surp(Histt) := arctan

(∑t−1
τ=1 δ

τrt−τ∑t−1
τ=1 δ

τ
− rt

)
, δ ∈ [0, 1].

The choice of an exponential decay is motivated in psychology and neuroscience, compare,
e.g., habituation [Mar09].

Hedonic Adaptation

For hedonic adaptation, we propose a fairly simple model: a linear drift towards a constant
baseline preference vector p:

pt+1 − pt = γfHA(pt) = γ(p− pt)
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for γ ∈ [0, 1], compare Figure 3.2b. The update moves the user towards a (fixed) baseline
preference p ∈ Rd. Note that this behavioral shift is irrespective of the recommended content
vt.

A shared property of all proposed models is that they do not lead to arbitrarily large
preference vectors.

Proposition 3.3.1. Let f ∈ conv(fOC , fHA, fME, 0); i.e pt+1 − pt = γMEfME(pt,vt) +
γOCfOC(pt,vt) + γHAfHA(pt) where γME + γOC + γHA ≤ 1. Then for any sequence of
recommendations, pt is bounded.

Proof. Denote −V = {−v|v ∈ V } the negations of item factors. Note that the following
statement, which we prove by induction in t ∈ N, is sufficient to prove boundedness:

Claim. pt ∈ conv({p0} ∪ V ∪ −V ).

For t = 0, the claim is trivially satisfied. Assume hence that pt ∈ conv({p0} ∪ V ∪ −V ).
As for any sets A,B, conv(conv(A)) = conv(A) and A ⊆ B =⇒ conv(A) ⊆ conv(B), we
have,

a ∈ conv(A) and A ⊆ conv(B) =⇒ a ∈ conv(B). (3.2)

Applying this statement for a := pt+1, A := {vt,pt} and B := ({p0}∪V ∪−V ). A ⊆ conv(B)
holds by the induction hypothesis. a ∈ conv(A) holds by the the definition of Mere-Exposure,
Operant Conditioning and Hedonic Adaptation, as well as surp ∈ [−1, 1]. This concludes
the induction step. Hence, the claim, and hence boundedness, holds.

3.4 Testing Plausibility in Simulation
This section presents simulation results for the formalizations fOC, fME, and fHA of Operant
Conditioning, Mere-Exposure, and Hedonic Adaptation. We use our results to compare
against psychological evidence.

Experimental Setup

User behavior We sample N i.i.d item vectors from a multivariate normal distribution,
vi ∼ N (0, σId). The initial user preference p0 is sampled from the same distribution.

At time t, the recommender selects an item vt based on estimated scores sit = ⟨ut,vi⟩, i =
1, 2, . . . , N . The user observes the recommended item and responds with a rating r(pt,vt) =
⟨pt,vt⟩+ ε. As a result of exposure to and/or consumption of the content the user preference
updates to pt+1 = pt + γf(pt,vt) + ε′t, where ε′t ∼ N (0, σ′Id) is zero mean stochastic noise
applied to the preference dynamic.
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Preference Estimation We make recommendations based on estimated user preferences,
ut. We initialize the estimate with a random multivariate normal vector: u0 ∼ N (0, σId).
Given a recommended item i, and observed rating rit we update the representation of the
user preference estimate ut according to Online Gradient Descent (OGD) [Haz+16] for the
loss function ℓt(u) = 1

2
((rt − ⟨u,vi⟩)2 + η∥u∥2), leading to an update

ut+1 = ut − α∇utℓt(ut) = (1− αη)ut + α(rit − sit)vi. (3.3)

The hyperparameter η > 0 is a learning rate.
We repeat our experimental setup in the oracle model in which the recommender has

direct access to preferences. We find that the qualitative insights from this section hold both
in the oracle and in the estimation model; thus the dynamic patterns that we observe are
primarily driven by behavioral shift rather than by estimation error.

Item Selection We consider three baseline recommenders and softmax selection rule with
with different temperatures:

1. Baselines: The uniform selection chooses an item uniformly at random from the set of
items. The constant selection repeatedly selects the same item for all recommendation
rounds. greedy selection picks the item with the maximum predicted score i∗t :=
argmaxi sti, breaking ties randomly.

2. softmax selection: Given predicted scores {sit}Ni=1 and the estimate of the preference
vector ut, a softmax selection rule with temperature β selects item i with probability4

P[i∗t = i] ∝ exp

(
β

∥ut∥
sit

)
.

In each of the following illustrations of preference trajectories, we will depict the long-term
preference distribution using a cloud, while the first moves of preferences are depicted by
connected dots.

Qualitative Behaviors and Testable Predictions

Mere-Exposure

Under this dynamic, users move in the direction of the recommended content, irrespective of
how highly they rate it. Figure 3.3 displays user trajectories in a 2-dimensional preference
space for fME with γME = 0.1. In the case of uniform recommendations, the preferences
converge to a ball centered at the origin. For the greedy and constant baseline recommenders,
the user preference converges to the latent representation of the item that is repeatedly

4We scale the β parameter by the norm of the estimated preference to maintain the expected engagement
between consecutive rounds constant.
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Uniform Selection Constant Selection Greedy Selection
Items
Initial preference
Pref. trajectory
Pref. distribution

(a) Baseline recommenders: uniform, constant and greedy selection rules

β = 1 β = 2 β = 3

(b) softmax recommenders: β = 1, 2, 3

Figure 3.3: Preference Trajectory (d = 2, N = 1000): Mere-Exposure dynamic γME = 0.1.
Note preferences stay stochastic and lead to a long-term distribution around the origin for the
uniform. constant and greedy converge to a repeatedly recommended item.

recommended. With the softmax selection rule, we observe that the long-term distribution
of preferences over time traverses the item space. Under selection rules that favor exploration,
for instance softmax(β = 1), the preference vector moves faster around the item space, yet
stays closer to the origin, compared to selection policies that favor expected engagement; e.g.
softmax(β = 3).

Figure 3.4 shows how the β parameter affects the engagement of the user, the magnitude
of their preference and the the diversity of their content consumption, operationalized as
entropy of the distribution of recommended content. We first observe that engagement may
increase due to Mere-Exposure (see the increase of engagement for constant β and increasing
γME). We further note that a recommender with β = 5 has a very high engagement in
particular with high Mere-Exposure. This might raise the question of whether engagement is
a valid metric for users with dynamic preference. We will consider this question further in
Section 3.6.

Here we derive the testable prediction that for softmax selection rules and Mere-Exposure
dynamics the estimates of the preference vector stay relatively constant over time, and the
magnitude of the preference increases with the temperature parameter β.

Operant Conditioning

When the preference shift is governed by Operant Conditioning, we observe that the norm
of the preference vector oscillates. This phenomenon can be explained by the type of
reinforcement that the Operant Conditioning fOC induces. It is illustrative to analyze the
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(a) Large γME leads to higher engagement for high β.
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(c) Entropy over time.

Figure 3.4: Higher Dimensions (d = 8, N = 5000): Dependence of user engagement,
preference magnitude, and diversity of consumption for different softmax β parameters. (a) A
higher-β softmax leads to higher engagement, which is exaggerated by stronger Mere-Exposure.
(b) A very high-β softmax (5.0) leads to preferences of high norm. (c) The entropy of consumed
content may be high even for moderately high-β softmax (4.0).

behavior for the greedy recommender. In the beginning, the user is served a recommendation
for which she will respond positively. Indeed the surprise term is positive since the expected
engagement is 0, and thus the user preference will shift in the direction of the item. With
the preference moving towards the item, its score increases and the greedy selection picks
it again. The positive reinforcement of preferences from the previous round ensures that
the surprise term is still positive; leading to further amplifications in the preference of the
direction of the item. Eventually, given the increases in the expected engagement from the
previous round, the expected surprise goes to 0. At this time any noise in the response can
make the surprise term negative and thus sending the preference vector in the direction of −v.
As −v is nearly diametrically opposed to the preference at this time, even a small negative
surprise would considerably decrease the magnitude of the preference vector. However, since
the movement is confined to the direction of the original preference vector, the greedy
selection will keep recommending it. As the preference decreases in magnitude, so does the
engagement of the user. However, as expected engagement is a lagging metric, the surprise
term becomes even more negative, thereby creating a downwards spiral which ends with the
user getting completely bored and losing their preference (pt ≈ 0). After enough time-steps
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Uniform Selection
Items
Initial preference
Pref. trajectory
Pref. distribution

Constant Selection Greedy Selection

(a) Baseline Recommenders: uniform, constant and greedy selection rules

β = 1 β = 2 β = 3

(b) softmax Recommenders: β = 1, 2, 3

Figure 3.5: Preference Trajectory (d = 2, N = 1000): Operant Conditioning, γOC = 0.1.
Preferences oscillate for constant and greedy selection.

the historical expectation decreases enough such that some other direction (by random chance)
has a positive surprise term, commencing again the amplification of the preference in that
direction.5

The softmax selection rules are less extreme version of the greedy recommender, yet many
of them still show oscillatory patterns. The period and amplitude of these oscillation depends
on the softmax parameter β and on the decay parameter in the Operant Conditioning update,
δ. The larger the β, the larger is the amplitude of the preference swings and the shorter is
the period, compare Figure 3.6.

The oscillations seen in the simulations are testable predictions of Operant Conditioning
(note that Figure 3.6 shows estimated scores, not unobserved user preferences). The review
of psychological literature in Section 3.2 did not show evidence of such oscillatory patterns in
consumption under Operant Conditioning, which makes testing this model with data on a
deployed recommender particularly important.

Hedonic Adaptation

Pure Hedonic Adaptation leads to convergence to the baseline point, and does so independently
of the recommendation policy. In combination with other effects, Hedonic Adaptation limits
the amount by which other effects are perceived. For example when combined with Mere-
Exposure (Figure 3.7a) Hedonic Adaptation provides a strong drift towards the baseline
preference; and thus the user preference moves “less” within item space. In joint dynamic

5It might stabilize at high values of engagement if preference updates are noiseless.
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Figure 3.6: Magnitude of Scores in Higher Dimensions (d = 8, N = 5000): Across
behavioral models, higher-engagement selection policies (high β) correspond to more extreme
oscillations. When OC effects are large (γOC = 0.1), the discount factor δ has a significant
impact on the period of oscillations. Lower δ corresponds to a recency bias, where older
ratings play a diminished role in forming baseline expectations for engagement, and thus lead
to oscillatory patterns of higher frequency.

β = 1 β = 2 β = 3
Items
Initial preference
Pref. trajectory
Pref. distribution

(a) Mere-Exposure with Hedonic Adaptation: softmax recommenders

β = 1 β = 2 β = 3

(b) Operant Conditioning with Hedonic Adaptation; softmax recommenders

Figure 3.7: Preference Trajectory (d = 2, N = 1000): Hedonic Adaptation γHA = 0.01.
Hedonic adaptation biases the trajectories and long-term preference distribution in the direction
of the long-term preference distribution.

with Operant Conditioning (Figure 3.7b), user preferences still oscillate, but the oscillations
are limited to the direction of the baseline preference. In both cases, Hedonic Adaptation
biases, but does not overwhelm the dynamics observed for Mere-Exposure (moving through
preference space) and Operant Conditioning (oscillations). Biases towards part of the item
space are testable predictions of fHA in combination with other behavioral models.
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Perfect preference estimation

We repeat our experimental setup in the oracle model in which the recommender has direct
access to preferences. We find that the qualitative insights from this section hold both in the
oracle and in the estimation model; thus the dynamic patterns that we observe are primarily
driven by behavioral shift rather than by estimation error.

Figure 3.8 shows the user preference dynamics for no estimation error. The effects we
observe mostly align with what was observed earlier: Mere-Exposure dynamics leads to
circling in preference space. Where the magnitude of the preference increases with the
softmaxtemperature parameter and the “speed” of the dynamic decreases when β increases.
Operant Conditioning displays similar oscillatory patterns as in the case when recommenda-
tions are served based on estimated scores. Mixed dynamics with Hedonic Adaptation show
similar patterns, biasing the preference trajectories towards the initial preference.

Further we consider how behavioral models interact by considering a preference shift
driven by more than one behavioral effect. Figure 3.9 display the preference trajectory of the
combined Mere-Exposure and Operant Conditioning dynamics. This experiments allows us
to understand the relative strengths of the ME and OC effects. In Figure 3.9a the trajectory
qualitatively resembles Mere-Exposure. In Figure 3.9b we half the strength of the ME effect
which yields a preference trajectory with the oscillatory trademarks of Operant Conditioning.

3.5 Using Testable Hypotheses to Critique Dynamic
Preference Models

The testable predictions of Mere-Exposure and Operant Conditioning are quite distinct when
interacting with recommenders. ME predicts that user ratings will be fairly constant even if
recommended content changes over time; whereas OC predicts oscillatory patterns in the
ratings. These predictions may or may not be in line with findings in psychology or observed
in deployed recommendation systems. Both types of models check allow for further refinement
of user-behavioral models.

First, the qualitative behaviors found may be challenged, potentially motivating other
quantitative models. The oscillation pattern we observed for our quantitative model of
Operant Conditioning, fOC is, to our knowledge, not known in psychology. This might rely
on the fact that softmax recommendation does not resemble stimuli typically studied in
psychology, or might point to a weakness of the model we proposed. Validating such models
on deployed system can help select or reject formalizations of models.

Refinements of functional forms are also possible. Under fOC, negative reinforcement
is stronger than positive reinforcement, as our experiments in this section showed. User
preferences in recommendation systems might not exhibit this asymmetry, and motivate new
models for Operant Conditioning, e.g., decreasing the slope of the surprise when surprise is
negative. Similarly, the fact that the preference lingers around 0 for several time periods
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(a) Mere-Exposure

β = 1 β = 2 β = 3

(b) Operant Conditioning

β = 1 β = 2 β = 3

(c) Mere-Exposure and Hedonic Adaptation

β = 1 β = 2 β = 3

(d) Operant Conditioning and Hedonic Adaptation

Figure 3.8: Oracle Model: Preference dynamics with no estimation error
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(a) γME = γOC = 0.1

β = 1 β = 2 β = 3

(b) γME = 0.05, γOC = 0.1

Figure 3.9: Mere-Exposure and Operant Conditioning: Preference trajectories

suggests that our formulation of the user surprise overemphasizes early exposure. This
suggests further refinement of our model by reducing the discount factor δ.

Synthesized Methodology for Psychologically Grounded Dynamic
Preference Models

In Figure 3.1 we synthesize the following steps for grounding dynamic preference models in
psycholagical evidence through the lense of plausibility.

Statement Declare a psychological effect and review relevant psychology literature (Sec-
tion 3.2);

Formalization Formalize the effect within a recommendation system model (Section 3.3);

Predictions Inspect properties of the model using theory, simulations, or a combination of
the two to derive testable predictions (Section 3.4);

Data Test the predictions of the models against historical and/or interventional data in a
deployed recommendation system;

Predictions and data may be used to refine the formalization chosen for a particular effect. In
addition to the application of the proposed methodology to modelling concrete effects, it may
be used to reconsider some models proposed in the recent literature on dynamic preference
models in recommendation systems. Next, we give three examples of such a discussion.
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Example 3.5.1. In [Pas+21] the authors consider and evaluate several dynamic user models.
The authors write “an exponentially weighted moving average [. . . ] distribution is obtained
within each time window”. The paper considers an update ut+1 = (1− γ)ut + γvt, where the
item vectors v are modeled as unit vectors with respect to the music genre, and the user
factor is a probability vector encoding the likelihood that a user will consume content from
that genre. While this model is functionally equivalent to Mere-Exposure, [Pas+21] presents
the model in a purely mathematical description. Our review on Mere-Exposure might allow,
for example, to make a model context-adaptive: If users are detected as listening in the
background (conspicuous Mere-Exposure), γME is increased.

Example 3.5.2. The authors of [Car+21] assume a user model based on a theory of chosen
preferences [Ber+21]. The authors of [Car+21] describe [Ber+21]’s (metacognitive) model as:
“on a high-level, at each timestep users choose their next-timestep preferences to be more
‘convenient’ ones—ones which users expect to lead them to higher engagement value.” While
[Ber+21] gives examples of how their models explain several behavioral effects (conformism,
closed-mindedness, sour grapes—the psychological effect that things that are unattainable are
less liked), among others, [Car+21] does not discuss whether this effect, and the particular
cognitive model, is relevant in a recommendation system. Explicit psychological models
would have allowed to identify parameter ranges for which users following [Ber+21]’s theory
resemble Mere Exposure, or another psychological effect.

Example 3.5.3. Having structural models allows critiquing the precise formulation of a
psychological effect. [Jia+19; Kal+21] study preference dynamics in closed loop feedback with
recommendations and argue theoretically and via simulations that recommendation systems
lead to amplification of preferences and consequently to radicalization of users. In [Jia+19]
the authors model the effects that repeated recommendation of an item have on preferences.
They propose a model which bears similarity to our Mere-Exposure model and concludes that
recommendations lead to unbounded preferences. As unbounded interest in a certain type
of content is not a plausible prediction, one can critique the proposed user drift dynamics.
[Kal+21] proposes a model akin Operant Conditioning and argue for the extremization of
user preferences by proving divergence of the preference estimates. The structural model of
preference update is formalized in such a way that the estimated preference vectors impact
the true preferences directly, which might not capture the correct causal relationship between
recommendations and user preferences.

3.6 Evaluation and Design for Dynamic Users
In this section we consider how dynamic preference models may affect recommendation system
evaluation metrics and design. This is based on the observation in Section 3.4 that softmax
recommenders were able to attain high levels of both engagement and diversity. In dynamic
settings we illustrate with an example that a recommendation algorithm that improves both
engagement and diversity might have unintended consequences.
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We will measure engagement as the average rating over time and diversity as the entropy
of the normalized counts of the consumed items. When user have static preferences the
softmax recommender is known to make the optimal trade-off between the expected ratings
and the entropy of item selection probabilities, compare, e.g., [Jay57].

Theorem 3.6.1. For any finite set of items vi, i = 1, 2, . . . , N with scores {si}Ni=1 ∈ RN , the
recommendation distribution {πi}Ni=1 ∈ ∆N that maximizes entropy, H(π) := −∑M

i=1 πi ln(πi)
subject to an lower bound on the expected score, Es∼π[s] ≥ a, is softmax(β) for some β ∈ R.

Proof. Consider the following optimization problem:

max
π∈∆N

−
N∑
i=1

πi ln(πi)

s.t.
N∑
i=1

πisi = a.

The corresponding Lagrangian is:

L(π, α, µ) = −
N∑
i=1

πi lnπi + α

(
N∑
i=1

πi − 1

)
+ β

(
N∑
i=1

πisi − a
)
,

The stationarity conditions implies:

− lnπi − 1 + α + βsi = 0, (3.4)

Rearranging (3.4) yields πi ∝ eβsi . The value of α is such that exp(1− α) =∑N
i=1 exp(βsi)

and β is such that the feasibility constraint
∑N

i=1 πisi = a is satisfied.

We show that the optimality of softmax no longer holds in dynamic settings by proposing
an algorithm which deliberately limits availability of content, yet outperformes softmax both
in terms of diversity and engagement.

The softmax with Momentum As observed in Section 3.3, Mere-Exposure users tend
to circle around, and a recommender might use this behavior to move beyond the Pareto
frontier of what is possible with a softmax recommender. Figure 3.10 shows the application
of a recommendation policy that “nudges” user preferences to shift particularly strongly. The
recommendation policy used, and benchmarked against the statically optimal softmax policy
for different temperatures is

P[vt+1 = v] ∝ eβ⟨v,ut⟩ 1⟨ût−ût−1,v⟩>0, (3.5)

where 1 is the indicator function. One might call (3.5) a persistent recommender or a
recommender with momentum, that only recommends content that is in the half of the space
that the user moved to in the last two directions. This recommender, by deliberately changing
user preferences, allows for higher entropy of the consumed content.
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(a) Preference trajectory (γME = 0.1)
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Figure 3.10: Persistent softmax recommendation (d = 2, N = 1000): (a) Preference tra-
jectory with Mere-Exposure dynamic γME = 0.1. The ’clockwise’ bias of the recommendations
leads to faster ’circling’ in preference space. (b) Trade-offs between engagement and diversity
for static preferences (γME = 0) and dynamic preferences γME = 0.1. Persistent softmax
is sub-optimal for static preferences but performs strictly better in both content diversity and
engagement when preferences are dynamic.

Recommendation System Evaluation with Dynamic Preference Models We see
that the persistent softmax recommender seems to be preferable to vanilla softmax on both
engagement and diversity dimensions. However, this points to a potential gap between the
goal of diversity and its operationalization as consumption entropy. The recommendation
system deliberately changes users’ preferences to increase diversity of consumed content, which
arguably is a undesirable property. Hence, metrics for recommendation systems assuming
static users, such as ratings for engagement and entropy for diversity might not capture
long-term recommendation system health. In practice, algorithms that seems to improve
both in terms of engagement and diversity of consumption might be more opaque than the
“manipulative” recommender considered here, which requires making explicit trade-offs in
metrics.
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3.7 Discussion
This chapter studies psychologically-grounded dynamic preference models for three behavioral
effects relevant to recommendation systems: Mere-Exposure, Operant Conditioning and
Hedonic Adaptation. Mere-Exposure is the effect that the more familiar something is, the
more it is liked. Operant Conditioning captures the effect that preference for something
increase when associated to positive surprise, and decrease when the surprise is negative with
respect to a baseline expectation. Lastly, Hedonic Adaptation is the effect that after long
enough, all happiness will return to a base level. Next, we formalize quantitative models
for these models and find that they have qualitatively different testable predictions. We
review psychological and experimental evidence relating to each effect and proposed how to
refine said models. We generalize our approach into a broadly applicable methodology for
grounding dynamic preference models. We conclude by showing that recommender systems
evaluation is impacted by dynamic user models. We highlight two areas for future work.

Estimation We give examples of plausible models describing the effect of consumption of
content on user preferences and we further study the qualitative properties of these models.
The statistically efficient and scalable estimation of user models from empirical data is an
important step for future work. Here we distinguish between estimating the strength of posited
behavioral effects in benchmark datasets and designing online experimental setups. The case
of statistical estimation from historical feedback sequences of users falls under the category of
(in the case of Mere-Exposure and Hedonic Adaptation, linear) dynamical systems learning,
the collaborative estimation of item factors might imply significant additional complications.
In such cases, the item factor estimates might be biased due to the dynamics of the user.
Tensor completion [Liu+12] and recent work in the econometrics of state dependence[Tor19]
are promising directions for such estimation. The contextual factors affecting the size of
dynamic effects, e.g. conspicuousness for Mere Exposure [Kih87], is another important
dimension for estimation. The design of online experiments requires either access to real
content recommendation systems or careful use of small scale proxy user studies that can
test given behavioral hypotheses.

Evaluation and Design Our discussion in Section 3.6 presented an example where in
the presence of dynamic user models a recommender with potentially undesirable properties
led to higher engagement and diversity proxies than softmax, which is provably optimally
trading off these two metrics for a static user. Evaluating recommendation systems and
designing for metrics hence crucially depends on the behavioral models employed. Further
studies that propose and investigate recommendation system metrics for recommender-user
systems with dynamic preferences are needed to meaningfully estimate, and hence design
recommendation systems.
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Part II

How do feedback driven dynamics impact
ecosystems and markets?
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Chapter 4

Delayed and indirect effects of link
recommendations

Building upon our exploration of multi-step closed-loop dynamics and psychologically
grounded user behavior models in Chapter 3, we now shift our focus from individual user
interactions to the broader context of social networks where user interactions are mediated
via link recommendation algorithms. This chapter transitions us from examining single-user
dynamics to the complex interplay of multiple users and relationships within evolving social
networks, highlighting the intricate feedback loops at play.

Evaluating the impacts of link recommendations on social networks presents significant
challenges, as prior studies have been constrained by limited settings. Observational studies
struggle with causal questions, and naive A/B tests often yield biased results due to unac-
counted network interference. Additionally, many evaluations rely on static network models,
overlooking potential feedback loops between link recommendations and organic network
evolution. In this chapter, we extend the renowned Jackson-Rogers model to investigate how
link recommendations influence network evolution over time. Our findings reveal surprising
delayed and indirect effects on the structural properties of networks. Furthermore, we show
that the effects of recommendations can persist in networks, in part due to their indirect
impacts on natural dynamics even after recommendations are turned off.

This chapter is based on the paper "Delayed and Indirect Impacts of Link Recommenda-
tions"[Zha+23] written in collaboration with Han Zhang, Shangen Lu and Yixin Wang.

4.1 Background
Link recommendation algorithms such as Facebook’s "People You May Know", Twitter’s
"Who to Follow" and LinkedIn’s "Recommended for You" have an ever-increasing influence on
the evolution of social networks, with some accounts crediting to algorithmic recommendations
over 50% of links in social networks [Tea22]. This can cause downstream effects on information
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flow, opinion dynamics, and resource allocation. For instance, recommendations can be
a polarizing force increasing network segregation, which in turn may re-inforce opinion
echo-chambers [Cin+22] or restrict access to information and resources for less connected
communities [DGL13; ACF22; SLL21]. At the same time, recommendation systems can
also surface “long-range” connections between nodes that would not otherwise be exposed
to each other, and thus, increase network integration by promoting and maintaining diverse
links [Raj+22; DSV19]. Given the ubiquity of algorithmic recommendations on social media,
studying their impacts is seeing increased academic and regulatory interest. However, such
studies are challenging for a variety of reasons, such as lack of normative framing [DGM10]
and limited access to large-scale platforms. In this work, we explore a more foundational
evaluation challenge stemming from the fact that social networks have underlying dynamics
that interfere with algorithmic recommendations.

Existing real-world evaluations of link recommendation algorithms rely on A/B tests
(experimental) or longitudinal data (observational). However, both experimental and obser-
vational evaluations can yield misleading conclusions. The validity of A/B tests relies on
the Stable Unit Treatment Value Assumption (SUTVA) [IR15; Gui+15], which is violated
in case of network interference. Observational studies may fail to assess causal impacts, as
longitudinal evaluation lacks counterfactual measurements on what the network evolution
would have been without algorithmic recommendations. These challenges have motivated the
use of simulation-based evaluations of link recommendations. In simulation studies, one can
make explicit network modeling assumptions and then evaluate the impact of recommenders.
Despite a growing number of works in this space [SRC18; Cin+22; Fab+20; Fab+22; Fer+22;
SLL21], existing simulation-based evaluation falls short of providing insights into the mecha-
nisms through which recommendations impact social networks. Existing simulation studies
primarily consider static networks, and thus do not take into account feedback loops between
link recommendation and organic network evolution.

In dynamic settings, the main challenge is to measure impacts relative to a "baseline"
network. Given this, existing works often measure the effects relative to the initial networks;
they rarely measure relative effects to a plausible counterfactual based on the natural evolution
of the graph without link recommendations. Such evaluations can lead to qualitatively wrong
conclusions. For instance, [Abe+22] shows that triadic closure – the most common type
of friend-of-friend recommendations – can reduce segregation with respect to the initial
network before intervention. However, triadic closure can, at the same time, increase network
segregation in relative terms with respect to a natural evolution dynamic which assumes the
addition of random edges.

Here we consider dynamic impacts of link recommendations through simulations. We find
that link recommendations can have surprising delayed and indirect effects on the structural
properties of networks. For instance, we find that the short-term effects of friend-of-friend
recommendations can be qualitatively different from long-term effects. In the short term
they can alleviate the degree inequality, but in the long term they can increase the degree
inequality. Moreover, we demonstrate that the effects of link recommendations can persist
in the network even after recommendations have been discontinued. This phenomenon is
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Figure 4.1: Delayed and indirect effects. The image displays two counterfactual evolutions of
the network. The solid blue line represents the trajectory for an intervention interval [t, t] in
which the full network receives algorithmic recommendations. The dashed black trajectory
corresponds to a counterfactual network evolution without recommendations. The total causal
effect of recommendation at time t, Effectt, can be computed as the difference between the
counterfactual trajectories at time t (solid blue and dashed black line). The delayed effect at
some time T ≥ t is the difference: EffectT − Effectt(note that dashed blue line is parallel to
the dashed black line). The solid purple trajectory illustrates the counterfactual evolution of
the network in which the indirect effects are removed. The difference between the purple and
dashed black curve captures the direct effects and the difference between the blue and purple
line captures the indirect effects.

due to the fact that recommendations impact the network in two ways: directly through
the creation of algorithmic edges, and indirectly by altering the natural growth dynamics.
Furthermore, indirect effects amplify the direct effects, contributing to the persistent impact
of link recommendation algorithms. A stylized illustration of the indirect and delayed effects
can be found in Figure 4.1.

Contributions

• Modeling: In Section 4.2 we propose a dynamic network formation model which
extends the Jackson-Rogers model [JR07] to incorporate algorithmic recommendations.
Unlike the classic model, our dynamic model includes not only the original two phases
—dubbed "meeting strangers" and "meeting friends"— but also a third phase of “meeting
recommendations.” Additionally, we consider latent node representations, enabling us
to model community structure and node activity levels in a flexible manner.
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• Methodology: We monitor the progression of network metrics over different interven-
tion windows. We compare the immediate impacts observed during intervention with
the delayed impacts observed after the intervention has ended. Further, we measure
the indirect impacts that recommendations have on network properties. To tease out
the indirect impact, we compare the observed network evolution with a counterfactual
baseline network that discounts the influence of recommendations on natural growth
(Section 4.3).

• Experimental findings: Our study reveals diverse qualitative patterns for delayed
and indirect effects; we find that different duration of the intervention and/or different
times of measurement can lead to drastically different conclusions about "How do
recommendations impact networks?"(Section 4.4). Furthermore, we find that indirect
effects can be substantial; they can significantly amplify the impact of recommendations
and persist even after the intervention has ended (Section 4.5).

Related Work

Simulation studies Simulation studies typically analyze the impact of link recommen-
dations on static networks. Some works [Kar+18; Fab+20; Esp+22; SRC18] focus on a
single round of recommendations and examine observed edges, finding that homophily — the
preference for within-group links — leads to exposure bias toward the more homophilous
group, even if it’s a minority. Similarly, [Fab+22; Fer+22] find that homophily and node
degree are strong indicators of which nodes will receive disproportionate visibility. Other
works [Fab+22; Fer+22] make explicit behavioral assumptions on how nodes accept link rec-
ommendations and consider cumulative effects of link recommendations over multiple rounds.
They reveal algorithmic amplification of biases via "rich get richer" effects and increases in
observed homophily over time. A shortcoming of existing simulation-based evaluations is
that they implicitly assume that the addition of algorithmic edges is the only change in the
network. Conversely, we make explicit modeling assumptions about the underlying network
dynamics. This evaluation setup allows us to measure the impact of link recommendations
with respect to counterfactual natural evolution. Furthermore, by emphasizing underlying
temporal dynamics we can pose more subtle evaluation questions such as: "How does the
effect of algorithmic intervention fade over time once recommendations are stopped?" or
"How do algorithmic recommendations bias the underlying network growth?"

Platform studies There is limited publicly available research evaluating link recommenda-
tion algorithms on real social networking platforms. In one experimental study [DGM10],
several recommendation algorithms were compared on IBM’s SocialBlue network and found
to reduce group homophily. The study also revealed that friend-of-friend recommendations
had the highest rate of acceptance but the lowest level of edge activity. On the other
hand, [Raj+22] found that recommending more distant connections or "weak ties" through
LinkedIn’s "People You May Know" algorithm led to higher transmission of job opportunities.



CHAPTER 4. DELAYED AND INDIRECT EFFECTS OF RECOMMENDATION 65

In observational settings, a longitudinal study comparing the Twitter network before and
after the introduction of the "Who To Follow" recommender in 2010 [SSG16] found that
while recommendations increased the number of connections for all users, the highest gains
were achieved by the most popular nodes. Conversely, a study comparing links formed
naturally and links formed via recommendations on Flickr and Tumblr [AB17] found that the
recommended links were more diverse and less biased towards popular users. So far, existing
observational platform studies provide a limited understanding of the underlying mechanisms
and lack access to counterfactual network evolution. A/B tests, on the other hand, may
produce wrong estimates of the effects due to network interference. Our counterfactual
simulations allow us to articulate in stylized settings the source of bias in both longitudinal
and A/B evaluations.

Theoretical investigations. The impacts of friend-of-friend recommendations in ho-
mophilous networks were studied theoretically in a number of works. Under choice homophily,
which captures the setting when nodes preferentially accept recommendations to within-group
nodes, [SRC18; Asi+20] show that recommendations lead to more exposure gains for the
homophilous group which further exacerbates homophily. In contrast, [Abe+22] shows that,
when the closure of triangles via friend-of-friend recommendations is not biased in favor of
in-group edges, recommendations can in fact improve network integration. In our work, we
investigate friend-of-friend recommendations and their impacts on network segregation and
show that their effects further depend on the length of intervention as well as the time of
measurement.

Delayed algorithmic impacts. Temporal dynamics associated with algorithmic interven-
tions have been previously studied in the context of fairness in Machine Learning. These
works showcase broad settings where algorithmic interventions designed to improve fairness
[Liu+18; DGM10; Akp+22], robustness [Mil+19] or diversity [Cur+22] in the short term,
lead to the opposite effect in the long run. Our work uncovers similar surprising temporal
dynamics in the case of link recommendations.

4.2 Dynamic Network Model
To illustrate temporal complexities of evaluating link recommendation algorithms in a dynamic
setting, we consider a stylized network evolution model. We propose an extension to the classic
Jackson-Rogers (JR) network evolution model [JR07]. The JR model has been validated
empirically and shown to display proprieties of real network such as decreasing diameter
over time, increased edge densification and emergence of community structure [JR07; RF17].
Our extension adds an optional recommendation phase to model the feedback loop between
natural network evolution and algorithmic recommendations.
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Setup

Let Gt = (V t, Et) be an undirected network where V t and Et are the set of nodes and edges at
time t. Nodes are characterized by their group identity gi and latent representation vi ∈ Rd.
We assume group identities are static over time and latent representations are sampled from
a group-specific multivariate normal distribution vi ∼ Dgi . At each time step, the network
evolves via new nodes which first connect "organically" the existing nodes. Further at each
step, the network evolves "algorithmically" via connections mediated by a link recommender.

Natural growth

Similar to the classic JR model, upon the arrival of a new node, the network evolves in two
phases: "Meeting Strangers" and "Meeting Friends". In the "Meeting Strangers" phase, the
new node makes connections with existing nodes at random. Unlike the classic model where
connections are made with a fixed probability, we model connections probabilities based on
latent representation of the nodes vi. This additional modeling assumption allows us to
consider various community structures. In the "Meeting Strangers" phase, Ns candidate
nodes are sampled uniformly from the existing network, among which the arriving node might
make zero, one or more connections. Specifically, the arriving node i connects with each
candidate node j with probability proportional to the inner product of their respective latent
embeddings: pi,j = σ(⟨vi,vj⟩) where σ(·) is a scaled and translated sigmoid function1.

In the subsequent "Meeting Friends" phase, the incoming node i makes additional
connections based on neighborhood proximity. Here Nf candidate nodes are sampled from
the set of nodes at distance 2 (neighbors of neighbors) from node i. Node i connects with
each candidate node j with constant probability. Optionally, we model attrition effects by
considering node departures from the network with a hazard function 2 that increases with
the age of the node.

Algorithmic intervention

We introduce algorithmic intervention as a third "meeting recommendations" phase, whereby
nodes in the network receive link recommendation. This phase applies not only to incoming
nodes but also to existing nodes in the network. Upon receiving a recommendation, nodes
accept it according to a behavioral model. We consider neighborhood and affinity-based
recommendations. The prototypical neighborhood recommendation is the friend-of-friend
(FoF) recommendation where candidate nodes are selected uniformly from the set of nodes
at distance 2: P(reci = j) = 1(dist(i,j)=2)∑

j′ 1(dist(i,j′)=2)
. Conversely, affinity-based (Latent) recom-

mendations utilize the latent structure rather than local neighborhood structure to make
recommendations. Specifically, the Latent recommender computes affinity scores for all the

1We consider σ(x) = 1
1+e−ax+b where we set a and b to match desired average linkage probabilities.

2h(a) = cda + k where a is the age of the node and c, d, k are tuned to model mean and variance of
lifespans in the network.
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nodes in the network in terms of inner products and recommends candidates with proba-
bility proportional to the scores: P(reci = j) ∝ eβsj , where sj = ⟨vi,vj⟩ is the similarity
between node i and node j’s embeddings. High values of softmax temperature parameter β
correspond to more deterministic recommenders. Lower values of β lead to more random
recommendations and qualitatively capture the effects of estimation noise for learning-based
recommenders.

Behavioral models

We consider two behavioral models for accepting link recommendations: the constant prob-
ability baseline and the embedding-based probability where nodes accept new links based
on proximity in latent space. Embedding-based probabilities model more granular notions
of choice homophily [Asi+20]. We consider an additional behavioral option in which upon
acceptance of a new recommended link, an edge is removed at random from the set of existing
edges. This option is in line with several works which model recommendations as a rewiring
[Asi+20; Fab+21; SLL21] process that does not impact the average degree.

Algorithm 1 Simulating network evolution
input : initial G0; time-steps T ; hazard function;

communities: prevalence cg, latent distribution Dg;
natural growth: Ns, Nf , dist-2 connect prob p2;
intervention: window [t, t], recommender, behavior;

for t in 1 . . . T do
Natural growth sample incoming node i according to group prevalence cg and latent
distribution Dg strangers ← samples Ns nodes for s in strangers do

add edge i− s with probability ∝ ⟨vi,vs⟩
friends ← samples Nf neighbors of neighbor nodes for f in friends do

add edge i− f with probability p2
if t ∈ [t, t] then

Algorithmic intervention for node j in treatment group Gtreatment
t do

candidate = recommender(j, Gt) if behavior(j, candidate) = accept then
add edge j−candidate

nodes to remove ← hazard function

4.3 Evaluating Effects of Recommenders on Structural
Metrics

We analyze two simple baseline recommendation algorithms: a neighborhood-based and
an affinity-based algorithm. Recommendation algorithms deployed in practice use both
neighborhood and affinity information, with potentially additional learning components.
Here, however, to understand the underlying mechanisms behind evaluation phenomena in
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dynamic networks, we opt for simplicity in the choice of recommendation algorithms. We
define the evaluation procedure with respect to structural network metrics.

Structural metrics

Clustering coefficient Clustering coefficient of a node is the ratio of triangles it forms
∆i and the maximum number of triangles it could have formed given it’s current degree
di; i.e. ci = 2∆i

di(di−1)
. The clustering coefficient captures the micro-level cohesion in the

network [Fer+22]. The average clustering coefficient is the metric averaged over all the nodes.
Averaging the metric over communities measure clustering at the community level.

Gini coefficient We measure the inequality in the degree distribution via Gini coefficient.
An increase of the Gini coefficient resulting from the use of recommendations is often used to
demonstrate biases in link recommendation [Fer+22; Fab+21; Fab+22]. The Gini coefficient
can be computed for an ordered list of node degrees as: G =

2
∑n

i=1 idi
n
∑n

i=1 di
− n+1

n
. Similarly, this

metric can be computed for the entire graph or restricted to communities.

Homophily We define monocromatic and bichromatic edges to be edges that link two
nodes from the same community and nodes from different communities, respectively. The
homophily of a community measures the propensity of nodes to favor within-group connections
compared to a non-preferential baseline. We compute the homophily of a community g as
follows: Hg =

|Egg |
|Eg | −

ng

n
, where |Egg| denotes the number of monochromatic edges within g,

|Eg| denotes the number of total edges that have at least one node in community g. Finally
ng denotes the size of g, and n denotes the total size of the network, the ratio ng

n
is the

baseline fraction of within-group links when nodes have no group-based preferences. The vast
majority of existing simulation-based evaluations study recommendation-induced changes in
homophily [Fab+20; Abe+22; DGM10].

Temporal evaluation

We denote by G the evolution of the network under natural dynamics and by G(rec, [t, t]) the
evolution when the network receives link recommendation according to rec algorithm over
the [t, t] intervention interval. The subscript T in GT (·) is used to denote the snapshot of the
network at time T . For a structural metric m, we denote by m(Gt(rec, [t, t])) the value of this
metric evaluated at time t. Given a network evolution model, we simulate the counter-factual
trajectories of the metrics for intervention intervals [t, t] of different lengths.

Total effects. The total effect of intervening in a network evolution G with recommender
rec for intervention interval [t, t] on the metric m at time T is defined as the difference
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between two counterfactual measurements:

EffectT (G, rec, [t, t]) := m(GT (rec, [t, t]))−m(GT ).

This definition compares between the “treatment” universe where the whole network received
an algorithmic intervention and a counterfactual “control” universe where the network evolved
without algorithmic recommendations.

Delayed effects. When the measurement occurs during the intervention interval, i.e.
T ∈ [t, t] we call the effect immediate. Conversely, when the measurement occurs after the
intervention stops, i.e. T > t, we can define the notion of delayed impact as:

DelayedEffectT (G, rec, [t, t]) = EffectT (G, rec, [t, t])− Effectt(G, rec, [t, t])

The notion of delayed impacts allows us to characterize the impact of link recommendations
into three broad categories: diminishing, amplifying, and persistent based on the sign of
the delayed effect (DelayedEffectT (G, rec, [t, t])). Note that the delayed impacts measure the
difference in effect sizes between time t and time T , rather than the difference in the metric
m(GT (rec, [t, t]))−m(Gt(rec, [t, t])). These two notions are equivalent only when the metric
remains constant from time t to time T under natural network evolution dynamics.

Indirect effects. The temporal evolution of the network in the presence of link recommen-
dations is affected directly by the addition of algorithmic edges; but also indirectly, as the
addition of algorithmic edges biases the natural growth dynamics. In our model, recommen-
dations have an indirect impact on natural dynamics in the "Meeting Friends" phase of the
network evolution. Upon arrival, a new node forms the initial neighborhood by "Meeting
Strangers". In the next phase, the arriving node connects with nodes at distance 2 from itself
(neighbors of neighbors). In the presence of algorithmic edges, there can be nodes at distance
2 that require algorithmic edges in order to be reachable. For instance, in Figure 4.2, at time
t+ 2 node F arrives and connects with B in the first phase of natural growth. In the second
phase, nodes {A,C,D,E} are reachable for the purposes of "Meeting Friends", however node
A is only reachable because of algorithmic edge B −A. If the incoming node F connects to a
node such as A, the resulting edge F − A is said to be mediated by recommendation.

To measure direct impacts, we design a counterfactual experimental procedure to remove
the indirect influence of algorithmic edges on natural growth by discounting mediated edges.
Constructing a post-hoc counterfactual by simply removing mediated edges from the network
would inadvertently decrease the edge density in the network and thus bias the analysis. To
address this, the counterfactual procedure is defined as follows: upon arrival of a new node i,
we modify the "Meeting Friends" phase to only consider node candidates that are at distance
2 from i via non-algorithmic edges. For this counterfactual, the network contains no mediated
edges. Since organic link are created only when a new node arrives, this counterfactual
removes all indirect effects of recommenders on natural growth. Formally, we refer to this
unmediated evolution as G̃(rec, [t, t]).
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Figure 4.2: Mediated edges. Edge A− B is a recommended edge and a direct effect of the
recommendation. Edge F −A is a mediated edge as node A would not be reachable from F
in the absence of A−B and thus an indirect effect of recommendation.

Finally we can define direct effects as the difference between the metric evaluated for the
unmediated counterfactual and the natural growth trajectory. The indirect effects are the
difference between total effect and direct effect:

DirectEffectT (G, rec, [t, t]) = m(G̃T (rec, [t, t]))−m(GT ),
IndirectEffectT (G, rec, [t, t]) = EffectT (G, rec, [t, t])−DirectEffectT (G, rec, [t, t]).

Longitudinal evaluation. In a simulated setting, one has access to both counterfactuals:
the evolution of the network in the presence of recommendations and in their absence. In
longitudinal evaluations (i.e. observational studies), effects are measured as the difference in
a metric before and after the intervention:

Êffect
obs

T (G, rec, [t, t]) := m(GT , rec, [t, t])−m(Gt)
This measure is biased whenever m(GT ) ̸= m(Gt).

A/B evaluation. The lack of valid counterfactuals motivates the use of A/B tests in settings
with interventional access. In an A/B test, nodes are divided into two groups: treatment
and control; the treatment group receives recommendations, while the control group does
not. However, in networks, the Stable Unit Treatment Value Assumption (SUTVA) [IR15]
does not hold due to network interference. There are various methods for choosing treatment
nodes, as well as methods to correct for network interference in estimation procedures.

Let a scheme for choosing treatment nodes exist and let
GAB(rec, [t], t) be the network evolution where a group of nodes are assigned to the treatment
group and receive recommendations. To estimate the impact of recommendations on a metric
of interest, we compare the values of the metric on the treatment and control groups:

Êffect
AB

T (G, rec, [t, t]) := mtreatment(GAB
T , rec, [t, t])−mcontrol(GAB

T , rec, [t, t]).



CHAPTER 4. DELAYED AND INDIRECT EFFECTS OF RECOMMENDATION 71

In evaluating the impact of recommendations, we consider both naive estimators that do not
correct for network interference, and more sophisticated ones that take network externalities
into account. We simulate counterfactual evolutions of the network by applying different
recommendation interventions for various time periods. Although accessing counterfactuals
in reality is infeasible, these simulations offer insights into dynamic and temporal phenomena.

Experimental Setup

Our results consider a simple experimental setup to illustrate delayed and indirect effects
of FoF and Latent3 recommenders. In the baseline setup, we consider two equally sized
communities. We sample latent embeddings for the nodes independently from N (µc, σI),
with µ1 = [0, 1] and µ2 = [1, 0]; for both communities, the variance of the embeddings is
set to σ = 0.05. We sample 50 nodes in each group and initialize both within-group and
across-group edges by connecting pairs of nodes i− j with probability proportional to the
inner product of their embeddings. Then, for each node in the network, we consider their
neighbors at distance 2 and connect to them with probability p1 = 0.05. This results in a
slightly homophilic initial network with homophily h1 = h2 ≈ 0.1. Upon initialization, at
each time step, 5 new nodes arrive. For natural growth, we consider Ns = Nf = 100 and the
connection probability of connecting to a candidate node in the "Meeting Friends" phase:
p2 = 0.05 (which adds an average of 5 edges per node). Further, we assume a behavioral
model where nodes accept recommended edges with a constant probability, 0.5. At each
time step we measure structural metrics of the network such as clustering coefficient, Gini
coefficient and homophily. We repeat each trajectory for 5 random seeds and report average
results along with confidence bands. 4

In the section below we vary these assumptions by considering majority-minority structure,
differentiated homophily, and within-group heterogeneity. Finally we illustrate evaluation phe-
nomena by considering additional behavioral assumptions, different variants of the underlying
dynamics and modifications to the recommendation algorithms.

4.4 Delayed Effects
We find that affinity and neighborhood-based recommenders have different long-term effects
on homophily and clustering coefficients. Latent leads to increases in homophily as well as
global clustering whereas FoF recommendations reduces clustering. Both recommenders have
diminishing delayed impacts with respect to homophily and clustering, as upon the end of
the intervention, the trajectory of the metric regresses to the counterfactual natural growth
trajectory. Meanwhile, effects with respect to the Gini coefficient are qualitatively different.
Latent recommendations lead to increases in degree inequality both in the short and in the

3For Latent recommendations we use softmax temperature β = 10, which in our simulations corresponds
to ≈ 80% chance of recommending ‘closest‘ node.

4Code for reproducing experimental results can be found here.

https://github.com/mcurmei627/delayed-indirect
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(b) Choice homophily in recommendation acceptance probability

Figure 4.3: Counterfactual trajectories of homophily, global clustering and Gini coefficient for
Latent and FoF recommendations applied over varying intervention intervals. The solid black
lines represent the evolution of the metric under natural growth dynamics. The blue lines
represent trajectories for the Latent recommender whereas the orange lines correspond to FoF.
The shaded area corresponds to the 95% confidence intervals calculated over 5 independent
trajectories.



CHAPTER 4. DELAYED AND INDIRECT EFFECTS OF RECOMMENDATION 73

long term. Conversely, FoF recommendations decrease the Gini coefficient in the short term
but increase it in the long term. Figure 4.3 illustrates these findings.

Clustering and homophily. In the case of Latent recommendations, if nodes i, j, and k
are similar in embedding space, it is likely they are from the same community and all three
pairs of edges have been proposed as recommendations, leading to a strong bias for closing
triangles within the community. This results in increased homophily and clustering, especially
with the behavioral assumption that nodes accept links based on embedding similarity (see
Figure 4.3b and Figure 4.4b). The bias is further exacerbated for high-temperature β.
Conversely, with a low β value, which corresponds to a more stochastic recommender, it is
less likely that all three edges of a given triplet will close, thus slightly lowering the homophily
value compared to the high-β case.

The FoF recommender intervention mimics the "Meeting Friends" phase of natural growth,
which has a bias towards forming cross-community links, resulting in decreased homophily.
Decreased clustering occurs because random FoF recommenders lack the bias of connecting
nodes with a large common neighborhood, unlike neighborhood-based models such as Adamic-
Adar [AA03], which favor links with nodes with a large number of common neighborhoods
and thus increase clustering (see Figure 4.5).

Gini coefficient. The Gini coefficient for recommendations shows amplifying delayed
effects. The natural growth trend exhibits a slight increase in inequality over time. Latent
recommendations exacerbate the wealth gap between popular and unpopular nodes through
a bias towards nodes with high embedding norms, creating the "rich-get-richer" effect. FoF
recommendations initially reduce degree inequality as they are less biased towards popular
nodes. Surprisingly, once recommendations stop, the Gini coefficient increases dramatically for
both recommenders, particularly for FoF. This is due to a "relative-rich-minority" effect caused
by differences in edge density between "older" and "newer" nodes. Through recommendations,
the existing nodes have accumulated a large number of connections. After recommendations
stop, as new nodes are arriving and natural growth is continuing to take place, the set
of "rich" nodes becomes relatively smaller, while the majority of nodes, who come after
recommendations stop, have much fewer connections. This results in higher inequality as
measured by the Gini coefficient. If a rewiring behavioral model is assumed (see Figure 4.4),
where nodes receiving recommendations do not change their degree, the delayed impacts
diminish, similar to the case of clustering and homophily.

Intervention Variants

In Figure 4.5a, we consider different choices of temperature parameter β for the Latent
recommender. All recorded metrics increase as the recommendations become more deter-
ministic (increasing β). Note that β = 4 and β = 10 are nearly indistinguishable in the
homophily graph whereas β = 4 and β = 2 are close in the graph of the clustering coefficient.
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(a) Edge rewiring + Constant recommendation acceptance probability
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(b) Edge rewiring + Choice homophily

Figure 4.4: Counterfactual trajectories of homophily, global clustering and Gini coefficient for
Latent and FoF under edge rewring assumptions

This suggests that different metrics have different sensitivities to changes in recommendation
intervention.

In Figure 4.5b we compare FoF with a neighborhood-based recommendation algorithm
that recommends node pairs with higher Adamic-Adar index. The Adamic-Adar index assigns
a higher similarity score to pairs of low-degree nodes that share many neighbors in common.
This change leads to an extreme increase in the clustering coefficient.

4.5 Indirect Effects
The "Meeting Friends" phase occurs in feedback loop with algorithmic recommendations,
leading to the mediation phenomenon illustrated in Figure 4.2. We find that mediated edges
are common, long-lasting and biased. For instance, in the case of Latent recommendations,
the mediated edges are more likely to connect nodes from the same community, resulting in
significant effects on homophily.
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Figure 4.5: Counterfactual trajectories for variants of Latent and FoF recommenders

Prevalence, persistence and bias of mediated edges. Mediated edges play a substantial
role in the "Meeting Friends" stage of natural growth dynamics. Figure 4.6 shows that
the proportion of mediated edges increases with the duration of the intervention period
and remains constant even after recommendations have stopped for both Latent and FoF
recommenders. The bias of mediated edges in terms of bichromaticism is distinct for each
recommender, relative to the proportion of bichromatic edges under natural growth. For
instance, about a third of unmediated "Meeting Friends" edges are bichromatic for both
recommenders. However, the proportion of bichromatic edges among mediated edges is lower
for Latent and higher for FoF. Our findings about homophily in Section 4.4 suggest that
algorithmic edges are biased towards monochromatic for Latent and bichromatic for FoF.
This experiment supports the hypothesis that recommendations have a compounding effect
by inducing biases in the natural network evolution.

Counterfactual measurements of indirect effects. To measure the indirect effects on
structural metrics, we apply the counterfactual procedure from Section 4.3 and isolate the
direct effects. We find that without mediation, structural metrics trend faster to their natural
evolution. Figure 4.6 shows the comparison of homophily under natural growth, algorithmic
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Figure 4.6: Indirect effects. Solid black lines correspond to natural growth dynamics. The blue
and orange lines represent trajectories for Latent and FoF recommenders, respectively. Left
plot illustrates the prevalence of algorithmically mediated edges in the "Meeting Friends" phase
of the natural growth dynamics. Lighter and darker lines correspond to various intervention
intervals. Center plot illustrates the bias in the mediated edges relative to unmediated ones.
Solid lines correspond to fraction of bicromatic edges among unmediated edges created in
the "Meeting Friends" phase; the dashed lines record the fraction of bicromatic mediated
edges. Right plot shows the trajectories of homophily metrics. Dotted lines correspond to the
trajectories of the metrics for the unmediated counterfactual evolution of the network.

growth, and unmediated algorithmic growth. The difference between the latter two quantifies
the magnitude of indirect effects. Additionally, indirect effects grow relatively stronger over
time, even after recommendations end, highlighting the persistence of indirect impacts.

4.6 Impacts of Group Structure
Previous studies have highlighted the unequal impact of recommendations on different
communities, especially when they are divided into majority and minority groups and display
varying levels of homophily [SRC18; Fer+22; Fab+20]. Here, we examine the effects of
differential homophily between majority and minority groups as well as within-community
heterogeneity.

Community heterogeneity. We examine the impacts of homogeneity and heterogeneity
in the latent representation of nodes on the results of link recommendation. We model within-
group heterogeneity by varying the variance of the latent embeddings. In the heterogeneous
setting, we set the variance of the embedding distribution to σ2 = 0.1, and to σ2 = 0.01 in
the homogeneous setting; in the extreme case when the variance is 0 this recovers the JR
variant of [Abe+22].

Figure 4.7 shows that when there is high within-group heterogeneity, Latent recommenda-
tions greatly increase the global clustering coefficient, while for high within-group homogeneity,
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Figure 4.7: Effects of within-group heterogeneity. Black trajectories correspond to the natural
evolution of the global clustering metric. Blue and orange lines indicate the trajectories for
Latent and FoF recommenders, respectively.

Latent recommenders have the opposite effect, reducing global clustering. This unexpected
phenomenon is due to Latent recommendations favoring nodes with high embedding norms.
For any existing edge i− j, there is a disproportionately high chance that both i and j will
receive recommendations concentrated on a small subset of large-normed nodes, creating
closed triangles. In the homogeneous setting, such "collisions" are less likely to occur, as
the probability of two nodes independently being recommended with the same node is lower.
These findings highlight the importance of investigating not only between-group differences
but also within-group differences.

Homophilic minority and heterophilic majority. In previous studies, it has been
observed that homophilic minority groups receive an excessive amount of exposure from
recommendations, leading to increased disparities in homophily between groups. We simulate
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Figure 4.8: Homophily impacts. Trajectories of average degree and community homophily for
Latent and FoF for the heterophilic majority and homophilic minority.

the network evolution for a majority fraction of 60%, µ1 = [0, 1] and µ2 = [1.1, 1.1]5 and find
that our results support this conclusion for Latent recommendations. In contrast, Figure 4.8
shows that while FoF increases homophily for the majority, it decreases it significantly for the
minority. The FoF recommender amplifies the visibility of the majority more than that of
the minority. This phenomenon can be explained by the heterophilic nature of the majority
group, where most of its direct connections are with minority nodes. For a majority node i,
its neighbors’ neighbors that are in the minority group are likely to also be direct neighbors
of i. Therefore, there is a larger probability that i is recommended with other majority nodes
at distance 2, increasing the homophily for the majority group.

4.7 Evaluation Biases
As we do not have access to the full range of counterfactual measurements, we often resort to
either longitudinal or A/B evaluations. However, these methods have their limitations and
may fail to accurately capture the impacts of recommendations. In this section, we explore
the potential biases and limitations of these evaluation procedures.

5by increasing the norm of latent representations in group 2 we increase the within-group connection
probabilities.
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Figure 4.9: A/B evaluations (naively): Solid lines correspond to ground truth counterfactual
evaluations of homophily, clustering and Gini coefficient. Dashed lines correspond to trajectories
estimated naively from running an A/B test.

Longitudinal evaluation. Simulating a longitudinal evaluation mimics an observational
study. In this setting, a single trajectory is observed. The estimated total effect of link
recommendations is the temporal difference between the value of the metric before and
after the intervention. If the underlying dynamics for a metric are stationary, as is the case
for homophily in Figure 4.3, then a longitudinal evaluation is unbiased. Conversely, when
under natural dynamics a metric is non-stationary, a naive comparison between the initial
network at time t and the network at time T could yield qualitatively misleading estimates.
For instance, in Figure 4.3, when measuring the impact of FoF on clustering coefficient, a
longitudinal measurement would compare the solid orange trajectory between time t = 50
and T = 400, thus over-estimating about double the size of the true effects. Furthermore, the
naive observational measurement for Latent would incorrectly suggest a negative effect on
network clustering, when in reality it has a positive impact compared to the natural evolution.

A/B evaluation. A/B evaluations in dynamic networks become complex due to changes of
network structure over time caused by natural dynamics and algorithmic interventions. We
simulate A/B tests aimed at estimating causal effects of Latent and FoF link recommendations.
We perform random treatment (p = 0.5) on node assignment for clustering and Gini coefficient
and community-based treatment assignment for measuring homophily.

The estimates in Figure 4.9 are not adjusted for network interference. The quality of
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A/B estimates varies based on the metric and intervention. Without correction, the A/B
estimated trajectories not only produce quantitatively wrong results (magnitude of effect),
but often produce quantitatively wrong conclusions (sign of effect). Across most settings,
the quality of the metric deteriorates over time, further supporting the existence of dynamic
effects that compound network interference effects.

4.8 Discussion
In this chapter, we explored the dynamic effects of link recommendations on network evolution
through simulations. Our proposed extension of the Jackson-Rogers model provides insight
into the impact of link recommendations on network structure. By emphasizing the importance
of temporal dynamics and measurement timing, our simulations revealed surprising and
persistent effects of link recommendations.

Using synthetic data, simple network evolution models, and recommendation algorithms,
we addressed "what-if" scenarios in a controlled setting. This approach serves as a valuable
first step in understanding these effects in real networks. Our results demonstrated that
link recommendations can have delayed and indirect impacts on network structure, with
long-lasting effects even after the recommendations have ceased. These findings underscore
the significant cascading indirect effects over time and highlight the need for further research
in evaluating link recommendation algorithms in dynamic networks.

Moreover, our study sheds light on potential biases that can arise when evaluating
link recommendation algorithms in dynamic networks. We found that longitudinal metrics
or A/B tests can produce biased estimates if the underlying network dynamics are not
stationary. This underscores the need for advanced estimation procedures that account for
both network interference and underlying dynamic effects to accurately assess the impacts of
link recommendation algorithms.

We identify several opportunities for future research. To improve the validity of our
conclusions, one avenue is to validate modeling assumptions against real-world networks.
Refining the modeling assumptions, such as allowing for non-recommender-driven edge
creation between existing nodes, could better reflect reality and potentially result in greater
indirect effects. Another important area of interest is to further develop methods for measuring
direct and indirect effects in different network formation models.

A second direction of future work is to study downstream impacts of link recommendation.
Modeling node embeddings as dynamic properties, influenced by the local neighborhood
through biased assimilation [DGL13] or mere exposure effects [Cur+22], could provide insight
into how opinion formation on networks is influenced by recommendations. Finally, examining
recommendation scenarios where network edges in the social network are formed by content
recommendations, rather than user recommendations, which is typical of social media sites
like Instagram, is a promising area for investigation.
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Chapter 5

Emergent specialization from
participation dynamics and multi-learner
retraining

Transitioning from the feedback dynamics in social network ecosystems discussed in Chapter 4,
we now broaden our scope to examine markets where, in addition to a multitude of users,
there is also a multitude of algorithmic decision-makers. In this chapter, we analyze a class of
dynamics where users allocate their participation among services to minimize their individual
risk, while services update their model parameters to reduce their own risk based on their
current user population. We refer to these dynamics as risk-reducing, encompassing a broad
range of common model updates, including gradient descent and multiplicative weights. For
this general class of dynamics, we show that asymptotically stable equilibria are always
segmented, with sub-populations committed to a single learner. Contrary to previous findings
that repeated risk minimization with a single learner can lead to representation disparity and
high overall loss, we find that repeated myopic updates with multiple learners yield better
outcomes. We illustrate this phenomenon through a simulated example initialized from real
data, demonstrating the benefits of multiple algorithmic decision-makers in dynamic market
settings.

This chapter is based on the paper "Emergent Specialization from Participation Dynamics
and Multi-Learner Retraining" written in collaboration with Sarah Dean, Lillian Ratliff, Jamie
Morgenstern and Maryam Fazel.

5.1 Background
Many online platforms, including social media networks, personalized recommendation engines,
and advertising auction systems, collect user data and make incremental adjustments to the
models they use to personalize content. These continuous updates are motivated by many
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factors, though large amongst them is the fact that the systems operate in non-stationary
environments, where the preferences of their users change as the system operates. Changes in
user preferences might occur exogeneously of service settings (e.g., global events might spur
interest in new topics) or endogeneously (e.g., increasing the ranking of certain content on a
platform might lead the content to “go viral"). The fact that user behavior might depend
on service settings can take on many forms: people may learn to ignore or avoid clicking on
advertisements; they may choose to use the service only for tasks at which it already works
well; or they may choose to switch to a different service if they have a better experience with
the second service. The latter two examples of adaptation, where users might opt for services
that already suit their needs, affect the system’s capacity to learn about its user base and
improve its overall performance.

In this chapter, we study a particular form of endogenously shifting distributions over
multiple rounds, in contexts where individuals prefer to use services whose predictions are
more accurate for them. Much of the existing work on endogeneous distribution shift focuses
on users who modify their features to achieve desired outcomes, as in strategic classification
[Har+16] and related problems [Per+20; MPZ21]. While important, this model of data
manipulation does not capture the most straightforward way that individuals express their
preferences in a market: by choosing amongst alternative providers. In fact, recent work
has shown that in the presence of a choice of participation between competing providers,
individuals do not have an incentive to perform costly data manipulations [HJM22].

Consider, as an example, a social media platform. If the platform recommends content
that does not appeal to the tastes of younger generations, these users will spend a smaller
fraction of their time on that platform. This results in a positive (i.e. self-reinforcing)
feedback loop, where a services’s poor performance on young customers dissuades them
from using the service, leading to less data and diminishing weight placed on making better
predictions for young customers in the future. Within a single service, these effects may lead
to representation disparity [Has+18].

However, in a broader ecosystem, individuals can choose amongst services. If a new social
media platform can predict the tastes of younger users more accurately, the younger users
may spend more of their time on the new service, and correspondingly less on an existing
platform. The new platform will then receive more data and improve its performance on
young customers, while the old platform’s predictions may deteriorate, reinforcing their exit.
Similarly, in the context of Large Language Models (LLM), if one LLM performs particularly
well on creative tasks and another on answering homework questions, the distribution of
prompts each receives may shift towards their existing expertise. Such feedback loops can
also arise in settings such as music recommendation or healthcare, where demographic and
socio-economic factors explain some of the emerging specialization.

Contributions

• Formulation: In Section 5.2 we introduce risk-reducing populations and services who
choose their actions myopically, incrementally improving their utility based on current
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conditions.

• Analysis: We present a complete characterization of stable fixed points for this general
class of dynamics in Section 5.4 and in Section 5.7 we illustrate our theory with simulated
experiments.

• Social implications: By drawing a connection between the dynamics and the total
risk we characterize the implications of this dynamic in terms of a utilitarian notion
of social welfare, and argue that increasing the number of available services leads to
better outcomes in terms of accurate predictions and user experience.

Related Work

The study of equilibria in the presence of utility optimizing agents has classical roots in
game theory, and optimization over decision-dependent probabilities is classically studied
by stochastic optimization and control (e.g., the review article by [HBT18]); we narrow our
focus to the most relevant literature on this as it arises in machine learning systems.

Endogenous Distribution Shifts. In the study of machine learning systems, a large
body of literature studies exogenous distribution shifts such as covariate, label, or concept
drift [Qui+08]. A more recent trend is to study shifts in the underlying data distribution due
to endogenous reactions, for example due to strategic behavior exhibited by a user population.

The work of [Per+20] introduces performative prediction as a model capturing user reac-
tion via endogenous distribution shifts. This work models a single decision-maker facing a
risk minimization problem subject to an underlying decision-dependent data distribution.
Following its introduction, several relevant solution concepts have been explored and algo-
rithms for achieving them proposed [IYZ21; DX20; Men+20; MPZ21]. A variant of the single
decision-maker performative prediction problem studies time-dependent dynamics of the data
distribution, with both exogenous [WBD21; CDH21] and endogenous [Ray+22; BHK22]
sources. These works primarily consider strategic covariate shifts in a single distribution. In
contrast, we consider a mixture of distributions: sub-populations of users whose participation
choices result in attrition and retention dynamics which are not studied in the aforementioned
distribution shift literature.

Multiple Decision-Makers. Endogenous distribution shift has also been studied in
settings with multiple decision-makers as a continuous game. For instance, the multi-player
performative prediction problem extends the original problem by allowing for multiple
competing decision-makers [Nar+22; PY22; WD22]. This line of work differs from ours
in that the population is modeled as homogeneous and stateless. These works focus on
characterizing the existence and uniqueness of different types of competitive equilibria for the
game, and analyze learning dynamics that lead to different equilibrium concepts. In contrast,
we the focus is on asymptotically stable points (equilibrium) for the combined dynamical
system resulting from myopic optimization by non-anticipating decision-makers and stateful
user participation updates.
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Retention. User retention in machine learning systems is closely related to the population
participation dynamics we consider [Has+18; Zha+19]. In settings with multiple sub-
populations of users of different types, the question of retention has been explored in
parallel with the issue of fairness. [Has+18] coined the term representation disparity for the
phenomenon in which the traditional approach of minimizing average performance leads to
high overall accuracy coupled with low accuracy on minority groups, causing an exodus of
said groups. For single learners, systems which instead perform robust risk minimization
avoid such disparity. Our work generalizes the single-learner retention setting and analyzes
the fixed points of dynamics between multiple systems and populations without modifying
risk functions to be robust. [Gin+21] also consider user choice between multiple learning
systems, with an empirical investigation and theoretical results in restricted settings focused
on finite sample effects. In contrast, we propose a general class of risk-reducing dynamics
and develop a comprehensive theoretical understanding.

Motivating Examples

We discuss several real-world examples that exhibit degrees of market segmentation across
characteristics such as nationality, age, and race. In these examples, market conditions are
certainly affected by more complex phenomena, from network effects to explicit competition
between firms. While we do not claim that the dynamics we study are necessarily the main
contributing factor, our simple model isolates the potential contribution of learning dynamics:
namely, to reinforce such segmentation. This perspective highlights the potential effects of
efforts to incorporate data or improve personalization.

Social Media

Usage of various social media sites in the US varies across genders1 and age groups2. For
example, the users of Facebook and LinkedIn skew older while Snapchat, Tiktok, Tumblr, and
Twitch are more heavily used by the younger population. Similarly users of Pinterest strongly
skew female while users of Twitch are more likely to be male. Figure 5.1 shows the disparities
along gender and age for leading social media platforms. These disparities across platforms
are reinforced by user behaviors: imaging the experience of a 45 year old logging onto Twitch
for the first time compared with a 14 year old; or instead imagine a 14 year old logging
into Facebook. Because the usage patterns determine the data available to the platforms,
the disparities are also reinforced by the behavior of the platforms themselves. Similarly,
Pinterest algorithms are more likely to be tailored to the tastes of an female demographic,
while Twitch’s to a demographic more representative of males.

1Gender distribution
2Age distribution

https://www.statista.com/statistics/1337563/us-distribution-leading-social-media-platforms-by-gender/
https://www.statista.com/statistics/1337525/us-distribution-leading-social-media-platforms-by-age-group/
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Figure 5.1: Social media usage across leading social media platforms. Left: Age distribution.
Right: Gender distribution

Music Streaming

Worldwide market share of music streaming services is split between several companies (see
Figure 5.2). However, the distribution of music streaming by country shows clear patterns:
most users in China use Tencent, most users in Mexico use Spotify, and most users in the
Middle East and Northern Africa (MENA) use Anghami. On the other hand, the markets
United States, Russia, and India are not dominated by a single service. However, the handful
of most used services in these regions have a small market outside of their main market.
Due to this segmented market, only certain platforms collect large scale data about music
preferences in certain regions. If many users from western cultures make playlists containing
both Arabic and Indian music, Spotify may learn to associate those genres in a way that is
undesirable or even offensive to users from those cultures. This leads to a self-reinforcing
effect: services who make bad predictions for users from certain cultures are unlikely to
correct this bias as those users choose instead to use services that more accurately reflect
their tastes.

3All statistics recorded from Statista: Worldwide, United States, China, India,Mexico, Russia, Middle
East and North Africa.

https://www.statista.com/statistics/653926/music-streaming-service-subscriber-share
https://www.statista.com/statistics/1351506/streaming-services-music-podcasts-united-states/
https://www.statista.com/statistics/711295/china-leading-mobile-music-platforms-by-active-user-number/
https://www.statista.com/statistics/922400/india-music-app-market-share/
https://www.statista.com/statistics/1018370/over-the-top-audio-platforms-mexico-by-market-share
https://www.statista.com/statistics/1347035/most-popular-music-streaming-platforms-in-russia/
https://www.statista.com/statistics/1295716/mena-share-of-paying-music-streaming-subscribers-by-platform/
https://www.statista.com/statistics/1295716/mena-share-of-paying-music-streaming-subscribers-by-platform/
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(a) Worldwide usage (b) Usage by country

Figure 5.2: Usage of music streaming services in different markets3. Left: Worldwide marked
share. Right: Market share in USA, China, India, Mexico, Russia, Middle East and Northern
Africa (MENA).

Personalized health

The growing popularity of direct-to-consumer genetic testing is driven by the growth of two
market leaders: AncestryDNA and 23andMe4. These tests are used both for determining
ancestry as well as receiving polygenic risk scores for various medical conditions. The accuracy
of the tests varies across ethnic groups; with Latino, Middle Eastern and, African ancestry
being most under-represented. This issue is self re-inforcing; for instance people of African
descent are less likely to use a large service like 23andMe and more likely to use a specialized
service such as AfricanAncestry5.

5.2 Framework and Setting
We consider a setting where the population of individuals is composed of n subpopulations
spreading their participation amongst m learners (service providers or decision-makers).
Figure 5.3 illustrates a simple example. Each subpopulation i ∈ {1, . . . , n} =: [n] has features
and labels distributed according to a fixed distribution (x, y) =: z ∼ Di and makes up βi
proportion of the total population, so that

∑n
i=1 βi = 1. An αij proportion of subpopulation

i is associated to each learner j ∈ [m], normalized so that
∑m

j=1 αij = 1. The subpopulations
therefore redistribute their participation among the various learners. Further, to model the
ability of subpopulations to opt-out, one can include a static “null learner”.

A subpopulation can be as broad as a demographic or affinity group and as granular
as a single individual. The allocation of a subpopulation can represent several things: the

4https://www.statista.com/chart/17023/commercial-genetic-testing/
5https://africanancestry.com/

https://www.statista.com/chart/17023/commercial-genetic-testing/
https://africanancestry.com/
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Figure 5.3: n = 3 subpopulations (□, #, △) select among m = 2 learners (red, blue) based on
classification accuracy with respect to label (solid, hollow). Parameters Θ = (θ1, θ2) (decision
lines) update in response to subpopulations participation αi,j . At the current state, the circle
subpopulation will shift participation towards blue learner.

fraction of a subpopulation which uses a given service, or the fraction of time users from that
subpopulation choose to spend using learners’ systems. Accordingly, the relative size βi of
the population can represent the proportion of individuals or the total time individuals spend.
This framework also allows for a subpopulation to represent types of tasks or activities a user
wishes to accomplish, allocating these tasks to learners based upon which systems perform
best on which tasks. The only assumption we make about any subpopulation is that individual
samples comprising it are i.i.d.

Throughout, we assume that there are fewer learners than subpopulations, m ≤ n. Each
learner j observes data from the subpopulations who participate in it. Formally it observes
features and labels drawn from the mixture distribution determined by the participation and
subpopulation sizes:

(x, y)j = zj ∼
∑n

i=1 αijβiDi∑n
i=1 αijβi

Learners make predictions or decisions according to a parameter θj ∈ Rd. Beyond the infor-
mation encoded in the features and labels, the learners are unaware of which subpopulation
individual data points are.

The quality of predictions made by parameter θj ∈ Rd for an individual instance zj is
quantified by the loss ℓ(θj; zj). The quality of θj for a subpopulation is quantified by the
average loss, i.e. the risk Ri(θj) = Ez∼Di

[ℓ(θj; z)]. Throughout, we will make the additional
assumption that the risk function for each subpopulation Ri(θ) is convex and differentiable.
Figure 5.4 illustrates an example of the risk functions arising in linear regression.

Decision dynamics of learners and subpopulations

Subpopulations and learners react to each other; Updates in subpopulation allocations lead
to updates in learners parameters Θt = (θt1, . . . , θ

t
m), and vice versa. We introduce a broad

class of update dynamics by way of a canonical example. Suppose that each subpopulation i
updates its allocation by increasing the participation proportional to the quality of various
models; for example, by spending more time on recommendation platforms that suggest more
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Figure 5.4: An example arising from least-squares linear regression with n = 3 subpopulations
and m = 2 learners. Left: The distribution of z = (x, y), colored by subpopulation. Middle:
The subpopulation risks Ri(θ) arising from least-squares linear regression ℓ(θ; z) = (y − θx)2.
Right: A visualization of the non-convex total risk as a function of learner parameters,
via the partial minimization over subpopulation allocation: minα

∑3
i=1

∑2
j=1 αijRi(θj) =∑3

i=1min{Ri(θ1),Ri(θ2)}.

engaging content. Recalling that the risk (i.e. average loss) quantifies quality, this manifests
as a multiplicative weights update: αt+1

ij ∝ αt
ij ·exp(−γRi(θj)) for j ∈ [m] and some parameter

γ > 0. This is similar to the retention function studied by [Has+18] and has connections
to replicator dynamics, a foundational evolutionary dynamic that can be interpreted as a
process of information diffusion and imitation [San20].

Recall that each learner j observes data from the mixture distribution:(
n∑

i=1

αijβi

)−1 n∑
i=1

αijβiDi,

for which we use the shorthand D(α:,j), where α:,j ∈ Rn denotes the vector of allocations
from all subpopulations to learner j. Suppose the learners update their parameters using
gradient descent to reduce the average loss over this data (e.g. to improve the prediction of
user engagement). Setting aside finite sample issues, for a step size γt the gradient update
takes the form θt+1

j = θtj − γt∇θ Ez∼D(α:,j)

[
ℓ(θtj; z)

]
. This is an incremental version of the

repeated retraining dynamics which have been studied in the single learner setting by [Has+18;
Per+20].

Despite the apparent simplicity of independent update rules, the evolution of subpopula-
tions and learners is highly coupled. The sequential interaction between subpopulations and
learners leads to complex nonlinear dynamics: i.e. multiplicative weights over non-stationary
risks (due to learner updates) and gradient descent over non-stationary data distributions
(due to subpopulation updates).

To study this complex behavior, we now formalize key properties. The first observation is
that updates are stateful, with subpopulation allocations and learner parameters depending on
previous values. This motivates a description of the dynamics arising from interactions between
n subpopulations and m learners in terms of the overall state α ∈ ∆m × · · · ×∆m =: ∆n

m
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and Θ ∈ Rm×d. We thus define for each subpopulation i a general Markovian allocation
function νti : ∆m × Rm×d → ∆m which describes the participation update αt+1

i,: = νti
(
αt
i,:,Θ

t
)

at time t, where αi,: ∈ ∆m denotes the vector of allocations from the subpopulation i to all
learners. Similarly, define µt

j : Rd × Rn → Rd so learner j updates their parameter according
to θt+1

j = µt
j(θ

t
j, α

t
:,j).

The second observation is that the basis for the updates is the average loss, i.e. risk. This
motivates the following definition: given participation α and parameters Θ, the average risk
experienced by each subpopulation i and each learner j is:

R̄subpop
i (αi,:,Θ) := E

j∼αi,:

[
E

z∼Di

[ℓ(θj; z)]

]
,

R̄learner
j (α:,j, θj) := E

z∼D(α:,j)
[ℓ(θj; z)] .

In the recommendation example, R̄subpop captures the dissatisfaction with content for
a subpopulation and R̄learner corresponds to the average prediction error of the platform.
Intuitively, multiplicative weights reduces the average subpopulation risk while gradient
descent reduces the average learner risk.

Definition 5.2.1 (Reducing and Minimizing Dynamics). A u update rule is P -reducing w.r.t.
v if P (ut+1, vt) ≤ P (ut, vt) for all t and any sequence of vt. It is further P -minimizing in the
limit if the inequality is strict when ut is not a minimizer and limt→∞ P (ut, v) = minu P (u, v).

We call a subpopulation i risk-reducing (resp. minimizing) when the allocation update
on αi,: is R̄subpop

i -reducing (resp. minimizing in the limit) with respect to Θ. Similarly,
we call a learner j risk-reducing (resp. minimizing) when the parameter update on θj is
R̄learner

j -reducing (resp. minimizing in the limit) with respect to α:,j.
We remark that the notion of risk minimizing in the limit is reasonable for subpopulations

because their average risk is linear in αi,:. It is also reasonable for learners because their
average risk is convex in θj (due to the assumption that risks Ri(θj) are convex). However,
risk-reducing/minimizing is only a property defined with respect to the participation α or
parameter Θ observed at a previous time step. Thus it does not necessarily hold that R̄learner

j

or R̄subpop
i decrease when the state evolves (αt,Θt)→ (αt+1,Θt+1) by sequential updates of

νt and µt. Our experiments (Figure 5.6a) illustrate the non-monotonicity of the coupled
updates.

Example 5.2.2 (Semi-static participation). Suppose a population has a constant allocation
of 20% to one learner, while the remaining 80% is allocated to the remaining learners inversely
proportional to the learner’s risk on that population. This is risk-reducing but not risk
minimizing in the limit.

Example 5.2.3 (Full risk minimization). Suppose that a learner updates its parameter to
minimize the average risk function R̄learner

j (αt
:,j, ·) at each timestep. This has been studied as

repeated retraining dynamics in the single learner case by [Has+18; Per+20].
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Example 5.2.4 (Non-continuity of allocation updates). Suppose a population prefers one
learner over others, and only shifts participation away from the preferred learner if there is
another with risk smaller by at least R0 > 0. This is risk-reducing but not minimizing in the
limit.

Example 5.2.5 (Shifting to lower-risk models). If a subpopulation’s allocation updates
always shift allocation from learners with high subpopulation risk to learners with lower
subpopulation risk, then the allocation is risk-reducing. It may or may not be risk minimizing
in the limit.

Example 5.2.6 (Allocations determined by gradient descent). Consider an allocation deter-
mined by (projected) gradient descent with respect to a subpopulation’s average risk. This is
risk-reducing, and may be risk minimizing in the limit depending on the step-size.

Proposition 5.2.7. A subpopulation i updating their participation with multiplicative weights
is risk minimizing in the limit if γ > 0 and α0

ij > 0 ∀j. A learner updating its parameter with
gradient descent is risk minimizing in the limit when the risk functions Ri(θ) are L smooth
and the step size satisfies γt < 2

L
,
∑∞

t=0 γ
t =∞, and

∑∞
t=1(γ

t)2 <∞.

Proof. To see that the subpopulation is risk minimizing, first see that

R̄subpop
i

(
αt+1
i,: ,Θ

)
=

m∑
j=1

αt+1
ij Ri(θj)

=
m∑
j=1

αt
ij · exp(−γRi(θj))∑m

j=1 α
t
ij · exp(−γRi(θj))

Ri(θj)

<

m∑
j=1

αt
ijRi(θj) = R̄subpop

i

(
αt
i,:,Θ

)
where the strict inequality holds as long as αt

ij is not on the boundary of the simplex. Second,
observe that for a fixed Θ, αt

ij → 1 if and only if Ri(θj) is minimal over all learners for which
α0
ij > 0.

To see that the learner is risk minimizing, notice that the gradient update is equivalently

θt+1
j = θtj − γt∇θR̄learner

j (α:,j, θj) .

Gradient descent on an L-smooth and convex function leads to strictly decreasing objective
values when θtj is not at a minimum and the step size satisfies γt < 2

L
. It further converges to

a minimum in the limit as long as the step size satisfies the Robbins-Munroe condition (see,
e.g. [LY22; Ora20]).
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5.3 Equilibria and Stability
We focus on the equilibrium states resulting from risk-reducing subpopulations and learners.

Definition 5.3.1 (Equilibrium). The state (αeq,Θeq) is an equilibrium state if it is stationary
under the dynamics update {νti}, {µt

j}; i.e. that for all i ∈ [n] and j ∈ [m]:

αeq
i,: = νti (α

eq
i,: ,Θ

eq) and θeqj = µt
j(α

eq
:,j, θ

eq
j ) .

If learners and subpopulations are in an equilibrium state, they will remain that way
indefinitely. However, some equilibrium configurations may be unstable to perturbations.

Definition 5.3.2 (Stable Equilibrium). The state (αeq,Θeq) is a stable equilibrium state if it
is an equilibrium and for each εα, εθ > 0, there exist δα, δθ > 0 such that

∥α0 − αeq∥ < δα,
∥Θ0 −Θeq∥ < δθ

=⇒ ∥αt − αeq∥ ≤ εα,
∥Θt −Θeq∥ ≤ εθ

∀ t ≥ 0.

It is further asymptotically stable if limt→∞ ∥αt − αeq∥ = 0 and limt→∞ ∥Θt −Θeq∥ = 0.

Stability analysis identifies qualitatively different equilibrium states. For the class of
risk-reducing dynamics that we study, equilibria may be unstable, stable, or asymptotically
stable;

Examples

To illustrate the subtleties of determining stability when the total risk function has non-
isolated local minima, we consider a setting with n = m = 2 subpopulations and learners
where R1(θ) = R2(θ) = θ2. Then the total risk function is minimized for any α ∈ ∆n

m and
Θ = (0, 0). This continuum of minima can contain equilibria of risk minimizing dynamics,
and those equilibria may be stable, asymptotically stable, or unstable, which we illustrate
with the following examples.

Example 5.3.3 (Continuum of stable balanced markets). Suppose that subpopulations
update their allocation via any Lipschitz continuous risk minimizing update rule which is
stationary whenever learners are risk equivalent (i.e. Ri(θ1) = Ri(θ2)). Suppose that learners
update via full risk minimization. Then equilibria will have the form (αeq, (0, 0)) for any
αeq ∈ ∆2

2.
Then starting from any (α0,Θ0) with a δα, δθ ball of any equilibrium (αeq,Θeq),

α1 = ν(α0,Θ0), Θ1 = (0, 0)

at which point the system is in a new equilibrium, since any allocation α is a fixed point
when Θ = (0, 0) so αt = α1 and Θt = Θ1 for all t. We have that ∥Θeq −Θ0∥ = 0 and

∥αeq − α1∥ = ∥ν(αeq,Θeq)− ν(α0,Θ0)∥
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By the assumption of Lipschitzness, this distance will scale linearly in δα, δθ so the definition
of stability is satisfied for δ chosen proportionally to ε depending on the Lipschitz constant
of ν.

In this example, any perturbation converges to a new fixed point within one time step.
The continuity of the update functions ensures that the new fixed point is within a bounded
distance of the original, satisfying the definition of stability. This example is not asymptotically
stable: the allocation does not convergence back to the original point.

Example 5.3.4 (Asymptotically stable segmentation). Consider the subpopulation and
learner update rules as in the prior example, with one amendment. When Ri(θ1) = Ri(θ2),
subpopulation 1 re-allocates half of its mass from learner 2 to learner 1, and while subpopula-
tion 2 re-allocates half its mass from learner 1 to learner 2. Thus the subpopulation update
can be written as

αt+1
1,: =


ν1(α

t
1,:,Θ

t) R1(θ1) ̸= R1(θ2)[
1 1/2

0 1/2

]
αt
1,: R1(θ1) = R1(θ2)

, αt+1
2,: =


ν2(α

t
2,:,Θ

t) R2(θ1) ̸= R2(θ2)[
0 1/2

1 1/2

]
αt+1
2,: R2(θ1) = R2(θ2)

The only equilibrium has αeq segmented with subpopulation i associated to learner i for
i = 1, 2 and Θeq = (0, 0). It is straightforward to see that this is an asymptotically stable
equilibrium, since for any a ∈ ∆2,

lim
t→∞

[
1 1/2
0 1/2

]t
a =

[
1 1
0 0

]
a =

[
1
0

]
and lim

t→∞

[
0 1/2
1 1/2

]t
a =

[
0 0
1 1

]
a =

[
0
1

]
.

Example 5.3.5 (Asymptotically stable balanced market). Consider a setting similar to the
previous example except that when Ri(θ1) = Ri(θ2), subpopulation i moves half the mass
from group 1 to group 2 and half the mass from group 2 to group 1 for all i. Then the
subpopulation update can be written as

αt+1
1,: =


ν1(α

t
1,:,Θ

t) R1(θ1) ̸= R1(θ2)[
1/2 1/2

1/2 1/2

]
αt
1,: R1(θ1) = R1(θ2)

, αt+1
2,: =


ν2(α

t
2,:,Θ

t) R2(θ1) ̸= R2(θ2)[
1/2 1/2

1/2 1/2

]
αt+1
2,: R2(θ1) = R2(θ2)

The only equilibrium has αeq
i,: = [1/2, 1/2] for i = 1, 2 and Θeq = (0, 0). It is straightforward

to see that this is an asymptotically stable equilibrium, since for any a ∈ ∆2,

lim
t→∞

[
1/2 1/2
1/2 1/2

]t
a =

[
1/2 1/2
1/2 1/2

]
a =

[
1/2
1/2

]
.

Example 5.3.6 (Unstable balanced market). Suppose that subpopulation allocations follow
a projected gradient descent update for all i:

αt+1
i1 = Proj[0,1]

(
αt
i1 − γ(Ri(θ1)−Ri(θ2))

)
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and αi2 = 1− αi1. Further suppose learners update with gradient descent:

θt+1
j = θtj −

1

2
√
t
∇R̄learner

j (αt
:,j, θ

t
j) =

√
t

t+ 1
θtj

Both rules are risk minimizing in the limit (note that θtj =
1√
t
θ0j ) and have a continuum of

equilibria at any αeq ∈ ∆n
m and Θeq = (0, 0). However, we show that the equilibria are not

stable. Consider the initial condition (αeq, (δθ, 0)). We have that

αt+1
i1 = Proj[0,1]

(
α0
i1 − γδ2θ

t∑
k=1

1

k

)
→ 0 as t→∞.

No matter how small the perturbation δθ is, the summation increases with t and participation
will converge all weight to learner 2. A similar argument shows that perturbations exist that
will send all participation to learner 1.

In this example, the learners update slowly. Despite eventual convergence to the minimizing
parameter, the accumulating error causes the participation allocation to shift completely to
the unperturbed learner, precluding stability.

While a quantitative understanding of convergence may also be of interest, it would
require stronger assumptions on the behavior of subpopulations and learners; here we favor
generality and leave this to future work. Furthermore, characterizing stable equilibria sets
the foundation for understanding high probability behavior of systems under noisy updates
which are risk-reducing only in expectation [Kus67]. This sets the stage for finite sample risk
minimization or multi-agent user models, a challenge which we leave to future work.

5.4 Main Results
We study a large class of feedback dynamics between risk-reducing learners and subpopulations
described by the sequential updates: αt+1 = νt(αt,Θt) and Θt+1 = µt(αt+1,Θt).

Our analysis allows for learners and subpopulations who exhibit a diverse range of
behaviors. We do not require that every learner or every subpopulation update their
parameter or allocation in the same manner or even at every timestep, allowing for any
number of round-robin schemes. Our only assumption on learner and subpopulation updates
is that they are risk-reducing or minimizing.

Figure 5.5 presents a summary of the equilibria characterization that we present in this
section. All omitted proofs can be found in Section 5.9.
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Θ0 ∈ argminΘRtotal(α0,Θ)?

Θ0 unique minimizer?

α0 segmented?

not an equilibrium

no general classification

Strict preference? (Eq. (1) in Thm. 5.5.2)

asymptotically stable unstable

Support is over risk equivalent learners?
(Eq. (2) in Thm. 5.5.4)

Support is over risk optimal learners?
(Eq. (2) in Thm. 5.5.4) not an equilibrium

unstablemay be stable (balanced equilibrium)

yes no

yes no

yes no

yes no
yes no

yes no

Figure 5.5: A summary of our main results on equilibria classification for a given participation
α0 and model parameters Θ0. These results hold for dynamics which are risk minimizing in
the limit and loss functions that are convex.

Total Risk Reduction

Definition 5.4.1 (Total Risk). The total risk of all subpopulations over all learners is the
weighted sum

Rtotal(α,Θ) :=
n∑

i=1

m∑
j=1

βiαijRi(θj).

The total risk maps ∆n
m × Rm×d → R. While our assumption that the loss is convex

implies that the total risk is convex in Θ, it is not jointly convex in (α,Θ), illustrated in the
right panel of Figure 5.4.

Our first result shows that the total risk Rtotal(αt,Θt) is non-increasing over time.

Proposition 5.4.2. For any risk-reducing subpopulation and learner dynamics, the total risk
is non-increasing: Rtotal(αt+1,Θt+1) ≤ Rtotal(αt,Θt),∀t. If subpopulations and learners are
risk minimizing in the limit, then the total risk is strictly decreasing unless (αt,Θt) is a local
minimizer of Rtotal.
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Proof Sketch. First note that the total risk can be decomposed into either a weighted sum
of average subpopulation risk or average learner risk. Thus the fact that learner and
subpopulation dynamics are risk-reducing ensures that the total risk is decreasing after the
sequential updates.

Thus, the total risk acts like a potential function for the feedback dynamics of learners
and subpopulations. When the subpopulation and learner dynamics are risk minimizing
in the limit, there is a strong connection between properties of the total risk function and
equilibria of the dynamics.

Theorem 5.4.3. For any learners and subpopulations who are risk minimizing in the limit,
an equilibrium (αeq,Θeq) is asymptotically stable if it is an isolated local minimizer of the
total risk Rtotal. If it is not a local minimizer of the total risk, then it is not stable.

Proof Sketch. By Proposition 5.4.2 the function V (α,Θ) := Rtotal(α,Θ) − Rtotal(αeq,Θeq)
is potential function for the autonomous dynamical system (αt,Θt) → (αt+1,Θt+1). The
stability result follow from Lyapunov arguments.

The connection between stability and the total risk function is significant in at least two
ways: first, it means that under general classes of myopic and self-interested behaviors on
the part of subpopulations and learners, the total risk is driven to at least a local minimum.
Second, it is a technically useful connection that will enable us to characterize and classify
the stable equilibria for dynamics which are risk minimizing in the limit. We remark that
Theorem 5.4.3 leaves open the question of stability for equilibria which are non-isolated
minima of the total risk function. In Section 5.3, we provide examples which show that
such points may be asymptotically stable, stable, or unstable depending on the particular
instantiation of dynamics. The following existence result further motivates our focus dynamics
which are risk minimizing, rather than just reducing.

Corollary 5.4.4. Equilibria exist when learners and subpopulations are risk minimizing in
the limit and the total risk function has isolated local minima. They may not exist otherwise.

Example of dynamics without equilibria. Consider subpopulations with risk functions mini-
mized at the same value θ∗. If learners use full risk minimization, the setting lacks isolated
minima because the total risk is uniform across all allocations α. Assuming that risk-
minimizing subpopulations randomly choose among equivalent learners, no equilibrium exists
as allocations randomly switch between learners once the learners converge to the optimum
θ∗.

5.5 Segmented and Balanced Equilibria
Definition 5.5.1 (Segmented allocation). An allocation is segmented if αij ∈ {0, 1} for all
i, j.
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In a segmented allocation, each subpopulation is associated with a single learner, and
thus the population is partitioned across learners.

For allocation dynamics like multiplicative weights, such configurations are clearly equi-
libria for any parameter choice Θ on the part of the learners. We thus consider the set of
possible segmented equilibria and characterize which are asymptotically stable.

Theorem 5.5.2. Suppose learners and subpopulations are risk minimizing in the limit, αeq

is segmented, and Rtotal(αeq,Θ) has a unique minimizer Θeq. Define a mapping γ : [n]→ [m]
such that γ(i) = j is the learner with nonzero mass in αeq

i,: .
If every subpopulation strictly prefers their current learner:

Ri(θ
eq
γ(i)) < Ri(θ

eq
j ) , (5.1)

for all i and learners j ̸= γ(i), then (αeq,Θeq) is an asymptotically stable equilibrium. If
there is a subpopulation who would strictly prefer to switch learners, then (αeq,Θeq) is not

stable.

When risks are strongly convex, there is always such a unique minimizer Θeq. In particular,
in a segmented allocation, each θeqj minimizes the average loss over the group of subpopulations
assigned to them.

Corollary 5.5.3. Suppose that risk functions satisfy Ri(θ) < Ri(θ
′)⇐⇒ ∥θ−ϕi∥ < ∥θ′−ϕi∥

for ϕi the subpopulation optimal parameter. Then in an asymptotically stable segmented
equilibrium, the convex hulls of the grouped subpopulations optimal parameters {ϕi} are
non-intersecting.

Proof Sketch. Consider a partition where the convex hulls intersect for some pair of learners.
Then there exists at least one subpopulation who would be better off switching to the

other learner, and thus the risk condition in Theorem 5.5.2 cannot hold.

Applying the Corollary to the example in Figure 5.4, we see that a segmented equilibrium
with subpopulation 1 and 3 participating in the same learner cannot be stable.

Theorem 5.5.2 leaves open the question of stability in the case that the risks in Equa-
tion (5.1) are equal. Under such risk equivalence, is it natural to consider equilibria where a
subpopulation has support over multiple learners.

Theorem 5.5.4. Consider dynamics which are risk minimizing in the limit and an αeq with
any subpopulation i having nonzero support on set of two or more learners j ∈ J . Assume
risks are strongly convex and define Θeq = argminRtotal(αeq,Θ). Then (αeq,Θeq) cannot be
stable unless it is “balanced” in the sense that learners in J are risk equivalent and optimal
for i, i.e. for all j, j′ ∈ J ,

Ri(θ
eq
j ) = Ri(θ

eq
j′ ) and ∇Ri(θ

eq
j ) = 0 . (5.2)

If it is balanced, so are all allocations for subpopulation i with support over J .
Finally, all stable equilibria must be either balanced or segmented.
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This result characterizes a set of possibly stable equilibria. It demonstrates that risk
optimality, in addition to equivalence, is necessary. Guaranteeing the stability of such balanced
equilibria requires further information about the dynamics, and it is not possible to make a
general statement.

Examples in Section 5.3 demonstrate that such balanced equilibria may be asymptotically
stable, stable, or unstable.

Furthermore, the balance condition is fragile in the sense that it would not hold under
small perturbations to the underlying risk functions. While the number of possible balanced
equilibria is combinatorial in the number of learners and subpopulations, risk functions are
continuous, so it is possible to find arbitrarily small perturbations to any the risk functions
that would destabilize all balanced equilibria.

Proof Sketch of Theorem 5.5.2 and Theorem 5.5.4. By Theorem 5.4.3, characterizing the sta-
ble equilibria is equivalent to characterizing isolated and non-isolated local minima of the
total risk. We show that it suffices to characterize local minima of the partial minimization
F (α) = minΘRtotal(α,Θ) over the simplex product ∆n

m = ∆m×· · ·×∆m. Since F is concave,
all minima occur on the boundary, i.e. a face or a vertex. Since F is still concave when
restricted to a face of the simplex, the same argument shows the minima are on the boundary,
hence vertices, except for the degenerate case where F takes a constant value over the face.

Thus, the isolated local minima occur at vertices of the simplex product, which correspond
to segmented allocation. Further analysis of F yields the conditions presented in Theorem 5.5.2.
The local minima in the degenerate case are characterized by the balanced equilibria conditions
in Theorem 5.5.4.

5.6 Social Welfare for Segmented Populations
Definition 5.6.1. The social welfare of a state (α,Θ) is strictly decreasing in the total risk
Rtotal(α,Θ).

This definition of social welfare is utilitarian in the sense that it depends on the cumulative
quality of individuals’ experiences. Maximizing the social welfare corresponds to minimizing
the total risk, which can be posed as the following optimization problem

(α⋆,Θ⋆) ∈ argmin
α,Θ

Rtotal(α,Θ)

s.t. αi,: ∈ ∆m ∀ i = {1, . . . n} .
(5.3)

Here, (α⋆,Θ⋆) is the social welfare maximizer.
Our discussion of stable equilibria has so far focused on only local minimizers of the total

risk. In fact, global minimization of this objective (and therefore maximization of social
welfare) is a hard problem. The total risk objective can be viewed as an instance of the
k-means clustering problem with k = m. In the language of this literature (e.g., [SI84]), each
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Figure 5.6: Synthetic settings: Figure (a) illustrates a setting with 3 subpopulations
and 2 learners. The dsolid lines correspond to the risk trajectory for the unstable balanced
equilibrium at initialization. Dotted and dashed lines illustrate risk trajectories under three
different slight perturbations from the initialization. In Figure (b), the left plot illustrates the
reduction in total risk over time. The dashed blue lines indicate when a new learner joins.
The right plot shows the equilibrium-risk for a subset of the subpopulations as the number of
learners increases.

subpopulation is a data point and the parameter selected by each learner is a cluster center.
The allocations described by α correspond to (fuzzy) cluster assignment and each risk function
Ri(θj) corresponds to a measure of “dissimilarity” between data points (subpopulations) and
cluster centers (learners).

The connection to k-means clustering elucidates the difficulty of minimizing the total risk.
The “minimum sum-of-squares clustering” problem (i.e., squared Euclidean norm dissimilarity)
is NP hard with general dimension even when k = 2 [Alo+09]. When the number of clusters
and dimension are fixed, [IKI94] present an algorithm for solving the minimum sum-of-squares
clustering problem which is polynomial in the number of datapoints. Translated to our
setting, its complexity is O(nmd). It is therefore unrealistic to hope that a myopic dynamic
might generally lead to social welfare maximization. However, due to the connections with
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total risk, risk-reducing dynamics are at least well-behaved with regards to social welfare.

Proposition 5.6.2. For risk-reducing subpopulations and learners, social welfare is non-
decreasing over time. If the dynamics are furthermore risk minimizing in the limit, social
welfare is strictly increasing and stable equilibria correspond to local social welfare maxima.

Proof. Social welfare is non-decreasing (or increasing) if and only if total risk is non-increasing
(or decreasing), as guaranteed by Proposition 5.4.2. Maxima of the social welfare are equivalent
to minima of the total risk and therefore the connections to stable equilibria follow by
Theorem 5.4.3.

Local maximization is not a panacea: Example 5.6.3 shows a local maximum of the social
welfare can be much worse than the global one.

Example 5.6.3 (Arbitrarily high total risk at local optimum). Consider three subpopulations
with

R1(θ) = θ2, R2(θ) = (θ − 1)2, R2(θ) = (θ − ϕ)2

for some ϕ > 2. Suppose that subpopulation sizes are β1 = β2 = β and β3 = 1 − 2β for
some 0 < β < 1/2. In addition, suppose that there are two learners. Up to permutation,
the social welfare optimum is θ1 = 1/2 and θ2 = ϕ, with total risk β/2. However, as long
as ϕ < 1−β

1−2β
, there is another stable equilibrium. Let ϕ = 1−β

1−2β
− ε. Then the following is a

stable equilibrium: θ1 = 0 and θ2 = 1− ε. The total risk is β + (β−ε)2

1−2β
. For β close to 1/2,

this risk can be arbitrarily larger than the social optimum.

In this example, a large gap between a stable local optimum and the global optimum arises
in part due to a large difference in subpopulations’ sizes. We further remark that minority
groups can be under-served particularly when considering worst-case risk over subpopula-
tions [Has+18]. Even at a social welfare maximizer (α⋆,Θ⋆), the worst-case subpopulation
risk can be arbitrarily bad. It is straightforward to construct such examples even in the single
learner case: consider a minority group with vanishingly small population proportion and
arbitrarily high risk at the optimal parameter for the majority group (Example 5.6.7).

Despite these inherent difficulties, we find that the situation improves as the number of
learners increases. It is straightforward to see that the maximal social welfare will increase:
any point which is optimal for m learners can be trivially transformed into a feasible point for
m+ 1 learners which achieves the same social welfare, by allocating no subpopulations to the
new learner. There is more nuance involved when considering any possible stable equilibria.
Instead, we make a statement about a particular learner growth process which corresponds
to existing learner m “splitting in half”.

Proposition 5.6.4. Suppose that risks are strongly convex, there are m learners, (αeq,Θeq) is
an equilibrium, and at least one subpopulation i allocated to learner m does not have optimal
subpopulation risk, so ∇Ri(θ

eq
m ) ̸= 0. The state is amended to add an additional learner:

Θ̃eq = [Θeq, θeqm ] and
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α̃eq
:,j =

{
αeq
:,j j ≤ m

1
2
αeq
:,m j ∈ {m,m+ 1}

Under dynamics which are risk minimizing in the limit, the equilibrium (α̃eq, Θ̃eq) is not stable,
so a small perturbation will send the system to a state with strictly lower total risk (higher
social welfare).

Proof. By construction (α̃eq, Θ̃eq) is not segmented, and neither is it a stable balanced
equilibrium (by the non-optimality assumption). Therefore, it is not stable (Theorem 5.5.4),
and thus not a local minimum of the total risk (Theorem 5.4.3). A perturbation will thus
send the system along a risk-reducing trajectory.

re optima.

Example 5.6.5 (Stability vs. optimality). Consider three subpopulations i ∈ {1, 2, 3} with
risks ∥θ − ϕi∥22, sizes βi, and two learners j ∈ {1, 2}. Suppose that the αeq is such that the
subpopulations are partitioned into {1} and {2, 3}. Then we have that

θeq1 = ϕ1, θeq2 =
β2

β2 + β3
ϕ2 +

β3
β2 + β3

ϕ3

By Theorem 5.5.2, this is stable if and only if

∥ϕ2 − ϕ3∥2 ≤ (β2 + β3)min

{∥ϕ2 − ϕ1∥2
β3

,
∥ϕ3 − ϕ1∥2

β2

}
.

However, it is only social optimal if and only if ϕ2 and ϕ3 are relatively close to each other
than to ϕ1, i.e.

∥ϕ2 − ϕ3∥2 ≤ min {∥ϕ2 − ϕ1∥2, ∥ϕ3 − ϕ1∥2} .
The set of subpopulation optima {ϕ1, ϕ2, ϕ3} satisfying the optimality condition are a subset
of those satisfying the stability condition. As the difference between β2 and β3 becomes more
extreme, the number of settings satisfying the stability but not optimality condition increases.

We use this generic example to illustrate a scenario in which the total risk can be arbitrarily
high at a stable equilibria.

Example 5.6.6. Suppose there are two learners and three subpopulations with sizes β1 = β2 =
β and β3 = 1−2β for some 0 < β < 1/2. Consider the following: R1(θ) = θ2, R2(θ) = (θ−1)2,
R2(θ) = (θ− 1−β

1−2β
+ε)2. The social welfare optimizing decision Θ⋆ = (1/2, 1−β

1−2β
−ε) corresponds

to total risk β/2. However, there is a stable equilibrium at Θeq = (0, 1 + ε) with total risk
β + (β−ε)2

1−2β
. For β → 1/2, the gap becomes arbitrarily large.

Finally, we present an example which illustrates that even in the single learner setting,
the risk of a subpopulation can be arbitrarily worse than the total risk.



CHAPTER 5. SPECIALIZATION FROM PARTICIPATION AND RETRAINING 101

Example 5.6.7 (Arbitrarily high risk for minority subpopulation). Consider two subpopula-
tions with R1(θ) = θ2 and R2(θ) = (θ− ϕ)2 with β1 = β and β2 = 1− β and a single learner.
The single equilibrium and total risk minimizer is θ1 = (1− β)ϕ with total risk β(1− β)ϕ2

and R2(θ
⋆) = β2ϕ2. The difference between the two quantities can be arbitrarily high as β

gets close to 1.

5.7 Experiments
We illustrate the salient properties of the decision dynamics in simulation6. We consider both
a synthetic setting as well as one instantiated from a prediction task on census data.

Synthetic In Figure 5.6a we consider a simple scenario with n = 3 subpopulations
of equal sizes βi = 1/3, quadratic risk functions Ri = ∥ϕi − θ∥2 + 1 with distinct risk
minimizing decisions ϕi and m = 2 learners. The learners minimize their risk according to
full risk minimization (Example 5.2.3) and the subpopulations update their participation
via multiplicative weights update (Section 5.2). When α0

i,j = 1/2 for all i, j the risk equality
condition from Theorem 5.5.4 is satisfied with θeqj = (ϕ1 + ϕ2 + ϕ3)/3, however the optimality
condition is not. We therefore observe that this equilibrium is not stable, and slightly
perturbing the initial conditions leads to split-market equilibria. Figure 5.6a illustrates
trajectories from three different perturbations. It demonstrates that the total risk is non-
increasing whereas the average risks for both learners and subpopulations are not monotonic.
Each of the perturbations has different risk trajectories and equilibrates at a different split-
market equilibrium. We repeat these experiments with noisy dynamics, we consider both
exogenous noise that independently perturbs the decisions of the learners and/or populations
as well as intrinsic noise due to making updates with finite sample estimates rather than at
population level. We find that the key properties of the dynamics hold when the updates are
noisy, detailed experiments are presented in Section 5.9.

Another set of experiments in Figure 5.6b illustrates how a larger number of learners lead
to better outcomes in terms of total risk. We consider a set of m = 2 learners and n = 50
subpopulations. We simulate the dynamics until the market has reached equilibrium, at
which point a randomly chosen learner breaks up into two identical learners with half the user
base. From this unstable equilibrium (Proposition 5.6.4) we slightly perturb the parameters
of the two learners and allow the system to reach a new equilibrium state. The procedure
repeats until the number of learners reaches number of subpopulations. These simulations
illustrate that more competition improves social welfare, however the improvements are not
uniform for all subpopulations with some groups seeing their risk at equilibrium increase
with the addition of new learners.

Census data We consider a semi-synthetic setting where subpopulations and their
risk functions are instantiated by a prediction task on real data. Using folktables [Din+21]
we consider a modified version of ACSTravelTime prediction problem derived from the

6Implementation details and reproduction instructions at:
https://github.com/mcurmei627/MultiLearnerRiskReduction

https://github.com/mcurmei627/MultiLearnerRiskReduction
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Figure 5.7: Empirical subpopulations from Census data: Figure (a) displays the
relative risk with respect to the best achievable risk for the subpopulation over time. Figure (b)
illustrates how allocations initialized near (1/3, 1/3, 1/3) converge to a split market equilibrium.

2018 California Census data. We consider 6 subpopulations corresponding to racial groups
with relative size ranging from 1.2% to 61%. We define the least-squares risk functions
as Ri(θ) = 1

Ni
∥Xiθ − yi∥2 where Xi ∈ RNi×d are the features (containing demographics,

educational attainment, income levels, and modes of transportation) and yi ∈ RNi are
the labels (log transform of the daily commute time in minutes) for individuals within
subpopulation i. We simulate risk-reducing dynamics from a perturbed balanced equilibrium
over 3 learners. As in the synthetic example, the risks of learners and subpopulations are not
all monotone (Figure 5.7a), but the total risk function is. Finally Figure 5.7b illustrates the
convergence of allocation dynamics to a segmented equilibrium.

5.8 Discussion
In this chapter, we study the feedback dynamics of user retention for loss minimizing learners,
where subpopulations choose between providers. We introduce a formal notion of risk-reducing
and minimzing to capture this feedback, and show that there is a close connection between
such dynamics and the total risk summed over subpopulations and learners. We provide
a comprehensive characterization of stable equilibria and investigate the implications in
terms of a utilitarian social welfare. This work relates to questions of fairness and minority
representation in several ways. First, our results imply that risk-minimizing dynamics
in multi-learner settings can result in higher welfare for small subpopulations compared
with single-learner settings, as studied by [Has+18; Zha+19]. This resonates with recent
work showing that monopolies have higher performative power and lead to lower individual
utility [HJM22].

The dynamics that we study often lead to segmentation of subpopulations across learners
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as an emergent phenomenon7. This segmentation can lead to pointwise lower risks for
subpopulations, especially when subpopulations have considerably different risk profiles. In
some contexts, the benefits of the reduced risk among subpopulations may outweigh possible
harms from segregation. In others, where proportional representation of groups across learners,
models, or clusters [KAM19; Kle+19] is important, our work implies that independent risk
minimization can lead to undesirable outcomes. In short, this work analyzes natural dynamics
with consequences for the distribution of subpopulations amongst independent learners;
whether or not the consequences are desirable depend on the specific application considered.

We highlight several directions for future work. Our results lay the groundwork for an
investigation of the stochastic dynamics that occur for finite sample approximations to the
risk or participation driven by decisions of individuals. Such behaviors are risk-reducing in
expectation, so we expect the noisy trajectories to converge with high probability to sets
around the asymptotically stable equilbria we characterize. There are many interesting and
relevant questions in the finite sample setting: What is the effect of sample size on the ability
of new learners to enter a market and minority subpopulations to be adequately represented?
Can we model heterogeneous learners who differ in which features they measure and with
how much noise? Are there trade-offs between the expressivity of models and the practical
difficulty of minimizing risk from finite samples in high dimensions?

It would also be interesting to consider extensions or alternative dynamics models for the
learner and subpopulation decisions. One could investigate competitive learners who explicitly
strategize to capture subpopulations [BT19; Ari+20]; this setting is related to facility location
and Hotelling games [OD98; Hot29]. One might imagine that subpopulations do not act
uniformly and may not even be entirely independent of each other—the participation update
may depend on some underlying social network.

The connections between total risk reduction and k-means clustering algorithms suggest
interventions such as subpopulationaware initialization [Bos+23] that could improve social
welfare. Results on “ground truth recovery” may yield insight into particular population
structures that lead to simpler dynamics or restricted sets of equilibria.

5.9 Ommitted Proofs

Preliminaries

We introduce a compact notation. The simplex product is defined as

∆n
m =

{
A ∈ Rn×m |

m∑
j=1

Aij = 1

}
so that the rows sum to 1. Then the state space of subpopulation allocations and learner
parameters is X = ∆n

m × Rm×d. For a square matrix A, we use the notation diag(A) to
7This connects to economic literature on “rational" discrimination, where competitors have no inherent

preference to discriminate and yet equilibria are segregated, e.g. [FV92]
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represent the vector containing the diagonal entries of A. For a vector a, Diag(a) is a diagonal
matrix with a along the diagonal. Furthermore we will say a ≤ b for vectors a, b if the
inequality holds elementwise.

Define a matrix valued risk function R : Rm×d → Rn×m so that Rij(Θ) = Ri(θj). Recall
that in Section 5.2, the subpopulation and learner risks played a key role. We therefore define
vector valued functions R̄subpop : X → Rn and R̄learner : X → Rm as follows:

R̄subpop(α,Θ) = diag(αR(Θ)⊤), R̄learner(α,Θ) = diag
(
Diag(α⊤β)−1α⊤Diag(β)R(Θ)

)
.

Then the definition of risk-reducing dynamics for subpopulations and learners can be written
as

R̄subpop(αt+1,Θ) ≤ R̄subpop(αt,Θ) and R̄learner(α,Θt+1) ≤ R̄learner(α,Θt) .

Risk minimizing in the limit is defined similarly, where the inequality is strict for at least one
entry of the vectors unless the state is at a local minimum.

The total risk can be written as

Rtotal(α,Θ) := tr(diag(β)αR(Θ)⊤) .

Lemma 5.9.1. Under the assumption that all loss functions are continuous, the risk function
R is continuous w.r.t. to Θ, and thus Rtotal is continuous w.r.t. α and Θ.

The sequential dynamics updates described in Section 5.2 can be written as[
αt+1

Θt+1

]
=

[
ν(αt,Θt)
µ(αt+1,Θt)

]
=

[
ν(αt,Θt)

µ(ν(αt,Θt),Θt)

]
=: f(αt, Θt) . (5.4)

Lemma 5.9.2. As long as the subpopulation and learner updates described in Section 5.2 are
locally Lipschitz, so is the dynamics function f defined in (5.4).

Background

For completeness, we include important results and definitions that our proofs will make use
of. First, we state two theorems about Lyapunov theory for stability.

Theorem 5.9.3 (Theorem 1.2 in [BCS18]). Let xeq ∈ D be an equilibrium point for the
autonomous systems xt+1 = f(xt) where f : D → X is locally Lipschitz in D ⊆ X . Suppose
there exists a function V : D → R which is continuous and such that

V (xeq) = 0 and V (x) > 0 ∀ x ∈ D − {xeq}
V (f(x))− V (x) ≤ 0 (resp. < 0) ∀ x ∈ D

Then xeq is stable (resp. asymptotically stable).
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Theorem 5.9.4 (Theorem 1.5 in [BCS18]). Let xeq ∈ D be an equilibrium point for the
autonomous systems xt+1 = f(xt) where f : D → X is locally Lipschitz in D ⊆ X . Let
V : D → R be a continuous function with V (xeq) = 0 and V (x0) > 0 for some x0 arbitrarily
close to xeq. Let r > 0 be such that Br(xeq) ⊆ D and U = {x ∈ Br(xeq) | V (x) > 0}, and
suppose that V (f(x))− V (x) > 0 for all x ∈ U . Then xeq is not stable.

Next, we state the definition of a (isolated) local minimum.

Definition 5.9.5. The point u⋆ is a local minimum (resp. isolated local minimum) of a
function h over a domain U if there is a δ > 0 such that for any u ∈ U with ∥u− u⋆∥ ≤ δ,
h(u⋆) ≤ h(u) (resp. h(u⋆) < h(u)).

Next, we state the implicit function theorem.

Theorem 5.9.6 (Implicit Function Theorem). Let U ⊆ Rn, V ⊆ Rm be open sets and
f : U × V → R is Cr for some r ≥ 1. For some x0 ∈ U, y0 ∈ V assume the partial
derivative in the second argument D2f(x0, y0) : Rm → R is an isomorphism. Then there are
neighborhoods U0 of x0 and W0 of f(x0, y0) and a unique Cr map g : U0 ×W0 → V such that
for all (x,w) ∈ U0 ×W0, f(x, g(x,w)) = w.

Finally we prove a property of intersecting convex hulls.

Lemma 5.9.7. Let x1, x2, · · ·xn and y1, y2, . . . , ym be some points in Rd. Define by Cx and
Cy the convex hulls of {xi}ni=1 and {yi}mi=1 respectively. Then there do not exist points x̄ ∈ Rd

and ȳ ∈ Rd such that the following inequalities are satisfied:

∥xi − x̄∥ < ∥xi − ȳ∥ ∀i = 1, 2, . . . , n

∥yj − ȳ∥ < ∥yj − x̄∥ ∀j = 1, 2, . . . ,m

Proof. Assume by contradiction that the inequalities above hold. Define Hx := {z ∈
Rd | ∥z − x̄∥ < ∥z − ȳ∥} and Hy := {z ∈ Rd | ∥z − ȳ∥ < ∥z − x̄∥}. The sets Hx and Hy are
disjoint half-spaces (without boundary) then defined by the hyperplane bisecting the segment
connecting x̄ and ȳ. By assumption then we have that xi ∈ Hx for all i and yj ∈ Hy for all j;
since Hx and Hy are convex, it follows that Cx ⊂ Hx and Cy ⊂ Hy. Therefore Cx ∩ Cy = ∅,
which leads to a contradiction.

Properties of partial minimization

In this section, we state a handful of important results about the partial minimization of
the total risk. This is somewhat similar to the analysis presented by [SI84] in the context of
clustering algorithms.

Lemma 5.9.8. Define the function F : Rm×n → R as F (α) = minΘRtotal(α,Θ). This
function is concave and a point (α0,Θ0) is a local minimum of Rtotal over the domain X =
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Xα×Rm×d if α0 is a local minimum of F over the domain Xα and Θ0 ∈ argminΘRtotal(α0,Θ).
Furthermore, in the case that Θ0 is the unique minimizer of Rtotal(α0,Θ), then (α0,Θ0) is
a local minimum (resp. isolated local minimum) if and only α0 is a local minimum (resp.
isolated local minimum).

Proof. F (α) is well defined due to the convexity of the risk functions. Concavity follows from
the observation that F is the point-wise minimum of a family of functions which are linear in
α (since for every fixed Θ, the total risk is linear in α).

We break the proof of equivalence into two implications.
1. F minimized =⇒ Rtotal minimized

There is a δ > 0 such that for any α ∈ Xα with ∥α0 − α∥ ≤ δ, F (α0) ≤ F (α), i.e.

Rtotal(α0,Θ0) ≤ Rtotal(α,Θ∗(α))

for any minimizing Θ∗(α). For fixed allocation α define Rtotal
α (Θ) = Rtotal(α,Θ) which is is

convex and minimized at Θ∗(α) and hence:

Rtotal(α,Θ∗(α)) ≤ Rtotal(α,Θ), ∀ Θ .

Combining the inequalities yields: Rtotal(α0,Θ0) ≤ Rtotal(α,Θ), and thus (α0,Θ0) is a local
minimum of Rtotal. The implication for the isolated local minimum case follows by the same
arguments with strict inequalities on the total risk, noting that if Θ0 is a unique minimizer,
it must also be isolated.

2. Rtotal minimized =⇒ F minimized
Recall that Rtotal(α,Θ) can be written as tr(diag(β)αR(Θ)⊤). Then

Rtotal(α0 +D,Θ0)−Rtotal(α0,Θ0) = tr(diag(β)DR(Θ0)⊤) ≥ 0

where inequality holds for all D ∈ Rn×m such that α0 + D ∈ Xα by the fact that α0 is a
minimum. Recognizing the gradient from Lemma 5.9.9 and using the uniqueness of Θ0, the
expression is equivalently ⟨∇αF (α

0), D⟩ ≥ 0. In other words, the directional derivative in
any feasible direction D is non-negative. Hence, α0 is a local minimum of F . The implication
for the isolated local minimum case follows by the same arguments with strict inequalities on
the total risk.

Lemma 5.9.9. For F : Rn×m → R defined as in Lemma 5.9.8, suppose the minimizier
Θ∗(α) = argminΘRtotal(α,Θ) is unique. The gradient is

∇αF (α) = diag(β)R (Θ∗(α)) , i.e.
∂F (α)

∂αij

= βiRi(θ
∗
j (α)) .

Further suppose that the risks are strongly convex. Then second partial derivatives are given
by

∂2F (α)

∂αkℓ∂αij

=

{
0 k ̸= j

−βi∇Ri(θ
⋆
j )

⊤ (∑
ℓ′ βℓ′αℓ′j∇2Rℓ′(θ

⋆
j )
)
∇Rℓ(θ

⋆
j ) k = j

.
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Proof. Computing the gradient:

∇αF (α) = ∇αRtotal(α,Θ⋆(α)) +∇Θ∗(α)∇θRtotal(α,Θ⋆(α)) = diag(β)R(Θ) .

The first equality follows by product rule. The second equality follows because 1) the total
risk is linear in α and 2) the second term is zero due to the optimality of Θ∗(α).

Now notice that
∂

∂αkℓ

Ri(θ
⋆
j (α)) =

〈
∂θ⋆j (α)

∂αkℓ

,∇θRi(θ
⋆
j (α))

〉
To compute the derivatives of θ⋆j (α) we use the implicit function theorem and the assumption
that the risks are strongly convex. We apply the implicit function theorem to the first order
optimality condition

θ⋆j (α) ∈ argmin
θj
R̄learner

j (α:,j, θj)

The Hessian ∇2
θR̄learner

j (α,Θ)) is non-degenerate due to strong convexity of the subpopulation
risks. There exists a neighborhood U0 of α and a unique (sufficiently smooth) map θ∗j (·)
such that for all α ∈ U0, we have that ∇θR̄learner

j (α, θ∗(α)) = 0. Then by implicit function
theorem we obtain

∇θ⋆j (α) = −∇2
θR̄learner

j ◦ ∇αθR̄learner
j (α:,j, θ

⋆
j (α))

by taking the derivative of the first order condition differentiating through θ⋆j (·) and setting
it to zero. We have that

∇2
θR̄learner

j =
∑
ℓ′

βℓ′αℓ′j∇2Rℓ′(θ
⋆
j ),

∂

∂αkℓ

∇θR̄learner
j =

{
0 k ̸= j

∇Rℓ(θ
eq
j ) k = j

.

The result follows by combining the expressions.

Connections between dynamics and total risk

Proposition 5.4.2. For any risk-reducing subpopulation and learner dynamics, the total risk
is non-increasing: Rtotal(αt+1,Θt+1) ≤ Rtotal(αt,Θt),∀t. If subpopulations and learners are
risk minimizing in the limit, then the total risk is strictly decreasing unless (αt,Θt) is a local
minimizer of Rtotal.

Proof. The key to seeing that the total risk acts like a potential for the market dynamics is
to note two equivalent decompositions of the total risk:

Rtotal(α,Θ) = β⊤R̄subpop(α,Θ) = β⊤αR̄learner(α,Θ) .

Being risk-reducing learners’ updates satisfy:

R̄learner(αt,Θt+1) ≤ R̄learner(αt,Θt) =⇒ Rtotal(αt,Θt+1) ≤ Rtotal(αt,Θt) .
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Similarly risk-reducing subpopulations satisfy:

R̄subpop(αt+1,Θt+1) ≤ R̄subpop(αt,Θt+1) =⇒ Rtotal(αt+1,Θt+1) ≤ Rtotal(αt,Θt+1) .

Finally, combining the two updates yields the desired inequality.
In the case that learners and subpopulations are risk minimizing in the limit, the same

argument holds with strict inequality, unless (αt+1,Θt+1) is a local minimum.

Theorem 5.4.3. For any learners and subpopulations who are risk minimizing in the limit,
an equilibrium (αeq,Θeq) is asymptotically stable if it is an isolated local minimizer of the
total risk Rtotal. If it is not a local minimizer of the total risk, then it is not stable.

Proof of Theorem 5.4.3. We break this proof into two implications.
1. Isolated local min =⇒ Asymptotic stability

Define V (α,Θ) = Rtotal(α,Θ)−Rtotal(αeq,Θeq). The dynamics f are Lipschitz by Lemma 5.9.2
and this V satisfies the conditions of Theorem 5.9.3 with strict inequality, thus we conclude
that (αeq,Θeq) is an asymptotically stable equilibrium.

2. Not local min =⇒ Not stable
Define V (α,Θ) = Rtotal(αeq,Θeq)−Rtotal(α,Θ) which will increase along trajectories. Since
we are not at a local min, there must be some arbitrarily close α0,Θ0 such that V (α,Θ) > 0.
Then we apply Theorem 5.9.4 which guarantees that the equilibrium is not stable.

Corollary 5.4.4. Equilibria exist when learners and subpopulations are risk minimizing in
the limit and the total risk function has isolated local minima. They may not exist otherwise.

Proof. We first argue that if the dynamics are risk minimizing, then an isolated local minimum
of the total risk must be an equilibria. Let (α0,Θ0) denote the isolated local minima of the
total risk. It must be that α0 is an isolated, and thus unique, minimizer of Rtotal(α,Θ0) since
the function is linear in α. We can thus conclude that ν(α0,Θ0) = α0. It also must be that
Θ0 is a unique minimizer of Rtotal(α0,Θ) since the function is convex in Θ. We can thus
conclude that µ(α0,Θ0) = Θ0. Therefore (α0,Θ0) is equilibrium of the dynamics.

We next show that equilibria may not exist when the dynamics are not risk minimizing in
the limit. To show that they may not exist otherwise, consider the following example. Let all
learners be static and identical so Θt+1 = Θt and Θ = (θ, θ, . . . , θ). Let the subpopulation
update break ties among equivalent learners randomly. Then the subpopulations will randomly
switch between learners. Though these dynamics satisfy the definition of risk-reducing (at
equality), they will not converge to an equilibrium.

We lastly show that equilibria may not exist when the total risk function does not have
an isolated local minima. Suppose that learners update with full risk minimization and all
subpopulations have risk uniquely minimized at the same value θ. Finally suppose that
subpopulations will break ties among equivalent learners randomly (and are otherwise risk
minimizing). As in the previous example, the subpopulations will randomly switch between
learners and no equilibrium exists.
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Stability

Theorem 5.5.2. Suppose learners and subpopulations are risk minimizing in the limit, αeq

is segmented, and Rtotal(αeq,Θ) has a unique minimizer Θeq. Define a mapping γ : [n]→ [m]
such that γ(i) = j is the learner with nonzero mass in αeq

i,: .
If every subpopulation strictly prefers their current learner:

Ri(θ
eq
γ(i)) < Ri(θ

eq
j ) , (5.1)

for all i and learners j ̸= γ(i), then (αeq,Θeq) is an asymptotically stable equilibrium. If
there is a subpopulation who would strictly prefer to switch learners, then (αeq,Θeq) is not

stable.

Proof. First note that it must be that every learner is associated to at least one subpopulation.
Otherwise, the total risk would not have a unique minimizer over Θ.

We start with the first statement, and show that the stated conditions imply that (αeq,Θeq)
is isolated local minimum of the total risk. By Theorem 5.4.3, this implies asymptotic stability.

We specifically argue the conditions are sufficient for guaranteeing an isolated local
minimum with respect to F (α), appealing to Lemma 5.9.8. First notice that we have the
unique Θeq = argminΘRtotal(αeq,Θ) as required. Suppose by contradiction that there is
some perturbation to α that causes F (α) to decrease or remain the same. Equivalently, the
projection of the negative gradient onto the simplex points towards some other vertex, i.e.
the component of the gradient in the direction of learner j is less than or equal to that in the
direction of γ(i) for some j ̸= γ(i). We can write this condition as

∂F (α)

∂αiγ(i)

≥ ∂F (α)

∂αij

⇐⇒ Ri(θ
eq
γ(i)) ≥ Ri(θ

eq
j )

where we use Lemma 5.9.9. This violates the risk comparison condition (5.1), and therefore
there must be no such perturbation, and thus αeq is an isolated local minimum.

We turn our attention to the second statement. Theorem 5.4.3, it is equivalent to argue
about minima of the total risk function. Suppose that for some subpopulation, there is some
learner for which Ri(θ

eq
γ(i)) > Ri(θ

eq
j ). Then any small perturbation of that subpopulations’s

allocation towards that learner will decrease the total risk, and thus the point is not a
minimum.

In a segmented allocation, each θeqj will minimize the average loss over the group of
subpopulations assigned to them. Denote the parameter which minimizes risk of subpopulation
i as ϕi := argminθ∈RdRi(θ). Then each θeqj is a convex combination of ϕi for i in jth partition.
Using this perspective, we provide an intuitive necessary (but not sufficient) condition for a
class of symmetric risk functions.

Corollary 5.9.10. Suppose that risk functions satisfy Ri(θ) < Ri(θ
′)⇐⇒ ∥θ−ϕi∥ < ∥θ′−ϕi∥

for ϕi the subpopulation optimal parameter. Then in an asymptotically stable segmented
equilibrium, the convex hulls of the grouped subpopulations optimal parameters {ϕi} are
non-intersecting.
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Applying this Corollary to the example in Figure 5.4, we see that a segmented equilibrium
with subpopulation 1 and 3 participating in the same learner cannot be stable.

Proof. Let ϕ1, ϕ2, · · · , ϕk ∈ Rd be the optimal decisions for the subpopulations allocated to
the first learner and ψ1, ψ2, · · · , ψl ∈ Rd be the optimal decisions for the subpopulations
allocated to the second learner. Let θ1 and θ2 be the decisions of each learner. Assume
that the convex hulls of {ϕi}ki=1 and {ψ}li=1 intersect. By Lemma 5.9.7, there exists i such
that ∥ϕi − θ2∥ ≤ ∥ϕi − θ1∥. By the assumption about the risk runctions, this implies
Ri(θ2) < Ri(θ1). In other words, there exist a subpopulation that would prefer to switch
learners. Thus by Theorem 5.5.2 these allocation of subpopulations to learner is not stable
and so the convex hulls must not intersect.

Theorem 5.5.4. Consider dynamics which are risk minimizing in the limit and an αeq with
any subpopulation i having nonzero support on set of two or more learners j ∈ J . Assume
risks are strongly convex and define Θeq = argminRtotal(αeq,Θ). Then (αeq,Θeq) cannot be
stable unless it is “balanced” in the sense that learners in J are risk equivalent and optimal
for i, i.e. for all j, j′ ∈ J ,

Ri(θ
eq
j ) = Ri(θ

eq
j′ ) and ∇Ri(θ

eq
j ) = 0 . (5.2)

If it is balanced, so are all allocations for subpopulation i with support over J .
Finally, all stable equilibria must be either balanced or segmented.

Proof. Theorem 5.4.3 shows that an equilibrium cannot be stable if it is not a local minimum
of the total risk. We therefore develop conditions under which an equilibrium point will be
a local minimum. By Lemma 5.9.8, it is equivalent to argue about the local minima of the
concave function F (α) over the simplex product ∆n

m. All minima of the total risk will occur
on the boundary of the simplex product, i.e. a face or a vertex. Since F is still concave when
restricted to a face of the simplex, the same argument shows the minima are on the boundary,
hence vertices, except for the degenerate case where F takes a constant value over the face.

We now characterize this degenerate case. F takes a constant value over the face if and
only if 1) the gradient of F is perpendicular to the face at α and 2) remains perpendicular
along the face. The face is described by a set of indices J ⊆ [m]. Mathematically, we write
the two conditions as: for all pairs j, j′ ∈ J , ℓ ∈ [n], and k ∈ [m],

∂F (α)

∂αij

=
∂F (α)

∂αij′
and

∂

∂αℓk

(
∂F (α)

∂αij

− ∂F (α)

∂αij′

)
= 0 (5.5)

Using Lemma 5.9.8, the first expression simplifies to the risk equivalent condition that
Ri(θ

eq
j ) = Ri(θ

eq
j′ ). Turning to the second expression in (5.5), we first use Lemma 5.9.9 to

compute

∂

∂αℓk

∂F (α)

∂αij

=

{
0 k ̸= j

−βi∇Ri(θ
eq
j )⊤

(∑
ℓ′ βℓ′αℓ′j∇2Rℓ′(θ

eq
j )
)
∇Rℓ(θ

eq
j ) k = j
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Thus, the condition trivially holds for k /∈ {j, j′}. Otherwise, when ℓ = i, the condition in
(5.5) requires that

∇Ri(θ
eq
k )⊤

(∑
ℓ′

βℓ′αℓ′k∇2Rℓ′(θ
eq
k )

)
∇Ri(θ

eq
k ) = 0, k ∈ {j, j′}

Due to the strong convexity of the risks, the Hessian matrix is positive definite. Thus it must
be that ∇Ri(θ

eq
j ) = 0 for all j ∈ J , i.e. the risk optimal condition. Risk optimality implies

that the condition holds also when ℓ ̸= i and thus the characterization is complete.

Additional Experiments with Noisy Dynamics

Figure 5.8a replicates Figure 5.6a. The magenta-highlighted trajectory starts precisely at
the unstable equilibrium, while the other three, initiated near this point, converge to the
three possible split market equilibria, ordered by hue intensity: {(1,2), (3)}, {(2,3), (1)}, and
{(1,3), (2)}. In Figure 5.8b, while sub-population dynamics remain as in (a), learner updates
experience uncorrelated external perturbations, causing trajectories to be different from
(a). Nevertheless, the long term dynamics gravitate near stable split equilibria. Figure 5.8c
depicts learners updating decisions based on sampled empirical losses, with sub-populations
adjusting participation based on aggregate empirical performance. The fact that each learner
uses different samples from each sub-population adds sufficient un-correlated noise to create
trajectories similar to when exogenous noise is added.

Experimental Details Full experimental details along with instructions for reproduc-
ing them can be found at https://github.com/mcurmei627/MultiLearnerRiskReduction.
The experiments used Python 3.10 on a MacBook Pro 2019.

https://github.com/mcurmei627/MultiLearnerRiskReduction
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(a) Learner updates: noiseless one-step minimization of population loss. Sub-population updates:
MWU w.r.t population loss
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(b) Learner updates: noisy one-step minimization of population loss. Sub-population updates: MWU
w.r.t population loss
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(c) Learner updates: noiseless one-step minimization of empirical loss. Sub-population updates:
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Figure 5.8: Noisy dynamics
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