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ABSTRACT OF THE DISSERTATION

Layered Transmissions over Decode-and-Forward Wireless Relay
Networks

by

Tu Viet Nguyen

Doctor of Philosophy in Electrical Engineering

(Communication Theory and Systems)

University of California, San Diego, 2013

Professor Pamela C. Cosman, Co-Chair
Professor Laurence B. Milstein, Co-Chair

In this dissertation, we consider a wireless relay network with a single source,

a single destination, and multiple relays. The relays are half-duplex and use the

decode-and-forward protocol. In the first part, we consider the layered trans-

mission using an information-theoretic approach, where a successively refinable

Gaussian source is transmitted using superposition coding. In the second part,

we consider the layered transmission using a communication-theoretic approach,

xii



where a layered video-encoded bitstream is transmitted using hierarchical modu-

lation. In both cases, we assume the transmitted source can be partitioned into a

base layer (BL) and an enhancement layer (EL). The BL is more important than

the EL, and the source cannot be reconstructed without the BL.

It takes two time slots for each transmission. In the first time slot, the

source broadcasts a message that consists of a BL and an EL to all the relays

and the destination. The relays detect the transmitted message individually. Each

relay detects the BL first, and, if successful, then it detects the EL. Unlike other

cooperation techniques, we assume the relays are not able to communicate with

each other, and that there is no feedback channel from the destination to the

relays, or from the relays to the source. Hence, a given relay does not know if any

other relay successfully decodes a specific layer. Rather, we assume that, in the

second time slot, each relay will forward all its successfully decoded layers to the

destination. That is, a relay can transmit either only the BL or both the BL and

the EL to the destination (or not transmit at all).
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Chapter 1

Introduction

1.1 Overview

Multimedia transmission has many challenges, such as the need for large

bandwidth and low latency, and the fact that transmitted signals over wireless net-

works can experience large fading fluctuations. Many techniques have been studied

for reliable multimedia delivery over wireless links, such as multiple-input-multiple-

output (MIMO), cooperation, and unequal error protection (UEP). MIMO has

been extensively studied in recent years, and widely used to achieve spatial diver-

sity and/or multiplexing gain for data transmissions by employing multiple anten-

nas at both transmitter and receiver [1–3]. However, in many scenarios, multiple

antennas cannot be deployed, due to the size limitation of the end-user devices.

In cooperation schemes, single antenna terminals can achieve spatial diversity by

sharing their antennas with each other to create a virtual MIMO system [4–12].

1
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Cooperation diversity can improve the system performance and increase the cover-

age [10–12]. A simple and efficient cooperation scheme, namely, choosing the best

relay, was analyzed in [13], and shown to achieve full diversity gain while main-

taining high spectral efficiency. In this scheme, and other cooperation schemes, in

general, slow fading and feedback channels are generally assumed for relay selec-

tion/cooperation purposes. Therefore, these schemes cannot be efficiently applied

in high mobility environments, or when a feedback channel does not exist.

For layered or embedded sources, some components of the source are more

important than others in terms of source distortion. Hence, these components gen-

erally require different levels of protection against transmission errors. To provide

unequal error protection, different layers are allocated different amounts of the

available resources, such as power and bandwidth, according to their levels of im-

portance. There are several methods of providing UEP for embedded sources,

for example, superposition coding [14, 15], rate-compatible punctured convolu-

tional/turbo coding [16, 17], and hierarchical modulation [18, 19]. Hierarchical

modulation has been used in commercial standards such as Digital Video Broad-

casting [20] and MediaFlo [21] to provide multiple levels of quality of service (QoS).

In [22–25], several UEP methods were proposed for multimedia data over

MIMO systems. For example, in [22], closed-loop MIMO with UEP using a scalable

video encoder was considered. In [23], channel coding and spatial diversity were

exploited to achieve UEP. In [26, 27], the authors proposed layered video coding

and two-hop relaying to deliver video to two groups of users with different QoS,
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depending on the weakest instantaneous channel SNR in each group. In [28–30],

source-channel rate optimization for block fading channel was considered.

1.2 General system model and problem descrip-

tion

In this dissertation, we consider a wireless relay network with a single source,

a single destination, and multiple relays, as shown in Fig. 1.1. The source transmits

a layered source to the destination using the help of the relays. The relays are half-

duplex and use the decode-and-forward protocol.

Unlike other cooperation techniques in the literature, we assume there is no

feedback channel from the destination to the relays or from the relays to the source.

Also, the relays are not able to communicate with each other. Lastly, automatic

repeat request is not considered. These constraints are aimed at minimizing the

transmission latency for multimedia applications and reducing the system com-

plexity.

In the following, we present the general transmission protocol, which will

be used throughout the dissertation. More detailed protocol description will be

presented later. Due to the relays’ half-duplex, it takes two time slots for each

transmission. In the first time slot, the source broadcasts a message consisting

of a base layer (BL) and an enhancement layer (EL) to all the relays and the

destination. The relays separately decode the message. A relay decodes the BL

first, and, if successful, decodes the EL. Depending on the channel status, a relay
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Figure 1.1: Relay network: a single source, a single destination, and multiple
relays.

can successfully decode both the BL and the EL, only the BL, or nothing. Note

that, since the relays cannot communicate with each other, a relay does not know

if any other relay successfully decoded a given layer. In the second time slot,

each relay will forward all its successfully decoded layers to the destination using

orthogonal channels. Depending on the number of layers transmitted, a relay may

use different coding or modulation schemes to communicate with the destination.

With the above protocol, the destination can receive multiple signals, which

can include different numbers of layers. Therefore, in general, a conventional

maximal-ratio-combining receiver cannot be straightforwardly applied (or it is

not optimal). In [31] and [32], the authors used two different suboptimal com-

bining techniques. In this dissertation, we use both information-theoretic and

communication-theoretic approaches to design and analyze the layered transmis-

sion over decode-and-forward wireless relay networks. For each approach, we focus
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on deriving the optimal linear-combining receiver. The system performance in

terms of the system throughput and/or the source distortion are then analyzed,

and key system parameters, such as power and rates, are optimized to improve the

end-to-end system performance.

1.3 Information-theoretic approach

In the information-theoretic approach, we assume the transmitted source is

a successively refinable Gaussian source, which can be partitioned into two layers:

a base layer and an enhancement layer. A block fading channel model is assumed,

and superposition coding is used for multiplexing.

Superposition coding was first applied to a relay network to improve the

transmission rate in [15], where one relay was considered and the channel gains

were deterministic. The relay decoded and forwarded only the enhancement layer

to the destination in order to enhance the direct link. Superposition coding has

also been studied in [32, 33] for relay networks to improve the system throughput

over single layer transmission, although a suboptimal combining technique was

used at the destination.

In this dissertation, we propose a novel linear combining technique to com-

bine the received signals at the destination to first detect the BL, and then the EL,

using a two step combining method. We show that this combining technique is

optimal in terms of maximizing the received signal-to-interference-plus-noise ratio
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(SINR); thus, it also maximizes the mutual information from the source to the des-

tination for this relay network with the considered protocol. The optimal weights

and the maximum combined SINRs for both the BL and the EL (the BL/EL) have

a closed form, from which we can obtain the distribution of the maximum com-

bined SINR in a simple form. We note here that the combining technique is also

optimal for a single relay selection protocol [13], because the destination receives

the BL/EL from the direct link, and either the BL/EL or only the BL from the

selected relay.

Using the optimal combining method at the destination, we analyze the

system performance in terms of the average throughput and the expected distor-

tion. Numerical results showed that the proposed two-layer scheme outperforms a

conventional one-layer scheme by several dB in channel SNR.

1.4 Communication-theoretic approach

In the communication-theoretic approach, the transmitted source is a lay-

ered video-encoded bitstream, which can also be partitioned into a BL and an

EL. For layered transmission, hierarchical QAM modulation scheme is used. Note

that, for hierarchical QAM modulation with Gray-coded bit mapping, generally,

the most significant bits (MSBs) are more protected than the least significant bits

(LSBs) against transmission errors. Hence, the BL is mapped to the MSBs, and

the EL is mapped to the LSBs for layered transmission. The relays, however,
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adaptively use different modulation schemes, depending on number of successfully

decoded layers. In particular, if a relay successfully decodes both the BL and the

EL, it will transmit both layers to the destination using hierarchical 16-QAM. If

only the BL is successfully decoded, a relay will transmit only the BL to the des-

tination using QPSK. Because of different modulation schemes used at the relays,

conventional maximal-ratio-combining (MRC) receiver cannot straightforwardly

be applied at the destination.

In this dissertation, we derive the optimal linear combining receivers for the

BL and the EL by a two-step combining method, which minimizes the uncoded bit-

error-rate (BER). In the first step, we optimize over the weight vector’s direction,

in which the optimal solution has a closed form. In the second step, we optimize

over the weight vector’s length. For the BL, convex optimization programming [34]

can be used to efficiently solve for the optimal weight vector length. For the EL,

such convex optimization programming does not lead to a global optimum (thus,

only a local optimum can be guaranteed by convex optimization programming, or

a global search method needs to be used). We also present a suboptimal solution

for the BL by minimizing an upper-bound for the BER of the BL, which has a

closed-form solution and performs very close to optimal. Both the optimal and

suboptimal methods for the BL significantly outperform the combining methods

in [31, 32]. A simple combining method for the EL in the second step is also

presented, which performs well compared to the optimal.

Numerical results show that the proposed layered scheme using hierarchi-
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cal modulation significantly outperform a classical single-layer scheme using the

conventional modulation.

1.5 Dissertation outline

In Chapter II, we present the details of the information-theoretic approach

for layered transmission using superposition coding, based upon a block fading

channel model. The optimal linear combining receiver is derived, and closed-form

expressions for weight vectors and the combined SINR are obtained. The system

performances in terms of the average throughput and expected distortion are ana-

lyzed. We present a lower bound for the average throughput and an upper bound

for the expected distortion, both of which have a closed form. The system param-

eters such as the power and rate allocations are found by optimizing the closed

form bounds. The exact system performances corresponding to these parameters

are evaluated numerically.

In Chapter III, we present the details of the communication-theoretic ap-

proach, where hierarchical QAM modulation is used to provide UEP for a layered

video bitstream, which is encoded with a H.264/AVC encoder [35–38]. The video-

encoded bitstream is partitioned into a BL and an EL. The optimal linear combin-

ing receiver at the destination is derived based on a two-step combining method

which minimizes the uncoded BER. We also present a derivation that yields a

closed-form expression for a suboptimal set of combining weights, for both the BL
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and the EL. The proposed scheme is then used for transmitting a layered video

bitstream over the wireless relay network. The performance of layered transmis-

sion scheme is evaluated and compared to the conventional transmission scheme.

Numerical results show that the former scheme significantly outperforms the latter

scheme.

In Chapter IV, we summarize the contributions of this dissertation and

discuss potential future work.



Chapter 2

Layered Transmission over

Wireless Relay Networks using

Superposition Coding

2.1 Introduction

In this chapter, we consider a relay network with a single source, a single

destination, and multiple relays. A block fading channel model is assumed. The

relays are half-duplex and use the decode-and-forward protocol. The transmitted

source is a successively refinable Gaussian source, which can be partitioned into

two layers: a base layer (BL) and an enhancement layer (EL). The BL is more

important than the EL, and the source cannot be reconstructed without the BL.

In the first time slot, the source broadcasts a message consisting of both the BL and

the EL (the BL/EL) to all the relays and the destination. The relays decode the

message individually. A relay might successfully decode the BL/EL, successfully

10
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decode only the BL, or decode nothing. Instead of using relay selection-based

protocols, which generally require feedback channels from the destination to the

relays and thus introduce more latency, we assume all the relays forward all their

successfully decoded layers to the destination using orthogonal channels. The

destination can thus receive multiple signals, each of which contains either the

BL/EL or only the BL. Since the received signals at the destination can include a

different number of signal layers, a conventional maximal-ratio combining (MRC)

receiver cannot be applied straightforwardly (or, if it is applied, it is not optimal).

To the best of our knowledge, MRC for uncorrelated branches was first

presented in [39]. In [40], the authors show that the MRC solution is also optimal

if the branches’ signals are correlated, as long as the branches’ noise processes

are independent. In [41], maximal-ratio eigen-combining was proposed for smart

antenna arrays, where it was assumed that the signals can be correlated but the

noise terms are independent. We will see later that these results are not applicable

to our problem, because in our case the interference terms, which we treat as noise,

are correlated. Another approach for MRC uses the eigenfilter method, which

can be applied for both correlated signals and correlated noise [42]; however, this

method, in general (and in our case), results in neither a closed-form solution for

each individual branch weight nor the optimum signal-to-interference-and-noise

ratio (SINR), because it depends on the inverse of the noise covariance matrix.

A suboptimal-combining method was proposed in [32] for linear combining

the received signals at the destination to decode the BL (and then the EL); how-
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ever, this method is suboptimal because not all the received signals are used for

combining. Another combining method uses a conventional MRC-like solution [31],

which is only optimal if all the received signals at the destination have the same

number of layers.

In this chapter, we derive the optimal linear solution to combine the received

signals at the destination using a two-step combining method. The optimality is

in terms of maximizing the received SINR. We note that the optimal weight vector

has a closed form, and the corresponding combined SINRs for the BL and the EL

also have closed forms. Using the optimal-combining method at the destination,

we derive the average throughput and the expected distortion. Since these quan-

tities are not expressed in closed form, we derive a closed-form lower bound to the

average throughput and a closed-form upper bound to the expected distortion. We

find suboptimal system parameters, such as the power allocation parameter for su-

perposition coding and transmission rate for each layer, based on the closed-form

bounds. We then obtain the actual average throughput and the actual expected

distortion numerically corresponding to the suboptimal system parameters. Nu-

merical results show that the proposed two-layer scheme using superposition coding

can gain up to several dBs in channel SNR, compared to a conventional one-layer

counterpart.

The rest of this chapter is organized as follows. In Section 2.2, we present

the system model. The optimal linear-combining receiver is presented in Section

2.3, and the system performance analysis is presented in Section 2.4. Section 2.5
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is for numerical results, and finally, Section 2.6 concludes the chapter.

2.2 System model

2.2.1 General description

In Fig. 1.1, we demonstrate a wireless relay network with a single source

(s), a single destination (d), and N relays (rn, for n = 1, 2, . . . , N). We assume

a block fading channel model. The transmitted source is successively refinable

Gaussian, which is partitioned into a BL and an EL [14, 32]. The relays are half-

duplex and use the decode-and-forward protocol. In the first time slot, the source

broadcasts a message with two layers using superposition coding to all the relays

and the destination. We assume the relays are not able to communicate with each

other; hence, they do not know if any other relay successfully decodes a layer.

Rather, we assume in the second time slot that if a relay does not successfully

decode any layer, it will keep silent; if it successfully decodes only the BL, it will

transmit only the BL to the destination; and finally, if it successfully decodes both

layers, it will transmit the BL/EL using superposition coding [32,33]. We assume

the total available bandwidth, which is equally divided into N sub-bands, each of

bandwidth W , is allocated to the relay-destination links. The broadcast channel

from the source to the relays and destination can use any one of the sub-bands

(see Fig. 2.1), since it transmits in different time slot. With this protocol, the

destination receives multiple signals, each of which can include either the BL/EL

or only the BL.
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relay - destination: r2-d

relay - destination: rNr-d

relay - destination: r1-dsource – relays/destination

Time

S
u
b
-c
h
a
n
n
e
ls

1

2

Nr

Time slot 1:

(BL/EL)

Time slot 2:

(BL/EL, BL only, or kept silent)

Figure 2.1: Relay protocol description: the transmission bandwidth is equally
divided into N sub-bands, and the relays use the half-duplex protocol.

2.2.2 Channel and signal models

We assume the channels of the links s − d, s − rn and rn − d experience

Rayleigh flat-fading, with the real-valued gains, respectively, denoted by αsd, α
(n)
sr

and α
(n)
rd . Due to the spatial separation, we assume these fading gains are inde-

pendent. Also, the second moments are denoted by

Ωsd , E[α2
sd], Ω(n)

sr , E[(α(n)
sr )2], Ω

(n)
rd , E[(α

(n)
rd )2] (2.1)

We assume the maximum transmit powers at the source and at the relays are

limited by Ps and Pr, respectively. In the following, we consider the received

signals at the relays and the destination.

• In the first time slot, the received signal at the n-th relay (at the output of
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a coherent matched filter) can be written as follows [43]:

y(n)
r = α(n)

sr

√
Ps
(√

ρxbl +
√
ρ̄xel

)
+ z(n)

r , (2.2)

where xbl and xel denote the BL and EL signals, respectively, and are in-

dependent and Gaussian with zero mean and unit variance. The parameter

ρ ∈ (0, 1] is the transmit power allocation at the source. That is, ρPs is

the transmit power allocated to the BL, and ρ̄Ps, where ρ̄ , 1 − ρ, is the

transmit power allocated to the EL [32]. The {z(n)
r } represent the additive

Gaussian noise, which are assumed to be i.i.d. with zero mean and variance

σ2
0. Similarly, the received signal at the destination is given by

y
(0)
d = αsd

√
Ps
(√

ρxbl +
√
ρ̄xel

)
+ z

(0)
d , (2.3)

We note that after receiving the signal y
(0)
d , the destination does not decode

the message immediately, but saves it in the memory and waits for the signals

in the second time slot.

• In the second time slot, the received signal at the destination from the n-th

relay is given by

y
(n)
d = α

(n)
rd

√
Pr
(√

ρxbl +
√
ρ̄xel

)
+ z

(n)
d (2.4)

if both layers have been successfully decoded, where ρ is the power allocation

parameter at the n-th relay. If only the BL has been successfully decoded,

we allocate all the power to the BL (i.e., ρ = 1), and thus the received signal
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is given by

y
(n)
d = α

(n)
rd

√
Prxbl + z

(n)
d (2.5)

We also assume {z(n)
d } for n = 0, 1, . . . , N are i.i.d. and Gaussian with zero

mean and variance σ2
0, where n = 0 denotes the direct link s− d (in the first

time slot).

For notational convenience, we consider the source itself as a virtual relay,

referred to as relay 0, which always sends the BL/EL to the destination, where the

received signal at the destination is given in (2.3). To express (2.3) in the form of

(2.4), the received signal from an actual relay, we denote the ‘effective’ fading gain

from the source (i.e., relay 0) to the destination as follows:

α
(0)
rd ,

√
Ps/Prαsd, (2.6)

such that Equation (2.3) can be expressed as

y
(0)
d = αsd

√
Ps
(√

ρxbl +
√
ρ̄xel

)
+ z

(0)
d ,

= α
(0)
rd

√
Pr
(√

ρxbl +
√
ρ̄xel

)
+ z

(0)
d (2.7)

that is, Equation (2.4) with n = 0. We also denote Ω
(0)
rd = (Ps/Pr)Ωsd.

We define the received SNR at the output of the n-th relay’s receiver as

Γ(n)
r , PsΩ

(n)
sr /σ

2
0, for n = 1, 2, . . . , N (2.8)

and similarly the received SNR of the n-th received signal at the destination as

Γ
(n)
d , PrΩ

(n)
rd /σ

2
0, for n = 0, 1, 2, . . . , N (2.9)
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where we note that Γ
(0)
d , PrΩ

(0)
rd /σ

2
0 = PsΩsd/σ

2
0 for the direct link. Note that

because each relay transmits the signal to the destination using its dedicated sub-

band, there is no interference among the received signals from the relays. At the

destination, the received signals as shown in (2.4) and (2.5) will be combined to first

decode the BL, and then the EL. For combining and detection at the destination,

in practice, each relay needs to send a signalling message (of two bits) to inform

the destination which type of signal it will send. For simplicity, we assume the

signalling message is received at the destination error-free, and ignore the signalling

overhead.

2.3 Combining methods for the received signals

at the destination

Let (Θk,Ψk), for k = 1, 2, . . ., be all possible pairs of subsets of relays

(excluding the virtual relay 0), which successfully decode only the BL, and the

BL/EL, respectively, where Θk ∩Ψk = ∅ and Θk ∪Ψk ⊂ {1, 2, . . . , N}. Also, if the

direct link is used, we denote

Ψ+
k = {0,Ψk}, (2.10)

otherwise, we denote Ψ+
k = Ψk. That is, Ψ+

k is the set of all relays, including the

virtual relay 0 (if the direct link is used).

Let wn be the combining weight for the received signal y
(n)
d for n ∈ Θk∪Ψ+

k .

Since the channel gains are real-valued, we can assume the {wn} are real-valued.
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The general linear combining signal is given by

ŷd,bl =
∑
n∈Θk

wny
(n)
d +

∑
n∈Ψ+

k

wny
(n)
d (2.11)

=
∑
n∈Θk

wn
(√

Prα
(n)
rd xbl + z

(n)
d

)
+
∑
n∈Ψ+

k

wn
(
α

(n)
rd

√
Pr(
√
ρxbl +

√
ρ̄xel) + z

(n)
d

)
(2.12)

where we substituted {y(n)
d } from (2.4) and (2.5) for n ∈ Θk and n ∈ Ψ+

k , respec-

tively.

For notational simplicity, we define

CΘk
(wΘk

) ,
∑
n∈Θk

wnα
rd
n,l = wT

Θk
αΘk

,

CΨ+
k

(wΨ+
k

) ,
∑
n∈Ψ+

k

wnα
rd
n,l = wT

Ψ+
k
αΨ+

k
(2.13)

NΘk
(wΘk

) ,
∑
n∈Θk

wnz
(d)
n,l = wT

Θk
zΘk

,

NΨ+
k

(wΨ+
k

) ,
∑
n∈Ψ+

k

wnz
(d)
n,l = wT

Ψ+
k
zΨ+

k
(2.14)

where wΘk
and wΨ+

k
denote the vectors whose elements are wn for n ∈ Θk and

n ∈ Ψ+
k , respectively, and similarly for αΘk

,αΨ+
k
, zΘk

, and zΨ+
k

. The superscript

T denotes transpose. From (3.10), we note that NΘk
(wΘk

) ∼ CN (0, ‖wΘk
‖2σ2

0)

and NΨ+
k

(wΨ+
k

) ∼ CN (0, ‖wΨ+
k
‖2σ2

0), where we use ‖x‖ ,
√

xTx to denote the

Euclidean norm of a vector x. Since Θk ∩Ψ+
k = ∅, NΘk

and NΨ+
k

are independent.

In the following, we will drop the dependence on wΘk
and wΨ+

k
, wherever there is

no confusion.
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Using the definitions (2.13) and (2.14) in (2.11), after reorganizing, we have

Ŷd,bl =
(√

PrCΘk
+
√
ρ
√
PrCΨ+

k

)
xbl +

√
ρ̄CΨ+

k

√
Prxel +NΘk

+NΨ+
k

(2.15)

Considering the EL as interference, the SINR of the BL is given as follows

SINRBL(wΘk
,wΨ+

k
) =

Pr
(
CΘk

(wΘk
) +
√
ρCΨ+

k
(wΨ+

k
)
)2

ρ̄Pr[CΨ+
k

(wΨ+
k

)]2 + (‖wΘk
‖2 + ‖wΨ+

k
‖2)σ2

0

(2.16)

We need to find wΘk
and wΨ+

k
to maximize the SINR of the BL

SINR∗BL = maximize
wΘk

,w
Ψ+
k

SINRBL(wΘk
,wΨ+

k
) (2.17)

In the following, we consider both the suboptimal and optimal combining

methods for detecting the BL.

2.3.1 Simple method

It was proposed in [32] to use the received signals which include only the

BL to decode the BL, as shown in (2.5), if at least one is available, i.e., Θk 6= ∅.

Otherwise, all the received signals which include the BL/EL will be combined to

decode the BL/EL. By this method, in both cases, the conventional MRC receiver

can be used [32]. That is, the suboptimal combining weight vectors for the BL are

given by

wΘk
= αΘk

, wΨ+
k

= 0, if Θk 6= ∅ (2.18)

wΘk
= 0, wΨ+

k
= αΨ+

k
, if Θk = ∅ (Ψ+

k 6= ∅) (2.19)
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The corresponding SINR for the BL are given by

SINRd,bl(Θk,Ψ
+
k ) =

Pr‖αΘk
‖2

σ2
0

, if Θk 6= ∅ (2.20)

SINRd,bl(Θk,Ψ
+
k ) =

ρPr‖αΨ+
k
‖2

σ2
0 + ρ̄Pr‖αΨ+

k
‖2
, if Θk = ∅ (Ψ+

k 6= ∅) (2.21)

2.3.2 MRC-like method

In this method, the combined weight vectors are given by

wΘk
= αΘk

, and wΨ+
k

= αΨ+
k

(2.22)

which is equivalent to an MRC receiver if all the received signals have the same

number of layers. This method has been used in [31]. Substituting (2.22) in (2.16),

the SINR for the BL is given by

SINRd,bl(Θk,Ψ
+
k ) =

Pr
(
‖αΘk

‖2 +
√
ρ‖αΨ+

k
‖2
)2

ρ̄Pr‖αΨ+
k
‖4 +

(
‖αΘk

‖2 + ‖αΨ+
k
‖2
)
σ2

0

(2.23)

2.3.3 Optimal method

In this subsection, we consider the optimal linear-combining solution, which

maximizes the output SINR. The optimal linear-combining procedure can be di-

vided into two steps, as shown in Fig. 2.2. In the first step, we apply an MRC

receiver to the signals which include only the BL, and use the same technique for

the signals which include the BL/EL, separately. In the second step, we apply an

MRC receiver to the two resulting signals.

In Appendix A.1, we show that the optimal combining weight vectors are
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Figure 2.2: Optimal linear-combining receiver: Two-step combining procedure.

given by

wΘk
=

αΘk

σ2
0

, and wΨ+
k

=

√
ραΨ+

k

ρ̄Pr‖αΨ+
k
‖2 + σ2

0

(2.24)

which depend on not only the channel gains but also the power allocation param-

eter and the channel SNR. The optimal weights in the first and second steps are,

respectively, given in (A.11), (A.15) and (A.18). The maximum SINR for the BL

is given by

SINRd,bl(Θk,Ψ
+
k ) =

Pr‖αΘk
‖2

σ2
0

+
ρPr‖αΨ+

k
‖2

ρ̄Pr‖αΨ+
k
‖2 + σ2

0

(2.25)

We note that if the suboptimal combining method in [32] was used, the combined

SINR would be only the first term in (2.25) for Θk being an non-empty set, and

only the second term in (2.25) for Θk being an empty set. Also, we can show

that the suboptimal SINR, as shown in (2.23), is strictly less that the optimum, as
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shown in (2.25), for 0 < ρ < 1 (and both ‖αΘk
‖, ‖αΨ+

k
‖ > 0, which happens with

probability one).

2.3.4 Combining method for the EL

Provided the BL is decoded successfully (regardless the method used), it is

subtracted from the received signals in the set Ψ+
k , which include the BL/EL, as

shown in (2.4). The resulting signals are given by

y
(n)
d,el = α

(n)
rd

√
ρ̄
√
Prxel + z

(n)
d , for n ∈ Ψ+

k . (2.26)

The signals {y(n)
d,el} are then combined by using a classical MRC receiver. The

combined conditional SINR for the EL at the destination, given that the BL was

successfully decoded, is given by

SINRd,el(Θk,Ψ
+
k ) =

ρ̄Pr‖αΨ+
k
‖2

σ2
0

(2.27)

2.4 System performance

2.4.1 The outage probability of the s− rn links.

The instantaneous mutual information (MI), normalized by the subband

bandwidth W , for the BL from the source to the n-th relay (for n = 1, 2, . . . , N)

is given by [14,32]

MI
(n)
r,bl = log2

(
1 +

ρPs|α(n)
sr |2

σ2
0 + ρ̄Ps|α(n)

sr |2

)
[bps/Hz] (2.28)
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where we consider the EL as interference. Similar to [32], the outage probability

for the BL at rate Rbl[bps/Hz] from the source to the n-th relay is computed as

follows:

π
(n)
r,bl(Rbl) , Pr

(
BL is not decoded

)
, Pr

(
MI

(n)
r,bl < Rbl

)
= Pr

( ρPs|α(n)
sr |2

σ2
0 + ρ̄Ps|α(n)

sr |2
< 2Rbl − 1

)
= Pr

(Ps
σ2

0

|α(n)
sr |2(ρ− ρ̄(2Rbl − 1)) < 2Rbl − 1

)
(2.29)

We note that if ρ − ρ̄(2Rbl − 1) ≤ 0, then the outage probability of the BL is

π
(n)
r,bl(Rbl) = 1, for all n, regardless of the channel SNR. In this case, nothing is

successfully received at any relay, so are the destination. Hence, in the following,

we assume that ρ and Rbl satisfy

ρ− ρ̄(2Rbl − 1) > 0 (2.30)

With the constraint in (2.30), we can write (2.29) as follows:

π
(n)
r,bl(Rbl) = Pr

((α
(n)
sr )2

Ω
(n)
sr

<
2Rbl − 1

(ρ− ρ̄(2Rbl − 1))PsΩ
(n)
sr /σ2

0

)
= γinc

( 2Rbl − 1

(ρ− ρ̄(2Rbl − 1))Γ
(n)
r

, 1
)
, γinc

(
x1, 1

)
(2.31)

where we use (2.8), and define

x1 ,
2Rbl − 1

(ρ− ρ̄(2Rbl − 1))Γ
(n)
r

, (2.32)

and

γinc(t, k) ,
1

Γ(k)

∫ t

0

e−uuk−1du, (2.33)



24

where γinc(t, k) is the incomplete Gamma function [44] with Γ(k) ,
∫∞

0
e−uuk−1du.

When the BL is decoded successfully, it is subtracted from the receiver

signal to decode the EL. Thus, the conditional MI of the EL, conditioned on the

event that the BL is successfully decoded, is given by

MI
(n)
r,el|bl = log2

(
1 +

ρ̄Ps(α
(n)
sr )2

σ2
0

)
[bps/Hz] (2.34)

The joint probability that the BL is successfully decoded and the EL is unsuccess-

fully decoded is calculated as follows:

π
(n)
r,bl∗,el(Rbl, Rel) , Pr

(
BL decoded, EL not decoded

)
= Pr

(
MI

(n)
r,bl ≥ Rbl,MI

(n)
r,el|bl < Rel

)
= Pr

( ρPs(α
(n)
sr )2

σ2
0 + ρ̄Ps(α

(n)
sr )2

≥ 2Rbl − 1,
ρ̄Ps(α

(n)
sr )2

σ2
0

< 2Rel − 1
)

= Pr
( 2Rbl − 1

(ρ− ρ̄(2Rbl − 1))Ps/σ2
0

≤ (α(n)
sr )2 <

2Rel − 1

ρ̄Ps/σ2
0

)
Using the notation in (2.8) and (2.32), we have

π
(n)
r,bl∗,el(Rbl, Rel) = Pr

(
x1 ≤

(α
(n)
sr )2

Ω
(n)
sr

<
2Rel − 1

ρ̄Γ
(n)
r

)
= γinc(x2, 1)− γinc(x1, 1) (2.35)

where we denote

x2 , max
{
x1,

2Rel − 1

ρ̄Γ
(n)
r

}
(2.36)

The joint probability that both the BL and the EL are successfully decoded
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is thus given by

π
(n)
r,bl∗,el∗(Rbl, Rel) , Pr

(
BL decoded, EL decoded

)
= 1− Pr

(
BL not decoded

)
− Pr

(
BL decoded, EL not decoded

)
= 1− π(n)

r,bl(Rbl)− π(n)
r,bl∗,el(Rbl, Rel)

= 1− γinc(x2, 1) (2.37)

2.4.2 Joint probability of the layers successfully decoded

at the relays

In the following, we consider the joint probability that a subset of relays

successfully decodes the BL/EL, another subset of relays successfully decodes only

the BL but not the EL, and the remaining relays do not successfully decode the

BL (and thus, not the EL). It can be shown that the joint probability of (Θk,Ψ
+
k )

is given by

Pr(Θk,Ψ
+
k ) =

∏
n∈Θk

π
(n)
r,bl∗,el(Rbl, Rel)×

∏
m∈Ψ+

k

π
(m)
r,bl∗,el∗(Rbl, Rel)×

∏
l /∈Θk∪Ψ+

k

π
(l)
r,bl(Rbl)

(2.38)

where the first product term is the probability that the set Θk successfully decodes

only the BL but not the EL, the second product term is the probability that the set

Ψ+
k successfully decodes the BL/EL, and the third product term is the probability

that the remaining relays do not successfully decode the BL.

If all the relays’ channel gains have the same statistics, the outage proba-
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bility of the BL and the EL in (2.38) are the same for all relays, and thus (2.38)

reduces to1

Pr(Θk,Ψ
+
k ) =

[
πr,bl∗,el(Rbl, Rel)

]yk × [πr,bl∗,el∗(Rbl, Rel)
]zk × [πr,bl(Rbl)

]N−yk−zk
(2.39)

where yk and zk are the number of elements in the set Θk and Ψ+
k , respectively.

Note that the probability in (2.39) is corresponding to one particular pair

of sets (Θk,Ψ
+
k ). The number of pairs of sets which have the number of elements

yk and zk (for yk + zk ≤ N), are Cyk
N C

zk
N−yk = N !

yk!zk!(N−yk−zk)!
. Thus, in this case

(i.e., the i.i.d. channels), the probability of having yk relays successfully decode

only the BL but not the EL, and zk relays successfully decode the BL/EL is given

by

P̄N(yk, zk) =
N !

yk!zk!(N − yk − zk)!
[
πr,bl∗,el(Rbl, Rel)

]yk × [πr,bl∗,el∗(Rbl, Rel)
]zk

×
[
πr,bl(Rbl)

]N−yk−zk (2.40)

2.4.3 System throughput and distortion

From (2.25), the conditional MI for the BL at the destination is given by

MId,bl(Θk,Ψ
+
k ) = log2

(
1 + SINRd,bl(Θk,Ψ

+
k )
)

[bps/Hz] (2.41)

1We drop the relays’ indices for simplicity of notation.
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and the outage probability for the BL is given by

πd,bl(Rbl,Θk,Ψ
+
k ) = Pr

(
MId,bl(Θk,Ψ

+
k ) < Rbl

)
= Pr

(
SINRd,bl(Θk,Ψ

+
k ) < 2Rbl − 1

)
, FSINRd,bl

(2Rbl − 1), (2.42)

where FSINRd,bl
(.) denotes the CDF of SINRd,bl(Θk,Ψ

+
k ). where FSINRd,bl

(.) de-

notes the CDF of SINRd,bl(Θk,Ψ
+
k ). If the channel gains from the relays to

the destination are independently Rayleigh fading with second moment Ω
(n)
rd =

E[(α
(n)
rd )2] , Ω0, then the SNR Γ

(n)
d = Γd = PrΩ0/σ

2
0, for all n ∈ Ψ+

k (i.e., including

n = 0).2 and the CDF of the maximum SINR of the BL given in (2.25) is derived

in Appendix A.2, with the final result given as follows:

FSINRd,bl
(x) , Pr(SINRd,bl(Θk,Ψ

+
k ) ≤ x)

=

∫ x

0

(u/Γd)
yk−1e−u/Γd

(yk!)Γd
FVzk (x− u)du (2.43)

where FVzk (.) is given in (A.24).

Similarly, from (2.27), the conditional MI for the EL at the destination,

given that the BL is decoded successfully, is given by

MId,el|bl(Θk,Ψ
+
k ) = log2

(
1 + SINRd,el(Θk,Ψ

+
k )
)

(2.44)

The conditional joint probability, conditioned on the pair of sets (Θk,Ψ
+
k ),

that the BL is successfully decoded and the EL is not successfully decoded at the

2Note that the assumption implies E[|α(0)
rd |2] = (Ps/Pr)E[|αsd|2] = (Ps/Pr)Ωsd = Ω

(n)
rd = Ω0,

for all n, see (2.6).
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destination, is given by

π
(n)
d,bl∗,el(Rbl, Rel,Θk,Ψ

+
k ) , Pr

(
BL decoded, EL not decoded

)
, Pr

(
MId,bl(Θk,Ψ

+
k ) ≥ Rbl,MId,el|bl(Θk,Ψ

+
k ) < Rel

)
= Pr

(
SINRd,bl(Θk,Ψ

+
k ) ≥ 2Rbl − 1,

ρ̄Pr‖αΨ+
k
‖2

σ2
0

< 2Rel − 1
)

(2.45)

where we substituted (2.41), (2.44), and (2.27). Because of the non-linear form

of SINRd,bl(Θk,Ψ
+
k ), as shown in (2.25), we cannot find a closed-form solution of

(2.45). In the following, we find an upper bound.

We note that for 0 ≤ A < B, we have A
1+A

< B
1+B

. Thus, given that

(ρ̄Pr/σ
2
0)‖αΨ+

k
‖2 < 2Rel − 1, i.e., the second inequality in (2.35) holds, we have

ρ̄Pr‖αΨ+
k
‖2

σ2
0 + ρ̄Pr‖αΨ+

k
‖2

=
(ρ̄Pr/σ

2
0)‖αΨ+

k
‖2

1 + (ρ̄Pr/σ2
0)‖αΨ+

k
‖2

<
2Rel − 1

2Rel
(2.46)

Hence, from (2.25), we have

SINRd,bl(Θk,Ψ
+
k ) =

Pr‖αΘk
‖2

σ2
0

+
ρPr‖αΨ+

k
‖2

σ2
0 + ρ̄Pr‖αΨ+

k
‖2

<
Pr‖αΘk

‖2

σ2
0

+
ρ

ρ̄

2Rel − 1

2Rel
(2.47)

By denoting Kρ(Rel) ,
ρ
ρ̄

2Rel−1
2Rel

, from (2.45), we have

πd,bl∗,el(Rbl, Rel,Θk,Ψ
+
k )

≤ Pr
(Pr
σ2

0

‖αΘk
‖2 +Kρ(Rel) ≥ 2Rbl − 1,

ρ̄Pr‖αΨ+
k
‖2

σ2
0

< 2Rel − 1
)

= Pr
(
‖αΘk

‖2 ≥ 2Rbl − 1−Kρ(Rel)

Pr/σ2
0

)
Pr
(
‖αΨ+

k
‖2 <

2Rel − 1

ρ̄Pr/σ2
0

)
(2.48)
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For i.i.d. Rayleigh fading, we have

πd,bl∗,el(Rbl, Rel,Θk,Ψ
+
k ) ≤

[
1− γinc

(
2Rbl − 1−Kρ(Rel)

Γd
, yk

)]
γinc

(
2Rel − 1

ρ̄Γd
, zk

)
, π

(ub)
d,bl∗,el(Rbl, Rel,Θk,Ψ

+
k ) (2.49)

where we defined π
(ub)
d,bl∗,el(Rbl, Rel,Θk,Ψ

+
k ) to be a closed-form upper bound of

πd,bl∗,el(Rbl, Rel,Θk,Ψ
+
k ).

The conditional joint probability, conditioned on (Θk,Ψ
+
k ), that the BL/EL

is successfully decoded at the destination is given by

πd,bl∗,el∗(Rbl, Rel,Θk,Ψ
+
k ) = 1− Pr(BL not decoded)

− Pr(BL decoded, EL not decoded)

= 1− πd,bl(Rbl,Θk,Ψ
+
k )− πd,bl∗,el(Rbl, Rel,Θk,Ψ

+
k )

(2.50)

The average outage probability for the BL, the average joint probability that

the BL is successfully decoded but not the EL, and the average joint probability

that the BL/EL is successfully decoded, averaged over all possible sets (Θk,Ψ
+
k ),

are, respectively, given by

πd,bl(Rbl) =
∑

(Θk,Ψ
+
k )

Pr(Θk,Ψ
+
k )πd,bl(Rbl,Θk,Ψ

+
k )

πd,bl∗,el(Rbl, Rel) =
∑

(Θk,Ψ
+
k )

Pr(Θk,Ψ
+
k )πd,bl∗,el(Rbl, Rel,Θk,Ψ

+
k )

πd,bl∗,el∗(Rbl, Rel) = 1− πd,bl(Rbl)− πd,bl∗,el(Rbl, Rel) (2.51)
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From (2.49), we note that

πd,bl∗,el(Rbl, Rel) ≤
∑

(Θk,Ψ
+
k )

Pr(Θk,Ψ
+
k )π

(ub)
d,bl∗,el(Rbl, Rel,Θk,Ψ

+
k )

, π
(ub)
d,bl∗,el(Rbl, Rel) (2.52)

We define a lower bound on the probability that the BL/EL decoded successfully

as follows:

π
(lb)
d,bl∗,el∗(Rbl, Rel) , 1− πd,bl(Rbl)− π(ub)

d,bl∗,el(Rbl, Rel)

≤ 1− πd,bl(Rbl)− πd,bl∗,el(Rbl, Rel)

= πd,bl∗,el∗(Rbl, Rel) (2.53)

We note that it takes two time slots to transmit a single message from the

source to the destination due to the half-duplex relays. Therefore, the average

system throughput is given by [32]

T̄ (Rbl, Rel) = πd,bl∗,el(Rbl, Rel)0.5Rbl + πd,bl∗,el∗(Rbl, Rel)0.5(Rbl +Rel) [bps/Hz]

(2.54)

and the expected distortion is given by

D̄(Rbl, Rel) = 20.πd,bl(Rbl, Rel) + πd,bl∗,el(Rbl, Rel)2
−0.5Rbl

+ πd,bl∗,el∗(Rbl, Rel)2
−0.5(Rbl+Rel) (2.55)

where we assume the distortion of a Gaussian source to be 2−R, and where R

[bps/Hz] is the normalized transmission rate [14].
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From (2.52), a lower bound on the average throughput is given as follows:

T̄ (Rbl, Rel) ≥ (1− πd,bl(Rbl)0.5Rbl + π
(lb)
d,bl∗,el∗(Rbl, Rel)0.5Rel (2.56)

= π
(ub)
d,bl∗,el(Rbl, Rel)0.5Rbl + π

(lb)
d,bl∗,el∗(Rbl, Rel)0.5(Rbl +Rel)

, T̄ (lb)(Rbl, Rel) (2.57)

Similarly, from (2.53), we can show that an upper bound on the average distortion

is given by

D̄(Rbl, Rel) ≤ 20.πd,bl(Rbl, Rel) + π
(ub)
d,bl∗,el(Rbl, Rel)2

−0.5Rbl

+ π
(lb)
d,bl∗,el∗(Rbl, Rel)2

−0.5(Rbl+Rel)

, D̄(ub)(Rbl, Rel) (2.58)

We note that these bounds are closed form for i.i.d. Rayleigh fading channels. In

the following, we will numerically find an suboptimal set of the system parameters,

such as the power allocation parameter ρ and the rates Rbl and Rel by maximizing

the lower bound on the throughput, or minimizing the upper bound on the dis-

tortion. For the resulting suboptimal system parameters, we will find the actual

average throughput and the actual expected distortion numerically.

2.5 Numerical results

In the numerical results, we assume there are 1, 2, or 4 relays; however,

the direct link is assumed to be too weak and will be ignored. We assume the

distances from the relays to the source and to the destination are approximately
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equal such that the second moments of the channel gains of all links are the same,

so that Ω
(n)
sr = Ω

(n)
rd = Ω0, for all n = 1, 2, . . . , N . That is, the channel gains of all

links are assumed to be i.i.d. Rayleigh with the second moment Ω0. We assume

the transmit power at the relays is limited by Pr = Ps/N . We define the received

signal-to-noise ratio at a relay as follows:

SNR = Γr =
PsΩ0

σ2
0

. (2.59)

In the following, we first consider the average combined SNR for the BL

at the destination using the different combining techniques. We then plot the

system performance in terms of the throughput and distortion using the optimal-

combining method. We also plot the performance for a conventional single-layer

system, for comparison.

2.5.1 Average combined SNR for the BL

In this subsection, we compare the three combining techniques, presented

in Subsections 2.3.1, 2.3.2, and 2.3.3, by plotting the average combined SNR of

the BL at the destination. For simplicity, we assume there are two relays, N = 2.

One is always transmitting only the BL, and the other is always transmitting the

BL/EL using superposition coding.

In Fig. 2.3, we plot the average combined SNRs for the BL with the power

allocation parameter ρ = 0.9. We observe about 1dB gain in the average output

SNR by using the optimal combining technique. We note that in the low SNR
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Figure 2.3: Average combined SNR for the BL at the destination: ρ = 0.90.

region, the conventional MRC-like combining method performs better than the

method in [32] (i.e., using only the BL signals). This is because the former method

exploits both the received signals, instead of using only one, and in the low SNR

region, the output SINR is more dependent on the noise power than the interference

caused by the EL. When channel SNR is high, however, the MRC-like method

results in a lower SNR than the other methods, because the interference due to

the EL becomes more pronounced. We note that if ρ = 1, the double-layer scheme

reduces to a single-layer scheme. In this case, the MRC-like method becomes

optimal. However, in Fig. 2.4, where we plot the average combined SNR for

ρ = 0.99, which is close to 1, we can still observe about 0.8dB gain for the optimal
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Figure 2.4: Average combined SNR for the BL at the destination: ρ = 0.99.

method, compared to the MRC-like method. Also, we note that the MRC-like

method is significantly better than the simple method over the entire SNR range

of the plot in this case, because the interference caused by the EL is small. In

all cases, the optimal method is strictly better than other methods for ρ ∈ (0, 1).

Hence, in the following, we only use the optimal-combining method for the system

throughput and distortion evaluation in comparison with the single-layer system.

2.5.2 Throughput and distortion

In this subsection, we consider the average throughput and the expected

distortion of the system with various numbers of relays. In the following plots, we
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Figure 2.5: Throughput of the system with one relay.

assume the direct link is weak, and will not be used. For the double-layer system,

besides the true values, we also plot the lower bound on the average throughput,

as given in (2.56), and the upper bound on the expected distortion, as given in

(2.58).

In Fig. 2.5, we plot the average throughput for the system with one relay

for both the double-layer scheme and the single-layer scheme. Since there is only

one relay and the direct link is not used, there is only one received signal at the

destination. The lower bound and the true value are, in fact, identical, as shown

in the plot. Compared to the single-layer system, we observe approximately 1dB

gain in channel SNR when the SNR is about 25dB.
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Figure 2.6: Throughput of the system with 2 relays.

In Fig. 2.6, we plot the average throughput for the system with two relays.

Since there are possibly two kinds of received signals at the destination, the plot

shows that the lower bound on the average throughput is strictly smaller than the

true value. Compared to the single-layer system, we observe about 1.5 dB gain in

channel SNR when the channel SNR is about 25 dB. Similarly, we observed about

1.5 dB gain in channel SNR for a system with 4 relays, although the curve is not

shown here.
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Figure 2.7: Throughput of the system with 1,2, or 4 relays.

In Fig. 2.7, we plot the average throughput for the system with 1, 2, or 4

relays for the double-layer scheme with the optimal-combining method. We can

see significant improvement in the system throughput when the number of relays

increases. We note here that, since we normalize the throughput by the sub-band

bandwidth, when the number of relays increases, the total bandwidth used for the

multiple access links from the relays to the destination linearly increases. That is,

we trade off the bandwidth used for the multiple access channels for the system

throughput. Note that the bandwidth of the broadcast channels (from the source)

and the total transmitted power of the relays are fixed and do not depend on the

number of relays.
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Figure 2.8: Distortion of the system with one relay.

In the following, we consider the system performance in terms of the ex-

pected distortion. In Fig. 2.8, we plot the expected distortion for the system with

one relay for both the double-layer scheme and the single-layer scheme. Similar

to the throughput case, both the lower bound and the true values are identical in

this case, since there is only one received signal at the destination. Compared to

the single-layer system, we observe about 1.5dB gain in channel SNR when the

channel SNR is around 25 dB.
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Figure 2.9: Distortion of the system with 2 relays.

In Fig. 2.9, we plot the expected distortion of the system with 2 relays.

Compared to the single-layer system, we observe 2dB gain in channel SNR when

the channel SNR is around 25 dB, which is also the case for a system with 4 relays

(that curve is not shown).
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Figure 2.10: Distortion of the system with 4 relays.

Lastly, in Fig. 2.10, we plot the expected distortion for the systems with

1, 2, or 4 relays for the double-layer scheme with optimal combining. We observe

a large improvement in the expected distortion as the number of relays increases.

Again, we note that the trade off for the system improvement is the increase in

the used for the multiple access channels, as the number of relays increases.
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2.6 Conclusion

In this chapter, we considered a relay network with a single source, a single

destination, and multiple relays. A successively refinable Gaussian source par-

titioned into two layers is transmitted using superposition coding. The relays

forward all their successfully decoded layers to the destination using orthogonal

channels. We derived the optimal linear-combining receiver at the destination,

and showed that the optimal method gain about a dB compared to the subopti-

mal methods in terms of the output combined SINR. Using the optimal-combining

method at the destination, we derived the average throughput and the expected

distortion with the closed-form lower and upper bounds, respectively. We obtained

suboptimal system parameters, based on the closed-form bounds, and obtained the

actual average throughput and expected distortion numerically. Numerical results

showed that the proposed two-layer scheme using superposition coding with the

optimal linear combining method can gain up to 1-1.5 dB in channel SNR for

the average throughput, or 1.5-2dB in channel SNR for the expected distortion,

compared to the conventional one-layer counterpart.
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Chapter 3

Layered Video Transmission over

Wireless Relay Networks using

Hierarchical Modulation

3.1 Introduction

In this chapter, we again consider wireless relay networks with a single

source, a single destination, and multiple relays, all of which are equipped with a

single antenna. Neither a feedback channel nor retransmission is allowed in order

to reduce extra latency (and system design complexity). Also, the relays cannot

communicate with each other for cooperation purpose. A layered video bitstream,

encoded using the H.264/AVC reference encoder [35–38], is transmitted from the

source to the destination using the help of the relays.

In our proposed scheme, hierarchical QAM modulation will be used to pro-

vide UEP for an embedded bitstream. We assume the embedded bitstream can be

43
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partitioned into two layers with different levels of importance. The relays adap-

tively use different modulation schemes, depending on the number of successfully

decoded layers. We will see later that, because of different modulation schemes

used at the relays, classical maximal ratio combining (MRC) cannot straightfor-

wardly be applied at the destination. The combining methods in [31] and [32] can

be used; however, both of them are suboptimal.

In this chapter, we derive the optimal linear combining weight vectors for

the BL and the EL by a two-step combining method, where the optimality is in

terms of minimizing the uncoded BER. In the first step, we derive the optimal

vectors’ directions, which have closed-form optimal solutions for both the BL and

the EL. In the second step, a weight, which represents the vector length, needs

to be found. For the BL, convex optimization programming [34] can be used to

solve for the optimal weight. For the EL, such convex optimization programming

does not exist (thus only a local optimum can be guaranteed). We also present a

suboptimal method to find the weight for the BL by minimizing an upper-bound

BER, which has a closed-form solution and performs very close to the optimal.

Both the optimal and suboptimal methods for the BL significantly outperform the

combining methods in [31,32]. A suboptimal combining method for the EL in the

second step is also presented, which performs well compared to the optimal.

Numerical results show that our proposed double-layer scheme using hi-

erarchical 16-QAM significantly outperforms a classical single-layer scheme using

conventional modulation. For example, approximately 2-2.5dB gain in channel
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SNR, or 5-7dB gain in the PSNR, can be observed.

The rest of this chapter is organized as follows. In Section 3.2, we present

the system model. The novel combining technique and the system performance

are presented in Section 3.3. The application to transmission of layered video

bitstreams over the network is presented in Section 3.4, and Section 3.5 concludes

the chapter.

3.2 System model

In this chapter we consider the same model as that in Chapter II. That

is, we consider a relay network with a single source, a single destination, and Nr

relays, all of which are equipped with a single antenna, as shown in Fig. 1.1. The

relays are half-duplex, use the decode-and-forward protocol [7], and are not able

to communicate with each other. Multiple access channels from the relays to the

destination are orthogonal in the frequency domain, as shown in Fig. 2.1.

3.2.1 Channel model

We assume the channels from the source to the relays and from the relays

to the destination experience flat Rayleigh fading, and we use the modified Jakes’

model [45] to simulate different fading rates. Due to the spatial separation, we

also assume that all the channels from the source to the relays and from the relays

to the destination are independent. We assume that the channel gain is constant
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for each symbol, and that it can be accurately estimated at the receiver. However,

the channel gain is assumed to be unknown at the transmitter.

3.2.2 Source model

We consider the transmission of a layered video bitstream, encoded with

the H.264/AVC encoder [35–38]. Similar to a refinable Gaussian source, the video-

encoded bitstream can be partitioned into a BL and an EL, where the BL is more

important than the EL in terms of the source distortion. The layer partition is

not, however, a trivial problem, and will be presented in detail in Subsection 3.4.1.

In this chapter, we adopt hierarchical QAM modulation [19,46] to provide unequal

error protection.

3.2.3 Transmission schemes

A. Classical single-layer scheme - Baseline

For the classical single-layer scheme, we assume the system is unaware of

the source’s information; hence, it considers the source as an i.i.d. bitstream.

Classical 16-QAM with Gray-coded bit-mapping is used, where all bits in a symbol

are considered to be of the same importance. This is referred to as the equal error

protection (EEP) scheme. In the first time slot, the source encodes and broadcasts

a message to all the relays. The relays separately decode the message. If successful,

they re-encode and forward it to the destination using the same modulation scheme.

At the destination, since the received signals use the same modulation scheme, a
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maximum-ratio-combining (MRC) receiver can be used to combine all the received

signals to decode the message.

B. Proposed double-layer scheme

In the first time slot, the source encodes and broadcasts the message to all

the relays and the destination. The first half of the message contains the BL and

the second half of the message contains the EL. We use hierarchical 16-QAM as

the modulation scheme,1 where the BL is mapped into the most significant bits

(MSBs) and the EL is mapped into the least significant bits (LSBs), as shown

in Fig. 3.1. The relays separately decode the message. If the BL is decoded

successfully, an attempt is made to decode the EL. Depending on the channel

quality from the source to the relays, and the power allocation parameter for the

hierarchical 16-QAM, a relay can successfully decode both the BL and the EL (the

BL/EL), only the BL, or neither. In the second time slot, the relays re-encode

and forward any successfully decoded layers to the destination. The hierarchical

16-QAM modulation scheme is used if both layers were successfully received. If,

however, only the BL is successfully received at a relay, it will transmit only the

BL to the destination using conventional QPSK. Lastly, the relay remains silent if

no layer was successfully decoded. In this chapter, we propose combining methods

to first detect the BL and then to detect the EL, which minimizes the uncoded

BER.

1We note that the method proposed in this chapter can be generalized to higher order mod-
ulation schemes such as hierarchical 64-QAM or 256-QAM with 3 or 4 embedded source layers,
respectively.
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In both schemes, we use a cyclic redundancy check (CRC) to check whether

or not a message is received correctly. Throughout this chapter, we assume the

CRC is perfect in the sense that it can detect the error with probability one. Since

the mathematical representation of the single-layer scheme with conventional 16-

QAM is straightforward, in the following, we focus on the double-layer scheme

with hierarchical 16-QAM modulation.

3.2.4 Signal model at the relays and the destination

We consider hierarchical 16-QAM modulation using Gray-coded bit map-

ping, as shown in Fig. 3.1. We can express a hierarchical 16-QAM symbol, denoted

by Al, as the weighted sum, or superposition, of two QPSK symbols as follows [15]:

Al =
√
ρbl +

√
ρ̄el (3.1)

where bl and el denote two QPSK-modulated symbols, which depend on the MSBs

and the LSBs, respectively, of the hierarchical 16-QAM symbol. We use ρ ∈ (0.5, 1]

to denote the normalized power allocated to the MSB signal bl, and ρ̄ , 1 − ρ to

denote the normalized power allocated to the LSB signal el.
2

In the first time slot, the source broadcasts the embedded bitstream includ-

ing both the BL/EL to all the relays using the hierarchical 16-QAM scheme using

a fixed sub-band. The received signal sample at the n-th relay at the output of a

2Relative to the power allocation ratio in [19], we have α = dM/dL = (
√
ρ−
√
ρ̄)/
√
ρ̄ (where

ρ̄ = 1 − ρ), that is, e.g., if ρ = 0.70 then α ≈ 0.528, if ρ = 0.80 then α = 1.0 (i.e., conventional
constellation), and if ρ = 0.90 then α = 2.0.
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Figure 3.1: Hierarchical 16-QAM constellation as superposition mapping of two
QPSK constellations.

matched filter can be written as

y
(r)
n,l = αsrn,l

√
2Es

(√
ρbl +

√
ρ̄el
)

+ z
(r)
n,l , n = 1, 2, . . . , Nr (3.2)

where αsrn,l is the channel gain at the sampling time lTs, which is assumed to

be real-valued and non-negative (i.e., a coherent receiver is assumed), with Ts

being the sampling period. In (3.2), Es denotes the transmitted symbol energy

at the source, bl and el denote the BL and the EL modulated signals at time lTs,

respectively, each of which is a QPSK-modulated symbol with unity power, and ρ is

the power allocation parameter (see Fig. 3.1). The terms {z(r)
n,l} are assumed to be

independently and identically distributed (i.i.d.) and circularly symmetric complex
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Gaussian noise CN (0, 2N0). Similarly, the received signal at the destination in the

first time slot is given by

y
(d)
0,l = αsdl

√
2Es

(√
ρbl +

√
ρ̄el
)

+ z
(d)
0,l (3.3)

In the second time slot, depending on the number of successfully decoded

layers at the relays, the destination can receive different signals in each sub-band.

If the n-th relay transmitted both the BL/EL using hierarchical 16-QAM, the

received signal in the n-th sub-band at the destination is given by

y
(d)
n,l = αrdn,l

√
2Er

(√
ρbl +

√
ρ̄el
)

+ z
(d)
n,l , (3.4)

or, if only the BL is transmitted (using QPSK),

y
(d)
n,l = αrdn,l

√
2Erbl + z

(d)
n,l (3.5)

where Er denotes the average transmit symbol energy at the relays. Note that

all the power is allocated to the BL when QPSK is used (i.e., ρ = 1). In (3.4)

and (3.5), similarly, we assume the {z(d)
n,l } are i.i.d. and complex Gaussian noise

CN (0, 2N0). For combining and detection at the destination, in practice, each

relay needs to send a signalling message (of two bits) to inform the destination

which type of signal it will send. For simplicity, we assume the signalling message

is received at the destination error-free, and ignore the signalling overhead.

Due to the spatial separation, we assume the fading gains αsrn,l, α
rd
n,l, and

αsdl are independent, with second moments Ωsr
n ,Ω

rd
n , and Ωsd, respectively. For

notational simplicity, we also consider the source itself as relay 0, and denote
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αrd0,l =
√
Es/Erα

sd
l , and thus Ωrd

0 = ΩsdEs/Er, such that the received signal at the

destination in the first time slot, as shown in (3.3), can be written as

y
(d)
0,l = αrd0,l

√
2Er

(√
ρbl +

√
ρ̄el
)

+ z
(d)
0,l (3.6)

which is (3.4) for n = 0.

Since the destination can receive two types of signals, one of which includes

both the BL/EL using hierarchical 16-QAM and the other includes only the BL

using QPSK, the classical MRC receiver cannot be applied straightforwardly. In

[32], the received signals that include only the BL, if at least one is available, are

combined to detect the BL. If no such signal is available, that is, all the received

signals include both layers, then an MRC receiver is used to combine the received

signals to detect the BL (and the EL). Clearly, this is a suboptimal receiver,

because not all of the available received signals were exploited. In [31], another

combining method was used which is equivalent to an MRC receiver when all the

transmitted signals are identical, i.e., all are either hierarchical 16-QAM or QPSK.

This is again a suboptimal method.

3.3 Proposed combining methods at the destina-

tion

Let Θk be the set of relay indices which have successfully decoded only the

BL. Unlike Chapter II, let Ψk be the set of relay indices, including relay 0, i.e., the

source, if the direct link is used, which have successfully decoded both the BL/EL.
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We note that Θk and Ψk are subsets of the set of all relay indices, and Θk∩Ψk = ∅.

The received signals at the destination from the relays in the set Θk and Ψk are

given in (3.5) and (3.4), respectively.

In the following, we consider both the optimal and a suboptimal method

to combine the received signals in the sets Θk and Ψk at the destination to decode

the base layer signal. Optimality is defined in terms of minimizing the uncoded bit

error rate. We note that if either Θk or Ψk is an empty set, i.e., only one kind of

signal is received, the classical MRC receiver can be applied, and which is optimal.

Thus, in the following, we consider the case that both sets are nonempty.

3.3.1 Combined signals and optimization problems

Given the received signals y
(d)
n,l for n ∈ Θk, as shown in (3.5), and y

(d)
n,l for

n ∈ Ψk, as shown in (3.4), we need to combine them to detect the BL and the

EL. Generally, the optimal weights for detecting the BL and the EL are different.

We first consider the combining for the BL (the combining for the EL is done in a

similar manner). Let wn be the weight corresponding to the received signal from

the n-th relay. The combined signal for the BL at the destination is given by

Y
(d)
l,bl =

∑
n∈Θk∪Ψk

wny
(d)
n,l =

∑
n∈Θk

wny
(d)
n,l +

∑
n∈Ψk

wny
(d)
n,l (3.7)
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where, as noted above, Θk ∩ Ψk = ∅. Substituting y
(d)
n,l from (3.5) and (3.4) for

n ∈ Θk and n ∈ Ψk, respectively, we have

Y
(d)
l,bl =

√
2Er

∑
n∈Θk

wnα
rd
n,lbl +

∑
n∈Θk

wnz
(d)
n,l

+
√

2Er
∑
n∈Ψk

wnα
rd
n,l

(√
ρbl +

√
ρ̄el
)

+
∑
n∈Ψk

wnz
(d)
n,l (3.8)

For notational simplicity, we consider the following definitions, as similar

to (2.13) and (2.14) on page 18:

CΘk
(wΘk

) ,
∑
n∈Θk

wnα
rd
n,l = wT

Θk
αΘk

, CΨk
(wΨk

) ,
∑
n∈Ψk

wnα
rd
n,l = wT

Ψk
αΨk

(3.9)

NΘk
(wΘk

) ,
∑
n∈Θk

wnz
(d)
n,l = wT

Θk
zΘk

, NΨk
(wΨk

) ,
∑
n∈Ψk

wnz
(d)
n,l = wT

Ψk
zΨk

(3.10)

where we note that Θk ∩ Ψk = ∅, and thus NΘk
and NΨk

are independent. Using

the definitions (3.9) and (3.10) in (3.8), after re-organizing terms, we have

Y
(d)
l,bl =

√
2Er

[
CΘk

(wΘk
) + CΨk

(wΨk
)
√
ρ
]
bl +

√
2Er

[
CΨk

(wΨk
)
√
ρ̄
]
el

+NΘk
(wΘk

) +NΨk
(wΨk

) (3.11)

From (3.10), we note that if we change the sign of an element of the weight vector

wΘk
(or wΨk

), the statistics of the combining noise NΘk
(wΘk

) (or NΨk
(wΨk

))

do not change. Since all the channel gains {αrdn,l} are non-negative, from (3.9),

we observe that the optimal weights {wn} must be non-negative, otherwise we

can change the signs of the negative weights to increase the signal component by

increasing either CΘk
(wΘk

) or CΨk
(wΨk

), as shown in (3.11), while not changing

the noise statistics. Hence, the optimal weight vectors wΘk
and wΨk

must have
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all the elements being non-negative, which we denote by wΘk
� 0 and wΨk

� 0.

As a result, both CΘk
(wΘk

) and CΨk
(wΨk

) are non-negative. Further, we note

that if either wΘk
= 0 or wΨk

= 0, the combined weight vectors cannot be optimal

because we do not use all the received signals for detection. Hence, in the following,

we assume both wΘk
6= 0 and wΨk

6= 0 when solving for the optimal weight vectors.

Note that the combined signal in (3.11) is a noisy hierarchical 16-QAM

symbol. The conditional BER expressions, conditioned on the channel gains, for

the BL as follows [19,46]:

BERBL(wΘk
,wΨk

) =
1

2
Q

(√
ErCΘk

(wΘk
) +
√
ErCΨk

(wΨk
)
(√

ρ−
√
ρ̄
)]√

(‖wΘk
‖2 + ‖wΨk

‖2)N0

)

+
1

2
Q

(√
ErCΘk

(wΘk
) +
√
ErCΨk

(wΨk
)
(√

ρ+
√
ρ̄
)]√

(‖wΘk
‖2 + ‖wΨk

‖2)N0

)

(3.12)

Similarly, the conditional BER expressions, conditioned on the channel

gains, for the EL as follows:

BEREL(vΘk
,vΨk

) = Q

( √
ErCΨk

(vΨk
)
√
ρ̄√

(‖vΘk
‖2 + ‖vΨk

‖2)N0

)

+
1

2
Q

(√
Er
[
2CΘk

(vΘk
) + CΨk

(vΨk
)
(
2
√
ρ−
√
ρ̄
)]√

(‖vΘk
‖2 + ‖vΨk

‖2)N0

)

− 1

2
Q

(√
Er
[
2CΘk

(vΘk
) + CΨk

(vΨk
)
(
2
√
ρ+
√
ρ̄
)]√

(‖vΘk
‖2 + ‖vΨk

‖2)N0

)
(3.13)

where vΘk
and vΨk

denote the combining vectors for the EL, whose elements are

non-negative, as for the BL.

The optimization problem for minimizing the BER of the BL is formally
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given by

BER∗BL , minimize
wΘk

,wΨk
�0
BERBL(wΘk

,wΨk
) (3.14)

and, similarly, for the EL

BER∗EL , minimize
vΘk

,vΨk
�0

BEREL(vΘk
,vΨk

), (3.15)

where the superscript ∗ denotes the optimal value for the corresponding quantity.

Due to the complexity of the BER expressions, as shown in (3.14) and

(3.15), we will not solve the problem directly. Instead, we solve the problem in

two steps. In the first step, we optimize over the vectors’ directions. Then, in the

second step, we optimize over the vectors’ lengths. In the following, we present

these steps precisely.

For wΘk
,wΨk

,vΘk
,vΨk

� 0, and which are not equal to the zero vector, we

can write

wΘk
= aΘk

w̃Θk
, wΨk

= aΨk
w̃Ψk

(3.16)

for aΘk
, aΨk

> 0, w̃Θk
, w̃Ψk

� 0, and ‖w̃Θk
‖ = ‖w̃Ψk

‖ = 1, and similarly

vΘk
= bΘk

ṽΘk
, vΨk

= bΨk
ṽΨk

(3.17)

for bΘk
, bΨk

> 0, ṽΘk
, ṽΨk

� 0, and ‖ṽΘk
‖ = ‖ṽΨk

‖ = 1.

Substituting (A.1) into (3.12), and (3.17) into (3.13), and noting from (3.9)
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that CΦ(x) = CΦ(ax̃) = aCΦ(x̃) for Φ ∈ {Θk,Ψk}, we have

BERBL(aΘk
, aΨk

, w̃Θk
, w̃Ψk

) , BERBL(aΘk
w̃Θk

, aΨk
w̃Ψk

)

=
1

2
Q

√EraΘk
CΘk

(w̃Θk
) +
√
EraΨk

CΨk
(w̃Ψk

)
(√

ρ−
√
ρ̄
)]√

(a2
Θk

+ a2
Ψk

)N0


+

1

2
Q

√EraΘk
CΘk

(w̃Θk
) +
√
EraΨk

CΨk
(w̃Ψk

)
(√

ρ+
√
ρ̄
)]√

(a2
Θk

+ a2
Ψk

)N0

 (3.18)

and

BEREL(bΘk
, bΨk

, ṽΘk
, ṽΨk

) , BEREL(bΘk
ṽΘk

, bΨk
ṽΨk

)

= Q

√ErbΨk
CΨk

(ṽΨk
)
√
ρ̄√

(b2
Θk

+ b2
Ψk

)N0


+

1

2
Q

√Er[2bΘk
CΘk

(ṽΘk
) + bΨk

CΨk
(ṽΨk

)
(
2
√
ρ−
√
ρ̄
)]√

(b2
Θk

+ b2
Ψk

)N0


− 1

2
Q

√Er[2bΘk
CΘk

(ṽΘk
) + bΨk

CΨk
(ṽΨk

)
(
2
√
ρ+
√
ρ̄
)]√

(b2
Θk

+ b2
Ψk

)N0

 (3.19)

We note that the optimization problems, as shown in (3.14) and (3.15), are,

respectively, equivalent to the following optimization problems:

BER∗BL = minimize
aΘk

,aΨk
>0,w̃Θk

,w̃Ψk
�0

‖w̃Θk
‖=‖w̃Ψk

‖=1

BERBL(aΘk
, aΨk

, w̃Θk
, w̃Ψk

) (3.20)

and

BER∗EL = minimize
bΘk

,bΨk
>0,ṽΘk

,ṽΨk
�0

‖ṽΘk
‖=‖ṽΨk

‖=1

BEREL(bΘk
, bΨk

, ṽΘk
, ṽΨk

) (3.21)

Since the only constraints in (3.20) are that aΘk
, aΨk

> 0 and w̃Θk
, w̃Ψk

� 0, ‖w̃Θk
‖

= ‖w̃Ψk
‖ = 1, which are separate constraints, we can first optimize over w̃Θk

, w̃Ψk
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and then over aΘk
, aΨk

as follows:

BER∗BL = min
aΘk

,aΨk
>0

min
w̃Θk

,w̃Ψk
�0

‖w̃Θk
‖=‖w̃Ψk

‖=1

BERBL(aΘk
, aΨk

, w̃Θk
, w̃Ψk

) (3.22)

Similarly, from (3.21), we have

BER∗EL = min
bΘk

,bΨk
>0

min
ṽΘk

,ṽΨk
�0

‖ṽΘk
‖=‖ṽΨk

‖=1

BEREL(bΘk
, bΨk

, ṽΘk
, ṽΨk

) (3.23)

These separations are illustrated in Fig. 3.2, where we first combine the received

signals in the sets Θk and Ψk separately, and then combine the two resulting signals

in the second step.

3.3.2 The first combining step: Optimal for both BL/EL

In Appendix B.1 on page 93, we show that

min
w̃Θk

,w̃Ψk
�0

‖w̃Θk
‖=‖w̃Ψk

‖=1

BERBL(aΘk
, aΨk

, w̃Θk
, w̃Ψk

) = BERBL(aΘk
, aΨk

, w̃∗Θk
, w̃∗Ψk

) (3.24)

where

(w̃∗Θk
, w̃∗Ψk

) = (α̃Θk
, α̃Ψk

) , (αΘk
/‖αΘk

‖,αΨk
/‖αΨk

‖) (3.25)

Similarly, we have

min
ṽΘk

,ṽΨk
�0

‖w̃Θk
‖=‖w̃Ψk

‖=1

BEREL(bΘk
, bΨk

, ṽΘk
, ṽΨk

) = BEREL(bΘk
, bΨk

, ṽ∗Θk
, ṽ∗Ψk

) (3.26)

where

(ṽ∗Θk
, ṽ∗Ψk

) = (α̃Θk
, α̃Ψk

). (3.27)
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Figure 3.2: Two-step combining procedure for the base layer.

Both of the inner optimization problems, as shown in (3.22) and (3.23),

have the same optimal solutions (w̃∗Θk
, w̃∗Ψk

) = (ṽ∗Θk
, ṽ∗Ψk

) = (α̃Θk
, α̃Ψk

), which

depend on the channel gains, but not on either (aΘk
, aΨk

) or (bΘk
, bΨk

). Also, the

optimal solutions have the same form as the MRC solutions for combining the

received signals in the sets Θk and Ψk. Thus, we can use two MRC receivers for

combining the received signals in the sets Θk and Ψk, separately, as illustrated in

Fig. 3.2. We note that Fig. 3.2 is slightly different from Fig. 2.2 on page 21 in

that the second-step combining in the latter figure is an MRC receiver, but that in

the former figure is not. The optimal linear combining weights in the second step

in Fig. 3.2 will be presented in the next subsection.

Next, we minimize the BER expressions of the BL and the EL, as shown on

the right hand side of (3.24) and (3.26), over (aΘk
, aΨk

) and (bΘk
, bΨk

), respectively



59

(see also (3.18) and (3.19) for the detailed BER expressions). In the following, we

solve these problems separately.

3.3.3 The second combining step

A. Combining methods for the BL

i) Optimal solution: In Appendix B.2 on page 94, we show that the optimal

weights in the second step are

a∗Θk
= 1, a∗Ψk

= tan(φ∗) (3.28)

where φ∗ is the solution of the following convex optimization problem:

φ∗ = arg min
φ∈(0,π/2)

1

2
Q (A cosφ+B sinφ) +

1

2
Q (A cosφ+ C sinφ) (3.29)

where A ≥ 0 and C ≥ B ≥ 0 are dependent on the channel gains, as defined in

(B.7).

ii) Suboptimal solution – closed-form: In the following, we assume aΘ = 1 without

loss of generality (see Appendix B.2), and find a suboptimal weight aΨk
, which

minimizes upper of the BER of the BL. From the BER expression of the BL in

(B.8), and noting that C ≥ B ≥ 0, an upper bound for the BER of the BL is twice

the dominant term. That is, we have

BERBL(aΨk
) ≤ Q

A+BaΨk√
1 + a2

Ψk

 , BERub
BL(aΨk

) (3.30)

where BERub
BL(aΨk

) denotes the upper bound, as a function of aΨk
. For high

instantaneous SNR, the true BER value approaches the dominant term, i.e., a half
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of the upper bound. Thus, minimizing the upper bound is also minimizing the

true BER value in high SNR.

Now, minimizing the upper-bound BER, as shown in (3.30), is equivalent

to maximizing the argument of the Q function, i.e.,

a†Ψk
, arg min

aΨk
≥0
BERub

BL(aΨk
) = arg max

aΨk
≥0

A+BaΨk√
1 + a2

Ψk

(3.31)

where the superscript † denotes a suboptimal value for the corresponding quantity.

Similar to the solution of an MRC problem, we can show that

a†Ψk
= B/A =

C∗Ψk

C∗Θk

(
√
ρ−
√
ρ̄) =

‖αΨk
‖

‖αΘk
‖

(
√
ρ−
√
ρ̄) (3.32)

where we substituted A and B from (B.7), and C∗Θk
and C∗Ψk

from (B.1). Sub-

stituting the suboptimal weight from (3.32) into (B.6), and noting that a†Θk
= 1,

after simplifying, the BER of the BL is given by

BER†BL =
1

2
Q

√Er(C∗Θk
)2

N0

+
Er(C∗Ψk

)2(
√
ρ−
√
ρ̄)2

N0


+

1

2
Q


√√√√ Er

[
(C∗Θk

)2 + (C∗Ψk
)2(ρ− ρ̄)

]2[
(C∗Θk

)2 + (C∗Ψk
)2(
√
ρ−
√
ρ̄)2
]
N0

 (3.33)

Finally, multiplying the weights in the two steps, we obtain the suboptimal

weight vectors. From (3.25), and noting that a†Θk
= 1, we have

w†Θk
= a†Θk

w̃∗Θk
= αΘk

/‖αΘk
‖, (3.34)

and from (3.25) and (3.32), we have

w†Ψk
= a†Ψk

w̃∗Ψk
=
‖αΨk

‖
‖αΘk

‖
(
√
ρ−
√
ρ̄)×αΨk

/‖αΨk
‖

= (
√
ρ−
√
ρ̄)αΨk

/‖αΘk
‖ (3.35)
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Note that we can scale all the weights by a positive value without changing the

system performance. By multiplying both the weight vectors, as shown in (3.34)

and (3.35), with ‖αΘk
‖, the suboptimal weights are finally given by

w†Θk
= αΘk

, w†Ψk
= (
√
ρ−
√
ρ̄)αΨk

(3.36)

each of which only depends on its corresponding channel gain and the power allo-

cation parameter ρ.

For comparison purposes, we define the effective output (instantaneous)

SNR to be square of the argument of the Q-function of the dominant term of

BER. From (3.33), we have

SNR
(eff)
BL,1 =

Er(C
∗
Θk

)2

N0

+
Er(C

∗
Ψk

)2(
√
ρ−
√
ρ̄)2

N0

(3.37)

We note that if both C∗Θk
and C∗Ψk

are not equal to zero, our suboptimal method

results in a strictly higher effective SNR than that of the simple combining tech-

nique in [32], which results in only the first term in (3.37). Also, the combining

method in [31] uses wn = αrdn,l for all n, i.e., wΘk
= αΘk

,wΨk
= αΨk

, as opposed

to (3.36). Using wΘk
= αΘk

,wΨk
= αΨk

in (3.12), we can find the corresponding

BER expression for the BL. The effective SNR is given by

SNR
(eff)
BL,2 =

Er
[
(C∗Θk

)2 + (C∗Ψk
)2(
√
ρ−
√
ρ̄)
]2[

(C∗Θk
)2 + (C∗Ψk

)2
]
N0

(3.38)

which is shown in Appendix B.3 on page 96 to be strictly less than that in (3.37)

for ρ < 1 (and both C∗Θk
, C∗Ψk

6= 0, which happens with probability one).
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B. Combining methods for the EL

Similar to the BL case, from (3.19) and (3.26), we can show that the optimal

weights in the second step for the EL are given by

b∗Θk
= tan θ∗, b∗Ψk

= 1 (3.39)

where

θ∗ = arg min
θ∈(0,π/2)

BER
(a)
EL(θ) (3.40)

in which

BER
(a)
EL(θ) , Q (D cos θ) +

1

2
Q (E sin θ + F cos θ)− 1

2
Q (E sin θ +G cos θ)

(3.41)

denotes the BER of the EL, as a function of θ, and

D ,

√
Er
N0

C∗Ψk

√
ρ̄, E , 2

√
Er
N0

C∗Θk

F ,

√
Er
N0

C∗Ψk
(2
√
ρ−
√
ρ̄), G ,

√
Er
N0

C∗Ψk
(2
√
ρ+
√
ρ̄) (3.42)

We note, however, that the optimization problem in (3.40) is, in general, not con-

vex. Therefore, a numerical search using, e.g., the Newton method [34], generally

results in a local minimum.

Because of the difficulty in searching for a local (or global) minimum, we

use a suboptimal combining method by letting θ† = 0, so b†Θk
= 0 to reduce

the computational complexity. That is, we only use the combined signals, which

include both the BL/EL for detecting the EL [32]. We show in Subsection 3.3.4 that
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this suboptimal method gives results very close to the optimal one. By substituting

bΘk
= b†Θk

= 0, bΨk
= b†Ψk

= 1 into (3.19), the corresponding BER expression for

the EL is given by

BER†EL = Q

(√
Er
N0

C∗Ψk

√
ρ̄

)
+

1

2
Q

(√
Er
N0

C∗Ψk
(2
√
ρ−
√
ρ̄)

)

− 1

2
Q

(√
Er
N0

C∗Ψk
(2
√
ρ+
√
ρ̄)

)
(3.43)

For b†Θk
= 0, b†Ψk

= 1, the suboptimal weights for the EL in both steps are given by

(see (3.27) for the optimal weight vectors in the first step)

v†Θk
= 0, v†Ψk

= αΨk
(3.44)

where we have multiplied all the weights by ‖αΨk
‖.

Since the Q-function monotonically decreases, and G ≥ F ≥ 0, from (3.40),

we have a lower bound for the BER of the EL as follows:

BER
(a)
EL(θ) ≥ Q (D cos θ) ≥ Q (D) = Q

(√
Er
N0

C∗Ψk

√
ρ̄

)
(3.45)

for all θ ∈ (0, π/2). The lower bound will be used to compare with the suboptimal

BER performance and will be shown to yield very close results.

Lastly, we note that for ease of implementation, we can design the optimal

and suboptimal combining receivers by two steps as shown in Fig. 3.2. In the first

step, we use two MRC receivers for the received signals which include only the BL

and both the BL/EL separately. This step is optimal individually for both the BL

and the EL. In the second step, we combine the two resulting signals to detect the

BL and the EL, using either the optimal or the suboptimal weights.
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3.3.4 Numerical BER performance comparison for both

BL/EL

In the following, we compare the uncoded BER performances of the BL

and the EL for the different combining methods above. For simplicity, we assume

there are two relays. One is always sending the BL using QPSK, and the other is

always sending both the BL/EL using hierarchical 16-QAM. We assume the relays

experience independent flat Rayleigh fading. The channel state information is per-

fectly known at the receiver. For the BL, we plot the uncoded BER performances

for the combining methods in [31, 32], and our optimal and suboptimal methods.

For the EL, we plot our simple combining method, the locally suboptimal method,

and the lower bound.

First, we consider the performance for the BL, as shown in Fig. 3.3 on page

65, for the power allocation parameter ρ = 0.72, a value which will be of interest

below. We note that the combining method in [32] does not perform as well as the

other methods since it only uses the QPSK received signal to detect the BL, and

thus results in just the QPSK BER performance (with diversity order 1). Also, our

suboptimal combining method of minimizing an upper-bound BER significantly

outperforms the combining method used in [31]. We can observe approximately

1dB gain in the medium and high SNR region. Our suboptimal method performs

almost as well as the optimal in the medium and high SNR region. For a higher

value of ρ, say, ρ = 0.8 (i.e., conventional constellation), as shown in Fig. 3.4, our

suboptimal combining method performs almost identical to the optimal one over
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the range of SNR in the plot. The gain compared to the combining method in [31]

reduces for a high value of ρ, but the proposed method is still much better than

the method in [32], as can be seen in Fig. 3.4.

Next, we consider the performance for the EL. In Fig. 3.3, we observe

that the suboptimal combining method performs very close to the locally optimal

and the lower bound performances. For smaller ρ, the performance loss slightly

increases. For higher values of ρ, say ρ = 0.8, the performance loss is almost

negligible, as seen in Fig. 3.4. We note that in all cases, the locally optimal

performance is almost identical to the lower bound for, say, the channel SNR ≥

8dB, which suggests that the local optimum is very close, if not identical, to the
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global optimum in this SNR region.

In summary, for the BL, our suboptimal combining method performs very

close to the optimal. For the EL, the suboptimal combining method performs very

well compared to the local optimal and the low-bound BER performance. Hence,

in the numerical simulation in Section IV below, we will use the proposed subopti-

mal combining methods that have the closed-form weights, instead of numerically

solving for the optimal (or local optimal) weights to reduce the computational

complexity.
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3.4 Application to video transmission: Simula-

tion results

In this section, we apply the transmission protocol and our proposed sub-

optimal and closed-form combining methods at the destination for transmitting a

video-encoded bitstream over the relay network.

3.4.1 Simulation setup

In the simulation, we assume there are four relays, and the direct link is so

weak that it will be ignored unless otherwise stated. All the channels are assumed

to be independent, and flat Rayleigh fading with normalized Doppler frequency

fdn = 10−3 [45]. The average channel SNRs of all links from the source to the

relays and from the relays to the destination are the same. We will first obtain the

system performance in terms of the packet error rate (at the physical layer) for an

i.i.d bitstream, and then the peak signal to noise ratio (PSNR) of a video-encoded

bitstream for various average channel SNR values and power allocation parameters

ρ ∈ [0.6, 0.9]. Our proposed suboptimal and closed-form combining methods at the

destination will be used.

For the channel coding, we use a convolutional code of rate rfec = 1/2 for the

forward error correction (FEC) for all links. The convolutional code has constraint

length 7 and generator polynomial (133,171) in octal. We use soft decoding for

the Viterbi decoder; hence, soft-demodulated bits will be computed [47] from the
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test statistics given in (3.8) with the suboptimal weights in (3.36) and (3.44) for

the BL and the EL, respectively. The BL signal is considered as a noisy QPSK-

modulated signal, thus the resulting soft-demodulated bits are equivalent to the

soft bits calculation in [48].

We encode the Foreman and Soccer video sequences, which have medium

and fast motion, respectively. Both video sequences have CIF resolution (352x288)

and frame rate of 30fps. These test sequences are encoded with group of pic-

tures (GoP) size=16 pictures, and use the full hierarchical B structure [38, 49],

where the I-frame occurs once per GoP. For the hierarchical B structure, the

frames in decreasing order of importance are given as follows: I0/16, B8, B4, B12,

B2, B6, B10, B14, B1, B3, . . . , B15. For convenience at the physical layer, we choose

a slice to have a fixed size of 376 bytes (or less). Each NAL unit contains one slice

of size 383 bytes (or less), including the header. For each GoP of 16 frames, we

assign the more important frames to the BL and the others to the EL (at the frame

level) such that the difference in the number of NAL units between the two layers,

from the first GoP up to the current encoding GoP, is smallest. For example,

we suppose the total number of NAL units of the BL and the EL up to the last

encoded GoP are 100 and 102, respectively. The number of NAL units of frames

in the current GoP are 3, 3, 3, 2, 2, 2, 1, 1, . . . , 1 (the frames are in the decreasing

order of importance), with 25 NAL units in total. If we assign the first 6 frames

to the BL and the last 10 frames to the EL, the total numbers of NAL units of the

BL and the EL will be 115 and 112, respectively. If we assign the first 5 frames to
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the BL and the remaining to the EL, then the total numbers of NAL units of the

BL and the EL will be 113 and 114, respectively. Our method will select the latter,

because it makes the difference in the number of NAL units between the two layers

smallest. Using this method, the numbers of NAL units of the BL and the EL for

the first 10 GoPs of the Foreman sequence are 412 and 408, respectively. Those

corresponding numbers for the Soccer sequence are 649 and 646. Zero-padding will

be used to make the two layers have exactly the same number of NAL units.

At the physical layer, we use a frame length of 2x400/rfec = 1600 bytes,

which is assumed to be sufficient to transmit a pair of NAL units and the physical

frame header. Note that each pair of NAL units consists of one from the BL and

one from the EL, where the BL NAL unit is mapped into the MSBs and the EL

NAL unit is mapped into the LSBs of the hierarchical 16-QAM symbols. In this

simulation, we use a pair of block bit interleavers of size 80x80 bits each (i.e.,

800 bytes)3 for the BL and the EL separately to partially decorrelate the channel

fading correlation.

We repeatedly send the first 10 GoPs (i.e., Nfrm = 160 frames) over the relay

network for 100 times. The received bitstreams are then decoded and the average

PSNR is computed for various channel SNRs and power allocation parameters ρ.

For the m-th decoded video sequence for m = 1, 2, . . . 100, the PSNR is

3A block bit interleaver is assumed to write the input bitstream in the rows and read the
bitstream out from the columns.
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computed as follows:

PSNRm = 10 log10

2552

MSEm

(3.46)

where

MSEm =
1

Nfrm

Nfrm∑
k=1

MSEm,k (3.47)

where MSEm,k denotes the mean square error between the k-th original frame

and the corresponding received frame of the m-th sequence. The final average

PSNR is averaged over 100 realizations {PSNRm}. We use the motion-copy error

concealment mode for the H.264/AVC decoder [38]; however, if a whole frame is

lost, it will be copied from the previous one.

The simulation is also repeated for the single-layer scheme with the clas-

sical 16-QAM modulation, where we recall that all the bits in the bitstream are

considered as having equal priority.

3.4.2 Packet error rate for an i.i.d. bitstream

In Fig. 3.5, we plot the packet error rate (PER) for both the single-layer and

double-layer scheme, where an i.i.d. bitstream was sent. The abscissa is the power

allocation parameter, ρ, for the double-layer scheme. The PERs of the BL and

the EL packets are plotted separately. As the single-layer scheme uses the classical

16-QAM with no distinction among the input bits, the single-layer scheme only

depends on channel SNR, and not ρ. It is, however, plotted as a single point for

each channel SNR for comparison.
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Figure 3.5: Packet error rate of the double-layer and single-layer scheme.

For each channel SNR, we observe that the PER of the BL monotonically

decreases as the power allocation parameter ρ increases (see Fig. 3.5). This is

because for a higher ρ, the BL is allocated more power, while the EL is allocated

less power, i.e., higher BL signal power and less interference caused by the EL. For

the EL performance, the plot shows that the PERs of the EL are not a monotonic

function of ρ. This can be explained as follows: For ρ ≥ 0.72, the BL is successfully

decoded most of the time, and so the EL performance mainly depends on the power

allocated to it; thus, the PER of the EL monotonically increases as ρ̄ = 1 − ρ

decreases. In contrast, for ρ ≤ 0.70, as ρ decreases, the relays are not able to

reliably detect the BL (because of the decreased SINR of the BL), and thus they
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frequently keep silent. The destination does not receive enough signals from the

relays; hence, both PER of the BL and the PER of the EL become worse.

It is also interesting to note that for many values of ρ (e.g., ρ ∈ [0.70, 0.76]),

both the BL and the EL PER performances of the double-layer scheme are better

than the PER performance of the single-layer scheme. This is because a relay may

fail to decode a packet if the single-layer scheme is used due to low channel SNR,

but it would still be able to decode the BL portion if the double-layer scheme is

used, and forward it to the destination, which enhances the overall system perfor-

mance.

3.4.3 PSNR performance for layered video sequences: Four

relays without the direct link

A. Decodable bitstreams

Firstly, we note that there are a few received bitstreams at low channel

SNR and small values of ρ, which are invalid bitstreams in the sense that the

H.264/AVC decoder does not produce any output picture. We refer to these in-

valid bitstreams as undecodable. If no packet is successfully received, the null

bitstream is also considered as undecodable. In Figs. 3.6 and 3.7 (on page 73),

we plot the percentage of decodable bitstreams over all 100 received bitstreams,

which corresponds to 100 channel realizations, for the Foreman and the Soccer

sequences, respectively. We found that there were some undecodable bitstreams

only at low channel SNR ≤ 11dB and small power allocation parameter ρ ≤ 0.62.
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For an undecodable bitstream, we compute the PSNR relative to the mean value

of each frame. We plot the average PSNR values, averaging over all the received

bitstreams, including the undecodable bitstreams. We also plot the average PSNR

values, averaging over only the decodable bitstreams. We found that these curves

are visually undistinguishable (the plot is not shown here). Thus, in the following,

we only present the PSNR computed only from the decodable bitstreams.

B. PSNR performance versus the power allocation parameter

In Figs. 3.8 and 3.9, we plot the average PSNR versus the power allocation

values ρ, parameterized by channel SNR for the Foreman sequence and the Soccer

sequence, respectively.

For the Foreman sequence, as shown in Fig. 3.8, we observed that either

too high or too low values of the power allocation parameter ρ does not result in

good PSNR performance. The reasons are similar to the i.i.d. data with PER

performance. That is, too high or too low a value of ρ allows either the BL or the

EL (or nothing) to be successfully received, but usually not both. We observe that

at the medium and high SNR region (say SNR ≥ 11dB), the best power allocation

parameter is around ρ ≈ 0.74. In the low SNR region, a high value of ρ is preferred

to better protect the BL. In the very high SNR region, the PSNR is saturated and

many values of ρ can approach the maximum PSNR value.

The general observations mentioned above for the Foreman sequence also

hold for the Soccer sequence (see Fig. 3.9). For example, the best power alloca-
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tion parameter is around ρ ≈ 0.74 for the medium and high SNR regions. The

differences between the Foreman and the Soccer sequences will be discussed later.

C. PSNR performance versus channel SNR

In Fig. 3.10, we plot the average PSNR versus channel SNR for various

power allocation values ρ for the Foreman sequence. We observe that when we

allocate too little power to the BL, say ρ ≤ 0.64, the PSNR performance of the

double-layer scheme is worse than that of the single-layer scheme over the range of

the plotted SNRs, which is because the BL is rarely successfully decoded. When we

increase ρ = 0.68 → 0.76, the PSNR performance improves and outperforms the

single-layer scheme, because in this range, the BL can be decoded successfully with

higher probability, and so can the EL. If we continue to increase ρ = 0.80→ 0.88,

the BL is more reliably received, but the EL reliability decreases, since less power

is allocated to it. Thus, the PSNR performance decreases. For a high value of ρ in

the high channel SNR region, e.g., ρ = 0.88 and SNR ≥ 13dB, the performance

of the double-layer scheme is worse than the single-layer scheme. In the low SNR

region, a high value of ρ is preferred to better protect the BL, even though the EL

cannot be received correctly.

For the Soccer sequence, as plotted in Fig. 3.11, similar observations can

be made. Note, however, that the performance of the Soccer sequence is worse

than that of the Foreman sequence. For example, at a channel SNR = 12dB,

the best PSNR of the Soccer sequence is about 27.7dB, while that of the Foreman
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sequence is about 30.1dB. The main reason is the high motion nature of the Soccer

sequence. The motion-copy error concealment mode for a high motion video se-

quence does not perform as well as for a lower motion video sequence. Also, when

the instantaneous channel SNR is low, whole frame loss can occur, and in this case

we substitute for it with the previous frame. Such copy-frame does not result in

a good PSNR for the high-motion Soccer sequence, whereas copy-frame is not too

bad for the medium-motion Foreman sequence.

For both sequences, we observe that the ‘best’ double-layer scheme, which

is when the system has the capability to adapt ρ to the average channel SNR, is

significantly better than the single-layer scheme over all the SNR region plotted

(see both Figs. 3.10 and 3.11). Particularly, about 2-2.5dB gain in channel SNR

or 5-7dB gain in the PSNR can be observed. We note that in the very high SNR

region (say SNR ≥ 16dB), the PSNR for the double-layer scheme is saturated,

and the single-layer scheme performs as well as the double-layer scheme.

Finally, we note that if we fix ρ ∈ [0.72, 0.76], i.e., the system does not

adapt ρ to channel SNR, the PSNR performance of the double-layer scheme still

significantly outperforms the single-layer scheme over all the range of the SNRs

considered (except for a very high SNR value such as 17dB).
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3.4.4 PSNR performance for layered video sequences: Two

relays with the direct link

The objects of this subsection is to consider the performances of the re-

lay network with the direct link for double-layer scheme and single-layer scheme.

Unlike the previous numerical results, in this subsection, we consider a relaying

network of two relays with a direct link. We again assume all the relay links from

the source to the relays and from the relays to the destination have equal average

channel SNR. The two relays are located at about halfway from the source to the

destination. The log-distance path loss model with the path loss exponent of 3.5

is assumed (see, e.g., [50]). Thus, the average channel SNR of the direct link is

less than those of the relay links by 10 log10 23.5 = 10.54dB.

In Figs. 3.12 and 3.13, we plot the PSNR performances versus the aver-

age channel SNR. We observe a large improvement of the double-layer scheme,

compared to the single-layer scheme. The double-layer scheme achieves the best

performance at the power allocation parameter ρ ≈ 0.72, which has about 2-2.5dB

gain in SNR, or 5-7dB gain in PSNR, compared to the single-layer scheme.
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3.5 Conclusions

In this chapter, we consider decode-and-forward relay wireless networks

using both hierarchical 16-QAM and QPSK. The source broadcasts a message

with two layers to all the relays and the destination. Depending on the number of

successfully decoded layers, a relay can use either hierarchical 16-QAM or QPSK to

transmit both layers or one layer, respectively, to the destination. By considering

a hierarchical 16-QAM symbol as the superposition of two QPSK symbols, we

proposed a relaying protocol and novel combining methods for the received signals

at the destination. We derived the optimal linear-combining solutions in terms

of minimizing the uncoded BER, where the optimal solution for the BL can be

obtained by convex optimization programming. We also presented suboptimal

combining methods for both the BL and the EL, which have closed-form solutions

and perform very close to the optimal. Both our proposed optimal and suboptimal

methods significantly outperform other combining methods in the literature.

We applied the proposed double-layer scheme with our suboptimal combin-

ing method to transmit layered video bitstreams through the relaying wireless net-

works. Simulation results showed that the double-layer scheme using hierarchical

16-QAM largely outperforms the classical single-layer scheme using conventional

16-QAM. For example, either about 2-2.5dB gain in channel SNR or 5-7dB gain

in the PSNR was observed.
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Chapter 4

Conclusions and Future Work

4.1 Conclusions

In this dissertation, we considered a relay network with a single source, a

single destination, and multiple relays. The relays are half-duplex and use the

decode-and-forward protocol.

In Chapter II, a successively refinable Gaussian source partitioned into two

layers is transmitted using superposition coding. In the first time slot, the source

broadcasts two layers to all the relays and the destination. The relays decode the

message separately. Depending on the channel state, a relay can successfully de-

code two layers, successfully decode one layer, or decode nothing. To reduce the

latency and simplify the system design, we do not assume any feedback channels,

and we do not consider channel state information at the transmitter of any termi-

nal. Also, the relays are not able to communicate with one another. Rather, in

the second time slot, we assume a relay re-encodes and forwards all the success-
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fully decoded layers to the destination. If both layers are successfully decoded,

superposition coding is used for multiplexing; otherwise, superposition coding is

not used. The destination thus receives multiple signals, each of which can include

either one layer or two layers. We derived the optimal linear-combining receiver

at the destination, where both the optimal weight vector and the combined SINR

have closed forms. Using the optimal combining method at the destination, we

derived the average throughput and the expected distortion. Since these quanti-

ties were not expressed in closed form, we derived a closed-form lower bound to

the average throughput and a closed-form upper bound to the expected distortion.

We optimized the system parameters, such as the power and rate allocations for

superposition coding, based on the closed-form bounds. Given these suboptimal

system parameters, we obtained the average throughput and the expected distor-

tion numerically. Numerical results showed that the proposed two-layer scheme

using superposition coding with the optimal linear combining method can gain up

to 1-1.5 dB in channel SNR for the average throughput, or 1.5-2dB in channel SNR

for the expected distortion, compared to the conventional one-layer scheme.

In Chapter III, a layered video-encoded bitstream is transmitted over the

wireless relay networks. The source broadcasts a message with two layers to all the

relays and the destination using hierarchical 16-QAM. Depending on the number

of successfully decoded layers, a relay can use either hierarchical 16-QAM or QPSK

to transmit both layers or the base layer, respectively, to the destination. By con-

sidering a hierarchical 16-QAM symbol as the superposition of two QPSK symbols,
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we proposed a relaying protocol and derived the optimal linear-combining receiver

for the received signals at the destination. The optimal linear combining solu-

tion, which minimizes the uncoded BER, can be obtained by a two-step combining

method. In the first step, we optimize over the weight vector directions, which

have closed-form solutions. In the second step, we optimize over the lengths of the

weight vectors, which were obtained by the convex optimization programming for

the BL, while a local optimum was achieved for the EL. We also presented subop-

timal combining methods in the second step for both the BL and the EL, which

have closed-form solutions and performed very close to the optimal. Both our

proposed optimal and suboptimal methods significantly outperformed other com-

bining methods in the literature. We applied the proposed double-layer scheme

with the suboptimal combining method for transmitting layered video-encoded

bitstreams through the wireless relay networks. Simulation results showed that

the double-layer scheme using hierarchical 16-QAM significantly outperformed the

classical single-layer scheme using conventional 16-QAM. For example, either about

2-2.5dB gain in channel SNR or 5-7dB gain in the PSNR was observed.

4.2 Future work

Based on the results in this dissertation, possible future work to enhance

the performance of video transmission over a wireless network are follows:

• Increasing the number of source layers to three or more, and using higher
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order hierarchical modulation such as 64 or 256 QAM. Multiplex hierarchical

modulation methods in [19] can also be used to provide multiple levels of

unequal error protection.

• Considering additional UEP techniques such as using rate-compatible punc-

tured convolutional/turbo coding in conjunction with hierarchical modula-

tion. We note that for any given layer, all transmitters should use the same

code rate (but the rates can vary layer by layer) so that the optimal combin-

ing method can be straightforwardly extended.

• Adaptively controlling the source encoding rate to match the number of out-

put encoded bits to number of channel bits, which can be reliably transmitted

through the network to maximize the end-to-end video transmission quality.

• Assuming there are many relays available, where the short-term average

channel SNRs for the relay links can be slowly changing over time due to

mobility. For example, by considering a relay selection method, we choose

the best subset of relays, whose average channel SNRs are maximized, for

relay cooperation.

• Considering multiple antennas and space-time coding deployed at each ter-

minal to achieve spatial diversity and/or multiplexing gain.



Appendix A

Combining Techniques for

Superposition Coding Scheme

A.1 Globally optimal linear combining at the des-

tination

In this appendix, we derive the optimal linear combining solution for the

received signals at the destination, each of which includes either only the BL or

the BL/EL. We will solve this in two step as follows.

Step 1: Factorization

In the first step, we separate the maximization problem into two sub-problems.

We note that for any vector wΘk
and wΨ+

k
, we can write

wΘk
= aΘk

w̃Θk
, wΨ+

k
= aΨ+

k
w̃Ψ+

k
(A.1)

for ‖w̃Θk
‖ = ‖w̃Ψ+

k
‖ = 1, and aΘk

and aΨ+
k

are a scalar. We note that |aΘk
| and

|aΨ+
k
| equal the norms of wΘk

and wΨ+
k

, respectively. From (2.13) on page (18),
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we have

CΘk
(wΘk

) = aΘk
w̃T

Θk
αΘk

, aΘk
C̃Θk

(w̃Θk
),

CΨ+
k

(wΨ+
k

) = aΨ+
k
w̃T

Ψ+
k
αΨ+

k
, aΨ+

k
C̃Ψ+

k
(w̃Ψ+

k
), (A.2)

where we denote C̃Φ(w̃Φ) , w̃T
ΦαΦ and drop the dependence on w̃Φ whenever there

is no confusion. Thus, we can rewrite the SINR of the BL, as shown in (2.16), as

follows

SINRBL(aΘk
, aΨ+

k
, w̃Θk

, w̃Ψ+
k

) =
Pr
(
aΘk

C̃Θk
+
√
ρaΨ+

k
C̃Ψ+

k

)2

ρ̄Pra2
Ψ+

k

C̃2
Ψ+

k

+ (a2
Θk

+ a2
Ψ+

k

)σ2
0

(A.3)

The optimization problem in (2.17) is equivalent to

SINR∗BL = maximize
aΘk

,a
Ψ+
k

‖w̃Θk
‖=‖w̃

Ψ+
k

‖=1

SINRBL(aΘk
, aΨ+

k
, w̃Θk

, w̃Ψ+
k

) (A.4)

Since the only constraints in (A.4) are ‖w̃Θk
‖ = ‖w̃Ψ+

k
‖ = 1, we can first

optimize over aΘk
, aΨ+

k
and then over w̃Θk

, w̃Ψ+
k

as follows:

SINR∗BL = maximize
‖w̃Θk

‖=‖w̃
Ψ+
k
‖=1

maximize
aΘk

,a
Ψ+
k

SINRBL(aΘk
, aΨ+

k
, w̃Θk

, w̃Ψ+
k

) (A.5)

Note that we can rewrite (A.3) as follows:

SINRBL(aΘk
, aΨ+

k
, w̃Θk

, w̃Ψ+
k

) =
Pr
(
aΘk
· C̃Θk

+ aΨ+
k
· √ρC̃Ψ+

k

)2

a2
Θk
σ2

0 + a2
Ψ+

k

(
ρ̄PrC̃2

Ψ+
k

+ σ2
0

) (A.6)

which can be considered the combined SINR of two signals with the channel gains

C̃Θk
and
√
ρC̃Ψ+

k
and the noise powers σ2

0 and
(
ρ̄PrC̃

2
Ψ+

k

+σ2
0

)
, respectively. Similar

to the solution for an MRC receiver, we have the optimal values of aΘk
, aΨ+

k
given

by

aΘk
=
C̃Θk

σ2
0

, aΨ+
k

=

√
ρC̃Ψ+

k

ρ̄PrC̃2
Ψ+

k

+ σ2
0

(A.7)
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and the combined SINR for the BL is given by

SINRBL(w̃Θk
, w̃Ψ+

k
) =

PrC̃
2
Θk

σ2
0

+
ρPrC̃

2
Ψ+

k

ρ̄PrC̃2
Ψ+

k

+ σ2
0

(A.8)

which now only depends on the w̃Θk
, w̃Ψ+

k
. In the next step, we need to maximize

over w̃Θk
, w̃Ψ+

k
. Since the first and second term in (A.8) only depends on w̃Θk

and

w̃Ψ+
k

, respectively, we have

maximize
‖w̃Θk

‖=‖w̃
Ψ+
k
‖=1
SINRBL(w̃Θk

, w̃Ψ+
k

) = maximize
‖w̃Θk

‖=1

PrC̃
2
Θk

σ2
0

+ maximize
‖w̃

Ψ+
k
‖=1

ρPrC̃
2
Ψ+

k

ρ̄PrC̃2
Ψ+

k

+ σ2
0

(A.9)

That is, our maximization problem can be separated into two maximization

problems with the optimal combining weights aΘk
and aΨ+

k
given in (A.7). In the

following, we consider the solutions to these maximization problems separately.

Step 2: Maximizations

In this step, we need to find w̃Θk
and w̃Ψ+

k
for the sub-optimizations as shown in

(A.9).

• The first maximization problem in (A.9): That is,

SINR∗BL,1 , maximize
‖w̃Θk

‖=1

PrC̃
2
Θk

σ2
0

= maximize
‖w̃Θk

‖=1

Pr(w̃
T
Θk
αΘk

)2

σ2
0

(A.10)

Similar to the MRC solution, the optimal solution is given by

w̃Θk
= αΘk

/‖αΘk
‖ (A.11)

and the resulting maximum combined SINR is given by

SINR∗BL,1 =
Pr‖αΘk

‖2

σ2
0

(A.12)
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• The second maximization problem in (A.9): That is,

SINR∗BL,2 = maximize
‖w̃

Ψ+
k
‖=1

ρPrC̃
2
Ψ+

k

ρ̄PrC̃2
Ψ+

k

+ σ2
0

(A.13)

which is not a classical MRC problem. However, due to the special structure

of the objective function, we can show that

arg max
‖w̃

Ψ+
k
‖=1

ρPrC̃
2
Ψ+

k

ρ̄PrC̃2
Ψ+

k

+ σ2
0

= arg max
‖w̃

Ψ+
k
‖=1

PrC̃
2
Ψ+

k

σ2
0

(A.14)

Similar to the MRC solution, the optimal solution is given by

w̃Ψ+
k

= αΨ+
k
/‖αΨ+

k
‖ (A.15)

Also, the resulting maximum SINR is given by

SINR∗BL,2 =
ρPr‖αΨ+

k
‖2

ρ̄Pr‖αΨ+
k
‖2 + σ2

0

(A.16)

From (A.12) and (A.16), we have the optimum SINR for the BL is given by

SINR∗BL = SINR∗BL,1 + SINR∗BL,2 =
Pr‖αΘk

‖2

σ2
0

+
ρPr‖αΨ+

k
‖2

ρ̄Pr‖αΨ+
k
‖2 + σ2

0

(A.17)

For the optimum weights, substituting (A.11) and (A.15) in (A.7), we have

the optimum weights in the second step are given by

aΘk
=
‖αΘk

‖
σ2

0

, aΨ+
k

=

√
ρ‖αΨ+

k
‖

ρ̄Pr‖αΨ+
k
‖2 + σ2

0

(A.18)

where we note that C̃Θk
= ‖αΘk

‖ and C̃Ψ+
k

= ‖αΨ+
k
‖. Finally, using (A.11), (A.15),

and (A.18) in (A.1), the effective optimum weights in both steps are given by

wΘk
= aΘk

w̃Θk
=

αΘk

σ2
0

(A.19)

wΨ+
k

= aΨ+
k
w̃Ψ+

k
=

√
ραΨ+

k

ρ̄Pr‖αΨ+
k
‖2 + σ2

0

(A.20)
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A.2 The CDF of the optimum combined SINR

of the BL

In this appendix, we consider the cumulative distribution function (CDF)

of the optimum MRC-combined SINR of the BL, as given in (2.25) for the case of

i.i.d. Rayleigh fading. Define

Uyk ,
Pr‖αΘk

‖2

σ2
0

, Vzk ,
ρPr‖αΨ+

k
‖2

σ2
0 + ρ̄Pr‖αΨ+

k
‖2

(A.21)

Then, we have

SINRd,bl(Θk,Ψ
+
k ) = Uyk + Vzk (A.22)

where, as defined before, yk and zk are the number of elements of the sets Θk and

Ψ+
k , respectively. The CDF of Uyk is given as follows:

FUyk
(u) , Pr(Uyk ≤ u) = γinc

(
u/Γd, yk

)
(A.23)

where Γd , PrΩ0/σ
2
0 and Ω0 is the second moment of the fading. Similar to the

calculation in (2.29), we have

FVzk (v) , Pr(Vzk ≤ v) = Pr

(
ρPr‖αΨ+

k
‖2

σ2
0 + ρ̄Pr‖αΨ+

k
‖2
≤ v

)

=


γinc

(
v

Γd(ρ−ρ̄v)
, zk

)
, if ρ−ρ̄v>0

1 if ρ−ρ̄v≤0

(A.24)

We note that the random variables Uyk and Vzk are independent. Thus, the
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CDF of the sum is given by

FSINRd,bl
(z) =

∫ z

0

fUyk
(u)FVzk (z − u)du

=

∫ z

0

(u/Γd)
yk−1e−u/Γd

(yk!)Γd
FVzk (z − u)du (A.25)

where fUyk
(u) , d

du
FUyk

(u), and FVzk (.) is given in (A.24).



Appendix B

Combining Techniques for the

Hierarchical Modulation Scheme

B.1 The first combining step: Optimal for the

BL/EL

First, we note that, similar to the MRC solution, from the definitions in

(3.9) on page 53, we can show that

CΘk
(ũΘk

) ≤ CΘk
(α̃Θk

) = ‖αΘk
‖ , C∗Θk

, for all ‖ũΘk
‖ = 1,

CΨk
(ũΨk

) ≤ CΨk
(α̃Ψk

) = ‖αΨk
‖ , C∗Ψk

, for all ‖ũΨk
‖ = 1 (B.1)

where the optimum normalized weight vectors α̃Θk
, α̃Ψk

are given in (3.25).

The BER expressions for the BL and the EL in (3.18) and (3.19) have the

following forms, respectively,

f(x, y) ,
1

2
Q(ax+ by) +

1

2
Q(ax+ cy) (B.2)

g(x, y) , Q(dx) +
1

2
Q(2ax+ by)− 1

2
Q(2ax+ cy) (B.3)
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where a, b, c, d ≥ 0, c ≥ b, and x, y correspondingly represent CΘk
(w̃Θk

) and

CΨk
(w̃Ψk

). Similar to [19], we can show that both f(x, y) and g(x, y) are non-

increasing in (x, y) for x, y ≥ 0. Therefore, from (B.1), and noting that

CΘk
(w̃Θk

), CΨk
(w̃Ψk

) ≥ 0 for w̃Θk
, w̃Ψk

� 0, we have

BERBL(aΘk
, aΨk

, w̃Θk
, w̃Ψk

) ≥ BERBL(aΘk
, aΨk

, α̃Θk
, α̃Ψk

) (B.4)

for all w̃Θk
, w̃Ψk

� 0 and ‖w̃Θk
‖ = ‖w̃Ψk

‖ = 1, and similarly

BEREL(bΘk
, bΨk

, ṽΘk
, ṽΨk

) ≥ BEREL(bΘk
, bΨk

, α̃Θk
, α̃Ψk

) (B.5)

for all ṽΘk
, ṽΨk

� 0 and ‖ṽΘk
‖ = ‖ṽΨk

‖ = 1. That is, we have (3.24) and (3.26)

respectively.

B.2 The second combining step: Optimal for the

BL

From (3.18) on page 56, we denote

BERBL(aΘk
, aΨk

) , BERBL(aΘk
, aΨk

, w̃∗Θk
, w̃∗Ψk

)

=
1

2
Q

aΘk

√
ErC

∗
Θk

+ aΨk

√
ErC

∗
Ψk

(√
ρ−
√
ρ̄
)]√

(a2
Θk

+ a2
Ψk

)N0


+

1

2
Q

aΘk

√
ErC

∗
Θk

+ aΨk

√
ErC

∗
Ψk

(√
ρ+
√
ρ̄
)]√

(a2
Θk

+ a2
Ψk

)N0

 (B.6)

where w̃∗Θk
, w̃∗Ψk

are the optimal weight vectors in the first step. We note that if

(aΘk
, aΨk

) minimizes BERBL(aΘk
, aΨk

), so does (KcaΘk
, KcaΨk

), for some constant
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Kc > 0. Therefore, without loss of generality, we can assume aΘk
= 1, and we only

need to optimize over aΨk
. For further notational simplicity, we define

A ,

√
ErC

∗
Θk√

N0

, B ,

√
ErC

∗
Ψk√

N0

(
√
ρ−
√
ρ̄), C ,

√
ErC

∗
Ψk√

N0

(
√
ρ+
√
ρ̄) (B.7)

where A ≥ 0 and C ≥ B ≥ 0. Then, the BER for the BL, as a function of aΘk
is

given by

BERBL(aΨk
) , BERBL(1, aΨk

)

=
1

2
Q

A+BaΨk√
1 + a2

Ψk

+
1

2
Q

A+ CaΨk√
1 + a2

Ψk

 (B.8)

The optimization can be written as follows:

min
aΨk

>0
BERBL(aΨk

) (B.9)

The function
A+BaΨk√

1+a2
Ψk

is generally neither convex nor concave in aΨk
> 0. Thus, in

general, (B.9) is not a convex optimization problem. However, for aΨk
> 0, define

φ = tan−1(aΨk
), φ ∈ (0, π/2) (B.10)

Substituting aΨk
= tan(φ) in (B.9), we have

BER
(a)
BL(φ) , BERBL(tan(φ))

=
1

2
Q (A cosφ+B sinφ) +

1

2
Q (A cosφ+ C sinφ) (B.11)

The function (A cosφ + B sinφ) is concave for all A,B ≥ 0 in φ ∈ (0, π/2).

The function Q(x) is convex and monotonically decreases for x ≥ 0. Thus,

Q (A cosφ+B sinφ) is convex for all A,B ≥ 0 [34], and so is the BER
(a)
BL(φ).

Therefore, we can efficiently use convex optimization programming [34] to solve

for φ∗, which minimizes BER
(a)
BL(φ), as shown in (3.29).
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B.3 Effective output SNR comparison

In the following, we will show that

SNR
(eff)
BL,1 ≥ SNR

(eff)
BL,2 (B.12)

which are defined in (3.37) and (3.38) on page 61, respectively. Applying Cauchy-

Schwarz inequality, i.e., (x2
1 + x2

2)(y2
1 + y2

2) ≥ (x1y1 + x2y2)2, for

x1 = C∗Θk
, x2 = C∗Ψk

(
√
ρ−
√
ρ̄)

y1 = C∗Θk
, y2 = C∗Ψk

(B.13)

we have

[
(C∗Θk

)2 + (C∗Ψk
)2(
√
ρ−
√
ρ̄)2
]
·
[
(C∗Θk

)2 + (C∗Ψk
)2
]

≥
[
C∗Θk
· C∗Θk

+ C∗Ψk
· C∗Ψk

(
√
ρ−
√
ρ̄)
]2

(B.14)

with the equality happen if and only if y1 = Kx1 and y2 = Kx2, for a constant K,

i.e.,

C∗Θk
= KC∗Θk

, C∗Ψk
= KC∗Ψk

(
√
ρ−
√
ρ̄) (B.15)

which happens if and only if ρ = 1 (or C∗Θk
= 0 or C∗Ψk

= 0, which happen with

zero probability, thus, we will be ignored).

Equation (B.14) implies that

[
(C∗Θk

)2 + (C∗Ψk
)2(
√
ρ−
√
ρ̄)2
]
≥
[
(C∗Θk

)2 + (C∗Ψk
)2(
√
ρ−
√
ρ̄)
]2

(C∗Θk
)2 + (C∗Ψk

)2
(B.16)
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which is equivalent to (B.12), that is

Er(C
∗
Θk

)2

N0

+
Er(C

∗
Ψk

)2(
√
ρ−
√
ρ̄)2

N0

≥
Er
[
(C∗Θk

)2 + (C∗Ψk
)2(
√
ρ−
√
ρ̄)
]2[

(C∗Θk
)2 + (C∗Ψk

)2
]
N0

(B.17)

where the equality holds if and only if ρ = 1.
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