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Abstract 

Neurodevelopmental disorders (NDDs), such as autism spectrum disorder (ASD), intellectual 

disability, and developmental disability are genetically and phenotypically heterogeneous 

disorders that display high comorbidity and relatively high heritability. Although non-coding and 

common variation contribute to a substantial proportion of all NDD cases, rare coding genetic 

variation has proved invaluable to the identification of NDD risk genes. NDD cases possess a 

significantly larger burden of de novo variation, a form of rare genetic variation that is not inherited 

from either parent, compared to unaffected controls. The enrichment of non-synonymous de novo 

coding variation in cases compared to controls enables the discovery of genetic modules, the early 

prediction of a subset of affected cases at low false positive rates, and the identification of critical 

cell-types relevant to specific modules.  

Modules are networks of genes that participate in a certain biological function. The module 

discovery tools MAGI-S and its extension MAGI-MS are introduced in Chapter 1, which identify 

modules that can dissect specific phenotypes given ‘seed’ gene(s) that are members of biological 

pathways of interest. MAGI-S and MAGI-MS provide evidence of the dissection of the epilepsy 

phenotype from more general NDD phenotypes and the enrichment of non-synonymous de novo 

mutation in cases compared to controls among module genes.  

In Chapter 2, a shallow neural network (SNN) with a false positive rate (FPR) minimizing 

loss function uses non-synonymous de novo mutation and features related to genic constraint and 

conservation to identify a small subset of NDD cases at very low FPR. Compared to traditional 

machine learning techniques and heuristics derived from genic constraint metrics and known NDD 

risk genes, the SNN achieves greater true positive rates (TPR) at near-zero FPR and ranks 

candidate NDD risk genes. 
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Given modules such as those generated by MAGI-S and MAGI-MS and single-cell 

expression data, MoToCC identifies groups of cells that selectively express the module genes. 

MoToCC is a linear programming approach that maximizes the gene co-expression amongst 

selected cells with consideration of cell-cell similarity and K-nearest neighbor connectivity. By 

allowing users to vary the number of cells to return as a solution, cell-types relevant to the module 

and shifting percent composition can be visualized at varied scales, as shown in Chapter 3 for three 

NDD modules.  

The described computational tools seek to use the predictive power of de novo coding 

variation to further characterize the genetic etiology of neurodevelopmental disorders and lead to 

improvements in the well-being of affected patients.  
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Introduction 

Neurodevelopmental disorders (NDDs) are complex disorders that affect the development 

of the central nervous system and are characterized by impairment in cognition, memory, 

language, and motor skills. Examples of NDDs include autism spectrum disorder (ASD), 

intellectual disability (ID), developmental disability (DD), attention-deficit hyperactivity disorder 

(ADHD), and motor disorders 1, and may more broadly include conditions such as epilepsy and 

schizophrenia 2. NDDs arise from the disruption of typical molecular processes in the developing 

human brain by genetic and environmental factors 3,4. In the United States, approximately 17% of 

children aged 3-17 were diagnosed with developmental disabilities from 2009-2017, indicating a 

growing prevalence of NDDs among US children 5. Although many cases of ASD and DD can be 

detected before age five via behavioral and motor assessments, NDD diagnoses may be delayed 

by variation in symptom severity, the presence of comorbid conditions, ascertainment bias, and 

access to healthcare 6–9.  

Current methods of diagnoses for NDDs include diagnostic checklists, structured 

interviews, imaging, and genetic testing. For ASD, the Autism Diagnostic Interview-Revised 

(ADI-R) and the Autism Diagnostic Observation Schedule (ADOS) are among the most widely 

used tools of behavioral assessment 10–12. Additionally, chromosomal microarrays are frequently 

used to identify chromosomal aberrations that may contribute to ID, DD, and ASD 13–15. The 

combined use of electroencephalography (EEG) and magnetic resonance imaging (MRI) can aid 

in the diagnosis of epilepsy, prediction of seizure recurrence, detection of lesions, abnormal 

formations, and epileptogenic zones 16–19. Prenatal testing has consisted of both invasive and non-

invasive procedures; amniocentesis and chorionic villus sampling constitute the most common 

invasive procedures to detect chromosomal abnormalities 20, whereas more recent non-invasive 
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techniques such the collection of cell-free DNA from maternal blood have become more 

widespread and have shown promising results towards the screening of genetic disorders via the 

identification of de novo and point mutations in addition to chromosomal rearrangements 21–23.  

Both environmental and genetic factors influence NDD susceptibility. It has been 

established that several environmental risk factors, such as parental age, maternal prenatal 

medication use, viral infection, and some environmental pollutants can modify gene expression 

via epigenetic mechanisms 24,25. Of note is the strong correlation between parental age with the 

incidence of NDDs, in which advanced paternal age has been associated with increased 

accumulation of de novo mutations in the germline, maternal age with an elevated rate of 

chromosomal anomalies, and the prevalence of age-related DNA methylation in the germlines of 

both sexes 26–28. The alteration of epigenetic regulation can significantly influence the 

manifestation of NDD phenotypes, particularly in combination with inherited genetic background 

29,30. 

The study of the genetic causes of NDDs is complicated by its extensive genetic and 

phenotypic heterogeneity, in addition to high degree of comorbidity. Multiple genetic mechanisms 

can result in similar NDD phenotypes, and, simultaneously, a single genetic mechanism can result 

in varied phenotypes 3,31–33. High comorbidity among NDDs, such as the increased co-occurrence 

of ASD and ID, schizophrenia and ASD, ASD and ADHD, and epilepsy and ASD suggests shared 

genetic etiology among NDDs 34–38. A substantial portion of NDD diagnoses have been attributed 

to genetic variation; from twin and family studies, estimates of heritability for ASD have ranged 

from 0.50 to 0.90 39,40, greater than 0.70 for ADHD 41, and greater than 0.40 for ID 42–44. 

Monozygotic twins have displayed a high degree of concordance for ASD and ADHD, whereas 

the concordance rate among dizygotic twins tends to be less than half of that observed for 
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monozygotic twins 45,46. Similarly but to a lesser degree, concordance is lower in dizygotic twins 

than monozygotic twins with ID 47.  

With consideration of the high degree of heritability observed among NDDs, multiple 

modes of inheritance have been proposed for NDDs. Monogenic inheritance has been observed 

for certain NDD phenotypes, such as Rett syndrome and Fragile X syndrome 48,49. Additionally, 

large copy number variants (CNVs) and structural variants (SVs) affecting the expression of 

certain risk genes or the copy number of specific genomic regions, such as the 16.p11.2 deletion 

or duplication, have been identified as primary causes for various NDD phenotypes 50,51. However, 

many NDD cases appear to result from the effects of a polygenic mode of inheritance, in which 

the collective effect of variation in multiple genes, particularly common variation, contributes to 

the phenotype 31,52. The proposed ‘omnigenic’ model may also apply to NDD inheritance 53, in 

which a smaller set of ‘core’ genes that directly affect relevant biological pathways are regulated 

by numerous ‘peripheral’ genes, resulting in a large, interconnected network of genes that 

influence the phenotype 54. 

Variants within both the protein coding and noncoding regions of the genome contribute 

to an individual’s phenotype. Given that fewer than 2% of the human genome consists of protein 

coding sequence, vast noncoding regions likely contain functional and regulatory elements 

relevant to NDDs that are just beginning to become characterized 55,56. Like common variation, 

which can be defined as variants with allele frequency greater than 5%, noncoding elements are 

hypothesized to explain a large proportion of genetic risk in NDDs 52,57,58. Previously, the 

identification of causal, common variants has been slowed by small sample sizes, insufficient 

statistical power, and the relatively small effect size of common variants, but more recent genome-

wide association studies have begun to discover common risk variants with increased sample sizes 
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59–61. Although noncoding and common variants together form a substantial component to NDD 

susceptibility, currently, many successful diagnoses have depended upon the identification of 

NDD risk genes using rare coding genetic variation.  

Rare genetic variation, or variants with a minor allele frequency of less than 1%, have 

played a crucial role in the characterization of hundreds of NDD risk genes. De novo variation is 

a form of rare genetic variation that arises during gametogenesis or post-zygotically and is thereby 

absent in the genomes of either parent but present in the genome of their child. Mistakes during 

DNA replication, failure of DNA repair mechanisms, or DNA lesions resulting from exogenous 

or endogenous mutagens can cause the formation of de novo variants 62,63. On average, an 

individual possesses 50-100 de novo single-nucleotide variants, the majority of which fall in 

noncoding regions of the genome 62,64. The rate at which de novo mutations are generated is 

correlated with parental age, particularly with paternal age due to the continuous cell division of 

sperm cells during spermatogenesis 65,66.  Because de novo mutations are not inherited, de novo 

mutations have not been subjected to purifying selection and may potentially arise in genes critical 

to typical neurodevelopment 62,67.  

Many NDD risk genes have been identified through the study of de novo mutation by 

applying whole exome or whole genome sequencing to simplex families, consisting of unaffected 

parents, their affected child, and unaffected sibling(s) 68,69.  Because coding de novo variants are 

very rare, a gene with a resulting loss-of-function or likely gene-disruptive (LGD) mutations (and 

to a lesser extent, missense mutations) observed in multiple, independent NDD cases implicates 

the gene as an NDD risk gene 70. In fact, the presence of a coding de novo LGD mutation in two 

independent probands was previously found to provide significant statistical evidence for risk gene 

status 71. The transmitted and de novo association (TADA) model has been used to find NDD risk 
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genes using de novo or inherited missense and LGD variants, as well as variants from case-control 

studies 72. For example, 102 ASD-associated genes were recently identified via a modified TADA 

model 73, complementing previous discoveries 74–76. NDD risk genes tend to also be ‘constrained’, 

in that they display a statistically lower number of de novo LGD mutations than by chance with 

consideration of factors such as mutation rate and gene length 77. Genic constraint metrics such as 

probability of loss-of-function intolerance (pLI) and loss-of-function observed/expected upper 

bound fraction (LOEUF) were created to quantify the degree to which genes are sensitive to loss-

of-function mutation 70,78. pLI and LOEUF have been found to distinguish high and low risk NDD 

genes 79,80. 

Missense variants in NDD risk genes show significant, but weaker enrichment in NDD 

cases compared to unaffected controls 81, and although the presence of missense variants in risk 

genes can be indicative of their deleteriousness 82,83, the significance of many missense variants is  

uncertain due to position-specific effects. Recent computational methods have emerged to address 

the challenge of characterizing variants of unknown significance while integrating information 

pertaining to evolutionary conservation, solvent accessibility, protein structure, genomic sequence 

context, functional annotations, and genic constraint 84–86. Aside from in silico predictions, 

functional assays, such as saturation genome editing, have provided high-throughput assessment 

of variants of unknown significance even for variants that have not yet been observed 87,88. The 

combined efforts of computational prediction methods and functional assays continually improve 

understanding of complex biological systems and the mechanisms of disease.  

By identifying risk genes and characterizing variants of unknown significance, the early 

prediction of NDDs can be achieved. Accurate early prediction enables early treatment and 

therapeutic intervention, which has been shown to significantly affect the developmental trajectory 
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of affected individuals. For example, interventions in children less than three years old with 

behavioral symptoms of ASD and ID resulted in significant, sustained increases in child 

attentiveness and communication compared to children who received no intervention 89–92. Most 

early treatments of ASD consist of behavioral interventions; medications have been used to lessen 

associated symptoms, such as sleep disorders and gastrointestinal issues, but there is not yet 

sufficient evidence of the efficacy of medication that targets the core symptoms of ASD 93. The 

positive effects of the early prediction of NDDs are not limited to a patient’s improved social 

outcomes and well-being, but also extend to reduced parenting stress and lifetime costs  94,95.  

Given the importance of the early prediction of NDDs to patient and family outcomes, the 

identification of NDD risk genes via the examination of rare genetic variants holds considerable 

predictive power that continues to be explored.  

The predictive ability of rare genetic variation in module discovery, early phenotypic prediction, 

and identification of critical cell-types 

 Genetic module discovery can be used to dissect complex phenotypes. Modules are groups 

of genes that contribute to a shared biological function and are highly connected in gene co-

expression and or protein-protein interaction (PPI) networks. If a module is constructed while 

limiting the number of severe, protein-truncating de novo variation observed in a control 

population, then modules can identify networks that are enriched in de novo mutation in affected 

cases compared to controls relative to a general phenotype such as NDDs, as was accomplished 

via the method Merging Affected Genes into Integrated networks (MAGI)  96. Briefly, MAGI first 

scores each candidate module gene according to its enrichment of de novo non-synonymous 

mutation and creates seed pathways consisting of high scoring genes, then clusters seed pathways 

into candidate modules. In Chapter 1, two extensions of MAGI are described, referred to as MAGI-
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Seed (MAGI-S) and MAGI-Multiple-Seed (MAGI-MS) 97,98. MAGI-S differs from MAGI in that 

module construction is seeded from a single ‘seed’ gene. Using MAGI-S, genes are scored 

according to their degree of co-expression with the seed gene, resulting in modules that are highly 

co-expressed relative to the seed gene 97. MAGI-MS further extends upon MAGI-S by permitting 

the selection of multiple seed genes and applying normalization to gene scores to reduce selection 

of generally highly expressed genes in constructed modules 98.  

 The enrichment of de novo non-synonymous coding mutation that is observed among NDD 

cases compared to controls permits the identification of a subset of NDD cases at very low false 

positive rates (FPR). Although most NDD cases are attributed to other types of genetic variation, 

by focusing specifically on de novo coding variation, near-zero FPR can be achieved, which is an 

important aspect to early prediction methods due to the possible severe, negative effects of 

erroneous prediction. Previously, the combinatorial framework Oracle for Disorder predictioN 

(Odin) sought to accurately predict a small subset of NDD cases using de novo LGD mutation and 

gene co-expression via a weighted unicolor clustering with dimensionality reduction 99. Chapter 2 

introduces a shallow neural network (SNN) with a custom FPR-minimizing loss function that 

incorporates de novo LGD and missense variants and features related to genic constraint and 

evolutionary conservation to identify NDD cases at FPR < 0.01100 The trained SNN additionally 

performs gene prioritization to reveal novel NDD risk genes.  

 Single-cell transcriptomic analyses have uncovered novel cell-types and yielded insights 

into specific molecular mechanisms relevant to disease at a high resolution. For given a module or 

a set of genes of interest, it is possible to identify individual cells or tissues that selectively express 

the supplied genes, as shown with previous methods such as CSEA and TissueEnrich 101,102. 

However, previous methods are limited in their flexibility to select variably sized subsets of cells 
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that correspond to distinct communities of cell-types in arbitrary single-cell datasets. In Chapter 3, 

the tool MoToCC uses a linear programming approach to select a critical subset of cells that 

selectively express a given module while deriving measures of cell-cell similarity and 

neighborhood connectivity from single-cell gene expression values. Repeated iterations of 

MoToCC with a varied upper bound (k) of number of cells to return as a solution highlight relevant 

cell-types and shifts in percent composition as a progressively greater number of cells are returned 

and visualized.  
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Dissecting the genetic basis of comorbid epilepsy phenotypes in neurodevelopmental disorders 

Julie Chow, Matthew Jensen, Hajar Amini, Farhad Hormozdiari, Osnat Penn, Sagiv Shifman, 

Santhosh Girirajan & Fereydoun Hormozdiari  

Genome Medicine volume 11, Article number: 65 (2019) 

 

Abstract 

Background 

Neurodevelopmental disorders (NDDs) such as autism spectrum disorder, intellectual disability, 

developmental disability, and epilepsy are characterized by abnormal brain development that may 

affect cognition, learning, behavior, and motor skills. High co-occurrence (comorbidity) of NDDs 

indicates a shared, underlying biological mechanism. The genetic heterogeneity and overlap 

observed in NDDs make it difficult to identify the genetic causes of specific clinical symptoms, 

such as seizures. 

Methods 

We present a computational method, MAGI-S, to discover modules or groups of highly connected 

genes that together potentially perform a similar biological function. MAGI-S integrates protein-

protein interaction and co-expression networks to form modules centered around the selection of 

a single “seed” gene, yielding modules consisting of genes that are highly co-expressed with the 

seed gene. We aim to dissect the epilepsy phenotype from a general NDD phenotype by providing 

MAGI-S with high confidence NDD seed genes with varying degrees of association with epilepsy, 

and we assess the enrichment of de novo mutation, NDD-associated genes, and relevant biological 

function of constructed modules. 
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Results 

The newly identified modules account for the increased rate of de novo non-synonymous mutations 

in autism, intellectual disability, developmental disability, and epilepsy, and enrichment of copy 

number variations (CNVs) in developmental disability. We also observed that modules seeded 

with genes strongly associated with epilepsy tend to have a higher association with epilepsy 

phenotypes than modules seeded at other neurodevelopmental disorder genes. Modules seeded 

with genes strongly associated with epilepsy (e.g., SCN1A, GABRA1, and KCNB1) are 

significantly associated with synaptic transmission, long-term potentiation, and calcium signaling 

pathways. On the other hand, modules found with seed genes that are not associated or weakly 

associated with epilepsy are mostly involved with RNA regulation and chromatin remodeling. 

Conclusions 

In summary, our method identifies modules enriched with de novo non-synonymous mutations 

and can capture specific networks that underlie the epilepsy phenotype and display distinct 

enrichment in relevant biological processes. MAGI-S is available 

at https://github.com/jchow32/magi-s. 

 

Background 

Phenotypic heterogeneity in neurodevelopmental disorders (NDDs) has been well documented and 

includes variability in the severity of symptoms, age of onset, and comorbidity of distinct clinical 

phenotypes in affected individuals [1]. For example, more than 30% of individuals with autism 

spectrum disorders are estimated to have epilepsy [2], and individuals with epilepsy have an 

increased comorbidity of autism and intellectual disability/developmental disability (ID/DD) 

compared with individuals without epilepsy [3, 4]. The comorbidity of nosologically distinct 
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phenotypes is reflected in an overlap of causative genes and the involvement of similar molecular 

processes for these disorders [5, 6]. For example, SCN2A, the causative gene for epilepsy-

associated Dravet syndrome, is also a primary candidate gene for familial autism [7, 8], 

while NRXN1 has been associated with epilepsy as well as autism, schizophrenia, and 

developmental disability [9, 10]. In fact, nearly all genes with identified de novo mutations in 

epilepsy cases [11, 12] also have identified de novo mutations for other NDDs [13, 14]. 

While indicative of the shared biological pathways of NDDs, the high degree of pleiotropy for 

candidate NDD genes has made the classification of candidate genes and the discovery of novel 

genes towards distinct developmental features difficult. To date, several computational approaches 

have been devised to identify shared pathways of candidate genes for genetic disorders 

[15,16,17,18,19,20,21,22,23]. These approaches generally combine mutations identified from 

sequencing data of affected individuals with gene interaction networks and/or co-expression data 

to group genes with mutations in the same pathway. For example, the previously described tool 

MAGI was used to identify modules of genes significantly enriched for de novo variants in 

individuals with autism and ID/DD by integrating both protein-protein interaction networks and 

RNA sequencing data with variant calls [16]. Using this method, we identified distinct gene 

modules for signaling pathways and synaptic transmission from a set of de novo variants, and 

patients with mutations in these modules were observed to have more severe ID phenotypes than 

other patients. However, these methods do not allow for isolation of gene modules and pathways 

that are associated with a specific phenotype, such as epilepsy, compared with those that are more 

generally associated with multiple NDDs. Network and expression-based integration approaches 

that can accomplish this task are necessary to further understand the phenotypic heterogeneity of 

NDD-associated genes [1, 24]. 
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Here, we present MAGI-S, an extension of our method MAGI, that identifies modules consisting 

of genes with high connectivity in the co-expression and protein-protein interaction networks that 

are also highly co-expressed with an input “seed gene.” We have used MAGI-S to predict potential 

NDD modules that might help in dissecting the wide phenotypic and genotypic heterogeneity of 

NDDs. Our approach is based on the assumption that variants in genes that are highly interacting 

in protein-protein interactions networks and are highly co-expressed during brain development 

have a higher chance of manifesting similar phenotypes than variants in genes with a low degree 

of interaction. Using diverse sets of known candidate NDD genes, we utilized MAGI-S to identify 

modules of genes that are associated with NDD and can dissect the epilepsy phenotypes in NDD. 

We found that (i) most modules are significantly enriched for de novo mutations in affected 

probands with NDDs versus unaffected siblings, (ii) the union of genes in all modules related to 

epilepsy contains novel gene candidates for epilepsy, and (iii) these modules can dissect the 

epilepsy phenotypes for some NDD cases. Based on this analysis, we provide evidence that 

studying modules of related genes can be useful for better understanding the biomolecular causes 

of epilepsy phenotypes in NDDs. 

 

Methods 

MAGI-S 

We previously developed MAGI [16], a tool for predicting pathways and modules significantly 

enriched for de novo variants associated with NDDs in cases compared to controls [16]. MAGI is 

a randomized algorithm that constructs genetic modules containing a set of related genes that are 

highly co-expressed during brain development, highly connected in protein-protein interaction 

networks, have very few severe variants in control populations, and are significantly enriched 
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among de novo variants in affected individuals. Specifically, MAGI first assigns a score si to each 

gene i based on the number of de novo variants present in the affected cases, while accounting for 

gene length and distribution of de novo non-synonymous mutation [16]. Next, MAGI finds a set 

of genes, M, that maximizes a standardized score of the selected genes (i.e., �� = ∑ ����	

|�|  while 

satisfying the connectivity conditions for both protein interaction and co-expression networks. 

Here, we developed MAGI-S, a method which differs from MAGI in that MAGI-S uses a known 

disease gene as the input “seed gene” to identify a module that is highly co-expressed with the 

seed gene, rather than using de novo variants observed in affected cases, as in MAGI [16]. The 

objective of MAGI-S is to discover a set of genes (i.e., module) that share similar biological 

function with the seed gene. MAGI-S utilizes the co-expression network built using the BrainSpan 

Atlas of the Developing Human Brain [25], high-quality protein interactions from the Human 

Protein Reference Database and STRING, and loss-of-function (LOF) variants from a set 

of normal/control samples (see Additional file 1) (Fig. 1, Additional file 1: Figure S1) [26, 27]. 
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Fig 1. General overview of MAGI-S. A seed gene (e.g., SCN1A), protein-protein interaction (PPI) 

network, co-expression network, and LOF mutations in control samples are provided to MAGI-S 

to produce a seed centric module. Each gene in the PPI and co-expression networks is assigned a 

score based on the gene’s degree of co-expression with the seed gene relative to all other genes in 

the networks. Seed pathways are high-scoring simple paths formed from genes that are highly co-

expressed relative to the seed gene, connected in the PPI network, and have a low number of LOF 

variants in control samples. Seed pathways are clustered into modules via a random walk of a 

graph created by seed pathways, and the total score of a module is improved by local search 

(similar to the MAGI algorithm in Hormozdiari et al. [16]). MAGI-S is run with varied parameters 

related to module size, minimum co-expression, and minimum PPI density, and the highest scoring 

module is retrieved. We have used the human developmental data from BrainSpan Atlas for the 
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co-expression network construction. Furthermore, the combination of protein interactions from 

HPRD and STRING datasets was used as the PPI networks in our analysis 

MAGI-S assigns a score to each gene based on the relative ranking of the co-expression of that 

gene and the input seed gene. MAGI-S then finds a set of genes that are highly connected across 

interaction networks, have a low number of severe variants in control samples, and are highly co-

expressed with the input seed gene. The MAGI-S algorithm, similar to MAGI, has two main steps. 

First, it finds a set of connected paths with a length between 5 and 8 genes in protein interaction 

networks that have a high summation of gene scores. Second, similar to MAGI, it utilizes a random 

walk and local search approach to cluster the constructed paths found in the first step into modules 

while satisfying the connectivity and co-expression constraints (see Additional file 1). This 

procedure is repeated, and the module with the highest score is selected. 

Seed genes 

MAGI-S allows any gene to be considered as the seed gene and produces modules centered around 

that gene. In this study, we consider over 100 well-known neurodevelopmental genes as input seed 

genes. We applied MAGI-S on a comprehensive set of seed genes known to contribute to NDDs 

found using different whole-exome and genome sequencing studies. We have considered all the 

genes reported in the SFARI gene list which were ranked as having the most evidence for 

contribution to autism by their analysis [28]. More formally, known NDD seed genes were selected 

from the following main databases: (i) the genes from SFARI Gene database with most evidence 

of contribution to NDD (i.e., gene scores of either 1 or 2 with a total of 84 genes), (ii) the genes 

that have been concurrently reported to be associated with epilepsy in OMIM, DDG2P, 

EpilepsyGene, and a recent review paper of epilepsy genes (total of 41 genes, 4 of which also have 



 21

SFARI gene scores of either 1 or 2) [28,29,30,31,32], and (iii) an additional 6 genes moderately 

associated with epilepsy (FLNA, FMR1, GRIN1, HNRNPU, NECAP1, NEDD1L) 

(Additional file 1: Table S1). We have mainly focused on epilepsy as the phenotype of interest to 

investigate in patients with NDDs from discovered modules. In summary, we have considered a 

total of 127 genes which are known to be significantly associated with NDD phenotypes as input 

seed genes to MAGI-S. Due to a required minimum average co-expression, 16 potential seed genes 

failed to produce a module, yielding a total of 111 distinct modules. Note that many of these genes 

were selected based on the results available through whole-exome sequencing (WES) or whole-

genome sequencing (WGS) of NDD cases/probands. 

We first assigned the seed genes into three groups according to the known level of association with 

the epilepsy phenotype based on available disease-phenotype databases and literature 

[28, 30,31,32,33,34]. The three seed gene groups (classes) were defined based on reported epilepsy 

annotation from the following well-known sources: OMIM, DDG2P, EpilepsyGene, and Wang et 

al. [30, 31, 34]. We assigned the seed genes which were concurrently annotated by all four of these 

resources to be associated with epilepsy as class 1. Genes which were annotated to be associated 

in only a subset of the above resources were assigned to class 2. Finally, seed genes which were 

not associated with epilepsy in any of the above resources were assigned to class 

3 (Additional file 1: Table S1). 

These three different classes of seed genes represent the degree of evidence in the literature for 

their association with epilepsy phenotype. The specified grouping is based on the decreasing 

degree of known association with seizure of these seed genes as follows: 

• Class 

1 (ARHGEF9, ALDH7A1, ALG13, CACNA1H, CACNB4, CDKL5, CHD2, CHRNB2, DE
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PDC5, DNM1, EEF1A2, GABRA1, GABRB3, GABRG2, GNAO1, GRIN2A, GRIN2B, HC

N1, KCNB1, KCNMA1, KCNQ2, KCNT1, KCTD7, LGI1, PCDH19, PRRT2, SCN1A, SC

N1B, SCN2A, SCN8A, SLC25A22, SPTAN1, STX1B, STXBP1, TBC1D24) 

• Class 

2 (ASH1L, BCKDK, CACNA1D, CNTNAP2, DIP2C, DYRK1A, FLNA, FMR1, GRIN1, H

NRNPU, KMT2A, MBOAT7, MECP2, NECAP1, NEDD4L, PTEN, RANBP17, SCN9A, S

LC6A1, SYNGAP1, TRIO) 

• Class 

3 (ADNP, ANK2, ANKRD11, ARID1B, ASXL3, BAZ2B, BCL11A, CHD8, CIC, CTNND2, 

CUL3, DDX3X, DSCAM, ERBIN, GIGYF2, GRIA1, GRIP1, ILF2, INTS6, IRF2BPL, KD

M5B, KDM6A, KMT2C, KMT5B, LEO1, MED13, MED13L, MET, MYT1L, NAA15, NCK

AP1, NLGN3, NRXN1, PHF3, POGZ, RIMS1, SETD5, SHANK2, SHANK3, SMARCC2, S

PAST, SRCAP, SRSF11, TAOK2, TBL1XR1, TBR1, TCF20, TNRC6B, TRIP12, UBN2, U

PF3B, USP15, USP7, WAC, WDFY3) 

 

Class 1 seed genes include genes which have the most indication of being involved with epilepsy-

associated phenotypes based on available databases and literature [28, 30,31,32,33,34]. On the 

other hand, class 3 are seed genes which have the least/no amount of evidence to be involved with 

the epilepsy phenotype based on the literature and are more associated with other 

neurodevelopmental phenotypes. 

Enrichment of de novo mutations and CNV from affected cases in modules 

To assess the enrichment of de novo mutation in NDD cases relative to controls, de novo mutations 

were retrieved from denovo-db (version 1.6) [27]. denovo-db is a database of germline de novo 
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variants that have been identified by next-generation sequencing technology aggregated from 54 

different studies with rigorous phenotyping standards (Additional file 1). Variants within denovo-

db have been curated to include information such as genomic position, reference and alternate 

alleles, functional category, associated phenotypes of the individual possessing the variant, and 

orthogonal validation status. The largest set of de novo variants used in our analysis are from the 

Simons Simplex Collection (SSC), which includes the de novo variation of both affected ASD 

probands and unaffected siblings. The other denovo-db studies used in our analysis have also had 

the highest quality of de novo call sets with a very low false discovery rate and similar rates of de 

novo variation. The complete set of missense (and missense-near-splice) or loss-of-function 

(frameshift, splice donor, splice acceptor, stop-gained, stop-gained-near-splice, stop-lost) 

mutations from the denovo-db resource for Simons Simplex Collection set [35,36,37,38,39,40,41], 

Autism Sequencing Consortium (ASC) [42], MSSNG [43, 44], Deciphering Developmental 

Disorders (DDD) [29], Epi4K [11], Helbig et al. [45], intellectual disability studies [46,47,48,49], 

and schizophrenia studies [50,51,52,53,54] were considered. In total, we study 12,199 NDD 

patients with ASD, ID, DD, or epilepsy and 1933 sibling/control individuals (Additional file 2: 

Table S2: “denovo-db”). 

To determine the enrichment of copy number deletions and duplications within NDD cases relative 

to controls, we retrieve a copy number variant (CNV) morbidity map previously constructed from 

29,085 children with developmental delay and 19,584 controls [60]. We assess the intersection of 

CNVs with genes within each module (Additional file 1). 

Dissection of epilepsy phenotype by enrichment of epilepsy genes within modules 

To evaluate the enrichment of de novo non-synonymous variation specific to different cohorts of 

NDDs within each module, we use Fisher’s exact test to measure the enrichment of de novo 
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variation in probands with either (1) ASD, ID, or DD, or (2) epilepsy relative to controls. 

Additionally, to quantify the enrichment of modules for genes with phenotypic annotations 

associated with either (1) NDDs without epilepsy or (2) NDDs with epilepsy, we calculated an 

enrichment score for each module as (MP/MP′)/(GP/(19, 986 − GP)), where MP is the number of 

genes annotated as a certain NDD phenotype inside a module and MP′ is the complement, and GP is 

the total number of genes annotated as a certain phenotype. There is a total of 19,986 protein-

coding genes in the human genome (Gencode GRCh38.p12). Phenotypic annotations were 

retrieved from SFARI, OMIM, DDG2P, EpilepsyGene, or Wang et al. (Additional file 1) 

[28, 30,31,32]. 

 

Pathway and ontology enrichment and expression analyses of modules 

To describe pathway, gene ontology, and disease enrichment within a module, we provided a list 

of the genes within a module and its respective seed gene to Enrichr 

(http://amp.pharm.mssm.edu/Enrichr/) to produce pathway and GO biological process and 

Reactome pathway enrichments and OMIM disease annotations [55, 56]. We provided the same 

gene lists and the union of gene lists belonging to the same class to the cell type-specific 

expression analysis (CSEA), specific expression analyses (SEA), and tissue-specific expression 

analyses (TSEA) tools to assess the selective expression profiles of modules in the human brain 

and body [57]. 

 

Results 

We hypothesized that the phenotypic heterogeneity observed in NDDs can be better understood 

by dissecting the phenotype based on the pathways and modules disrupted in these disorders. 
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Given the high comorbidity of NDDs, we tested the ability of MAGI-S to identify modules that 

can explain the association of specific genes to distinct phenotypes. Focusing on the more common 

comorbid feature of seizures, we applied MAGI-S to a subset of 111 seed genes strongly associated 

with NDDs, producing 1 module per seed gene. The size of the modules (i.e., the number of genes 

in each module) ranged from 25 to 79 genes, with an average size of 54 genes per module 

(Additional file 1: Figure S2). 

Significant enrichment of de novo mutations in neurodevelopmental modules 

We used a set of well-known neurodevelopmental disorder genes as the input seed genes to MAGI-

S for producing relevant modules [28, 30,31,32]. We then investigated if the identified modules as 

a whole were enriched with de novo mutations found in the largest independent NDD studies in 

denovo-db, including 8426 neurodevelopmental disorder patients from (1) Simons Simplex 

Collection (SSC), (2) MSSNG, and (3) Deciphering Developmental Disabilities (DDD) 2017 

cohorts relative to 1933 sibling/control samples (data from denovo-db version 1.6, 

Additional file 2: Table S2: “denovo-db”) [27, 29, 43, 44, 58]. 

We compared the average number of loss-of-function (LOF), missense, and synonymous de novo 

mutations among probands and siblings/controls in the following sets: (1) the seed genes (total of 

111 genes), (2) the union of all modules excluding seed genes (total of 1215 genes), (3) the union 

of all the genes in modules excluding the seed genes and 128 genes previously reported as 

significantly associated with ASD, ID, or DD [28, 34, 37, 42, 59] (Additional file 2: Table S2: 

“established NDD genes”) (a total of 1184 genes), and (4) all other genes possessing de novo 

mutations outside of the union of all constructed modules (total of 17,758 genes). 

First, as expected, we observed a significant enrichment of de novo variants in probands versus 

siblings for the seed genes (p < 9.72e−52, p < 2.90e−12, and p < 1.68e−57, for non-synonymous, 
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missense, and LOF variants, respectively) (Fig. 2). Second, more importantly, significant 

enrichment was observed for de novo variants disrupting the genes within these modules while 

excluding the seed genes (p < 1.25e−10, p < 2.32e−6, and p < 1.74e−8, for non-synonymous, 

missense, and LOF variants, respectively). Third, we also observed a significant enrichment of de 

novo mutations disrupting the union of genes in modules after excluding the seed genes and genes 

recently reported in the literature to be significantly enriched with de novo variants in NDDs 

(p < 2.67e−4, p < 3.35e−3, and p < 5.22e−3, for non-synonymous, missense, and LOF variants, 

respectively). We note that this indicates the set of genes identified in these modules, even after 

removing the seed genes and the known neurodevelopmental genes, is still enriched for de novo 

variants in affected probands versus unaffected siblings/controls. Thus, we conclude that the set 

of genes in these modules should be enriched in novel NDD genes. Finally, for the remaining set 

of 17,758 genes, we did not observe any significant difference in de novo non-synonymous or 

synonymous variation between affected probands and unaffected siblings/controls (Fig. 2). Due to 

an unequal ratio of cases (8426) to controls (1933) sampled, we performed bootstrapping for 

20,000 iterations per comparison to estimate the accuracy of the reported average number of 

mutations per individual (Additional file 1), finding the same pattern of increased enrichment of 

de novo non-synonymous variation in cases relative to controls. We found that seed genes 

contribute to the largest percentage of NDD diagnosis, followed by module genes, indicating that 

the modules capture a significant proportion of de novo mutations that affect NDDs even while 

excluding identified ASD/ID/DD genes (Additional file 2: Table S2: “enrichment (union)”). 
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Fig 2. Average number of non-synonymous and synonymous de novo mutations per individual for 

probands and controls in seed genes (Seed), modules excluding seed genes (Module), module 

genes excluding 128 previously reported neurodevelopmental disorder genes (M-ND) 

(Additional file 2: Table S2: “established NDD genes”), and genes outside of any module 

(Outside). a No significant difference in the number of synonymous mutations exists between 
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cases and controls. Cases display significantly more non-synonymous (b), including missense (c) 

and loss-of-function (d), variants than controls in the Seed, Module, and M-ND groups 

 

We also compared the proportions of de novo mutations associated with autism spectrum disorder 

(ASD) [35,36,37,38,39,40,41,42,43,44], intellectual disability (ID) [46,47,48,49], developmental 

disability (DD) [29], epilepsy [11, 45], and schizophrenia (SCZ) [50,51,52,53,54] in genes inside 

and outside of each of the 111 modules independently. A total of 12,199 NDD probands and 1933 

sibling/control samples were examined (Additional file 2: Table S2: “denovo-db”) [58]. For 

missense and LOF variants annotated with ASD, ID, DD, or epilepsy phenotypes, we evaluated 

the contingency tables and observed that we have an odds ratio significantly greater than 1 

(with p < 0.05) for a large fraction of these modules, indicating enrichment of de novo mutations 

in neurodevelopmental probands versus controls in each of these modules (Additional file 2: Table 

S2). Resampling of contingency tables by 5000 iterations of permutation testing supports an 

increased enrichment of non-synonymous de novo mutation in individual modules 

(Additional file 2: Table S2: “contingency permutation”). 

Dissection of epilepsy phenotype in neurodevelopmental disorders using genetic modules 

We next investigated the contribution of genetic modules in dissecting the epilepsy phenotype of 

NDDs. To assess the relevance of each of these 111 modules, we first measured the enrichment of 

de novo variants for ASD, ID, DD, epilepsy, and SCZ cohorts disrupting the modules selected for 

each of the seed genes (Fig. 3a). When considering any type of non-synonymous de novo variant 

associated with ASD, ID, DD, or epilepsy, we find that 64 of the 111 modules show significant 

enrichment in de novo non-synonymous mutations in these affected probands with 

neurodevelopmental disorders relative to unaffected siblings/controls (Fig. 3a). This shows that 
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most of these modules (64/111 > 61%) are indeed significantly enriched in de novo mutations 

observed in the neurodevelopmental disorder probands versus unaffected siblings/controls. 

Furthermore, we observed that almost all modules (100/111 > 90%) are enriched in coding copy 

number variations (CNVs) that were detected via array comparative genomic hybridization 

(aCGH) in probands with developmental disorders relative to controls [60] (Additional file 2: 

Table S2). Additionally, probands with de novo non-synonymous mutations display (1) 

significantly lower verbal, non-verbal, or full-scale IQ in 30 of 111 modules and (2) an enrichment 

in macrocephaly in 7 of 111 modules relative to probands with de novo non-synonymous mutations 

outside of the modules (Additional file 2: Table S2). As expected, none of the modules 

are significantly enriched in synonymous mutations in probands relative to siblings/controls 

(Additional file 3: Table S3). In addition, enrichment of de novo non-synonymous mutation in 

cases relative to controls for each module was assessed for penetrant missense mutations with 

CADD score greater than 15 (Additional file 4: Table S2a), revealing increased de novo mutation 

burden in cases relative to controls in the union of all modules and in 64/111 individual modules 

(Additional file 1: Figure S3S-4). 
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Fig 3. Summary of significant enrichment in de novo mutation and copy number variation (CNV) 

overlap in neurodevelopmental modules. Modules are grouped by class to indicate the degree of 

association of the seed gene with the epilepsy phenotype. Class 1, class 2, and class 3 modules 

correspond to the seed genes that have strong, moderate, and weak evidence of association with 

epilepsy, respectively. a Significant enrichment of missense (miss.) and loss-of-function (LOF) 

mutations for autism spectrum (ASD), intellectual disability (ID), developmental disability (DD), 
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epilepsy (E), and schizophrenia cohorts within modules. b Comparison of log2 of significant 

(p < 0.05) enrichment of de novo mutation for variants annotated as ASD/ID/DD (left) or epilepsy 

(right). c Average odds ratio of de novo mutations annotated in epilepsy cases relative to controls 

is significantly greater in class 1 modules compared to class 3 modules 

 

We next studied the capacity of these modules to dissect the epilepsy phenotypes in 

neurodevelopmental disorders. We investigated the enrichment of non-synonymous de novo 

mutation in probands with either ASD/ID/DD or epilepsy (E) phenotype relative to controls. We 

first compared the odds ratio of de novo variants in ASD/ID/DD cohorts for each module to the 

odds ratio of de novo variants from the epilepsy cohort (Fig. 3). Note that class 1 modules were 

constructed using neurodevelopmental seed genes with high evidence of association to epilepsy 

based on OMIM, DDG2P, and EpilepsyGene databases [28,29,30,31,32], whereas class 3 modules 

were constructed using neurodevelopmental seed genes with minimal evidence of association with 

epilepsy in these databases. We compared the odds ratio of de novo variants observed in probands 

versus controls separately for the (1) ASD/ID/DD cohort and (2) the epilepsy cohort for each of 

the modules (Fig. 3b). The odds ratio for the ASD/ID/DD cohort is significantly greater than 

expected (p < 0.05) for 62 of 111 modules from all three classes. Similar fraction of modules 

from classes 1, 2, and 3 had a higher than expected odds ratio for de novo mutations in the 

ASD/ID/DD cohort (19/35 > 54%, 13/21 > 61%, 30/55 > 54%, respectively). 

On the other hand, a much larger fraction of modules from class 1 (31/35 > 89%) had significantly 

greater than expected odds ratio for the de novo mutations in the epilepsy cohort (Fig. 3b). In 

contrast, the fraction of modules significantly enriched for de novo mutations is almost the same 

between ASD/ID/DDD and epilepsy cohorts for class 3 modules (Fig. 3b). 
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We also compared the average odds ratio of modules for de novo non-synonymous variants in 

probands from the epilepsy cohort versus siblings/controls for modules in class 1, class 2, 

and class 3 (Fig. 3c). We observed a significantly higher average odds ratio for de novo variants 

in the epilepsy cohort for modules in class 1 compared with class 3 (p < 2.22e−5). These results 

support the hypothesis that modules predicted using seed genes can help in dissecting the epilepsy 

phenotype in neurodevelopmental disorders (Fig. 3b, c). 

Epilepsy genes enriched in modules built using class 1 seed genes 

To investigate the ability of modules to dissect epilepsy phenotypes, we assessed the enrichment 

of the epilepsy genes in the modules predicted by MAGI-S. Modules seeded with genes from class 

1 gene set contain a significantly higher number of genes previously reported to be associated with 

epilepsy (Additional file 1) than modules found using seed genes from either class 2 or class 

3 gene sets (Fig. 4) [28, 30, 32, 33]. Similarly, the average number of genes associated with 

epilepsy in class 1 modules was significantly higher than that in class 2 or class 

3 modules (p < 8.21e−3 and p < 4.63e−8, respectively). Genes most frequently shared among class 

1 modules (such as DLG4, GRIN2A, PRKCB, and SNAP25) have been associated with epilepsy, 

synaptic function, and neuronal processes [61,62,63,64]. 
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Fig 4. Phenotypic enrichment of genes in modules while including the seed gene. Enrichment is 

defined (MP/MP′)/(GP/(19,986 − GP)), where MP is the number of genes annotated as a certain 

neurodevelopmental disorder (NDD) phenotype inside a module, MP′ is the complement of MP, 

and GP is the total number of genes annotated as a certain phenotype. The total number of genes 

in the human genome is 19,986 (Gencode GRCh38.p12). Increased enrichment of NDD with or 

without epilepsy for a module corresponds respectively to the presence or absence of epilepsy 

phenotypes associated with the seed gene. Modules are grouped by evidence of epilepsy 

association of the seed genes—i.e., class 1 (strong), class 2 (moderate), and class 3 (weak 
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association). a Increased enrichment of NDDs with epilepsy observed in class 1 modules are 

indicated by an increased y-intercept of class 1 regression line relative to class 2 and class 

3. b Average enrichment of NDD with epilepsy is significantly greater in class 1 modules 

compared to class 2 or class 3 modules 

 
Modules show enrichment in neuronal and epileptic processes 

To assess the biological relevance of the identified modules, we analyzed the Gene Ontology (GO) 

and Reactome pathway enrichment for genes in each of the modules. The study of genetic modules 

disrupted in NDDs enables the identification of biological processes and functions that most 

contribute to these disorders. Enrichments from class 1 and class 2 modules indicate processes 

relevant to epilepsy and seizures, including GABAergic, cholinergic, dopaminergic, glycinergic, 

noradrenergic, and serotonergic synaptic transmission, and postsynaptic, excitatory, and inhibitory 

chemical synaptic transmission (Additional file 5: Table S4) [55]. 

Most modules (22/27 > 81%) that contained a large proportion of genes associated with epilepsy 

(enrichment score greater than 7.5) were enriched in chemical synaptic transmission pathways 

(Additional file 1: Figure S5). On the other hand, all remaining modules were enriched for genes 

related to chromatin regulation and or axon guidance. 

Furthermore, many of class 1 and class 2 modules (33/56 > 58%) were enriched for interleukin 

signaling (p < 0.0001), which has been previously associated with epilepsy, and the MAPK, Ras, 

and VEGFR2 signaling pathways [65,66,67,68,69,70] (Additional file 1: Figure S6). Notch and 

TGF-beta signaling pathways were primarily enriched in class 2 and class 3 modules. 

Using Enrichr analysis [56], we found that most (18/35 > 51%) class 1 modules are enriched for 

genes significantly associated with the OMIM disease terms “epilepsy,” “seizures,” or “ataxia.” 

Conversely, the genes that occur most commonly in class 3 modules 
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(UBC, EP300, SMAD2, CSNK2A1, and ABL1) are associated with autism and/or intellectual 

disability [62, 71,72,73], and most (44/55 = 80%) class 3 modules are enriched for genes 

associated with the term “autism” (Additional file 5: Table S4). We believe these results support 

the hypothesis that modules and networks can be utilized to dissect the phenotypic heterogeneity 

observed in NDDs. 

Selective expression of specific cell types and regulation in neurodevelopmental modules 

We also sought to use our modules to pinpoint the neuronal critical cell types involved with 

specific neurodevelopmental disorder phenotypes. Knowing the neuronal cell types involved 

would help further study of gene expression dysregulation in those cell types in affected patients. 

We observed that most modules from class 1 are selectively expressed in layer 5 and 6 cortical 

neurons and D1+ and D2+ spiny neurons in the striatum. This is also true for the union of the genes 

in all class 1 modules (Fig. 5), according to the cell type-specific expression analyses (CSEA) tool 

that uses RNAseq data from BrainSpan [57]. Furthermore, genes in class 1 modules show 

expression in early infancy to young adulthood in the developing brain, whereas genes in class 

2 and class 3 modules separately are expressed primarily during fetal stages of development. 

Additionally, class 1 modules are enriched specifically in the brain relative to other tissues, which 

complements the enrichment of pathways involved in growth and development in class 3 modules 

(Additional file 1: Figure S7, Additional file 6: Table S5). 
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Fig 5. Cell type-specific expression analyses (CSEA) profile for the union of class 1 modules. 

Transcripts from provided gene lists that overlap significantly in specific cell types are indicated 

by intensity of color. Modules with seed genes strongly associated with epilepsy (class 1) show 

selective expression in the cortical neurons and spiny neurons in the striatum 

 

Discussion 

We have applied MAGI-S to construct modules from seed genes relevant to NDDs with and 

without association with epileptic phenotypes. The high degree of pleiotropy that exists among 

NDD genes complicates the understanding of the role of candidate genes in neurodevelopment. 

However, the ability to dissect the specific epilepsy phenotype from more general, heterogenous 

NDD phenotypes enables the improved characterization of candidate NDD genes in relation to 
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specific NDD subtypes. To dissect specific phenotypes from a more general phenotype, the choice 

of seed genes with varied degrees of association with the specific phenotype of interest is critical 

to module discovery. MAGI-S produces modules that are highly co-expressed with the seed gene. 

Thus, we investigated the hypothesis that the selection of seed genes that are strongly associated 

with epilepsy would produce modules that participate in pathways that underlie the epilepsy 

phenotype. Seed genes were selected from the aggregation of different, large-scale studies, 

including whole-genome and whole-exome sequencing studies. It is important to note that the 

selected seed genes have a significant impact on the modules found by MAGI-S. To construct 

modules in a spatio-temporal context, we chose to use the BrainSpan Atlas that describes the gene 

co-expression in the developing human brain at a range of life stages [25]. Critical processes that 

underlie typical neurodevelopment are performed by co-expressed genes that may be vulnerable 

to deleterious mutation and are thus relevant to NDDs [74, 75]. As co-expression resources for 

affected probands at varying developmental stages are developed, modules constructed by MAGI-

S will be able to more accurately reflect pathway dysregulation over time. 

Genes that occur frequently and exclusively in class 1 or class 2 module groups point to potential 

novel candidate genes, such as DLG4, PRKCB, STX1A, and YWHAH, that may play important 

roles in NDDs with epileptic phenotypes. Among the genes that have not previously been defined 

as epilepsy genes, DLG4 is the most commonly shared gene among class 1 modules and has been 

implicated in autism, intellectual disability, and synaptic function [76, 77]. PRKCB is a candidate 

gene for partial epilepsies and possibly involved in microRNA dysregulation in patients with 

mesial temporal lobe epilepsy [63, 78]. STX1A is a presynaptic gene to which its 

paralog STXBP1 binds to regulate the SNARE complex, associated with epilepsy [79], 

and STX1A knockout mice experience reduced dense-core vesicle exocytosis and abnormal 
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monoaminergic transmission [80]. YWHAx genes, including YWHAH, have been hypothesized to 

be involved in neurological disorders including familial partial epilepsy [81, 82]. Genes that occur 

frequently in class 3 modules but are absent in class 1 modules such as MYC and SIRT1 are 

implicated in tumorigenesis and metabolism [83, 84]; SIRT1 is involved in learning and memory 

[85]. 

An accumulation of de novo missense and LOF mutations contribute to the manifestation of 

several NDDs [35, 86]. We found that most modules have significantly more de novo mutations 

in NDD probands than in controls (Fig. 2, Additional file 2: Table S2), and 88% of class 1 modules 

are significantly enriched in epilepsy cohort-specific variants relative to controls. However, the 

potentially high degree of comorbidity among NDD probands and pleiotropy in NDDs suggests 

that particular de novo variants may impart the risk on several NDD phenotypes, although full 

comorbid phenotype information is not available from denovo-db. Thus, the enrichment of cohort-

specific variants may not capture all genetic variation associated with a specific NDD phenotype, 

such as epilepsy. Analyses which concern all NDD-associated variants, such as the enrichment of 

de novo mutation within modules, are not dependent on phenotypic annotation and reflect the 

diversity of NDD phenotypes that may associate with seed genes and module genes. Seed genes 

and the union of all modules excluding seed genes capture a large proportion (~ 46%) of the de 

novo mutation signal that contributes to NDDs (Fig. 2, Additional file 2: Table S2: “enrichment 

(union)”). We observed that the union of genes identified in the modules is significantly enriched 

in de novo variants in NDD probands versus siblings/controls. This enrichment was still true after 

removing genes that were previously reported to be significantly enriched in de novo variants in 

these disorders (Additional file 2: Table S2: “established NDD genes”). However, we did not 

observe a significant difference between the genes not found in any module (17,758 genes) for de 
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novo variants in NDDs versus siblings/controls. We believe this supports a polygenic model for 

de novo variation in NDDs, in which mutations accumulate in genes that modulate pathways that 

underlie complex disease, in comparison with an omnigenic model, in which disease-associated 

signals are widespread across the genome. The penetrance of rare genetic variation may also be 

affected by common variation to result in a wide phenotypic heterogeneity among NDDs with 

typically monogenic forms [87]. Additionally, the overlap of coding CNVs with individual 

modules, confirmed via permutation tests, indicates that there is a significantly greater proportion 

of CNVs that overlap genes inside modules in probands than in controls, suggesting that copy 

number variation of genes within modules may also disrupt normal neurodevelopmental function. 

We assessed the relevance of modules by comparing enrichments in biological processes, signaling 

pathways, and selective expression in the human brain during different developmental stages. 

Modules seeded with genes that are strongly associated with epilepsy tend to cluster more 

distinctly than other module groups in relation to GO biological processes and Reactome pathways 

[55] (Additional file 1: Figure S5, Additional file 1: Figure S6). Most modules seeded with 

epilepsy genes are strongly related to chemical synaptic transmission, while modules produced 

with seed genes associated with other NDDs without epileptic phenotypes are related to chromatin 

organization and regulation, suggesting that the biological processes of a module correspond to its 

respective seed gene. Indeed, genome-wide analyses have previously associated autism genes with 

chromatin regulation [42, 59, 88, 89]. Class 1 and class 2 modules that have NDD with epilepsy 

enrichment scores consistently greater than 7.5 are enriched in similar biological processes 

involving chemical synaptic transmission and are selectively expressed in deep cortical neurons 

and spiny neurons in the striatum, which may indicate a stronger role of certain class 2 seed genes 

in epilepsy than previously suggested. The selective expression of class 1 modules in layer 5 and 
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6 cortical neurons is consistent with the epilepsy phenotype. Loss of excitatory neurons and the 

initiation of epileptic discharge have been observed in deep cortical layers, including layers 5 and 

6, in individuals with epilepsy [90,91,92]. Additionally, in the striatum, direct and indirect neural 

pathways respectively modulate motor function via dopamine receptors D1 and D2 [93,94,95]. 

 

Conclusion 

We have constructed modules of high connectivity relevant to NDDs. The choice of gene used for 

seed module construction is critical to module formation. To minimize bias in selecting seed genes, 

we selected all high confidence and strong candidate NDD genes curated from multiple, high-

quality whole-exome and genome sequencing studies as per the SFARI Gene database and all 

genes that have been reported to be concurrently associated with epilepsy according to OMIM, 

DDG2P, EpilepsyGene, and a recent review [28, 30,31,32]. From our choices of seed genes, we 

describe three general classes of modules by the strength of evidence of epilepsy association. We 

find that the majority of modules are significantly enriched in de novo mutations, and modules 

constructed with seed genes that are strongly associated with epilepsy tend to be (1) significantly 

enriched in de novo mutation from individuals affected by epilepsy relative to unaffected controls, 

(2) enriched in epilepsy-associated genes, and (3) enriched for biological function relevant to 

seizure. Genes with de novo mutations that have not been traditionally associated with NDDs but 

are present in modules constructed from relevant seed genes could play an important role in 

disease. Furthermore, MAGI-S may be applied to dissect the genetic complexity of other diseases 

characterized by specific clinical features and identify candidate genes in diseases with strong de 

novo mutation components. The seed-centric approach to module discovery integrates interaction 
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networks and identifies a core set of genes strongly associated with phenotypes attributed to the 

seed gene and supported by biological evidence. 

 

Availability of data and materials 

denovo-db (version 1.6) is available at http://denovo-db.gs.washington.edu/denovo-db/. SFARI 

gene scores are available at https://gene.sfari.org/database/gene-scoring/. OMIM annotations are 

available at https://www.omim.org. DDG2P annotations are available 

at https://decipher.sanger.ac.uk/ddd#ddgenes. Enrichr is hosted 

at https://amp.pharm.mssm.edu/Enrichr/. CSEA, SEA, and TSEA tools are available 

at http://genetics.wustl.edu/jdlab/csea-tool-2/. MAGI source code, PPI network, co-expression 

hash tables and dataset, and control mutations are available 

at https://eichlerlab.gs.washington.edu/MAGI/. MAGI-S source code is available 

at https://github.com/jchow32/magi-s. 
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mutations per individual are displayed in the ‘enrichment (union)’ tab. Tabs corresponding to a 

module name show the total number of de novo variants, associated phenotype, type of variant, 

and neurodevelopmental disorder-related descriptions per module. 

 

Additional file 3: 

Table S3. Proportions of synonymous mutations in neurodevelopmental cases relative to controls. 

Tabs correspond to modules and respective total number of synonymous de novo variants. 

 

Additional file 4: 

Table S2a. Similar to Additional file 2: Table S2, Additional file 4: Table S2a displays a summary 

of analyses performed per module while requiring a CADD score greater than 15 for missense 

variants. 

 

Additional file 5: 

Table S4. Significant GO terms, KEGG, and Reactome pathway enrichments, and OMIM disease 

terms per module (p-value < 0.05). 

 

Additional file 6: 

Contains Table S5. Selective expression profiles for union of modules based on strength of 
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specific Expression Analyses (CSEA), Specific Expression Analyses (SEA) for adult brain regions 

and development, and Tissue-Specific Expression Analyses (TSEA). 
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Additional File 1 

Supplementary Methods 

A total of 111 seed genes (ADNP, ALDH7A1, ALG13, ANK2, ANKRD11, ARHGEF9, ARID1B, 

ASH1L, ASXL3, BAZ2B, BCKDK, BCL11A, CACNA1D, CACNA1H, CACNB4, CDKL5, CHD2, 

CHD8, CHRNB2, CIC, CNTNAP2, CTNND2, CUL3, DDX3X, DEPDC5, DIP2C, DNM1, 

DSCAM, DYRK1A, EEF1A2, ERBIN, FLNA, FMR1, GABRA1, GABRB3, GABRG2, GIGYF2, 

GNAO1, GRIA1, GRIN1, GRIN2A, GRIN2B, GRIP1, HCN1, HNRNPU, ILF2, INTS6, IRF2BPL, 

KCNB1, KCNMA1, KCNQ2, KCNT1, KCTD7, KDM5B, KDM6A, KMT2A, KMT2C, KMT5B, 

LEO1, LGI1, MBOAT7, MECP2, MED13L, MED13, MET, MYT1L, NAA15, NCKAP1, NECAP1, 

NEDD4L, NLGN3, NRXN1, PCDH19, PHF3, POGZ, PRRT2, PTEN, RANBP17, RIMS1, SCN1A, 

SCN1B, SCN2A, SCN8A, SCN9A, SETD5, SHANK2, SHANK3, SLC25A22, SLC6A1, SMARCC2, 

SPAST, SPTAN1, SRCAP, SRSF11, STX1B, STXBP1, SYNGAP1, TAOK2, TBC1D24, TBL1XR1, 

TBR1, TCF20, TNRC6B, TRIO, TRIP12, UBN2, UPF3B, USP15, USP7, WAC, WDFY3) 

associated with neurodevelopmental disorders (NDDs) including autism spectrum disorders 

(ASD), intellectual disability (ID), developmental disability (DD), or epilepsy were selected to 

produce modules via MAGI-S. Seed genes were selected from the following databases: (i) all 

genes from SFARI Gene database with gene scores of either 1 (high confidence ASD gene) or 2 

(strong candidate gene for ASD) (total of 84 genes), (ii) the genes that have been concurrently 

reported to be associated with epilepsy in 1) OMIM, 2) DDG2P, 3) EpilepsyGene, and 4) a recent 

review paper of epilepsy genes (total of 41 genes, 4 of which also have SFARI gene scores of 

either 1 or 2) (1-5), (iii) and an additional 6 genes associated with NDDs.  

Due to few protein-protein interactions (PPIs) or co-expression values (Figure S1) associated with 

certain gene names (ERBIN, IRF2BPL, KMT2A, KMT2C, KMT5B, MBOAT7, NAA15, SRSF11), 
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respective alternate gene names (ERBB2IP, C14orf4, MLL, SUV420H1, MLL3, LENG4, NARG1, 

SFRS11) were provided to MAGI-S for module discovery. Parameters related to minimum size 

(20-35), minimum average co-expression value (0.425-0.52), and minimum PPI density (0.085- 

0.14) of modules were tested through multiple trials to identify the optimal module producing the 

highest score. Potential seed genes CACNA1A, CACNA2D3, CHRNA2, CHRNA4, CNTN4, 

DEAF1, FOXP1, KAT2B, KATNAL2, MAGEL2, MSNP1AS, PTCHD1, RELN, SLC1A2, SZT2, 

WWOX, were omitted from enrichment analysis and failed to produce modules due to average co- 

expression values below the specified range for minimum average co-expression value. Modules 

ranged in size from 25 to 79 genes (Figure S2). Genes within modules were renamed according 

to approved gene symbols for enrichment analyses.  
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Figure S1. Co-expression between seed genes. Co-expression values were determined by 

adjacency and Topological Overlap Matrix (TOM) matrices with power of 2 to reveal significant 

(p < 0.05) co-expression among seed genes. 
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Figure S2. Number of genes within each module excluding seed gene. 
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Module groups (Classes) were defined by concurrent epilepsy annotations from the following 

sources (Table S1): Class 1 (OMIM, DDG2P, EpilepsyGene, and Wang et al. 2017), Class 2 (a 

subset of Class 1 sources), Class 3 (none of Class 1 sources) (3-5).  

Determining enrichment of de novo mutations within modules  

De novo mutations were retrieved from denovo-db (version 1.6) (6). The total number of missense 

(or missense-near-splice) or loss of function (frameshift, frameshift-near-splice, splice donor, 

splice acceptor, stop-gained, stop-gained-near-splice, stop-lost) mutations from the denovo-db 

Simons Simplex Collection (SSC) set (7-13), Autism Sequencing Consortium (ASC) (14), 

MSSNG (15, 16), Deciphering Developmental Disorders (DDD) (2), Epi4K (17), Helbig et al. 

2016, and selected intellectual disability (18-21) and schizophrenia studies (22-26) were recorded.  

Rigorous phenotyping standards were applied in contributing studies. The Autism Diagnostic 

Interview-Revised (ADI-R) and the Autism Diagnostic Observation Schedule (ADOS), among 

other measures (https://www.sfari.org/resources/ssc-instruments/), were recorded for probands 

with autism. For the SSC cohort, phenotyping was uniform across 12 university-affiliated clinics 

serving children with autism (27). For the Epi4K cohort, epilepsy phenotyping was accomplished 

by magnetic resonance imaging (MRI), electroencephalogram (EEG) findings, collection of 

medical records, and structured interviews (28). For intellectual disability cohorts, individuals with 

intellectual disability who were referred to a tertiary referral center for clinical genetics were 

further evaluated by a clinical geneticist (18), patients with intellectual disability were recruited 

by the Genetic Diagnostics Unit at Uppsala University Hospital (19), and patients with severe non-

syndromic intellectual disability were selected from the German Mental Retardation Network (20). 

For the developmental disability cohort, individuals with severe undiagnosed developmental 

disability were recruited, and phenotypes were described using the Human Phenotype Ontology 
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(2). Patients in the schizophrenia cohort were recruited from psychiatric treatment settings (22-

26).  

We retrieved the total number of non-synonymous and synonymous mutations in genes in 

probands and controls and normalized the number of mutations by number of SSC, MSSNG, and 

DDD probands (8,426) and controls (1,933) considered (Additional file 2: Table S2: ‘denovo- 

db’). To compare the average number of de novo mutations per individual among probands and 

controls in 1) seed genes, 2) the union of all modules excluding seed genes, 3) the union of all 

modules excluding seed genes and 128 previously identified ASD/DD genes from the sources: de 

Rubeis et al. 2014, Mcrae et al. 2017 (DDD), O'Roak et al. 2014, Sanders et al. 2015, SFARI (score 

of 1) (1, 9, 14, 29, 30), and 4) outside of modules and seeds, we applied a one-tailed two-sample 

t-test on normalized counts of mutations per individual. To assess the accuracy of the t-test to 

measure true difference in normalized average number of mutations per individual, we applied 

20,000 iterations of bootstrapping per comparison to calculate an empirical p-value. To determine 

an empirical p-value, we created bootstrap samples with replacement of cases (8,426) and controls 

(1,933) and calculated the t-test statistic for the bootstrapped sample and its respective p-value. If 

this p-value from the bootstrap sample was less than the p-value calculated prior to bootstrapping, 

then a ‘total score’ was incremented by one. The empirical p-value was then calculated as the total 

score divided by the number of iterations (20,000) plus 1.  

We additionally constructed contingency tables of the raw counts of de novo mutations and 

evaluated Fisher's exact test to compare proportions of non-synonymous mutation among probands 

and controls within the seed genes, the union of all modules excluding seed genes, and outside of 

modules. Percent contribution to the neurodevelopmental phenotypes was calculated by dividing 

the difference between the normalized number of mutations in probands and controls by the 
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normalized number of mutations in probands (Additional file Table S2: ‘enrichment (union)’). 

We also assessed the average number of de novo mutations among probands and controls while 

requiring a CADD score greater than 15 for missense variants to examine likely penetrant non- 

synonymous mutations (Figure S3).  
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Figure S3. Average number of non-synonymous and synonymous de novo mutations per 

individual for probands and controls in seed genes ('Seed'), modules excluding seed genes 

('Module'), Module genes excluding 128 previously reported neurodevelopmental disorder genes 

('M-ND'). Penetrant missense mutations are examined by requiring CADD score to be greater than 

15.  
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To determine if significant enrichment of non-synonymous de novo mutations within modules 

exists in probands with NDDs relative to controls, we compared the number of de novo missense 

and loss of function mutations inside and outside of the module via Fisher's exact test with 

consideration of a) only autism, developmental disorder, or intellectual disability variants (ASD, 

DD, ID), b) only ID or DD variants, c) only ASD variants, d) only epilepsy variants, and e) ASD, 

DD, ID and epilepsy variants (Additional file 2: Table S2: ‘denovo-db’). Additionally, we further 

assessed the significance of de novo mutation enrichment in probands by considering a) missense 

or loss of function mutations, b) only missense, or c) only loss of function mutations. We repeated 

the above analyses while excluding variants attributed to the seed gene. To assess the accuracy of 

contingency tables applied to test the increased enrichment of non-synonymous mutation in cases 

relative to controls while excluding the seed gene, we applied resampling via 5,000 iterations of 

permutation testing per comparison. Cases and controls were randomly sampled indiscriminately 

to yield two sets of size equal to the number of cases and controls. Fisher’s exact test was evaluated 

for each permuted set, and contingency tables were created to determine significant difference in 

proportions of non-synonymous mutation in or outside modules. We incremented a ‘total score’ 

for every permuted p-value less than the p-value calculated prior to permutation testing and 

calculated an empirical p-value as the total score divided by the number of iterations (5,000) plus 

1.  

The absence of any de novo mutations in controls in certain modules results in an infinitely large 

odds ratio. Thus, to better visualize significant enrichment of de novo mutation for modules with 

zero de novo mutations in controls, we increased the count of de novo mutation to one. We repeated 

the above analyses requiring missense variants to have a CADD score greater than 15 (Figure S4).  
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Figure S4. Summary of significant enrichment in de novo mutation and copy number variation (CNV) 

overlap in neurodevelopmental modules for missense variants with CADD score greater than 15. Modules 

are grouped by Class to indicate degree of association of the seed gene with the epilepsy phenotype. Class 

1, Class 2, and Class 3 modules correspond to seed genes that have strong, moderate, and weak evidence 

of association with epilepsy, respectively. A) Enrichment of missense (miss.) and loss of function (LOF) 
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mutations for autism spectrum (ASD), intellectual disability (ID), developmental disability (DD), epilepsy 

(E), and schizophrenia cohorts within modules. B) Comparison of log2 of significant (p<0.05) enrichment 

of de novo mutation for variants annotated as ASD/ID/DD (left) or epilepsy (right). C) Average odds ratio 

of de novo mutations annotated in epilepsy cases relative to controls is significantly greater in Class 1 

modules compared to Class 3 modules.  

 

Determining overlap of copy number variation morbidity map and modules  

From a previously described copy number variant (CNV) morbidity map (31), we retrieve copy 

number deletions or duplications that overlap any of the genes within a module to determine if 

significant enrichment of coding copy number deletion and duplication exists in probands with 

developmental delay relative to copy number deletions in controls. We construct contingency 

tables to compare the proportion of coding CNVs in probands with CNVs from controls. To 

account for CNV burden in probands and controls, we conducted 5,000 permutation tests in which 

coding CNVs containing genes from the module of interest were randomly assigned to two groups 

of unequal size, with the size of each group corresponding to the number of coding CNVs in 

probands and in controls. Within a group, we determined how many CNVs contained genes inside 

or outside the module and constructed a contingency table. If the p-value of this contingency table 

was less than the initial observed p-value, then we increment a 'total score'. We calculate an 

empirical p-value by dividing the total score plus by the number of permutations plus 1. A 

significant empirical p-value indicates that an initial assessment of CNV enrichment as significant 

is indeed significant.  

 



 60

Assessing phenotypic differences in individuals with mutations within and outside modules  

To determine if individuals with de novo missense or loss of function mutations within a module 

have lower IQ and higher Social Responsiveness Scale (SRS) T-scores than individuals with de 

novo mutations in genes outside of the module, we intersect Simons Simplex Collection (SSC) 

individuals with denovo-db and compare average verbal, non-verbal, and full scale IQ and SRS T- 

scores via a two-sample t-test (6, 27). To determine if the proportion of 1) male and female 

individuals or 2) individuals with macrocephaly differs within a module, we conducted Fisher's 

exact tests for individuals with either missense or loss of function mutations and a phenotype of 

either autism, developmental disability, intellectual disability, or epilepsy. Macrocephaly scores 

were retrieved for SSC individuals, and scores > 3 were defined as macrocephalic.  

 

Dissection of epilepsy phenotype by enrichment of epilepsy genes within modules  

A gene was considered to have an epilepsy annotation if reported by OMIM or DDG2P to have an 

annotation of 'epilepsy', 'ataxia', 'seizure', or 'Ohtahara', or reported in EpilepsyGene or Wang et 

al. 2017 to be an epilepsy gene (3, 4). A gene was considered to have an ASD, ID, or DD annotation 

if the gene has a SFARI gene score of 1 or 2 (1), or is reported by OMIM or DDG2P (5) to be 

annotated with any of the following case-insensitive terms: autism, Angelman, fragile, intellect, 

Rett, retardation, Coffin, Bainbridge, CNOT3, Cognitive impairment, Cornelia, CSNK2A1, 

Developmental, Smith-Kingsmore, Feingold, Floating, GNAI1, Joubert, Kabuki, KBG, KCNQ3, 

KMT5B, Noonan, Megalencephaly-polymicrogyria-polydactyly-hydrocephalus, Mowat-Wilson, 

Myhre, Nijmegen, nonspecific severe ID, Opitz-Kaveggia, Phelan, Potocki-Shaffer, Riddle, 

Rubinstein, Temple-Barraister, Temple Barraister, Weaver, Wiedemann-Steiner, Woodhouse- 

Sakati, Tatton-Brown-Rahman, Aicardi-Goutieres, Au-Kline, CHOPS, CRASH, Dias-Logan, FG 
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syndrome, Gabriele-de Vries, Helsmoortel-van der, Lopes-Maciel-Rodan, Kleefstra, Koolen-De 

Vries, Lujan-Fryns, Nicolaides-Baraitser, Pilarowski-Bjornsson, Pitt-Hopkins, Rubinstein-Taybi, 

Schuurs-Hoeijmakers, Seckel syndrome, Stankiewicz-Isidor, Takenouchi-Kosaki, White-Sutton, 

Witteveen-Kolk syndrome, You-Hoover-Fong.  

Enrichment of NDDs with or without epilepsy was calculated by counting the number of genes 

within a module annotated with epilepsy or non-epilepsy associated terms with the formula 

(�/��) / (�� / (19,986 −  ��)), where � is the number of genes annotated as a certain NDD 

phenotype inside a module �� is the complement, and (��  is the total number of genes annotated 

as a certain phenotype. The total number of genes in the human genome (Gencode GRCh38.p12) 

is 19,986 genes.  

As supplemental phenotypic descriptions, the terms 'epilepsy', 'seizure', 'ataxia', 'convulsion', 

'autism', 'macrocephaly', 'intellectual', or 'neurodevelopment' were retained from the Mouse 

Genome Database (MGD), Mouse Genome Informatics, The Jackson Laboratory, Bar Harbor, 

Maine (http://www.informatics.jax.org/allele). MGD annotations were not considered in finding 

NDD phenotypic associations. SFARI gene scores ranging from minimal evidence (4) to high 

confidence (1) and DDG2P and OMIM descriptions are noted for genes within modules (1, 5).  

Pathway and ontology enrichment and expression analyses of modules  

Separate lists of genes within a module and respective seed genes were provided to Enrichr 

(http://amp.pharm.mssm.edu/Enrichr/) to produce pathway and GO biological process and 

Reactome pathway enrichments and OMIM disease annotations (Figure S5, Figure S6) (32, 33). 

Gene lists and the union of gene lists belonging to the same Class were provided to the Cell-type 

Specific Expression Analysis (CSEA), Specific Expression Analyses (SEA), and Tissue Specific 

Expression Analyses (TSEA) tools to assess selective expression profiles of modules in the human 
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brain and body (Figure S7) (34). To visualize shared pathway and biological processes, we 

performed UPGMA hierarchical clustering on selected significant terms (p<0.0001) that occurred 

in at least ten modules and were related to synapses, neurons, neurodevelopment, 

neurotransmitters, axons, chromatin, the brain, nervous system, potentiation, or signaling 

pathways.  
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Figure S5. Significant GO Biological Processes. GO terms related to neurodevelopment, synapses, 

and chromatin organization that are significantly enriched (p<0.0001) in at least 10 modules are 

displayed with combined enrichment scores calculated via Enrichr. Seed genes are grouped as 

Class 1, Class 2, and Class 3.  
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Figure S6. Selected significant (p<0.0001) Reactome pathway terms present in at least 10 modules 

with combined Enrichr score.  
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Figure S7. Specific expression analyses profiles for Class 1, 2, and 3 modules. Significance of 

overlap of provided gene lists with transcripts enriched in specific cell-types or tissue types are 

indicated by intensity of color. 
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Supplementary Tables 

Supplementary Table 1. Neurodevelopmental phenotypes associated with seed genes. Autism 

(ASD), intellectual disability (ID), and developmental disability (DD) associations are listed 

according to the SFARI Gene database (gene score of 1 or 2), Online Mendelian Inheritance in 

Man (OMIM), Developmental Disorders Genotype-Phenotype Database (DDG2P), and literature. 

Epilepsy phenotypes are retrieved from OMIM, the DDG2P, and literature. Number of genes in 

modules associated with autism, ID, or DD (��), or epilepsy (��)  and total number of genes in 

the module (��) including seed gene are shown.  

 ASD, ID, DD �� Epilepsy �� �� 

Strong epilepsy association: Class 1 

ARHGEF9  12 (3-5), OMIM 10 44 

ALDH7A1  3 (3-5), OMIM 3 48 

ALG13  3 (3-5), OMIM 3 53 

CACNA1A   (3-5), OMIM   

CACNA1H (1) 16 (3-5), OMIM 5 69 

CACNB4  12 (3-5), OMIM 13 41 

CDKL5 (2) 14 (3-5), OMIM 8 36 

CHD2 (1, 2, 9, 30) 25 (3-5), OMIM 7 72 

CHRNA2   (3-5), OMIM   

CHRNA4   (3-5), OMIM   

CHRNB2  6 (3-5), OMIM 8 43 

DEPDC5  8 (3-5), OMIM 4 50 

DNM1 (2) 8 (3-5), OMIM 9 44 

EEF1A2 OMIM, (2) 3 (3-5), OMIM 4 32 

GABRA1  10 (3-5), OMIM 15 36 

GABRB3 (1, 2, 14, 30) 11 (3-5), OMIM 7 63 
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GABRG2 9 (3-5), OMIM 15 44 

GNAO1 OMIM, (2) 10 (3-5), OMIM 10 41 

GRIN2A OMIM 14 (3-5), OMIM 11 40 

GRIN2B OMIM, (1, 2, 5, 9, 14, 30) 13 (3-5), OMIM 10 37 

HCN1 13 (3-5), OMIM 17 42 

KCNB1 12 (3-5), OMIM 10 39 

KCNMA1 OMIM 16 (3-5), OMIM 15 39 

KCNQ2 (2) 8 (3-5), OMIM 6 39 

KCNT1 7 (3-5), OMIM 12 37 

KCTD7 12 (3-5), OMIM 6 67 

LGI1 8 (3-5), OMIM 10 41 

PCDH19 17 (3-5), OMIM 11 62 

PRRT2 (5) 5 (3-5), OMIM 6 40 

SCN1A (2) 12 (3-5), OMIM 14 36 

SCN1B 3 (3-5), OMIM 10 26 

SCN2A (1, 2, 5, 14, 30) 15 (3-5), OMIM 10 42 

SCN8A (5) 14 (3-5), OMIM 17 41 

SLC1A2 (3-5), OMIM 

SLC25A22 6 (3-5), OMIM 9 42 

SPTAN1 17 (3-5), OMIM 7 60 

STX1B 7 (3-5), OMIM 12 38 

STXBP1 (2) 7 (3-5), OMIM 10 40 

SZT2 (3-5), OMIM 

TBC1D24 10 (3-5), OMIM 8 48 

WWOX (3-5), OMIM 

Moderate epilepsy association: Class 2 

ASH1L OMIM, (1, 5, 30) 12 (3) 7 45 
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BCKDK (1) 1 (3) 2 37 

CACNA1D (1) 13 (5), OMIM 14 40 

CNTNAP2 OMIM, (1) 8 (3, 5), OMIM 7 49 

DIP2C (1) 18 (3) 9 73 

DYRK1A OMIM, (1, 2, 5, 14, 30) 12 (3) 5 56 

FLNA OMIM 8 (3, 5) 3 69 

FMR1 OMIM, (5) 7 (5), OMIM 4 50 

GRIN1 OMIM 8 (3, 5) 13 45 

HNRNPU (2) 12 (3, 5), OMIM 3 65 

KMT2A (1, 2, 5) 20 (3) 7 66 

MBOAT7 OMIM, (1, 5) 7 (5) 10 47 

MECP2 (1, 2, 5) 17 (3) 8 80 

NECAP1 8 (3, 4), OMIM 7 50 

NEDD4L 15 (3) 5 77 

PTEN OMIM, (1, 2, 5, 9, 14, 30) 15 (3) 5 69 

RANBP17 (1, 30) 3 (3) 4 53 

RELN (1, 14) OMIM 

SCN9A (1) 7 (3, 4), OMIM 5 36 

SLC6A1 (1, 2, 30) 7 (4, 5), OMIM 10 36 

SYNGAP1 OMIM, (1, 2, 5, 9, 14, 30) 8 (3, 5) 5 37 

TRIO OMIM, (1, 5) 13 (3) 7 70 

Weak epilepsy association: Class 3 

ADNP OMIM, (1, 2, 5, 9, 14, 30) 17 5 73 

ANK2 (1, 14, 30) 12 8 40 

ANKRD11 OMIM, (1, 2, 5) 9 5 39 

ARID1B OMIM, (1, 2, 5, 14, 30) 26 7 70 

ASXL3 OMIM, (1, 2, 5, 14) 12 8 67 
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BAZ2B (1) 18 7 72 

BCL11A OMIM, (1, 2, 5, 14, 30) 8 4 59 

CACNA2D3 (1, 14) 

CHD8 OMIM, (1, 2, 5, 9, 14, 30) 23 9 73 

CIC OMIM, (1) 11 8 36 

CNTN4 (1) 

CTNND2 (1) 8 5 50 

CUL3 (1, 5, 14, 30) 10 5 63 

DDX3X OMIM, (1, 2, 5) 17 5 70 

DEAF1 OMIM, (1, 5) 

DSCAM (1, 30) 8 4 47 

ERBIN (1) 6 3 54 

FOXP1 OMIM, (1, 2, 5, 30) 

GIGYF2 (1, 30) 18 7 61 

GRIA1 (1) 10 7 63 

GRIP1 (1) 11 4 70 

ILF2 (1, 30) 12 3 65 

INTS6 (1) 11 3 79 

IRF2BPL (1, 30) 15 6 76 

KAT2B (1, 30) 

KATNAL2 (1, 14, 30) 

KDM5B (1, 2, 5, 30) 15 3 76 

KDM6A OMIM, (1, 5) 19 3 72 

KMT2C OMIM, (1, 5, 30) 20 6 66 

KMT5B (1, 5) 15 4 76 

LEO1 (1) 5 3 79 

MAGEL2 (1) 
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MED13 (1) 21 7 80 

MED13L OMIM, (1, 2, 5) 15 5 62 

MET (1) 12 11 40 

MSNP1AS (1) 

MYT1L OMIM, (1, 2, 5, 30) 14 9 61 

NAA15 OMIM, (1) 12 4 74 

NCKAP1 (1, 30) 6 4 548 

NLGN3 OMIM, (1, 5) 8 4 54 

NRXN1 OMIM, (1, 5, 30) 16 9 58 

PHF3 (1) 18 7 73 

POGZ OMIM, (1, 2, 5, 14, 30) 25 6 70 

PTCHD1 OMIM, (1, 5) 

RIMS1 (1) 13 12 36 

SETD5 OMIM, (1, 2, 5, 30) 21 7 63 

SHANK2 OMIM, (1, 5, 30) 10 7 40 

SHANK3 OMIM, (1, 5, 14, 30) 9 11 39 

SMARCC2 (1) 17 6 75 

SPAST (1, 30) 15 4 75 

SRCAP OMIM, (1, 5) 18 8 60 

SRSF11 (1) 4 4 64 

TAOK2 (1) 5 3 40 

TBL1XR1 OMIM, (1, 2, 5) 14 6 68 

TBR1 (1, 5, 9, 14, 30) 11 3 53 

TCF20 (1, 2) 23 9 80 

TNRC6B (1, 30) 12 6 71 

TRIP12 OMIM, (1, 5, 9, 30) 16 3 76 

UBN2 (1) 17 7 58 
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UPF3B OMIM, (1, 5) 4  3 59 

USP15 (1) 8  4 66 

USP7 (1, 5) 14  4 65 

WAC (1, 2, 5, 30) 5  4 40 

WDFY3 (1, 30) 11  6 57 

 

Supplementary Table 2. Summary of analyses performed per module, including determinations 

of enrichment of de novo mutation, overlap with coding copy number variations. Module 

membership and frequency of occurrence for all genes selected in any module are displayed in the 

'modules' tab. Number of cases and controls for ASD, ID, DD, and epilepsy cohorts within denovo-

db are displayed in the ‘denovo-db’ tab. Contingency tables for enrichment of de novo mutation 

and copy number deletions in modules are shown in the 'tables' tab, and contingency table 

permutation empirical p-values are displayed in the ‘contingency permutations’ tab. Percent 

contribution to neurodevelopmental disorder diagnoses and comparison of average number of 

mutations per individual are displayed in the ‘enrichment (union)’ tab. The tab ‘SSC tables’ show 

contingency tables of macrocephaly, IQ, and SRS T-scores values for Simons Simplex Collection 

individuals. Tabs corresponding to a module name show the total number of de novo variants, 

associated phenotype, type of variant, and neurodevelopmental disorder-related descriptions per 

module. Similarly, Supplementary Table 2a displays a summary of analyses performed per 

module while requiring a CADD score greater than 15 for missense variants.  

Supplementary Table 3. Proportions of synonymous mutations in neurodevelopmental cases 

relative to controls. Tabs correspond to modules and respective total number of synonymous de 

novo variants. 
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Supplementary Table 4. Significant GO terms, KEGG and Reactome pathway enrichments, and 

OMIM disease terms per module (p-value < 0.05). 

Supplementary Table 5. Selective expression profiles for union of modules based on strength of 

epilepsy association, including: Cell-type specific Expression Analyses (CSEA), Specific 

Expression Analyses (SEA) for adult brain regions and development, and Tissue Specific 

Expression Analyses (TSEA).  
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Abstract 

Summary 

Complex disorders manifest by the interaction of multiple genetic and environmental factors. 

Through the construction of genetic modules that consist of highly coexpressed genes, it is possible 

to identify genes that participate in common biological pathways relevant to specific phenotypes. 

We have previously developed tools MAGI and MAGI-S for genetic module discovery by 

incorporating coexpression and protein interaction networks. Here, we introduce an extension to 

MAGI-S, denoted as Merging Affected Genes into Integrated Networks—Multiple Seeds (MAGI-

MS), which permits the user to further specify a disease pathway of interest by selecting multiple 

seed genes likely to function in the same molecular mechanism. By providing MAGI-MS with 

seed genes involved in processes underlying certain classes of neurodevelopmental disorders, such 

as epilepsy, we demonstrate that MAGI-MS can reveal modules enriched in genes relevant to 

chemical synaptic transmission, glutamatergic synapse and other functions associated with the 

provided seed genes. 

Availability and implementation 

MAGI-MS is free and available at https://github.com/jchow32/MAGI-MS. 

Supplementary information 

Supplementary data are available at Bioinformatics Advances online. 
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Introduction 

The extensive genetic and phenotypic heterogeneity characteristic of complex disorders indicates 

that the interaction of multiple genes underlies etiology (Parenti et al., 2020). The development of 

protein–protein interaction (PPI) and coexpression networks has aided in the identification of 

networks of genes hypothesized to belong to the same functional module and contribute to specific 

pathways (Chen et al., 2020; Parikshak et al., 2015). 

Previously, we described a method called MAGI-S used to dissect complex phenotypes, such as 

epilepsy, by producing modules seeded from a single gene associated with the phenotype of 

interest (Chow et al., 2019). We demonstrated that independently providing MAGI-S single seed 

neurodevelopmental disorder (NDD) genes with varying degrees of association with epilepsy 

revealed modules enriched in (i) non-synonymous coding de novo variation in affected NDD cases 

relative to controls, (ii) genes associated with epilepsy and (iii) de novo mutation specifically 

retrieved from epilepsy cohorts, suggesting that MAGI-S can uncover networks of genes relevant 

to a complex disorder. 

We introduce an extension to the existing method MAGI-S (Chow et al., 2019), referred to as 

Merging Affected Genes into Integrated Networks—Multiple Seeds (MAGI-MS). MAGI-MS 

permits the user to select multiple seed genes from which to construct modules, using either the 

average or minimum coexpression of other genes relative to the selected seeds during gene score 

assignment. As a result, modules constructed by MAGI-MS are significantly enriched in specific 

disease pathways in which the provided seed gene(s) participate. In addition, we have normalized 

gene scoring prior to seed pathway generation such that seed pathways do not preferentially consist 

of genes that are generally highly expressed. Furthermore, we have simplified the process of 
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running the compiled MAGI-MS program by providing example commands, sample input files 

and suggested parameter combinations for ease of use. 

Methods 

MAGI-MS uses a PPI network, coexpression network, deleterious mutations within a control 

population and seed gene(s) to create genetic modules that satisfy constraints related to PPI 

connectivity and degree of coexpression amongst module genes (Supplementary Data). In the 

following experiments, we use PPIs retrieved from the HPRD and the STRING databases 

(Keshava Prasad et al., 2009; Szklarczyk et al., 2011), RNA-seq data from the BrainSpan: Atlas 

of the Developing Human Brain as the coexpression network (Miller et al., 2014) and control 

variants from the NHLBI Exome Sequencing Project 

(ESP; http://evs.gs.washington.edu/EVS/; Supplementary Data). Briefly, MAGI-MS assigns a 

score (Equation 1) to every gene within the PPI network (Fig. 1, Supplementary Data). High-

scoring seed pathways are created by the use of a modified color-coding algorithm to find simple 

paths that maximize the summation of scores associated with genes (Hormozdiari et al., 2015). 

Seed pathways are then merged into clusters by a random walk, and clusters are improved 

incrementally by local search to yield top-scoring modules. 
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Fig. 1. General methods overview of MAGI-MS. User-selected seed gene(s), a PPI network, a 

coexpression network and loss-of-function mutations observed in a control population are provided as 

input to construct modules specific to biological pathways associated with the provided seed genes. 

During Pathway Gene Center, scores are assigned to genes to describe their degree of coexpression 

with seed gene(s), and seed pathways consisting of high-scoring genes are formed. During Clustering, 

seed pathways are merged and refined to produce candidate modules 
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To assess the ability of MAGI-MS to dissect a complex phenotype, we provided MAGI-MS with 

six pairs of seed genes, where each pair consists of genes observed to participate in a similar 

biological function (Szklarczyk et al., 2021; CHD8-CREBBP, CHD8-CTNNB1, GABRA3-

GABRB1, GRIN2A-GRIN2B, SCN1A-SCN2A and SHANK2-SHANK3). We additionally provided 

MAGI-MS with seed genes that are not hypothesized to participate in the same pathways (SCN1A-

CTNNB1 and GRIN2A-GRIN2B-ADNP), randomly selected gene pairs (BCAS2-SHC1, RPL22L1-

GEMIN2 and RPL39L-LRRK2) and up to 20 genes in the same pathway (long-term 

potentiation; Supplementary Data). To confirm the presence of relevant functional enrichment and 

cell-type-specific expression, modules were provided to the tools Enrichr and Cell-type-Specific 

Expression Analysis (CSEA) and respective enrichment scores were compared (Kuleshov et al., 

2016; Xu et al., 2014); we also compared the functional enrichment of MAGI-MS modules with 

clusters containing seed genes that were generated via PPI clustering algorithms, including 

MCODE and CytoCluster applications within Cytoscape (version 3.9.0; Bader and Hogue, 

2003; Li et al., 2017; Shannon et al., 2003; Supplementary Data). 

The number of seeds needed to achieve maximum enrichment may vary depending on the degree 

of connectivity amongst seed genes and other genes, the extent of shared genes among other related 

biological pathways and the number of genes in the targeted pathway. It is possible to 

systematically prioritize candidate seeds by first providing Pathway Gene Center with initial seed 

gene(s) either arbitrarily or based on prior knowledge of importance. Pathway Gene Center scores 

every gene in the PPI network and returns these scores prior to seed pathway construction, where 

the highest scoring gene displays the highest degree of connectivity with the previously supplied 

seed(s). Thus, given a list of genes of interest in the same pathway and by retrieving their gene 

scores, the user can effectively rank candidate seeds and identify a set of seeds to maximize 
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relevant enrichment. A script to prioritize candidate seeds is provided 

at https://github.com/jchow32/MAGI-MS. 

Results 

Given pairs of seed genes involved in the same biological pathway, MAGI-MS produces modules 

that have significant overlap with modules seeded from either seed gene alone (Supplementary 

Tables S1 and S2). On average, 49.5% and 61.4% of the genes in paired modules exist, using either 

minimum or average coexpression values during gene score assignment, respectively, in either of 

the singly seeded modules. Modules generated by MAGI-MS (Supplementary Table S1) generally 

display significantly larger enrichment scores (referred to as ‘combined scores’) compared to 

singly seeded modules produced by MAGI-S (Supplementary Table S2). For example, most 

paired-seed modules display significantly greater combined scores or odds ratios in enriched 

Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways or Gene Ontology (GO) Biological 

Processes than at least one of the modules produced by a single constituent seed gene. 

If MAGI-MS is successively supplied with multiple seeds known to participate in the same 

pathway, increasingly large enrichment scores can be observed up to a certain point, after which 

additional seeds do not yield increased enrichment in the targeted pathway. Supplementary Table 

S3 compares the combined scores of up to 20 seeds involved in the long-term potentiation KEGG 

pathway. Even while excluding seed genes from the module during functional enrichment analysis, 

constructed modules using three to five seed genes yield increased enrichment in the long-term 

potentiation pathway compared to using fewer seeds. 

Compared to PPI clustering algorithms such as MCODE and CytoCluster, MAGI-MS produces 

modules that are seeded from user-selected genes and are specific to pathways in which seed 

gene(s) participate, whereas modules derived from PPI clustering methods may not necessarily 
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contain a user’s specific seed genes of interest. For PPI clusters containing any seed gene supplied 

to MAGI-MS, direct comparison of enrichment terms indicate that MAGI-MS shows significantly 

greater enrichment scores for KEGG pathways and GO Biological Processes compared to 

MCODE clusters (Supplementary Table S4). Additional modules generated using recent PPI and 

coexpression data are supplied in Supplementary Table S5. 

Modules with paired seeds related to the epilepsy phenotype (GABRA3-GABRB1, GRIN2A-

GRIN2B and SCN1A-SCN2A) were enriched in terms such as long-term potentiation, chemical 

synaptic transmission, among others and showed selective expression in deep cortical neurons 

(Supplementary Table S1). For seed gene pairs related to more general NDD and autism 

phenotypes (CHD8-CREBBP and CHD8-CTNNB1), we observe an enrichment in chromatin 

organization and regulation of transcription. For modules constructed with seed genes that do not 

participate in the same biological function (SCN1A-CTNNB1, BCAS2-SHC1, RPL22L1-

GEMIN2 and RPL39L-LRRK2), a module was not formed due to low-scoring seed pathways. For 

a combination of seeds that do not all participate in the same pathway (GRIN2A-GRIN2B-ADNP), 

a module is produced due to the sufficient degree of connectivity between seeds in the same 

pathway; however, decreased enrichment in relevant pathways is observed. For example, 

compared to the ADNP(26.76) or GRIN2A-GRIN2B (19.61) module, the overall score of 

the GRIN2A-GRIN2B-ADNP module is reduced to 17.65, and functional enrichment of pathways 

specific to GRIN2A-GRIN2B, such as long-term potentiation and glutamatergic synapse, is 

reduced or absent (Supplementary Table S1). Pathways previously significantly enriched in 

the ADNP module are also reduced, such as ubiquitin-mediated proteolysis, the transforming 

growth factor-beta signaling pathway and the Wnt signaling pathway. The choice of multiple seed 
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genes from pathways with similar biological function is critical to form a module that is useful for 

the dissection of a specific phenotype. 

Conclusion 

We present an extension to the existing method MAGI-S, denoted as MAGI-MS, which improves 

upon MAGI-S by (i) permitting the discovery of genetic modules that are specific to certain 

biological functions by selection of multiple seed genes involved in a pathway of interest, (ii) 

normalizing gene score assignment to reduce bias during seed pathway formation and (iii) yielding 

comparable or increased functional enrichment in relevant biological pathways. MAGI-MS is 

freely available with updated user guides for parameter and input choices. 
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Supplementary Data 

MAGI-MS takes as input a protein-protein interaction (PPI) network, a co-expression 

network, loss-of-function mutation from control populations, and multiple user-selected seed 

gene(s). For direct comparison to modules generated from MAGI-S, the PPI network was retrieved 

from HPRD and STRING (Keshava Prasad et al., 2009; Szklarczyk et al., 2011), using interactions 

with confidence scores greater than 700 and experimental scores greater than 400. Normalized 

RPKM values were retrieved from the BrainSpan: Atlas of the Developing Human Brain (Miller 

et al., 2014) (V6). Truncated variants from the NHLBI Exome Sequencing Project (ESP) 

(http://evs.gs.washington.edu/EVS/) were used. More recent PPIs from the STRING database 

(version 11.5) and co-expression data (BrainSpan: Atlas of the Developing Human Brain V10) 

were used to construct modules displayed in Supplementary Table 5.  

Genes within modules constructed by MAGI-MS must satisfy constraints related to 1) 

degree of connectivity in the PPI network, 2) high pairwise co-expression among module genes, 

and 3) restriction of the number of deleterious loss-of-function mutations in module genes from a 

control population as described in the Supplementary Material of MAGI (Hormozdiari et al., 

2015). 

Pathway Gene Center 
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 To construct modules, first, a score is assigned to every gene within the PPI network 

denoting its degree of co-expression with the seed gene(s). This score (��,� ) (Equation 1), as in 

MAGI-S (Chow et al., 2019) and MAGI-MS, is calculated as follows: 

��,� = ((��)(��)) /  �   Equation 1 

For every gene to be scored (s) relative to a seed gene (i), the score (��,� ) is the product of 

two values which describe the ranking of co-expression between (s) and (i), referred to as 

'coexpression(s, i)', relative to all other genes in the PPI network. �� is the number of pairwise 

comparisons for which the [co-expression(s, i) > co-expression(i, another gene in the PPI 

network)]. �� is the number of pairwise comparisons for which the [co-expression(s, i) > co-

expression(s, another gene in the PPI network)]. N is the total number of genes within the PPI 

network.  

 Compared to MAGI-S, MAGI-MS differs in that 1) gene scores are calculated for every 

gene relative to each seed gene rather than a single seed gene, and 2) gene scores are normalized. 

For example, if two seed genes are provided, then any particular gene will have two scores, where 

each score is associated with a different seed gene. For each seed gene (i), individual gene scores 

are z-scored (Equation 2), such that the scores for any particular seed gene possess a mean score 

of 0 with standard deviation of 1.  

!_#$%&' = (��,� − μ�) / )�   Equation 2 

 Following z-scoring, a final score for every gene in the PPI network is assigned by either 

taking the average (-avg) or minimum (-min) score among candidate scores from each seed. A 

larger score indicates a greater degree of co-expression with the seed genes. By calculating an 

average score, final gene scores will reflect the average degree of co-expression that the gene 
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possesses with seed genes. By using a minimum score, final gene scores will reflect the largest 

degree of co-expression observed with any of the seed genes i to j that were provided.  

After final scores have been assigned to every gene in the PPI network, seed pathways are 

formed to ensure that modules consist of genes that display a high degree of connectivity. Seed 

pathways consist of h genes, where MAGI-MS seeks to maximize the summation of gene scores 

within the seed pathway by randomly coloring genes with h different colors and finding the 

colorful path via dynamic programming. The use of a modified color coding algorithm permits 

MAGI-MS to limit the number of deleterious mutations observed from a control population while 

finding the colorful path (Hormozdiari et al., 2015; Alon et al., 1995). By simultaneously 

maximizing the summation of gene scores in seed pathways and limiting the number of deleterious 

mutations observed in a control population, MAGI-MS thus identifies non-random sets of 

interacting genes. During Pathway Gene Center, a total of 16,000 seed pathways are generated 

using 1,000 iterations of combinations of number of loss-of-function mutations allowed in the 

control population (0, 1, 2, 3) and number of genes within seed pathways (h = (5, 6, 7, 8)), written 

to 16 files (BestPaths files).  

  

Clustering 

 During the clustering process, seed pathways generated from Pathway Gene Center are 

merged into high scoring clusters via a random walk. To improve candidate modules, a local search 

is performed in which individual genes are removed, added, or swapped and the module score is 

returned. Modules that both satisfy the mentioned constraints and result in an increased module 

score following local search are produced. The user may independently run several iterations of 
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Clustering with varied parameters after a single completed execution of Pathway Gene Center to 

compare multiple candidate modules. 

 

Parameter selection 

 Parameters may be modified during the Clustering phase. The minimum (-l) and maximum 

(-u) size of the constructed module can be specified. We recommend varying the minimum average 

co-expression of the module (-avgCoExpr, recommended range: 0.425-0.52) and the minimum 

PPI density of the modules (-avgDensity, recommended range: 0.085-0.14). For seeds with 

generally low pairwise co-expression values, -avgCoExpr can be further reduced. The parameter 

(-i) is simply an integer used for the initialization of a random number generator. In practice, the 

number of deleterious loss of function mutations allowed in genes in the module (-m = 6), the 

minimum ratio of seed scores allowed (-a = 0.5), and minimum pairwise co-expression value 

allowed (-minCoExpr = 0.01) are not varied.  

 

Time complexity 

 MAGI-MS has two main steps: pathway construction and clustering. The pathway 

construction runs in O(2+), where k is the maximum length of pathways generated. We bound k 

to be O(log h), where h is the size of the input graph. The clustering step is linear to the number of 

pathways constructed (n). Thus, clustering runtime is O(n). On average, for two seed genes, 

Pathway Gene Center completes in 5.30 hours and Clustering completes in 1.97 hours running on 

Ubuntu 16.04.7 LTS via an AMD Opteron(tm) Processor 6380 (Architecture: x86-64, CPUs: 64, 

CPU MHz: 1396.406). 
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Enrichment analyses among MAGI-MS, MAGI-S, and PPI clustering methods 

The Cell-type Specific Expression Analysis (CSEA), Specific Expression Analysis (SEA), 

and Tissue Specific Expression Analysis (TSEA), and Enrichr tools (Xu et al., 2014; Kuleshov et 

al., 2016) were applied to each of the 6 modules constructed with pairs of seed genes (CHD8-

CREBBP, CHD8-CTNNB1, GABRA3-GABRB1, GRIN2A-GRIN2B, SCN1A-SCN2A, and 

SHANK2-SHANK3). Enriched KEGG, Gene Ontology (GO) Biological Process, and Online 

Mendelian Inheritance in Man (OMIM) Expanded terms are displayed for each of the 6 modules 

in Supplementary Table 1. The GRIN2A-GRIN2B-ADNP and ADNP modules are also 

displayed in the GRIN2A-GRIN2B-ADNP tab of Supplementary Table 1 with corresponding 

enrichment terms. Modules constructed using single seeds via MAGI-S are shown in 

Supplementary Table 2. In the 'summary' tab of Supplementary Table 2, associated p-values 

resulting from paired t-tests comparing combined scores, odds ratios, and adjusted p-values among 

shared enrichment terms between a paired seed gene module and corresponding singly-seeded 

modules are shown. Directional (1-sided) paired t-tests test the hypotheses that 1) the combined 

score is greater for the paired seed modules than the singly-seeded module, 2) the odds ratio is 

greater for the paired modules versus the singly-seeded, and 3) the adjusted p-value is smaller for 

the paired modules versus the singly-seeded. Non-directional (2-sided) t-tests test the hypothesis 

of equality in shared enrichment terms. In Supplementary Table 4, the 'summary' tab similarly 

indicates significance of directional and non-directional paired t-tests of paired seed modules with 

clusters resulting from the MCODE and CytoCluster (HC-PIN) PPI clustering methods within the 

Cytoscape program (version 3.9.0) (Shannon et al., 2003; Bader and Hogue, 2003; Li et al., 2017). 

Default parameters were used during PPI clustering (MCODE: degree cutoff=2, haircut=enabled, 

node score cutoff=0.2, k-core=2, max. depth=100; CytoCluster HC-PIN: weak=enabled, 
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threshold=2.0, complexSize threshold=3). The enrichment scores of a paired module and a PPI 

cluster were compared if the PPI cluster contained at least one seed gene existing within paired 

seeds, which include CHD8, CREBBP, CTNNB1, GABRA3, GABRB1, GRIN2A, GRIN2B, 

SCN1A, SCN2A, and SHANK3. If significant selective expression was detected via CSEA, SEA, 

and or TSEA for the provided module, respective selective expression plots are displayed in 

Supplementary Figure 1.  

To further compare the enrichment of a specific pathway given multiple seeds that 

participate in the targeted pathway, up to 20 seeds (Supplementary Table 3) in the long-term 

potentiation KEGG pathway were provided to MAGI-MS. To determine the sequence by which a 

seed was selected and appended to the list of seeds used as inputs to Pathway Gene Center, the 

following procedure was used. After the user selects one or more seed genes involved in the 

targeted pathway, additional seeds are prioritized from a list of candidate seeds (all remaining 

genes in the targeted pathway, or a user-selected list) by calculating the gene scores of candidate 

seeds as per Equation 1. The candidate seed with the largest gene score is then selected as the next 

seed to append to the previous list of seeds. To select another seed, gene scores are again calculated 

using the newly appended list of seeds. For example, after providing the seeds GRIN2B-GRIN2A 

to MAGI-MS, PRKCA possessed the largest gene score among genes in the long-term potentiation 

pathway and was thus appended as a seed gene (GRIN2B-GRIN2A-PRKCA). Given the seeds 

GRIN2B-GRIN2A-PRKCA during seed pathway creation, GRIA2 was then identified as the next 

highest scoring candidate seed. A total of 20 modules seeded via repeated prioritization of genes 

in the long-term potentiation pathway from the initial seeds GRIN2B-GRIN2A are displayed in 

Supplementary Table 3 with associated long-term potentiation pathway enrichment scores.  
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A) CHD8-CREBBP (-min). SEA: slight enrichment in early mid-fetal cortical tissue. 
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B) CHD8-CREBBP (-avg). SEA: slight enrichment in early mid-fetal cortical tissue. CSEA: 

enrichment in rods (retina).  
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C) CHD8-CTNNB1 (-min). SEA: slight enrichment in early fetal striatum.  
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D) CHD8-CTNNB1 (-avg). No significant enrichment via CSEA, SEA, or TSEA tools. 
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E) GABRA3-GABRB1 (-min). SEA: Enrichment in cortical tissue during young adulthood. 
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F) GABRA3-GABRB1 (-avg). TSEA: enrichment in brain. SEA: enrichment in cortical tissue 

during young adulthood.  
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G) GRIN2A-GRIN2B (-min). CSEA: enrichment in layer 5b cortical neurons and D1+ spiny striatal 

neurons. SEA: increased enrichment in cortical tissues during young adulthood and neonatal early 

infancy. TSEA: increased enrichment in brain and pituitary gland. 
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H) GRIN2A-GRIN2B (-avg). CSEA: enrichment in deep cortical neurons and D1+ spiny striatal

neurons. SEA: increased enrichment in cortical tissues during neonatal early infancy and from early

childhood to young adulthood. Enrichment in striatal tissue during early childhood. TSEA:

increased enrichment in brain and pituitary gland.
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I) SCN1A-SCN2A (-min). CSEA: enrichment in layer 5b and 6 cortical neurons and D1+ spiny 

striatal neurons. SEA: widespread enrichment in the amygdala, cerebellum, cortex, hippocampus, 

and thalamus from neonatal early infancy to young adulthood. TSEA: increased enrichment in brain 

and pituitary gland. 
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J) SCN1A-SCN2A (-avg). SEA: increased enrichment in cortical tissue during young adulthood, and 

widespread enrichment in the amygdala, cerebellum, cortex, from mid-late childhood to young 

adulthood. TSEA: increased enrichment in brain.   
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K) SHANK2-SHANK3 (-min). CSEA: enrichment in layer 5b, 5a, and 6 cortical neurons. SEA:

enrichment in the amygdala, cortex, and thalamus from neonatal early infancy to young

adulthood. TSEA: increased enrichment in brain and pituitary gland.
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L) SHANK2-SHANK3 (-avg). CSEA: enrichment in layer 5b, 5a, and 6 cortical neurons and D1+ 

and D2+ spiny striatal neurons. SEA: enrichment in the amygdala, cortex, hippocampus, and 

thalamus from neonatal early infancy and early childhood to young adulthood. TSEA: increased 

enrichment in brain and pituitary gland. 
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Supplementary Figure 1. Significant cell-type and tissue specific expression analysis for MAGI-

MS modules. If significant selective expression is detected via the CSEA, SEA, and TSEA tools 

for a module generated using either average (-avg) or minimum (-min) co-expression values during 

score assignment in Pathway Gene Center, corresponding figures are shown (-min, -avg): A-B) 

CHD8-CREBBP, C-D) CHD8-CTNNB1, E-F) GABRA3-GABRB1, G-H) GRIN2A-GRIN2B, I-

J) SCN1A-SCN2A, K-L) SHANK2-SHANK3. CSEA and SEA describe the significant 

enrichment of provided genes across cell-types in the human brain at various developmental time 

periods. TSEA identifies over-representation of provided (disease) genes with enriched expression 

in certain human tissues. Significance (p-value) in CSEA, SEA, and TSEA plots is indicated by 

color intensity, where red indicates p-values close to 0. Top KEGG, GO Biological Processes, and 

OMIM Expanded enrichment terms are displayed.  
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Supplementary Table 1. Modules produced via MAGI-MS for selected sets of seed genes. The 

summary tab displays the number of genes within each paired seed gene module, compared to the 

number of genes that are shared with respective singly-seed modules created by MAGI-S, using 

either average (-avg) or minimum (-min) co-expression during gene score assignment. Each paired 

seed gene tab displays genes within singly-seeded modules and paired modules generated using (-

min) or (-avg) parameters, and associated KEGG, GO Biological Processes, and OMIM Expanded 

enrichment terms retrieved from Enrichr. The GRIN2A-GRIN2B-ADNP tab displays modules 

seeded using genes that participate in the same pathway (GRIN2A-GRIN2B, ADNP) and 

associated enrichment terms for the GRIN2A-GRIN2B-ADNP and ADNP modules.  

Supplementary Table 2. Modules produced via MAGI-S. The summary tab displays the 

associated p-values of one-sided and two-sided paired t-test comparisons of Enrichr's Combined 

Score, odds ratio, and adjusted p-value for KEGG, GO Biological Processes, and OMIM Expanded 

enrichment terms that are shared between singly-seeded modules created by MAGI-S and paired 

seed gene modules created by MAGI-MS. Each tab corresponding to a single seed gene displays 

the associated module and its KEGG, GO Biological Processes, and OMIM Expanded enrichment 

terms. 

Supplementary Table 3. Modules produced via MAGI-MS for up to 20 seeds in the long-term 

potentiation KEGG pathway. The summary tab displays the seeds in sequential order as they are 

appended to the list of seeds given to MAGI-MS according to their calculated gene score. 

Combined scores, odds ratios, and adjusted p-values for modules excluding or including seed 

genes are shown. Each tab label corresponds to the number of seeds used to generate a module, 

and each tab displays KEGG enrichment terms for the module while excluding or including seed 

genes.  



106

Supplementary Table 4. Modules produced via MCODE and CytoCluster that contain seed 

genes. The summary tab displays associated p-values of one-sided and two-sided paired t-test 

comparisons of Enrichr's Combined Score, odds ratio, and adjusted p-value for KEGG, GO 

Biological Processes, and OMIM expanded enrichment terms that are shared between MCODE or 

CytoCluster clusters that contain seed genes and MAGI-MS modules.  

Supplementary Table 5. Modules produced via MAGI-MS for selected pairs of seed genes using 

recent STRING (version 11.5) and the Atlas of the Developing Human Brain (version 10). The 

summary tab compares the number of genes, GO Biological Processes, and KEGG terms that are 

shared or unique among modules generated using older (STRING + HPRD + Allen Brain V6) or 

more recent (STRING 11.5 + Allen V10) inputs. In general, genes that are shared between modules 

generated using older and newer inputs constitute the majority of genes in modules generated using 

newer inputs. Each tab displays associated KEGG, GO Biological Processes, and OMIM 

Expanded enrichment terms retrieved from Enrichr for every pair of seed genes. 
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Abstract 

The early detection of neurodevelopmental disorders (NDDs) can significantly improve patient 

outcomes. The differential burden of non-synonymous de novo mutation among NDD cases and 

controls indicates that de novo coding variation can be used to identify a subset of samples that 

will likely display an NDD phenotype. Thus, we have developed an approach for the accurate 

prediction of NDDs with very low false positive rate (FPR) using de novo coding variation for a 

small subset of cases. We use a shallow neural network that integrates de novo likely gene-

disruptive and missense variants, measures of gene constraint, and conservation information to 

predict a small subset of NDD cases at very low FPR and prioritizes NDD risk genes for future 

clinical study.  

 

Introduction 

Neurodevelopmental disorders (NDDs), such as autism spectrum disorder (ASD), epilepsy, 

intellectual disability (ID), and developmental disability (DD) are complex disorders characterized 

by impairment in cognition, learning, and motor skills. From twin and family studies, it has become 

apparent that NDDs possess a strong genetic component (Freitag 2007; Gejman et al. 2010). 

Estimates of heritability for various NDDs have ranged from 0.3 to 0.9, with heritability estimated 

to be greater than 0.5 for both ASD and ID (Flint 2001; Kaufman et al. 2010; Tick et al. 2016). 

The evident contribution of genetic factors to NDD diagnoses has provided reason for routine 
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prenatal whole exome or genome sequencing to identify potentially deleterious genetic variations 

(Soden et al. 2014; Tărlungeanu and Novarino 2018). In particular, whole exome sequencing has 

proved a useful tool to identify, at a low cost, coding variants in genes that are highly intolerant to 

mutation and play important roles in typical neurodevelopment (Srivastava et al. 2019).  

The identification and prioritization of NDD risk genes is important for the discovery of 

underlying biological mechanisms that are perturbed in NDDs (Cardoso et al. 2019). Previous 

studies have identified many monogenic forms of NDDs and revealed the multifactorial and 

polygenic nature of most NDD diagnoses (De Felice et al. 2015; Niemi et al. 2018; Sztainberg and 

Zoghbi 2016). In particular, rare de novo mutations that are observed in genes in NDD cases at a 

significantly higher rate than expected relative to unaffected controls have pinpointed many 

candidate NDD genes, with more than one thousand genes estimated to be NDD risk genes (De 

Rubeis et al. 2014; Heyne et al. 2018; Iossifov et al. 2012; Kaplanis et al. 2020; McRae et al. 2017; 

O’Roak et al. 2012; Sanders et al. 2012; Satterstrom et al. 2020; Wilfert et al. 2017). 

De novo mutations are a class of rare genetic variation in which variants, that are not 

observed in parental genomes, exist in offspring due to mutagenesis in germ cells or errors in 

replication or recombination (Acuna-Hidalgo et al. 2016). De novo mutations may exist as single 

nucleotide variants, insertions and deletions (indels), and copy number variants. Because de novo 

mutations are not inherited, highly penetrant mutations can arise in genes that are critical to 

neurodevelopment and likely under purifying selection (Iossifov et al. 2012; Uddin et al. 2014). In 

fact, individuals affected by NDDs experience a greater burden of non-synonymous de novo 

mutation compared to unaffected controls (Coe et al. 2019; Wilfert et al. 2017). Study of ASD 

simplex families from the Simons Simplex Collection (SSC) has found that de novo likely gene 

disruptive (LGD) mutations occur at a nearly 2-fold increased rate in affected cases (0.21) relative 
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to controls (0.12), as well as displaying an increased rate of missense mutation (Iossifov et al. 

2014). Furthermore, the study of genetic modules impacted by these de novo mutations has 

pinpointed several biological processes relevant to NDD etiology, such as chromatin remodeling, 

the Wnt pathway, synaptic transmission, and the long-term potentiation pathway (Chow et al. 

2019; Kwan et al. 2016; O’Roak, Vives, Fu, et al. 2012; O’Roak, Vives, Girirajan, et al. 2012; 

Wilfert et al. 2017). 

The benefits associated with successful early prediction of NDDs include the improved 

ability of parents to make informed decisions about potential early application of treatments 

(Boivin et al. 2015; Cioni et al. 2016; Corsello 2005). It is important to note that most NDDs cases 

cannot be predicted using de novo coding variation alone; the exome constitutes 1-2% of the 

human genome and the majority of NDD-associated variants are likely to reside in non-coding 

regions involved in the regulation of gene expression (Short et al. 2018; Turner and Eichler 2019). 

Currently, it is estimated that only ~10% of ASD cases and ~20-30% of ID/DD cases have de novo 

LGD variants, and the rate of such variants in the general population is significantly lower (Wang 

et al. 2021). The genetically and phenotypically heterogeneous nature of NDDs indicates that many 

factors, including common and non-coding genetic variants and non-genetic factors, account for a 

large fraction of diagnoses, further complicating our ability for the early prediction of these 

disorders. However, it is possible to confidently predict a subset of individuals who will likely 

develop NDDs due to de novo coding variation in the form of non-synonymous de novo mutations. 

Despite the polygenic nature of NDDs and the multitude of potential genetic or environmental 

causes, focusing specifically on un-inherited, de novo mutations that disrupt protein coding 

sequence permits early prediction for a small fraction of cases with very low false positive rates.  
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The early prediction of NDDs requires a very low false positive rate (FPR) due to potential 

negative consequences, such as the costs associated with early intervention treatments, that may 

result from false positive prediction. The minimization of the FPR is clinically most relevant in 

genetic counseling settings for parents with suspected or confirmed familial risk for NDDs and to 

aid in the decision to begin early intervention treatments in young children. Early diagnosis of 

NDDs via a combination of behavioral and motor assessments, imaging, and genetic testing 

followed by early prediction methods can greatly benefit patient outcomes and lead to timely, 

appropriate treatment (Hadders-Algra 2021). Previously, a method for the early prediction of 

complex disorders, Odin, used de novo LGD variants observed in cases and controls and co-

expression data to identify cases at very low FPR (Huynh and Hormozdiari 2018). The shallow 

neural net (SNN) with novel objective function introduced here incorporates LGD de novo 

mutation, constraint, and conservation data to achieve a higher (> 0.30129) true positive rate (TPR) 

at very low FPR (< 0.01) in comparison to traditional classification models such as random forest, 

support-vector machine (SVM), and logistic regression. Furthermore, the proposed SNN model 

achieves similar PR-AUC and ROC-AUC to other machine learning approaches. An ensemble 

model that averages predictions among the SNN, random forest, SVM, and logistic regression 

models is able to achieve a slightly increased TPR at FPR < 0.01 and comparable PR-AUC. 

Additionally, the SNN is able to rank genes according to their relative importance in NDDs given 

LGD or missense de novo variation, prioritizing candidate NDD genes. 

 

Methods 

Objective: The main objective is to investigate the potential of using machine learning 

approaches for early prediction of NDDs using de novo coding genetic variants in a subset of 
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cases. More formally, we are interested in utilizing de novo coding variants in maximizing the 

fraction of affected NDD cases accurately predicted when limiting the false positive rate (FPR) to 

virtually zero.  

Data collection and preprocessing 

To distinguish neurodevelopmental disorder (NDD) cases from unaffected controls using 

de novo coding variation, de novo likely gene-disruptive (LGD) and missense variants were 

retrieved from denovo-db (version 1.6.1) (Turner et al. 2017, p.). These data consisted of 9,962 

individuals with primary phenotypes of autism spectrum disorder (ASD), intellectual disability, 

and developmental disability and 2,245 controls, of which 6,509 cases and 1,251 controls possess 

non-synonymous coding de novo mutation (Supplementary Table 1). In total, the 7,760 samples 

possessed 1,974 LGD (cases: 1,715; controls: 259) and 10,777 (cases: 9,073; controls: 1,704) 

missense de novo coding mutations. PrimateAI scores were used to quantify the pathogenicity of 

missense variants, in which position-specific scores were calculated for each missense variant 

while incorporating conservation, solvent accessibility, and secondary structure data to yield 

predictions of deleteriousness (Sundaram et al. 2018). Probability of loss-of-function intolerance 

(pLI) and loss-of-function observed/expected upper bound fraction (LOEUF) scores from the 

gnomAD browser (v2.1.1), Residual Variation Intolerance (RVIS) scores based on ExAC v2 

release 2.0 (March 15, 2017 version), and phastCons element scores were also used as features 

(Karczewski et al. 2020; Petrovski et al. 2013; Siepel et al. 2005).  

LGD-specific and missense-specific feature matrices were generated, in which rows 

represent individuals with LGD or missense variation from denovo-db and columns represent 

genes containing de novo mutations (Figure 1A, Additional File 1).  
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Figure 1. Methods overview. A) De novo likely gene-disruptive (LGD) and missense variants from 

probands with neurodevelopmental disorders and controls were retrieved from denovo-db and 

arranged into feature matrices. Constraint and conservation information, in the forms of pLI, 

LOEUF, RVIS, and average phastCons element conservation scores were incorporated as gene 

score features (Karczewski et al. 2020; Petrovski et al. 2013; Siepel et al. 2005) (Additional File 

1). B) To perform hyperparameter optimization and model training, samples were divided into 

training (75%) and testing (25%) sets. Hyperparameter optimization occurs via 3-fold cross 

validation on the partitioned training set. For the shallow neural net (SNN) model (C), performance 

is measured as the true positive rate (TPR) at false positive rate (FPR) < 0.01, which is calculated 

by determining the number of cases (class: black) with predicted probability greater than that of 
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any control (class: white) in the validation fold. For baseline models, consisting of the random 

forest (RF), logistic regression (LR), and support-vector machine (SVM) classifiers, respective 

loss functions are minimized. C) The SNN consists of a single hidden layer and a loss function 

that seeks to minimize the product of predicted false positives (FP) and a parameter ,�, subtracted

from the true positives (TP). D) During the prediction phase, using the model trained with 

optimized hyperparameters, a prediction is made on the withheld testing set. For samples that 

simultaneously have both LGD and missense variation, two separate probabilities are retrieved 

from LGD- and missense-specific models for a given individual, and the maximum predicted 

probability is returned per individual. E) For ranking genes based on their importance to NDDs, 

artificial samples are generated such that each artificial sample has a single de novo variant in a 

unique gene, using either LGD or missense variation, separately. Application of the prediction 

phase (D) on artificial samples yielded a ranking of the relative importance of a gene to NDDs 

determined via de novo coding variation.  
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Model architecture development and hyperparameter tuning 

Separate models were trained for de novo LGD variation and missense variation, referred 

to as shallow neural net (SNN) LGD-specific and missense-specific models. Each variation-

specific SNN consists of two phases, a hyperparameter optimization phase and a prediction phase. 

After splitting all samples into training (75%) and testing (25%) sets, the hyperparameter 

optimization phase is applied to the training set, choosing optimal hyperparameters within a 

selected search space (Figure 1B, Supplementary Table 2, Additional File 1). The purpose of 

the hyperparameter optimization phase for the SNN is to select a set of hyperparameters that yield 

the largest true positive rate at very low false positive rates on the training set to use during the 

prediction phase. Similarly, random forest (sklearn.ensemble.RandomForestClassifier), SVM 

(sklearn.svm.LinearSVC), and logistic regression (sklearn.linear_model.LogisticRegression) 

classifiers, hereon referred to as baseline models, are individually subjected to hyperparameter 

optimization and prediction phases. To allow direct comparison of each model’s performance, 

identical training/testing splits are provided to SNN and baseline models. The performance of SNN 

and baseline models are additionally compared to the TPR and FPR of the following heuristics, in 

which an individual is classified as a case if the individual has an LGD mutation in: 1) any gene 

with a i) SFARI score of 1 (high confidence ASD gene) or ii) SFARI score of 1 or 2 (strong 

candidate ASD gene) (https://gene.sfari.org/database/gene-scoring/), 2) any gene identified by 

SPARK as a i) prioritized or ii) risk gene, and 3) any gene with i) pLI >= 0.90 or ii) LOEUF < 

0.35 (Additional File 1). 

In the hyperparameter optimization and prediction phases (Figure 1C),  

-%## = 1 − (./ −  (,� ∗ 1/)) [Equation 1] 
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is used as a custom loss function (Equation 1) for the SNNs, in which the objective is to minimize 

the product of the number of false positives (FP) and the hyperparameter ,� subtracted from the

true positives (TP). The value of ,� is selected during the hyperparameter optimization phase. The

SNN architecture consists of an input layer, a hidden layer with ReLU activation and an optimized 

number of neurons, and an output layer with sigmoid activation and L2 regularization with an 

optimized regularization parameter ,�. The SNN uses the Adam optimization algorithm.

To return a prediction that incorporates both LGD and missense variation for individuals 

who possess both types of variants simultaneously (referred to as a ‘combined’ prediction), 

predictions are retrieved from the separately trained LGD- and missense-specific models for SNN 

and baseline models. For a given sample with both LGD and missense variation, the maximum 

predicted probability from the two separately trained variation-specific models is returned as the 

predicted probability of being a case primarily due to de novo coding variation (Figure 1D). By 

using the maximum predicted probability, the model is trained to learn the class of an individual 

given their de novo mutation that is predicted to have the largest deleterious effect.  

The average performance of a model over 100 independent training and testing splits is 

measured by determining the average TPR at FPR < 0.01, ROC-AUC, and PR-AUC for LGD-

specific, missense-specific, and combined predictions for the SNN approach using the custom loss 

function, three baseline models, an ensemble model, and an ensemble model excluding SNN 

predictions (Additional File 1). To demonstrate the importance of gene score features and 

PrimateAI scores to increased TPR at FPR < 0.01, SNN and baseline models were trivially trained 

on one-hot encoded feature matrices indicating only the presence or absence (denoted as 1 or 0, 

respectively) of de novo LGD or missense mutation, and performance metrics were returned. To 

additionally assess the performance of the missense-specific model using only deleterious 
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missense variation with PrimateAI scores >= 0.803 (as described in Sundaram et al. 2018), the 

missense-specific model i) was trained using only samples with deleterious missense variation 

(PrimateAI >= 0.803) without discarding any samples, or ii) was executed while excluding 

samples without deleterious missense mutation from training and testing sets. 

 

Neurodevelopmental disorder (NDD) gene ranking 

To rank genes according to their relative importance to NDDs using de novo coding 

variation in the form of de novo LGD mutations or missense mutations, two sets of artificial 

samples (LGD- and missense-specific) were created. The artificial samples each contain a single 

LGD (or missense) variant in a unique gene in the human genome (Figure 1E). The probability of 

being a case is predicted for each of these artificial samples using the previously trained SNN 

LGD- or missense-specific models. For every artificial sample and its corresponding gene 

containing a de novo LGD (or missense) variant, the predicted probability indicates the relative 

importance of the gene to NDD risk from de novo coding variation. Enrichment of de novo LGD 

and missense mutation in NDD cases relative to controls was assessed (Additional File 1).  

 

Results 

To identify, at very low false positive rates, a subset of affected NDD cases using rare 

coding variation consisting of de novo LGD and missense variation, LGD- and missense-specific 

feature matrices indicating the presence of de novo variation within genes were constructed 

(Figure 1A). Additional features incorporating constraint and conservation data were used to 

improve classification of NDD cases using LGD variation. The ability of SNNs (Figure 1C) to 

classify NDD cases at very low false positive rates were compared to various classifiers, including 
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random forest, support-vector machine (SVM), and logistic regression (baseline models), in 

addition to three heuristics.  

De novo likely gene-disruptive (LGD) mutations distinguish a subset of NDD cases from controls 

with low false positive rate 

At very low false positive rates (FPR < 0.01), an SNN trained on an LGD-specific feature 

matrix captures 30.1% of NDD cases possessing any de novo LGD coding variation. In comparison 

to baseline models, the SNN trained on an LGD-specific feature matrix is able to identify 5.29% 

to 10.25% (95% confidence interval (CI)) more NDD cases at FPR < 0.01 than the random forest 

classifier, and more than 5.73% to 17.26% (95% CI) NDD cases than SVM or logistic regression 

models (Figure 2, Table 1, Supplementary Figure 1). To measure the extent to which the SNN 

and other models achieve increased TPR at FPR < 0.01 compared to a randomized model, a z-

score was also calculated (Additional File 1, Table 1).  



119

A B

C D

E F



 120

Figure 2. Receiver operating characteristic (ROC) and precision recall (PR) curves for LGD- and 

missense-specific and combined predictions for SNN and baseline (random forest, SVM, and 

logistic regression) models. Random classification is displayed as a dashed blue line in all PR 

curves. Models trained on LGD-specific variation feature matrices additionally use constraint and 

conservation gene score information, whereas models provided with missense-specific feature 

matrices do not use gene score information. For LGD-specific features, the SNN achieves greater 

TPR at low FPR < 0.01 compared to baseline models, a trend which is evident even at FPR < 0.05 

(A), and the SNN achieves comparable precision at lower recall compared to baseline models (B). 

Models trained on missense-specific variation alone are poor predictors of NDD status; SNN and 

baseline models show similar TPR at FPR < 0.05, with the SNN achieving slightly higher rates at 

low FPR (C). The SNN displays comparable precision at low recall thresholds when trained on 

missense-specific variation (D). E) For combined prediction for samples with both missense and 

LGD variation, the proportion of cases captured at FPR < 0.01 is largest for the SNN, and similar 

precision at low recall is observed for the SNN compared to baseline models (F).  
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For the SNN, ROC-AUC and PR-AUC values of 0.72785 (0.7227 to 0.7326, 95% 

confidence interval (CI)) and 0.9505 (0.9490 to 0.9519, 95% CI), respectively, were observed 

(Table 1). Observed PR-AUC values were comparable among the SNN and baseline models in 

their deviance from the randomized model, displaying similar z-scores. Note that due to the large 

number of cases in proportion to controls in available datasets, PR-AUC values for SNN and 

baseline models are significantly inflated; the random assignment model has an PR-AUC of over 

0.85.  

The inclusion of gene score features derived from pLI, LOEUF, RVIS, and phastCons 

element scores improves upon an SNN trivially trained only on LGD mutations (TPR at FPR < 

0.01 = 0.24532, ROC-AUC = 0.66696, PR-AUC = 0.93597) (Supplementary Table 3, 

Supplementary Figure 2). In addition, baseline and SNN models yield similar performance 

metrics when trivially trained on only LGD mutations, indicating that the inclusion of gene 

constraint and conservation information is important to accurate classification of NDD cases using 

de novo LGD mutations (Supplementary Table 3).  

Compared to the TPR and FPR of the three previously described heuristics, in which a 

sample was classified as a case if the sample possessed an LGD mutation in a set of prioritized 

genes, decreased TPR at low FPR thresholds in comparison to the SNN was observed for each 

heuristic (Supplementary Table 4, Supplementary Figure 3). No heuristic achieved similar TPR 

values greater than 0.30 at FPR less than 0.01.  



Table 1. Average true positive rate (TPR) at false positive rate (FPR) < 0.01, receiver operating characteristic (ROC) - area under the 

curve (AUC), and precision recall - area under the curve (PR-AUC) for LGD-specific, missense-specific, and combined shallow neural 

net (SNN), baseline, ensemble models, and randomized predictions. An ensemble model generated only from the predictions of baseline 

models while excluding SNN predictions is referred to as 'Ensemble - SNN'. To generate randomized predictions, probabilities drawn 

from a uniform distribution were randomly assigned to samples. Average performance metrics are measured over 100 independent 

iterations of randomized training/testing splits on the testing set, in which the same training/testing partition is provided to all models at 

each iteration. Confidence intervals (95% CI) are indicated in parentheses, followed by a z-score quantifying the deviance from the 

mean performance metric of a certain model and the randomized model (Additional File 1). The PR-AUC values associated with 

randomized predictions were calculated by dividing the number of cases in a testing set by the total number of samples within the testing 

set. 

Input features Model TPR at FPR < 0.01 (95% CI); z-score ROC-AUC (95% CI); z-score PR-AUC (95% CI); z-score 

LGD-specific SNN 0.30129 (0.2906, 0.3124); 4.93244 0.72785 (0.7227, 0.7326); 4.01329 0.95050 (0.949, 0.9519); 5.86600

Random forest 0.22342 (0.2099, 0.2377); 2.83170 0.71997 (0.7154, 0.7244); 3.95991 0.94866 (0.9472, 0.95); 5.81660 

SVM 0.16790 (0.1398, 0.1962); 1.04685 0.73199 (0.7278, 0.7365); 4.18017 0.94825 (0.9463, 0.9498); 5.33855 

Logistic 

regression 

0.20632 (0.18, 0.2333); 1.34869 0.72695 (0.7222, 0.7317); 4.06566 0.94877 (0.9471, 0.9504); 5.58760 

Ensemble 0.30715 (0.2965, 0.3174); 5.08163 0.73037 (0.7261, 0.7347); 4.14049 0.95176 (0.9504, 0.953); 6.08741 

1
22

 



Ensemble - SNN 0.23347 (0.2213, 0.2453); 3.33032 0.72823 (0.724, 0.7325); 4.10213 0.95023 (0.9488, 0.9515)); 6.00325 

Randomized 0.01660 (0.0135, 0.0202) 0.50627 (0.4963, 0.5164) 0.8698 

Missense-

specific 

SNN 0.02334 (0.0199, 0.0267); 1.09477 0.54378 (0.5391, 0.5483); 1.23832 0.88139 (0.878, 0.885); 2.40309

Random forest 0.01279 (0.0109, 0.0151); 0.78867 0.53086 (0.5287, 0.533); 1.17197 0.87220 (0.8705, 0.8738); 3.97519 

SVM 0.02610 (0.022, 0.0301); 1.09631 0.55910 (0.5564, 0.5618); 2.22556 0.87486 (0.8737, 0.876); 5.88837 

Logistic 

regression 

0.01214 (0.0101, 0.0144); 0.72456 0.55810 (0.5551, 0.5609); 2.13551 0.87071 (0.8694, 0.872); 4.82097 

Ensemble 0.02530 (0.022, 0.0288); 1.18239 0.56006 (0.5571, 0.5631); 2.18983 0.87374 (0.8726, 0.8749); 5.71154 

Ensemble - SNN 0.02386 (0.0205, 0.0272); 1.13687 0.55915 (0.5564, 0.5619); 2.18614 0.87383 (0.8726, 0.8751); 5.69270 

Randomized 0.00406 (0.0033, 0.0048) 0.50304 (0.4991, 0.5071) 0.8350 

Combined SNN 0.31985 (0.3038, 0.3348); 3.55285 0.71422 (0.7071, 0.7215); 2.93749 0.94685 (0.9445, 0.949); 3.95676 

Random forest 0.22892 (0.2129, 0.2456); 2.39793 0.71830 (0.7121, 0.7246); 3.15223 0.94740 (0.9453, 0.9494); 4.02305 

SVM 0.23267 (0.2058, 0.2598); 1.41386 0.72803 (0.7211, 0.7346); 3.21778 0.94620 (0.9437, 0.9486); 3.67270 

Logistic 

regression 

0.25347 (0.226, 0.2837); 1.48639 0.73280 (0.7269, 0.7389); 3.34153 0.94874 (0.9466, 0.951); 4.05063

Ensemble 0.33567 (0.3216, 0.3508); 3.87773 0.74128 (0.7345, 0.7481); 3.42116 0.95215 (0.9501, 0.9541); 4.35673 

Ensemble - SNN 0.23961 (0.2249, 0.2549); 2.63914 0.73737 (0.7302, 0.7447); 3.30974 0.94899 (0.9468, 0.951); 4.09443 

Randomized 0.02898 (0.0224, 0.036) 0.53177 (0.5218, 0.5409) 0.8701 

1
23
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Integration of missense and LGD-specific models improves prediction on individuals with both de 

novo missense and LGD variants 

To assess the ability of de novo missense mutations to distinguish NDD cases from 

unaffected controls, de novo missense variants from individuals with at least one missense variant 

were retrieved, consisting of 6,947 samples possessing a total of 10,777 missense mutations. SNN 

and baseline models trained on missense variation capture less than 2.6% of NDD cases at FPR < 

0.01 (Figure 2, Table 1), indicating that accurate prediction of NDDs using only missense de novo 

variants is an extremely challenging problem. Slightly increased TPR at FPR < 0.01 is observed 

when the missense-specific model is trained only on deleterious missense variation without 

removing any samples from training and testing; excluding samples without deleterious missense 

variation from training and testing yields 2,242 samples (2,257 cases; 248 controls) with 2,505 

deleterious missense variants and increased TPR at FPR < 0.01 (Supplementary Table 5). 

For samples possessing both de novo missense and LGD variants, accurate prediction of 

NDD cases at low FPR can be improved by taking the maximum predicted probability from two 

models trained separately on only missense or LGD variation, referred to as a 'combined' 

prediction (Figure 2, Table 1). Combined prediction on samples with both missense and LGD 

variation captures an increased fraction of cases. For example, compared to the LGD-specific 

SNN, an SNN using combined prediction is able to detect at most 4.22% more affected cases at 

FPR < 0.01 (95% CI). TPR at FPR < 0.01 - associated z-scores for the SNN are greater by 1.41- 

2.51 than values observed for baseline models using combined predictions.  

Ensemble prediction yields increased true positive rates at very low false positive rates compared 

to separately trained shallow neural net (SNN) and baseline models 
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An ensemble prediction was generated by returning the average predicted probability from 

the SNN, random forest, SVM, and logistic regression models for a given sample in the testing set. 

Compared to SNN and baseline models for LGD-specific, missense-specific, and combined 

models, the ensemble model consistently yields a larger TPR at low FPR values (Supplementary 

Figure 4, Table 1). The predictive contribution of the SNN to the ensemble model is more 

substantial than that of the baseline models. For example, the TPR at FPR < 0.01 is greater for 

LGD-specific and combined prediction SNNs than ensemble models that exclude SNN 

predictions, referred to as 'Ensemble - SNN' (Table 1, Supplementary Figure 4). Additionally, 

for LGD-specific and combined predictions, there is no overlap of 95% CIs between SNN and 

Ensemble - SNN models. From the ensemble prediction's constituent models, the SNN performs 

most similarly to the full ensemble method, differing by 0.586% and 1.582% in TPR at FPR < 

0.01 given LGD-specific and combined predictions, respectively. In addition, the ensemble model 

achieves a slightly higher average PR-AUC, as evidenced by an increased z-score, than any 

individual SNN or baseline model for corresponding LGD-specific (0.95176) or combined 

predictions (0.95215) (Table 1).  

Integration of constraint, conservation, and de novo mutation data permit NDD gene prioritization 

Training of SNNs (Figure 1C) on variation-specific feature matrices enables NDD risk 

gene ranking according to the effect of de novo missense and LGD mutations within specific genes 

(Figure 1E). For example, using only LGD variants during SNN training reveals genes that are 

sensitive to LGD mutations and play important roles in typical neurodevelopment. Gene rankings 

and associated SFARI Gene scores are displayed in Supplementary Table 6 in descending order 

according to their relative importance to NDD risk.  
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For artificial LGD samples (that each possess a single LGD variant in a unique gene), an 

increased enrichment of LGD variants is observed in NDD cases relative to unaffected controls at 

increasing predicted probabilities (Figure 3A), and a slight increased enrichment of missense 

variants is also observed in NDD cases for genes ranked according to a trained LGD-specific SNN 

(Figure 3B). The difference in enrichment (23�44) of LGD or missense mutation in cases relative 

to controls per gene is calculated by Equation 2 (Additional File 1). Significant correlation exists 

between pLI (p-value < 2.25e-79) and LOEUF (p-value < 1.09e-63) values with predicted 

probability ranks for artificial LGD samples (Figure 3C-D). For gene rankings produced by a 

missense-specific SNN, similar trends in enrichment of de novo coding variation in NDD cases 

relative to controls are observed, although the range of probabilities predicted by the missense-

specific SNN narrows compared to the LGD-specific SNN, and the strength of correlation amongst 

pLI and LOEUF values with predicted probabilities is reduced (Supplementary Figure 5).   
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Figure 3. Increased enrichment of de novo LGD and missense mutation in NDD cases relative to 

unaffected controls in highly ranked NDD genes according to an SNN trained on an LGD-specific 

feature matrix. Applying a trained SNN on artificial samples containing a single unique LGD 

variant allows the SNN to rank genes according to their relative importance to NDD risk with 

respect to LGD coding variation. The difference in enrichment in NDD cases versus controls per 

A B

C D
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ranked gene is calculated by Equation 2 (Additional File 1) and displayed on the y-axes. 

Increasing probability (x-axes) indicates increasing importance to NDD risk. The average 

predicted probability was determined for each artificial sample over 100 independent iterations, 

and 95% confidence intervals are shown. At increasing probabilities for artificial samples with 

LGD variants, a steady, increased enrichment of LGD in cases (A) is observed, and a slight 

enrichment of missense variation (B) in cases relative to controls is also observed at increasing 

probabilities. The probability (ranks) assigned to genes is significantly correlated with both pLI 

(C) and LOEUF (D) values retrieved from gnomAD (v2.1.1). pLI values range from 0 to 1, where

values above 0.9 suggest intolerance to LGD mutation, whereas LOEUF values represent a ratio 

of observed over expected LGD mutations and values less than 0.35 suggest intolerance to LGD 

mutation.   
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For the LGD-specific SNN model, inclusion of gene score features generated from pLI, 

LOEUF, RVIS, and PhastCons produces rankings with greater enrichment of LGD variation in 

cases relative to controls at higher probabilities than an LGD-specific SNN model trivially trained 

on one-hot encoded mutation information that excludes gene score features (Supplementary 

Figure 6). 

 

Discussion 

To distinguish neurodevelopmental disorder (NDD) cases from unaffected controls at extremely 

low false positive rates using de novo coding variation and measures of gene constraint and 

conservation, we developed a shallow neural network (SNN) with a customized objective function 

to maximize true positives while simultaneously minimizing false positives (Figure 1). Although 

most cases of NDDs arise from a variety of classes of genetic variation, particularly common, non-

coding, and structural variants, focusing specifically on de novo coding variation of relatively large 

effect size is a tradeoff to obtain significantly reduced FPR on a small but significant subset of 

samples. Compared to traditional machine learning techniques, such as random forest, support 

vector machine (SVM), and logistic regression (referred to as 'baseline' models), the constructed 

SNN is able to achieve greater true positive rates (TPR) at false positive rates (FPR) less than 0.01 

given LGD-specific variation (Table 1, Figure 2). The ability of the SNN to capture more than 

30% of cases at FPR < 0.01, corresponding to at least 5.29% more cases than any baseline model 

(Table 1), indicates that the use of a SNN with the custom loss function (Equation 1) is beneficial 

in classifying NDD cases at very low FPR. Note that it is estimated that LGD variants have been 

observed in roughly 10% of ASD cases and up to 30% of DD cases (Wang et al. 2021). Thus, our 



 

 130

results indicate that the proposed SNN should be able to identify >3% of ASD and >10% of all 

DD cases while having an FPR of virtually zero simply by considering de novo LGD variants.   

 To demonstrate that gene scores related to constraint and conservation, including pLI, 

LOEUF, RVIS, and phastCons, were useful and necessary for the SNN to yield elevated TPR at 

FPR < 0.01 compared to baseline models given LGD-specific variation, the performance of 

trivially trained SNN and baseline models were measured (Supplementary Table 3, 

Supplementary Figure 2). During trivial training, only a feature matrix of one-hot encoded values 

(1 or 0) denoting the presence or absence of a de novo coding variation within a gene were provided 

as input features to models. We note that most de novo mutations retrieved from denovo-db were 

identified via simplex studies that facilitate the identification of de novo variants, thus potentially 

introducing biased prediction in favor of variants identified via simplex rather than multiplex 

studies. We would also like to note that multiplex NDD cases will have a potentially lower chance 

of being caused by de novo variants and thus reduce the ability of our model’s accurate prediction 

of these cases. Similar TPR at FPR < 0.01 values are reported for trivially trained and trivially 

trained baseline models, indicating that the inclusion of gene score features greatly contributes to 

the SNN's improved ability to classify NDD cases at very low FPR.  

In addition, a simple ensemble method that uses the average predicted probability from 

SNN and baseline model predictions is able to identify NDD cases at greater TPR at FPR < 0.01 

and slightly increased precision at lowered recall than any of its constituent models (Table 1, 

Supplementary Figure 4). Excluding SNN predictions from the ensemble model reveals that the 

SNN, compared to baseline models, contributes substantially to the ensemble model's ability to 

accurately classify NDD cases at low FPR values. In fact, for LGD-specific variation, an ensemble 
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method that excludes SNN predictions produces decreased TPR at FPR < 0.01 metrics compared 

to the SNN alone (Table 1).  

 The ability of SNN and baseline models to use only missense variation to identify NDD 

cases is relatively poor. However, the incorporation of both missense and LGD-specific 

predictions during 'combined' prediction for samples containing both LGD and missense variation, 

in which the maximum predicted probability from two separately trained missense- and LGD-

specific models are returned, increases average TPR at FPR < 0.01 compared to using only 

probabilities predicted by an LGD-specific model (Table 1, Figure 2). The improved performance 

of combined predictions indicates that certain samples possessing very deleterious missense 

variation (in addition to LGD variation) are correctly classified as cases when the predicted 

probability associated with the missense-specific model, rather than the LGD-specific model, is 

retrieved. 

 SNNs trained on LGD- and missense-specific feature matrices containing de novo coding 

variation from NDD cases and controls are able to rank genes according to their relative 

importance to NDD risk when applied to artificial samples which each contain a single type of de 

novo variant in a single gene (Supplementary Table 6). An increased enrichment of de novo LGD 

and missense mutation in NDD cases relative to controls is observed in highly ranked genes (those 

with higher predicted probability of being a case) using LGD-specific variation (Figure 3). 

Significant, strong correlation exists between predicted probability for artificial samples for both 

the pLI and LOEUF constraint metrics, showing that the ranking via LGD-specific variation can 

accurately detect most high risk NDD genes. Among the 50 most highly ranked genes using LGD-

specific variation, a total of 47 out of 50 genes are classified as high confidence (39 genes with 

score 1), strong candidate (6 genes with score 2), and suggestive evidence (2 genes with score 3) 
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autism spectrum disorder (ASD) risk genes, including genes relevant to syndromes, according to 

SFARI Gene and OMIM (Supplementary Table 6). Among genes with predicted probabilities 

greater than 0.90 (ranks 1-55), four genes (WDR45, CLTC, BRPF1, and GATAD2B) do not possess 

SFARI annotations, but have been associated with neurodegeneration and intellectual disability 

according to OMIM annotations. Highly ranked genes lacking both SFARI Gene scores and 

OMIM annotations suggest candidate NDD genes susceptible to de novo LGD variation. Evidence 

of association with NDDs (ZFHX3 (Fuller et al. 2018), CHD5 (Parenti et al. 2021), UBR3 (Murcia 

Pienkowski et al. 2020)) or enrichment of de novo LGD mutation in NDD cases (ANP32A, SKIDA1 

(Coe et al. 2019)), neurodegeneration (ANP32A (Podvin et al. 2020), HECTD1 (Schmidt et al. 

2021)), gliomas (LARP4B (Koso et al. 2016)), synapses and neuronal formation (LMTK3 

(Takahashi et al. 2020), DOT1L (Franz et al. 2019)) have been studied in model organisms, cell 

lines, and families for these candidate NDD genes.  

Weaker correlation is observed for missense-specific rankings with pLI and LOEUF 

values, and enrichment of de novo non-synonymous mutation is also present in NDD cases relative 

to controls, although to a lesser extent compared to LGD-specific rankings (Supplementary 

Figure 5). The missense-specific rankings are distinct from LGD rankings in their ability to 

identify genes potentially sensitive to missense variation (Supplementary Table 6). Among 

highly ranked genes lacking SFARI Gene scores and OMIM annotations, previous studies suggest 

association with NDDs and schizophrenia (OBSCN (Hashimoto et al. 2016), PLEC (Dincer et al. 

2015), RYR2 (Lieve et al. 2019), ZSWIM8 (Tischfield et al. 2017)), cortical formation and 

thickness (LAMA5 (Omar et al. 2017), GOLGA3 (Kim et al. 2017)), and neurodegenerative 

diseases (PKHD1 (Santos-Laso et al. 2020), DNAH1 (Thonberg et al. 2017)). 
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Our results indicate that we can accurately predict a small, yet significant fraction of NDD 

cases using de novo coding variants. Currently, whole-exome or whole-genome sequencing of trios 

is not common practice. However, to make the early prediction of these disorders a reality, such 

sequencing should become common practice. Furthermore, our approach only covers a small 

fraction of affected patients and additional methods that use other types of biomolecular signatures, 

such as common variants, rare non-coding variants, and epigenomic markers, are needed to 

increase the reach of early prediction to a larger fraction of cases.  

 

Conclusion 

In summary, the described SNN identifies NDD cases at higher TPR while having very low FPR 

in comparison to traditional machine learning methods. Several factors contribute to the improved 

performance of the proposed approach, namely: the use of gene constraint and conservation 

features in LGD-specific prediction and a custom loss function that specifically seeks to maximize 

the TPR while minimizing the FPR. An ensemble method, aggregated from SNN and baseline 

model predictions, is able to correctly classify a greater proportion of cases at FPR < 0.01 

compared to any individual model. The SNN itself is a major contributor to increased TPR at FPR 

< 0.01 observed in the ensemble model. Although de novo missense mutation alone is a poor 

predictor of case status relative to LGD mutation, missense-specific predictions are useful during 

combined prediction for identifying additional cases that possess highly deleterious missense 

mutation in addition to LGD mutation. Fully trained SNNs on LGD- or missense-specific variation 

are also useful in NDD risk gene prioritization, revealing candidate NDD genes enriched in de 

novo non-synonymous mutations in NDD cases relative to controls. 
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Supplementary information 

Additional File 1 (PDF) includes six figures (Supplementary Figures 1-6), five tables 

(Supplementary Tables 1-5), and supplementary methods.  

Supplementary Table 6 (XLS). Ranking indicating relative importance of a gene to NDD risk 

according to rare de novo LGD and missense coding variation. Ranks, also known as the predicted 

probability of being a case for an artificial sample, closer to 1 symbolize greater importance to 

NDD risk. Multiple rankings are shown based on input features provided to SNN prediction 

models. Rankings are displayed on separate tabs, in which a tab label beginning with 'LGD' and 

'Missense' indicates rankings based on LGD- and missense-specific variation, respectively. Tab 

labels containing 'Trivial' correspond to rankings created using trivial one-hot encoding of de novo 

mutations in input feature matrices, whereas labels containing 'Final' correspond to non-trivially 

trained models, in which LGD-specific models use both mutation information and gene score 

features. SFARI Gene scores ('score') and syndromic status ('syndromic') and OMIM disease 

associations ('OMIM') are also displayed.  
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Supplementary Figure 1. Receiver operating characteristic (ROC) curves for LGD- and missense-

specific shallow neural net (SNN) and baseline (random forest, SVM, and logistic regression) 

models at all false positive rate (FPR) thresholds. 
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Supplementary Figure 2. Receiver operating characteristic (ROC) and precision recall (PR) curves 

for LGD- and missense-specific SNN, baseline (random forest, SVM, and logistic regression), and 

ensemble models trivially trained on only one-hot encoded mutation information. 'Ensemble - 
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SNN' refers to an ensemble model generated only from the predictions of baseline models. For a 

given sample, the ensemble model uses the average of the predicted probabilities from SNN and 

baseline models. SNN, baseline, and ensemble models perform similarly while trained only on 

LGD-specific (A-B), missense-specific (C-D), and combined mutation information (E-F). Models 

trained on missense-specific (C-D) variation alone are poor predictors of NDD status. 
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Supplementary Figure 3. Receiver operating characteristic (ROC) curves for three heuristics. For 

each heuristic, samples with a likely gene-disruptive (LGD) mutation in genes within a particular 

gene set were classified as cases. The full range of the ROC curve is displayed on the left, and a 

magnification is displayed on the right.  
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Supplementary Figure 4. Receiver operating characteristic (ROC) curves at low false positive rate 

(FPR) and precision recall (PR) curves for LGD- and missense-specific SNN, baseline (random 

forest, SVM, and logistic regression), and ensemble models. Models trained on LGD-specific 

A B

C D

E F
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variation feature matrices additionally use constraint and conservation gene score information, 

whereas models provided with missense-specific feature matrices do not use gene score 

information. For a given sample, the ensemble model uses the average of the predicted 

probabilities from SNN and baseline models. Ensemble - SNN refers to an ensemble of baseline 

models while excluding SNN predictions. A-B) For LGD-specific features, the ensemble model 

and SNN achieve greater TPR at low FPR < 0.01 compared to baseline models, a trend which is 

evident even at FPR < 0.05. Increased precision at low recall is observed for an ensemble model 

trained on LGD-specific variation. C-D) Models trained on missense-specific variation alone are 

poor predictors of NDD status; SNN and baseline models show similar TPR at FPR < 0.05, with 

the SNN and ensemble models achieving slightly TPR higher rates at low FPR. All models display 

comparable precision at low recall. E-F) For combined prediction for samples with both missense 

and LGD variation, the proportion of cases captured at FPR < 0.01 is largest for the ensemble 

model, followed by the SNN. The ensemble model achieves the largest precision at low recall 

thresholds. 
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Supplementary Figure 5. Increased enrichment of de novo LGD and missense mutation in NDD 

cases relative to unaffected controls in more highly ranked NDD genes according to an SNN 

trained on a missense-specific feature matrix. Applying a trained SNN on artificial samples 

containing a single unique missense variant allows the SNN to rank genes according to their 

relative importance to NDD risk with respect to missense coding variation. The difference in 
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enrichment in NDD cases versus controls is calculated by Equation 2 (supplementary methods) 

and displayed on the y-axes. Increasing probability (x-axes) indicates increasing importance to 

NDD risk. The average predicted probability was determined for each artificial sample over 100 

independent iterations, and 95% confidence intervals are shown. At increasing probabilities for 

artificial samples with missense variants, an increased enrichment of LGD in cases (A) and 

missense in cases (B) is observed. The probability (ranks) assigned to genes is weakly correlated 

with both pLI (C) and LOEUF (D) values. 
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Supplementary Figure 6. Increased enrichment of de novo LGD and missense mutation in NDD 

cases relative to unaffected controls in highly ranked NDD genes according to an SNN trivially 

trained LGD-specific feature matrix consisting only of one-hot encoded mutation information. 

Applying a trivially trained SNN on artificial samples containing a single unique LGD variant 

allows the SNN to rank genes according to their relative importance to NDD risk with respect to 



148

LGD coding variation. The difference in enrichment in NDD cases versus controls is calculated 

by Equation 2 and displayed on the y-axes. Increasing probability (x-axes) indicates increasing 

importance to NDD risk. The average predicted probability was determined for each artificial 

sample over 100 independent iterations, and 95% confidence intervals are shown. At increasing 

probabilities for artificial samples with LGD variants, a steady, increased enrichment of LGD in 

cases (A) is observed. A slight enrichment of missense variation (B) in cases relative to controls 

is also observed at larger probabilities. The probability (ranks) assigned to genes is weakly 

correlated with both pLI (C) and LOEUF (D) values. 
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Supplementary Table 1. Neurodevelopmental disorder samples retrieved from denovo-db and 

associated primary phenotypes. 

Study Primary Phenotype Cases Controls 

Simons Simplex 

Collection 

Autism 2,508 1,911 

ASC Autism 1,445 

MSSNG Autism 1,625 

NIMH Autism 10 

Hashimoto Autism 30 

GoNL Control 250 

Gulsuner Control 84 

Rauch Intellectual disability 51 

DDD Developmental 

disorder 

4,293 
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Supplementary Table 2. Search space for optimal hyperparameters. A single parameter is varied 

while other values are held constant on values most frequently determined to yield the highest 

average true positive rate (TPR) at false positive rate (FPR) < 0.01 in 100 independent iterations. 

Batch size ,� ,� Neurons 

[8, 16, 32] 100 1e-5 16 

32 [70, …, 120] 1e-5 16 

32 100 [1e-6, …, 1e-2] 16 

32 100 1e-5 [8, 16, 32] 



Supplementary Table 3. Average true positive rate (TPR) at false positive rate (FPR) < 0.01, area under the curve (ROC-AUC), and 

precision recall area under the curve (PR-AUC) for LGD-specific, missense-specific, and combined shallow neural net (SNN), baseline, 

randomized predictions, and ensemble models trivially trained on feature matrices containing only one-hot encoded mutation 

information. 'Ensemble - SNN' refers to an ensemble model generated only from the predictions of baseline models. Average 

performance metrics are measured over 100 independent iterations of randomized training/testing splits on the testing set, in which the 

same training/testing partition is provided to all models at each iteration. Confidence intervals (95% CI) are indicated in parentheses, 

followed by a z-score quantifying the deviance from the mean performance metric of a certain model and the randomized model 

(supplementary methods).  

Input features Model TPR at FPR < 0.01 (95% CI); z-score ROC-AUC (95% CI); z-score PR-AUC (95% CI); z-score 

LGD-specific SNN 0.24532 (0.2364, 0.2544); 3.85542 0.66696 (0.6616, 0.6727); 2.84528 0.93597 (0.9344, 0.9377); 4.39382 

Random forest 0.24593 (0.2358, 0.2559); 3.86630 0.66027 (0.657, 0.6636); 3.13763 0.94557 (0.9440, 0.9469); 5.40379 

SVM 0.25911 (0.2504, 0.2676); 4.43549 0.67015 (0.6668, 0.6734); 3.33195 0.94637 (0.9448, 0.9478); 5.37662 

Logistic regression 0.24141 (0.234, 0.2487); 4.71332 0.66768 (0.6644, 0.6711); 3.28010 0.94670 (0.9452, 0.9482); 5.51134 

Ensemble 0.25526 (0.2463, 0.2645); 4.45173 0.67449 (0.6697, 0.6794); 3.05424 0.93795 (0.9362, 0.9395); 4.59742 

Ensemble - SNN 0.25909 (0.2503, 0.2672); 4.38812 0.66892 (0.6654, 0.6725); 3.30916 0.94658 (0.9451, 0.948); 5.46046 

Randomized 0.01590 (0.0133, 0.019) 0.51564 (0.5086, 0.5233) 0.8684 

Missense-specific SNN 0.01274 (0.011, 0.0146); 0.81483 0.54538 (0.5427, 0.548); 1.81664 0.86321 (0.8621, 0.8643); 4.20065 

Random forest 0.01788 (0.0157, 0.0205); 0.94788 0.53337 (0.5311, 0.5357); 1.39329 0.87390 (0.8723, 0.8757); 3.85907 

SVM 0.00777 (0.0064, 0.0093); 0.41541 0.54479 (0.5424, 0.5472); 1.86765 0.86141 (0.8723, 0.8757); 3.40463 

1
51

 



Logistic regression 0.00442 (0.0037, 0.0052); 0.09893 0.54581 (0.5435, 0.5484); 1.91177 0.86023 (0.8602, 0.8626); 3.57777 

Ensemble 0.01385 (0.0121, 0.0157); 0.87097 0.54842 (0.5458, 0.551); 1.96634 0.86460 (0.8591, 0.8613); 4.51338 

Ensemble - SNN 0.01385 (0.0123, 0.0158); 0.87638 0.54726 (0.545, 0.5496); 1.98008 0.86464 (0.8636, 0.8656); 4.48374 

Randomized 0.00382 (0.0031, 0.0046) 0.49954 (0.496, 0.503) 0.8353 

Combined SNN 0.27952 (0.2671, 0.2929); 2.93042 0.67796 (0.6705, 0.6855); 2.45043 0.93764 (0.9356, 0.94); 3.17344 

Random forest 0.28581 (0.2743, 0.2972); 3.19354 0.66765 (0.6634, 0.6715); 2.74962 0.94663 (0.9449, 0.9484); 3.82637 

SVM 0.29840 (0.2867, 0.309); 3.43782 0.68337 (0.6785, 0.688); 2.89963 0.94854 (0.9466, 0.9506); 3.92888 

Logistic regression 0.12399 (0.1013, 0.1488); 0.63492 0.69015 (0.6841, 0.6963); 2.87051 0.93856 (0.9357, 0.9414); 2.92455 

Ensemble 0.29459 (0.2828, 0.306); 3.34720 0.68981 (0.6825, 0.6968); 2.70058 0.94080 (0.9387, 0.943); 3.42898 

Ensemble - SNN 0.30602 (0.2944, 0.3179); 3.49605 0.68776 (0.6831, 0.6925); 2.99052 0.94837 (0.9466, 0.9503); 3.91210 

Randomized 0.03293 (0.0274, 0.0387) 0.51969 (0.512, 0.5281) 0.8690 

1
52
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Supplementary Table 4. True positive (TPR) and false positive rates (FPR) for three heuristics. A 

sample was classified as a case if the sample contained a likely gene-disruptive (LGD) mutation 

in a set of risk genes where the gene 1) i) has a SFARI score of 1 or ii) a SFARI score of 1 or 2, 2) 

was classified as a SPARK i) prioritized gene or ii) risk gene, and 3) i) pLI >= 0.90 or ii) LOEUF 

< 0.35. 

Heuristic TPR FPR 

SFARI, score 1 0.1056 0.0311 

SFARI, score 1 or 2 0.1474 0.0545 

SPARK (prioritized) 0.0535 0.0056 

SPARK (risk) 0.0873 0.025 

pLI >= 0.9 0.3491 0.2369 

LOEUF < 0.35 0.3569 0.2481 



Supplementary Table 5. Average true positive rate (TPR) at false positive rate (FPR) < 0.01, area under the curve (ROC-AUC), and 

precision recall area under the curve (PR-AUC) for missense-specific shallow neural net (SNN), baseline, randomized predictions, and 

ensemble models using feature matrices containing only one-hot encoded deleterious (PrimateAI score >= 0.803) missense variation i) 

during training without removing any samples from the dataset or ii) during both training and testing by removing samples without 

deleterious missense variation from the dataset. 'Ensemble - SNN' refers to an ensemble model generated only from the predictions of 

baseline models. Average performance metrics are measured over 100 independent iterations of randomized training/testing splits on 

the testing set, in which the same training/testing partition is provided to all models at each iteration. Confidence intervals (95% CI) are 

indicated in parentheses, followed by a z-score quantifying the deviance from the mean performance metric of a certain model and the 

randomized model (supplementary methods).  

Input features Model TPR at FPR < 0.01 (95% CI); z-score ROC-AUC (95% CI); z-score PR-AUC (95% CI); z-score 

Missense-specific (i) SNN 0.02829 (0.0211, 0.0359); 1.33101 0.54744 (0.542, 0.5525); 1.97382 0.87008 (0.8681, 0.8722); 6.10794 

Random forest 0.02660 (0.0202, 0.0336); 1.38829 0.54222 (0.5374, 0.5474); 1.76958 0.87564 (0.8715, 0.8797); 3.85456 

SVM 0.02584 (0.0175, 0.0337); 1.04541 0.55408 (0.5489, 0.5595); 2.29522 0.87556 (0.8726, 0.8783); 5.52276 

Logistic regression 0.01033 (0.0062, 0.0151); 0.57026 0.55447 (0.5493, 0.5595); 2.30987 0.87337 (0.8701, 0.8767); 4.51765 

Ensemble 0.02883 (0.0218, 0.0356); 1.43505 0.55427 (0.549, 0.5594); 2.27145 0.87188 (0.8695, 0.8741); 6.24093 

Ensemble - SNN 0.03000 (0.023, 0.037); 1.44297 0.55441 (0.5494, 0.5596); 2.31924 0.87547 (0.8727, 0.8782); 5.59827 

Randomized 0.00323 (0.0022, 0.0044) 0.50044 (0.4931, 0.5083) 0.83492 (0.8342, 0.8357) 

Missense-specific (ii) SNN 0.09378 (0.0719, 0.116); 1.51357 0.63740 (0.626, 0.6487); 3.07228 0.93743 (0.9345, 0.9403); 4.09638 

1
54

 



Random forest 0.08738 (0.0595, 0.1177); 1.07341 0.62847 (0.6178, 0.639); 2.89912 0.94014 (0.9371, 0.9431); 4.26020 

SVM 0.07504 (0.0503, 0.1034); 0.94629 0.63587 (0.6268, 0.6452); 3.23138 0.94094 (0.9377, 0.9442); 4.39978 

Logistic regression 0.05182 (0.0247, 0.0802); 0.56745 0.63210 (0.6209, 0.642); 3.03888 0.93585 (0.9318, 0.9399); 3.39856 

Ensemble 0.08648 (0.0647, 0.1114); 1.37385 0.64388 (0.6332, 0.6529); 3.31811 0.93892 (0.9361, 0.9416); 4.47331 

Ensemble - SNN 0.08155 (0.0578, 0.1037); 1.17750 0.63327 (0.6235, 0.6425); 3.06469 0.94012 (0.9372, 0.9431); 4.47532 

Randomized 0.01051 (0.0062, 0.0154) 0.50026 0.485, 0.5142) 0.89386 (0.8908, 0.8969) 

1
55
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Supplementary methods 

Construction of LGD- and missense-specific feature matrices 

 De novo LGD and missense variants were retrieved from samples with autism spectrum 

disorder, developmental disability, or intellectual disability directly from denovo-db (version 

1.6.1) (C Yuen et al. 2017; De Rubeis et al. 2014; Deciphering Developmental Disorders Study 

2017; Genome of the Netherlands Consortium 2014; Gulsuner et al. 2013; Hashimoto et al. 2016; 

Iossifov et al. 2014; Krumm et al. 2015; Michaelson et al. 2012; B. J. O’Roak et al. 2014; Brian J. 

O’Roak et al. 2012; Rauch et al. 2012; Turner et al. 2016, 2017; Werling et al. 2018; Yuen et al. 

2016). 

For a given individual for a particular gene, the presence of an LGD variant was indicated 

in the feature matrix with a 1, the absence of any de novo variants as a 0, and the presence of a 

missense variant as the associated PrimateAI score (Sundaram et al. 2018).  For example, for a 

sample possessing both LGD and missense variation, the presence of missense variation is simply 

denoted as a 0 in the LGD-specific matrix. In the case of multiple de novo variants existing in a 

single gene in a single sample, the mutation is recorded in the feature matrix as the larger of the 

scores. For the model trained on an LGD-specific feature matrix (LGD-specific model), gene score 

features related to pLI, LOEUF, RVIS, and phastCons values were generated by matrix 

multiplication with the LGD-specific feature matrix (Karczewski et al. 2020; Petrovski et al. 2013; 

Siepel et al. 2005). The gene scores features were concatenated with the LGD-specific feature 

matrix to yield a matrix of size (samples by (genes + 4)). The missense-specific feature matrix 

uses a simplified set of features of size (samples by genes), only indicating the presence of 

missense mutations in genes. 

Following the splitting of all samples into training and testing sets, during model training, 

min-max scaling (from scikit-learn MinMaxScaler()) is applied to the training set, and the testing 



157

set is transformed with the applied scaler. Class weights were balanced according to 

sklearn.utils.class_weight.compute_class_weight (version 0.22.1).  

Hyperparameter optimization 

During hyperparameter optimization (Figure 1B), K-fold stratified cross-validation (K=3) 

is applied to the training set, in which the input set is split into K folds. K-1 folds are used as 

training folds, and a single fold is used as a validation fold. Over K iterations, a different fold is 

selected as the validation fold. Optimal hyperparameters for SNNs are selected from the following 

possible values: batch size={8, 16, 32}, ,�= {70, 80, 90, 100, 110, 120}, L2 regularization ,�={1e-

2, 1e-3, 1e-4, 1e-5, 1e-6}, and number of neurons in the hidden layer={8, 16, 32}. To decrease 

compute time and the hyperparameter search space, selected combinations (Supplementary 

Table 2) are evaluated. For the SNNs, for every validation fold and potential set of optimal 

hyperparameters, the probability of a being a case is retrieved for every individual in the validation 

fold and the TPR at FPR < 0.01 is determined. 'TPR at FPR < 0.01' is calculated by first identifying 

the largest predicted probability associated with a control in a validation fold, followed by 

determining the fraction of cases in the validation fold with predicted probabilities greater than 

that of the control with the largest predicted probability, which is equivalent to an FPR of 0 and 

necessarily lower than 0.01To provide a more conservative estimate of the TPR at FPR equal to 0, 

we refer to this value as 'TPR at FPR < 0.01'. The optimal set of hyperparameters are defined as 

the set of hyperparameters for which the largest average TPR at FPR < 0.01 is achieved in the 

validation folds.  

During hyperparameter optimization for baseline models, optimal hyperparameters are 

selected by minimizing the model’s corresponding loss function value (random forest: Gini 
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impurity, SVM: hinge loss, logistic regression: cross entropy). Optimal hyperparameters are 

selected among the following values for the baselines models: Random Forest: trees={100, 200, 

300, 400, 500}, maximum depth={32, 36, 40, 44, 48, 52}; SVM: C={10, 1, 1e-2, 1e-3}; logistic 

regression: C={10,000, 1,000, 100, 10, 1}. C is inversely proportional to L2 regularization strength 

in both SVM and logistic regression models.  

 

Assessment of model performance 

The average performance of a model is assessed over 100 independent iterations in which 

the training and testing sets are randomly partitioned and optimal hyperparameters are selected per 

iteration. For each iteration, the performance metrics TPR at FPR < 0.01, ROC-AUC, and PR-

AUC are determined from the predicted probabilities of samples in the testing set. Averages of 

these performance metrics and bootstrapped 95% confidence intervals are reported for LGD-

specific, missense-specific, and combined predictions for our SNN, three baseline models, an 

ensemble model, and an ensemble model excluding SNN predictions (Table 1). The full ensemble 

model, for every independent iteration, returns the average predicted probability using the 

predicted probabilities from the SNN and baseline models for every sample in the testing set. The 

TPR at FPR < 0.01, ROC-AUC, and PR-AUC are reported similarly for the ensemble model on 

the resultant average probabilities from the SNN and baseline models. For each model, bootstrap 

confidence intervals (95%) and z-scores were calculated for each performance metric. The z-score 

was calculated as the difference between the mean performance metric for a certain model and the 

randomized model divided by the square root of the sum of the variances.  

To compare the performance of SNN, baseline, and ensemble models to randomized 

predictions, probabilities were randomly generated from a uniform distribution and assigned to 
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samples. Average random PR-AUC values were calculated by dividing the number of cases in a 

testing set by the total number of samples within the testing set. Models that were 'trivially trained' 

refer to using one-hot encoded feature matrices indicating only the presence or absence (denoted 

as 1 or 0, respectively) of de novo LGD or missense mutation. TPR and FPR values were retrieved 

for three heuristics, where a sample was classified as a case if the sample possessed an LGD 

mutation in a gene that was identified: 1) as a high risk or strong candidate ASD gene according 

SFARI Gene scores (https://gene.sfari.org/database/gene-scoring/), 2) in the prioritized SPARK 

gene list 

(https://simonsfoundation.s3.amazonaws.com/share/SFARI/Prioritized%20SPARK%20Gene%2

0List_for%20distribution_27Apr21.xlsx), or 3) to have elevated intolerance to mutation (pLI >= 

0.9, LOEUF < 0.35) (Karczewski et al. 2020). 

Assessing enrichment of de novo mutation in NDD cases for ranked NDD risk genes 

To determine if enrichment of LGD (or missense) in NDD cases relative to unaffected 

controls is observed in highly ranked NDD risk genes, the difference in enrichment among NDD 

cases and controls (23�44) is calculated per gene by Equation 2. The total number of LGD (or

missense) mutations observed in cases (56�7�) for a certain gene within the test set is divided by

the number of NDD cases retrieved from denovo-db ( 56�7�  =  9,962), and the total number of

LGD (or missense) mutations observed in controls (589:;8<� ) for that gene within the test set is

divided by the number of controls ( 589:;8<�  =  2,245).

23�44 = (56�7� /  56�7�)  −  ( 589:;8<� /  589:;8<�) [Equation 2]

Web resources 
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denovo-db, https://denovo-db.gs.washington.edu  

Genome Aggregation Database (gnomAD), https://gnomad.broadinstitute.org/downloads 

Online Mendelian Inheritance in Man (OMIM), https://www.omim.org  

phastCons, http://hgdownload.cse.ucsc.edu/goldenpath/hg19/phastCons100way/ 

Residual Variation Intolerance Score (RVIS), http://genic-intolerance.org/ 

Scikit-learn, https://scikit-learn.org/stable/  

SFARI Gene, https://gene.sfari.org/  
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Chapter 3 

Identification of critical cell-types in neurodevelopmental disorders using genetic modules 

Abstract 

Single-cell technologies continue to identify novel and rare cell-types that deepen our 

understanding of the mechanisms of disease at a cellular level. A genetic module is a network of 

genes with correlated gene expression that contribute to common biological pathways. Cell-types 

that are critical to a certain biological function are defined as a cluster of similar cells that are most 

“active” for that function. Given a genetic module indicating a biological function, we propose a 

method, MoToCC, to find a set of similar cells having the most “locally correlated” gene 

expression for that module. Application of MoToCC on three neurodevelopmental disorder (NDD) 

modules and single-cell expression data from the human cortex pinpoints migrating excitatory and 

excitatory deep layer neurons as critical cell-types for autism spectrum disorder (ASD)- and 

epilepsy-associated modules, respectively.   

Introduction 

Single-cell and single-nucleus RNA-sequencing (scRNA-seq and snRNA-seq) 

technologies can reveal the underlying etiology of complex genetic disorders. ScRNA-seq and 

snRNA-seq have been used to quantify cellular transcriptomic profiles, the latter with special focus 

on rare cell-types (1,2). Recent single-cell technologies have enabled exploration of molecular 

mechanisms in a broad range of biological systems, including tumor cells and their associated 

microenvironments, as well as previously uncharacterized neuronal subtypes, among others (3,4). 

Compared to bulk RNA-seq analysis, examining gene expression at a single-cell resolution enables 
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the dissection of cellular heterogeneity and the identification of specific molecular targets for drug 

intervention, populations of cells with coordinated expression relevant to common biological 

functions, and the origins of disease pathogenesis (5–7).  

Genetic modules are defined as a group of genes with similar biological function that is 

distinct from other modules. These modules typically consist of genes that are co-expressed and 

are highly connected in protein-protein interaction networks. Previous module discovery methods 

have found modules specific to certain phenotypes and pathways (8–11) and have generated 

modules that are enriched in deleterious mutations for affected cases compared to unaffected 

controls (12–14). There are many methods for genetic module discovery that use various biological 

signals. We have previously developed the methods MAGI and MAGI-S for the discovery of 

neurodevelopmental disorders (NDDs) using a combination of co-expression and protein-

interactions network (12,13). The maturity of genetic module discovery methods and the ability to 

test these modules in vitro and in vivo has provided a roadmap to the discovery of a growing list 

of (disease) genetic modules. To better understand the biological function of these modules and 

use this knowledge in translational studies, it is key to pinpoint the critical cell-types for which 

each of these genetic modules are most “active”. Previously proposed ideas for predicting the 

critical cell-types of certain diseases have involved linking the selective expression of modules to 

specific tissue or cell-types (15,16). In this paper, we propose a formal framework for the discovery 

of critical cell-types associated with a module.  

 We have developed software named Module To Critical Cell-types (MoToCC), a novel 

linear programming approach that returns a subset of cells that selectively express module genes 

for given gene expression data. Users may vary the desired maximum number of cells to return as 

a solution, permitting the user to visualize relevant, distinct groups of cells that have similar 
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expression levels at different scales of resolution. MoToCC source code and associated scripts are 

freely available at https://github.com/jchow32/MoToCC.  

Results 

MoToCC identifies a set of critical cells, corresponding to relevant cell-types, 

whose  expression of the genes in the genetic module are correlated. Given normalized single-cell 

(or single-nucleus) gene expression, measures of cell-cell similarity (from a K-nearest neighbor 

graph (KNN) and a KNN-derived shared nearest-neighbor (SNN) graph), a genetic module M, and 

an upper bound (k) of cells to select, MoToCC selects a subset of cells that maximize the “local 

correlation” of cell-cell gene expression (15) in module genes M while imposing constraints on 

similarity of cells selected (Figure 1). 

Figure 1. Overview of MoToCC. MoToCC uses normalized single-cell gene expression and K nearest-

neighbor (KNN) and shared nearest-neighbor (SNN) graphs to select an upper bound of k cells that 

selectively express the genes of a genetic module. Between any two cells i and j, the edge weight zi,j is 

calculated as the product of cell-cell similarity from the SNN and the sum of gene expression values for 

cells i and j for pairwise combinations of module genes. The objective function maximizes the summation 

of the edge weight zi,j and the indicator variable xi,j while subject to linear constraints. Following 

maximization of the objective function, MoToCC returns an initial solution of candidate cells with non-



 

 166

zero objective function values. A set of cells (a-e) are pictured, where an arrow between two cells represents 

the associated edge weight with directionality determined by KNN connectivity. Cells and edges with non-

zero indicator variable values are highlighted in red. To refine the initial solution, the largest strongly 

connected component (LSCC) is identified among the candidate cells according to KNN connectivity, and 

the set of critical cells within the LSCC (red) are returned. Dimensionality techniques may then be used to 

visualize the set of selected cells to reveal select expression relative to the genetic module. 

 

 

We evaluated the performance of MoToCC in identifying critical cell-types associated with 

modules found for NDDs. We used single-cell RNA-seq (scRNA-seq) data from the human 

cerebral cortex (16), consisting of 33,986 cells previously assigned to 16 cell-types 

(Supplementary Data). Three relevant NDD modules were generated using MAGI and MAGI-S 

tools (12,14), including the M1 (autism spectrum disorder (ASD), intellectual disability (ID)), M2 

(ASD, ID), and SCN1A (epilepsy) modules (12,14) (Supplementary Table 1, Supplementary 

Data). 

 The proposed solution has a user-defined upper bound on the number of cells to return, 

parameterized as k. In our experiments for each module, k was varied  from 250 to 5,000 cells in 

intervals of 250 cells, and the silhouette score is calculated after applying K-means clustering to 

the two-dimensional t-SNE of the normalized gene expression for cells in the LSCC 

(Supplementary Data, Supplementary Table 2).  

 For all k, the total objective function value and each cell’s associated indicator variable 

value associated with the i) initial solution of candidate cells with non-zero indicator variables and 

the ii) final refined solution of cells in the largest strongly connected component (LSCC) were 

returned (Supplementary Tables 2 and 3). The percent composition of cells in the LSCC for each 

cell-type was calculated for each k (Supplementary Table 4). 
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Neurodevelopmental disorders critical cell-types 

We first investigated the critical cell-types impacted in NDDs. We first consider the main 

NDD modules (M1, M2) found using MAGI (14). We also consider the epilepsy module found 

using MAGI-S with SCN1A as a seed gene, hereon referred to as M_SCN1A. The M1 module (80 

genes) is significantly functionally enriched in chromatin remodeling and the Wnt pathway, while 

the M2 module (19 genes) is significantly enriched in chemical synaptic transmission and long-

term potentiation (14). The module M_SCN1A (36 genes) is significantly enriched in non-

synonymous de novo mutations from epilepsy cohorts, known epilepsy genes, and  pathways such 

as long-term potentiation, chemical synaptic transmission, and regulation of neurotransmitter 

activity (12). All NDD modules (M1, M2, M_SCN1A) possess a significantly larger initial and 

final total objective function value at all k compared to modules of the same size consisting of 

random genes (Supplementary Table 2, Supplementary Data). The average normalized gene 

expression values of module genes per previously assigned cell-type are represented via 

hierarchically clustered heatmaps in Supplementary Figure 1.   

Neurodevelopmental disorder module - M1 

The M1 module is functionally enriched in terms related to regulation of transcription and 

chromatin remodeling rather than neurotransmitter secretion. CSEA does not identify any 

significant enrichment of the M1 module in any specific cell-type (17). For the M1 modules at all 

k, the migrating excitatory (ExN) cell-type predominates (Figure 2), which is consistent with the 

role of migrating excitatory neurons in neuronal differentiation and projection development 

(Supplementary Table 1). 
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Large increases in silhouette scores are indicative of disparate clustering and potential 

shifts in percent composition. For example, a large, positive difference in silhouette score between 

two sequential solutions, such as k and k + 250, indicates that the LSCC at k represents a group of 

cells with a more similar degree of selective expression for the module. For the M1 module, the 

largest increases in silhouette score are highlighted in red (Figure 2). Two-dimensional t-SNE 

plots for k immediately before (750) and after (1,750) the largest increases in silhouette score are 

also displayed, with cells in the LSCC pictured in red. Full two-dimensional and three-dimensional 

t-SNE and UMAP plots of cells in the LSCC for all modules at all tested k in Supplementary 

Figure 3.  

 

 
Figure 2. Silhouette scores, percent composition, final objective function values, and critical cells at 

varied k for M1. The upper bound on the final number of cells to return as critical cells, k, is varied from 
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250 to 5,000 in steps of 250 cells. A) K-means was applied to the two-dimensional t-SNE of critical cells 

at each k, and silhouette scores were calculated. The largest increases in silhouette scores at k = (1,000; 

1,250; 1,500) are highlighted in red. B) Percent composition, defined as the fraction of cells of a certain 

cell-type among critical cells, are shown. For the M1 module, selected cells are primarily of the migrating 

excitatory (ExN) cell-type. Cell-type names are abbreviated according to Supplementary Table 4. C) The 

final objective function of critical cells for the M1 module (red) are compared to values from 20 same-sized 

modules consisting of random genes (black). At all k, the corresponding final total objective function value 

of the M1 module is significantly greater than that of the randomized modules (Supplementary Table 2). 

D) Two-dimensional t-SNE plots including selected critical cells (red) at k corresponding to the greatest 

increases in silhouette score (red title). 

 

Neurodevelopmental disorder module - M2 

At all supplied k, critical cells for the M2 module primarily consist of excitatory deep layer 

1 and 2 neurons (ExDp1, ExDp2) (Figure 3). In fact, more than 63% of all cells belonging to the 

ExDp2 cell-type are selected when k = 500, and ExDp2 percent capture increases to 87% as k 

increases for M2. The elevated percent composition for ExDp1 and ExDp2 in the M2 module is 

consistent with functional enrichment analyses (Supplementary Table 1) which reveal 

enrichment in synaptic transmission and regulation of neurotransmitter receptor and cation channel 

activity, and complements the elevated ExDp2 expression levels of pertinent genes such as 

GABRB2, GRIN2B, and STXBP1 (Supplementary Figure 1). CSEA (17) also highlights the 

relevance of M2 genes in deep cortical neurons (Supplementary Figure 2). 
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Figure 3. Silhouette scores, percent composition, final objective function values, and critical cells at 

varied k for M2. A) The largest increases in silhouette scores at k = (500; 1,500; 4,500) are highlighted in 

red. B) For the M2 module, selected cells are primarily of the excitatory deep layer 1 and 2 (ExDp1, ExDp2) 

cell-types. Cell-type names are abbreviated according to Supplementary Table 4. C) The final objective 
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function of critical cells for the M2 module (red) are compared to values from 20 same-sized modules 

consisting of random genes (black). At all k, the corresponding final total objective function value of the 

M2 module is significantly greater than that of the randomized modules (Supplementary Table 2). D) 

Two-dimensional t-SNE plots including selected critical cells (red) at k corresponding to the greatest 

increases in silhouette score (red title); additional plots are available for all k (250 to 5,000) in 

Supplementary Figure 3. 

Epilepsy module - M_SCN1A 

The M_SCN1A and M2 modules display similar functional enrichment due to the large proportion 

(>30%) of shared genes among modules (Supplementary Table 1, Supplementary Figure 2). 

Like M2, critical cells of the M_SCN1A module are primarily labeled as excitatory deep layer 

neurons. However, at smaller values of k, the M_SCN1A module’s critical cells initially consist of 

most existing ExDp2 cells (Figure 4). Increased ExDp2 percent capture is observed from k = 1,000 

up to a percent capture of 87%. Percent composition of ExDp1 and ExDp2 cells necessarily 

decreases because of high percentage of capture when k is larger than the total number of cells of 

a certain cell-type (ExDp1: 2,039; ExDp2: 166) (Supplementary Table 4). When k is increased 

to k > 2,000, the maturing excitatory upper enriched (ExM-U) cell-type constitutes approximately 

25% of critical cells. 
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Figure 4. Silhouette scores, percent composition, final objective function values, and critical cells at 

varied k for M_SCN1A. A) The largest increases in silhouette scores at k = (1,000; 1,750; 4,750) are 

highlighted in red. B) For the M_SCN1A module, selected cells are primarily of the excitatory deep layer 1 

and 2 (ExDp1, ExDp2) cell-types at lower k, followed by increased selection of the maturing excitatory 
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upper enriched (ExM-U) cell-type. Cell-type names are abbreviated according to Supplementary Table 4. 

C) The final objective function of critical cells for the M_SCN1A module (red) are compared to values from

20 same-sized modules consisting of random genes (black). At all k, the corresponding final total objective 

function value of the M_SCN1A module is significantly greater than that of the randomized modules 

(Supplementary Table 2). D) Two-dimensional t-SNE plots including selected critical cells (red) at k 

corresponding to the greatest increases in silhouette score (red title); additional plots are available for all k 

(250 to 5,000) in Supplementary Figure 3. 

Discussion 

MoToCC uses a linear programming approach to identify a set of cells that selectively 

express genes from a given genetic module. Briefly, MoToCC maximizes an objective function 

related to the correlated co-expression ("local correlation") among module genes and cell-cell 

similarity to yield an initial solution. The initial solution is refined using the derived K-nearest 

neighbor graph to select the largest strongly connected component (LSCC) among cells in the 

initial solution. Thus, the selected critical cells in the LSCC consist of cells that share a high degree 

of co-expression in module genes and display similar overall gene expression profiles compared 

to all other cells in the dataset.  

We provided MoToCC with normalized single-cell gene expression values from the adult 

human cortex and three modules relevant to neurodevelopmental disorder (M1, M2, M_SCN1A). 

For each module, by varying the upper bound (k) of the number of cells to return as a solution 

from 250 to 5,000 cells, we identify breakpoints at which large changes in silhouette score indicate 

shifts in cellular composition. Percent composition was calculated according to previously 

assigned cell-type labels (16). Fluctuations in percent composition tend to be preceded by increases 

in silhouette scores. For example, among the largest increases of silhouette scores for each module 
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(M1: [1,250; 1,500], M2: [500; 1,500], M_SCN1A: [4,750; 1,750]), shifts in percent composition 

occur at k - 250 relative to the k associated with the large silhouette score (Figure 2, Figure 3, 

Figure 4). Visualizations of the selected LSCCs associated with each k are shown via 

dimensionality reduction plots, including 2D and 3D t-SNE and UMAP plots (Supplementary 

Figure 3).  

We observe that in general, for smaller k less than 1,000, a single cell-type tends to 

predominate except in the case where the total number of cells of a certain cell-type is fewer than 

k. This suggests that at small k, the cell-type with the largest percent composition may be the most 

relevant cell-type to the provided module. At larger k, cell-types that are more populous and thus 

could potentially contain more cells that are members of a strongly connected component are more 

likely to be returned as solutions. In addition, at all k, the total objective function values associated 

with initial and final solutions are significantly smaller for randomized modules of the same size 

as true modules (Supplementary Table 2), suggesting that cells were non-randomly selected 

according to their correlated gene expression. In general, we find that MoToCC identifies sets of 

cells for each module that support existing associations between cell-types and patterns of gene 

expression, and that breakpoints located via large increases in silhouette scores can emphasize 

clusters of cells most relevant to the module and the targeted phenotype.  

 M1 displays widespread expression throughout the human brain during neurodevelopment 

and shows no evidence of localized enrichment as per the CSEA tool. Yet, the M1 module is 

significantly enriched in functions related to chromatin remodeling and the Wnt and Notch 

pathways and in de novo loss of function and missense mutation in neurodevelopmental disorder 

cases relative to unaffected siblings, with significantly increased expression in the fetal brain (14). 

The migrating excitatory neuron (ExN) forms the majority of cells selected over all k, especially 
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at low k < 1,250 where percent composition of ExN exceeds 97%. Neuronal migration and genes 

in the M1 module appear to be highly related; for example, in the M1 module, genes such as 

BCL11A, CREB1, CTNNB1, CUL3, among others, have been shown to regulate cell polarity, 

migration, and the timing of neurogenesis and differentiation (18–21). The largest silhouette score 

breakpoints are clustered from k = 1,000 to 1,500 and correspond to the first decrease in ExN 

percent composition below 97% for the M1 module. Dimensionality reduction plots corroborate 

the selection of groups of cells with dissimilar gene expression, particularly between k = 1,250 to 

1,500 (Supplementary Figure 3).  

Several genes in the M2 and SCN1A modules are known to be associated with synaptic 

transmission or belong to gene families associated with neurotransmitter receptors, such as the 

DLGAP (DLGAP1), GABA-A (GABRB2, GABRG2), and GRIN (GRIN1, GRIN2A, GRIN2B) 

gene families (22–24). Both M2 and M_SCN1A modules were most significantly enriched in terms 

related to the regulation of neurotransmitter secretion and were found to be selectively expressed 

in deep cortical neurons via CSEA (Supplementary Table 1, Supplementary Figure 2), which 

is complemented by the established importance of synaptic connectivity among deep cortical 

neurons for functions such as memory formation and perception, among others (25,26). For M2, 

primarily ExDp1 and ExDp2 cell-types were selected, capturing more than 63% of all ExDp2 cells. 

The subsets of cells selected by the M_SCN1A module resemble those of the M2 module, 

especially at increased k where cells of type maturing excitatory upper enriched (ExM-U) 

constitute more than 20% of selected cells. However, the M_SCN1A module primarily selects 

ExDp2 cells at low k and does not provide identical solutions to M2 as is apparent in 

Supplementary Figure 3.   
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By providing MoToCC with single-cell expression data and genetic modules related to 

neurodevelopmental disorders, we demonstrate MoToCC ability to select biologically relevant 

groups of cells that correspond to cell-types that selectively express module genes. The 

identification of distinct groups of cells depends on the user-defined upper bound (k) of the number 

of cells to select and the dataset's unique cellular composition. Therefore, multiple iterations of 

MoToCC with varied k are recommended to reveal clustering breakpoints that describe cells with 

dissimilar patterns of gene expression. Example commands, guidelines, and associated scripts for 

pre-processing and data visualization are freely available at 

https://github.com/jchow32/MoToCC.  

Methods 

To identify a subset of critical cells that are selectively expressed in a given genetic module, 

we propose a linear programming approach, MoToCC. MoToCC takes as input normalized gene 

expression, a similarity matrix (Shared Nearest-Neighbor, SNN), a K nearest-neighbor (KNN) 

graph, corresponding cell and gene labels, a user-defined number of cells (k), and a genetic module 

M.  

1. Data pre-processing

ScRNA-seq gene expression data for the developing human cortex were downloaded and 

normalized (16) (Supplementary Data). Modules provided to MoToCC were retrieved from 

MAGI or MAGI-S (12,14) (Supplementary Data, Supplementary Table 1). The M1 ('ASD plus 

ID'; 80 genes) and M2 ('ASD with ID'; 19 genes) modules from MAGI (14) and a module seeded 

with SCN1A, together referred to as 'neurodevelopmental disorder modules', were used to identify 

three different critical subsets of cells in the human cortex dataset.  
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2. Formulation and Algorithm

Given a genetic module M and a user-defined parameter k, the objective of the proposed approach 

is to select a maximum of k cells that (i) are most “active” in genes in module M and (ii) cells are 

similar based on available single-cell expression data over all genes. Our definition of activity is 

motivated by the local correlation between cells (15). As this problem as defined is intractable, we 

propose a two step heuristic. The high-level solution we are proposing in the first step finds the 

most locally correlated set of cells given the module M, and then, in the second step, uses the 

selected cells to find a strongly connected component in the KNN graph (built using all genes).  

2.1 Variable definitions 

We model this problem of selecting a subset of cells that are most “active” given a gene 

module M as a graph problem. We first represent each cell as a node in a graph and assume for 

every pair of nodes i and j there exists an input weight (?�,@) indicating the cell-to-cell similarity

as retrieved from the SNN graph. Furthermore, given the genes in the input module G we pre-

calculate the weighted pairwise local correlation score (15) defined as  !�,@ =

 ∑ ∑ ?�,@(A�B@ + B�A@)(9DE)∈G9∈G , where A�, A@ , B�, and B@ represent the normalized expression of

genes n and p (from gene input module G) in cells i and j respectively.  The objective of the first 

stage of our approach is to select a maximum of k cells such that the summation of !�,@ for every

pair of cells i and j selected is maximized. We note that the above problem is indeed NP-complete 

and provide a heuristic using linear programming for solving it.  

2.2 Objective function and linear-programming formulation 
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The objective of the first step of MoToCC is as follows. Given an upper bound k to select 

a set of at most k cells, the summation of !�,@ for all pairs of selected cells/nodes is maximized. For

each cell/node i we define variable H� to indicate that the cell/node is selected. For every pair of

cells/nodes (i, j) we also define the variable I�,@ to indicate that both pair of nodes i and j are

selected (i.e., H�=1 and H@=1). We relax the formulation to a linear programming problem:

JKILJL!' M !�,@I�,@
(�,@)∈�

Subject to: 

0 ≤ I�,@ ≤ 1 ∀(L, Q) ∈ 2

M H� ≤ R
�∈S

I�,@ ≤ H@

I�,@ ≤ H�

I�,@ ≥ H� + H@ − 1

2.3 Rounding and selection of critical cells 

The provided real solution must be rounded to an integer value solution. Furthermore, we 

also need to satisfy that the selected cells must be strongly connected in the KNN graph. Thus, we 

propose a simple rounding solution that also imposes the connectivity condition for the selected 

cells in the KNN graph. First, we select the initial solution returned by linear programming of cells 

with H� > 0 is referred to as potential 'candidate cells'. Next, among the candidate cells, the largest

strongly connected component (LSCC) (networkx version 1.11) in the KNN graph is rounded to 1 
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and returned as the final solution. Finally, the associated objective function values for cells in the 

LSCC are returned as the final solution.  

2.4. Implementation notes 

To maximize the objective function (Section 2.2), edge weights (!�,@) are calculated between cells

that have non-zero similarity (?�,@) as per the SNN graph. If pruning (--prune) is enabled, only

edge weights outside of one standard deviation from the mean edge weight are retained. For a 

module, edge weights only need to be calculated once. Thus, if the user wishes to run MoToCC 

using varied k, the quickstart parameter (--quickstart) can be enabled to load edge weights 

previously calculated by MoToCC using the same module.  

2.5. Return and refinement of initial solution 

MoToCC returns the silhouette score associated with a 2D t-SNE dimensionality reduction 

and K-means clustering (K=2) of cells in the LSCC. Given multiple silhouette scores for varied k, 

breakpoints at which distinct groups of cell-types are selected can be viewed. To visualize the 

selected cells of the refined solution compared to unselected cells (via 2D t-SNE, 3D t-SNE, and 

UMAP) and to plot silhouette scores versus varied k, additional scripts and their usage are 

described at https://github.com/jchow32/MoToCC. 
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Single-cell RNA-seq (scRNA-seq) data describing gene expression for the developing 

human cortex (16) (http://geschwindlab.dgsom.ucla.edu/pages/codexviewer) was downloaded. To 

normalize and scale gene expression data, the Seurat (version 3.2.1) functions NormalizeData() 

and ScaleData() were used, and the transpose of the resulting data frame of size (cells x genes) 

was saved. Similarity and K nearest-neighbor matrices were generated following normalization, 

identification of variable features via the FindVariableFeatures() function and scaling by using the 

FindNeighbors() function with the 'compute.SNN=TRUE' parameter enabled.  

After successful neighbor finding via Seurat (version 3.2.1), normalized scRNA-seq gene 

expression values and the associated similarity matrix (Shared Nearest-Neighbor, SNN) and K 

Nearest-Neighbor (KNN) graph were compressed using pandas (version 0.25.0) and scipy (version 

1.5.2) for Python 3.6. The SNN and KNN were stored as sparse matrices. The assigned cell label 

(identity) of each cell was downloaded ( http://geschwindlab.dgsom.ucla.edu/pages/codexviewer) 

(16).  

After clustering with FindClusters(), three dimensionality reduction techniques were used, 

including principal components analysis (PCA), t-distributed stochastic neighbor embedding (t-

SNE), and uniform manifold approximation and projection (UMAP) to visualize the clustering of 

cells based on their gene expression profiles and to highlight selected cells following termination 

of MoToCC. Preprocessing scripts are available for the downloaded cortex dataset at 

https://github.com/jchow32/MoToCC.  

Genetic module functional enrichment and randomized modules 
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 Enrichment terms, including Kyoto Encyclopedia of Genes and Genomes (KEGG), Gene 

Ontology (GO) Biological Processes, and Online Mendelian Inheritance in Man (OMIM) 

Expanded terms, were retrieved from the tool Enrichr (28) for each module.  

 Twenty randomized modules containing the same corresponding number of genes were 

created for each module (M1, M2, M_SCN1A), each subjected to variable k ranging from 250 to 

5,000 in steps of 250. Directional one-sample t-tests were used to determine if the average total 

initial and final objective function values of the corresponding randomized modules were 

significantly smaller than those of the true modules. Associated p-values and total average 

objective function values are displayed in Supplementary Table 2 for each true module.  

 

Specifications and runtime 

MoToCC was developed and tested on Linux 4.15.0-142-generic x86_64 (model: AMD 

Opteron(tm) Processor 6380, CPU Mhz: 1396.336). Packages installed via Anaconda (4.10.3) for 

Python (3.4.5) are listed at https://github.com/jchow32/MoToCC.  

Runtime depends on the number of cells and the size of the module provided to the model. 

Average runtimes with and without using the quickstart option for loading calculated edge weights 

are displayed in Supplementary Table 5. 
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Supplementary Figure 1. Hierarchically clustered heatmaps of average single-cell expression per 

cell-type for modules. The dendrogram describes similarity among genes and cell-types using 

Euclidean distance. Darker colors indicate a greater degree of average gene expression for that 

cell-type.   
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Supplementary Figure 2. Cell-type Specific Expression Analysis (CSEA) tool plots for M2 and 

M_SCN1A modules for the adult human brain. The M1 module does not show significant 

enrichment in any specific cell-type via the CSEA tool. Enrichment of module genes in cell-types 

is indicated by intensity of color, corresponding to adjusted p-values.  
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1. M1 2D t-SNE
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2. M1 3D t-SNE
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3. M1 UMAP
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4. M2 2D t-SNE
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5. M2 3D t-SNE
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6. M2 UMAP
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7. SCN1A 2D t-SNE
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8. SCN1A 3D t-SNE
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9. SCN1A UMAP
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Supplementary Figure 3. Visualization of single-cell gene expression via dimensionality reduction 

techniques at varied k for modules (M1, M2, M_SCN1A). Two-dimensional (2D) and three-

dimensional (3D) t-SNE plots and UMAP plots are shown with cells in the largest strongly 

connected component (LSCC) highlighted in red. Bold lettering above each plot indicates k 

supplied (k = 250 to 5,000, in steps of 250 cells). 
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Supplementary Tables 

Supplementary tables are available at https://github.com/jchow32/MoToCC. 

Supplementary Table 1. Modules supplied to MoToCC and associated biology pathway 

enrichment. Modules (M1, M2, M_SCN1A) are displayed separately within each tab. Enrichment 

terms were retrieved from Enrichr.  

Supplementary Table 2. Total objective function values and silhouette scores at varied k for 

modules. The total objective function value of the initial solution ('InitialObjF') and the refined 

solution ('ObjF') are shown at each k from k = 250 to 5,000. Silhouette scores calculated from two-

dimensional t-SNE reduction of cell gene expression followed by K-means (K=2) are shown in 

the 'Silhouette' column. 'Silhouette difference' is the difference between the silhouette score at k 

and k - 250. 'Selected' represents the number of cells that were selected in the refined solution 

consisting of cells in the largest strongly connected component (LSCC). Each tab corresponds to 

a separate module that was supplied to MoToCC. P-values from directional one-sample t-tests and 

average total initial and final objective function values of twenty randomized modules are also 

displayed for each true module. 

Supplementary Table 3. Indicator variable values at varied k for modules. For each value k varied 

from 250 to 5,000 in steps of 250, the initial solution of approximately k cells are shown in the 

'Cell' column, as are the associated indicator variable values of the initial solution ('Initial value'). 

The 'LSCC value' column indicates whether a cell was present (1) in the largest strongly connected 

component (LSCC) that was returned in the refined solution. Each tab corresponds to a separate 

module that was supplied to MoToCC. 

Supplementary Table 4. Percent composition of the largest strongly connected component 

(LSCC) at varied k for modules. The 'identity' tab displays the full cell-type name for each 
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abbreviated cell-type name. Percent composition is defined as the number of cells of a given cell-

type divided by the total number of cells selected within the LSCC. Cell-types with percent 

composition greater than 0 are displayed for each k from k = 250 to 5,000 in steps of 250 for 

modules. 'Cell-type total' is the total number of cells of a certain cell-type that were defined in the 

dataset. 'Percent captured' is the proportion of cells selected in the refined solution ('num. cells 

selected') divided by 'cell-type total'. Each tab corresponds to a separate module that was supplied 

to MoToCC. 

Supplementary Table 5. Runtime per module in hours. For a given module, edge weights only 

need to be calculated once and saved. Edge weight calculation runtimes are shown for k = 250. 

The 'quickstart' option may be enabled to load previously saved edge weights. Average runtime 

for k  = 500 to 5,000 in steps of 250 cells are listed.  

M1 M2 SCN1A 

Edge weight calculation (k = 250) 4.22 0.83 1.46 

Total runtime (k = 250) 5.47 1.85 1.8 

Quickstart runtime 

k = 500 1.32 1.48 1.35 

k = 750 1.46 1.42 1.38 

k = 1,000 1.35 1.46 1.49 

k = 1,250 1.58 1.66 1.29 

k = 1,500 1.43 1.59 1.5 

k = 1,750 1.32 1.7 1.84 

k = 2,000 1.25 1.56 1.82 

k = 2,250 1.63 1.72 1.97 

k = 2,500 1.89 2.01 1.84 
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k = 2,750 1.6 2.16 2.09 

k = 3,000 1.44 2.0 1.78 

k = 3,250 1.66 2.35 2.26 

k = 3,500 1.55 2.36 2.19 

k = 3,750 2.31 2.6 2.03 

k = 4,000 1.69 2.38 2.63 

k = 4,250 1.75 2.84 2.62 

k = 4,500 1.55 3.35 2.55 

k = 4,750 2.05 3.2 3.13 

k = 5,000 1.63 2.87 3.77 
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Conclusion 

Rare genetic variation in the form of de novo variation within coding regions of the human 

genome enables phenotypic prediction in neurodevelopmental disorders (NDDs), in large part due 

to the severe deleteriousness of likely gene-disruptive (LGD) mutation in NDD risk genes. Many 

NDD risk genes are ‘constrained’, or intolerant to protein truncating variation and possess a 

significantly lower frequency of LGD and missense variation than would be expected given 

mutation rates and genomic context. Additionally, de novo variation is not subject to purifying 

selection as inherited variants are and can potentially disrupt the function of genes necessary for 

typical neurodevelopment. Although de novo coding variation represents only a subset of genetic 

variation responsible for most cases of NDDs, the predictive power of de novo variation has 

permitted the identification of most known NDD risk genes, further leading to the identification 

of molecular mechanisms that underlie NDD phenotypes.  

In Chapter 1, the module discovery methods MAGI-S and MAGI-MS were introduced. 

MAGI-S and MAGI-MS construct modules using gene co-expression data, protein-protein 

interactions, the presence of LGD variation in a control population, and user-provided seed 

gene(s). MAGI-S and MAGI-MS use the same general procedure to generate modules. Candidate 

module genes are scored according to their degree of co-expression with the seed gene(s) relative 

to all other genes, and seed pathways consisting of high scoring genes are formed, then clustered. 

High scoring modules thus contain genes that are highly co-expressed with respect to the seed 

gene(s) and connected via protein-protein interactions and contain genes with limited LGD 

variation in control populations.  

MAGI-S demonstrated that it is possible to dissect the epilepsy phenotype from more 

general NDD phenotypes by providing single NDD seed genes with varying degrees of association 
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with the epilepsy phenotype. Three classes of seed gene with strong, moderate, and weak 

association with epilepsy were defined based on concurrent epilepsy annotations from databases 

and literature. The modules formed by MAGI-S, even while excluding seed genes or well-

characterized NDD genes, were significantly enriched in non-synonymous de novo mutation in 

affected NDD cases compared to controls. The remaining set of genes in the human genome 

showed no significant difference in enrichment among NDD cases and controls, which indicates 

that the modules generated by MAGI-S captured a substantial portion of genes that contribute to 

NDD phenotypes. As evidence of the dissection of the epilepsy phenotype, modules that were 

seeded with seed genes strongly associated with epilepsy were significantly enriched in de novo 

non-synonymous mutation from epilepsy cohorts, contained a significantly greater proportion of 

genes with annotations of epilepsy association, and showed significant functional enrichment 

related to seizure compared to modules seeded with genes moderately or weakly associated with 

epilepsy.  

Unlike MAGI-S, MAGI-MS permits users to select one or more seed genes, performs gene 

score normalization, and allows users to choose if minimum or average co-expression among seed 

genes is used during gene score calculations. By providing multiple seed genes to MAGI-MS, 

users can target module discovery towards specific biological pathways. As an example, up to 20 

seed genes in the long-term potentiation pathway were provided to MAGI-MS, yielding increased 

enrichment in the targeted pathway as the number of seeds increased to a certain point, compared 

to the use of a single seed. Increased enrichment in relevant functional terms was also observed 

for various modules seeded with multiple seeds compared to the union of modules seeded with 

single seeds via MAGI-S.  
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By allowing users to supply gene co-expression data, protein-protein interactions, control 

population LGD variants, and seed gene(s) of their choice, MAGI-S and MAGI-MS provide users 

with the means to discover modules specific to their phenotype or biological pathway of interest. 

Documentation and example usage, including descriptions of all parameters, are available in 

MAGI-S (https://github.com/jchow32/magi-s) and MAGI-MS repositories 

(https://github.com/jchow32/MAGI-MS).  

In Chapter 2, a shallow neural net (SNN) with a custom false positive rate (FPR) 

minimizing loss function used to identify a subset of NDD cases from controls was described. 

Using de novo LGD variation from NDD cases and controls and features related to genic constraint 

and conservation, the SNN achieved increased true positive rate (TPR) at FPR < 0.01 compared to 

traditional machine learning techniques including random forest, logistic regression, and support-

vector machine and a randomized model. When genic constraint and conservation features were 

excluded from the LGD-specific model, referred to as a ‘trivial’ model, increased TPR at FPR < 

0.01 was not observed, thus indicating the importance of genic constraint and conservation in 

distinguishing NDD cases from controls at low FPR. For missense-specific models, TPR at FPR 

< 0.01 for the SNN was not larger than corresponding values from baseline models. However, the 

simultaneous use of LGD and missense variation in ‘combined’ prediction for those individuals 

with both missense and LGD variation yielded greater TPR at FPR < 0.01 due to the existence of 

particularly deleterious missense variation.   

An ensemble model consisting of the average predictions from the SNN and baseline 

models returned increased TPR at FPR < 0.01 compared to any individual LGD-specific or 

combined prediction model. Excluding SNN predictions from the ensemble model (Ensemble - 

SNN) decreased TPR at FPR < 0.01, even to the extent that the TPR at FPR < 0.01 for the SNN 
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itself was greater than that of Ensemble – SNN, suggesting that SNN predictions were a major 

contributor to the improved TPR at FPR < 0.01 of the ensemble model.  

Although SNN predictions were strongly correlated with measures of gene constraint such 

as LOEUF and pLI, the SNN still achieved greater TPR at FPR < 0.01 compared to heuristics 

derived from gene constraint and prior classification of known NDD risk genes. Candidate NDD 

risk genes were prioritized using an SNN trained on LGD variation, identifying novel risk genes 

previously associated with related phenotypes, such as neurological disorders. The SNN and 

supporting documentation are freely available at 

https://github.com/jchow32/EarlyPredictionSNN.  

In Chapter 3, MoToCC, a linear programming approach to identify critical cell-types that 

selectively express the genes of a module was described. MoToCC, subject to linear constraints, 

maximizes an objective function in the form of local correlation that is the product of cell-cell 

similarity and correlated gene expression of module genes among single cells and produces an 

initial solution of candidate cells. Among candidate cells, the associated K-nearest neighbor graph 

is used to identify the largest strongly connected component, which is then returned as the solution. 

Unlike other programs used to identify cells that selectively express certain genes, the maximum 

number of cells to return as a solution (k) can be varied by the user. By varying the parameter k, 

distinct groups of cells and cell-types relevant to module genes at varying degrees of resolution 

can be identified.  

Three modules related to NDDs were generated by MAGI and MAGI-S and given to 

MoToCC with corresponding single-cell expression data from the developing human brain (M1, 

M2, M_SCN1A). Given the NDD modules M2 and M_SCN1A, MoToCC found enrichment for 

excitatory deep layer neurons, as expected due to the functional enrichment of synaptic 
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transmission in M2 and M_SCN1A modules. For the M1 module functionally enriched in 

chromatin modification, primarily cells of the migratory excitatory neuron cell-type were selected. 

For each k from 250 to 5,000 in steps of 250 cells, silhouette scores were calculated to describe 

dissimilarity of gene expression for each solution in reduced t-SNE space. Large increases in 

silhouette score coincided with changes in percent composition and clustering in dimensionality 

reduction plots among selected cells. MoToCC is available online at 

https://github.com/jchow32/MoToCC.  

The predictive power of rare coding genetic variation in the form of de novo variation 

extends past the identification of neurodevelopmental disorder risk genes. The module discovery 

tools MAGI-S and MAGI-MS found genetic modules that are enriched in non-synonymous de 

novo mutation in affected cases relative to controls and underlie specific functions relevant to 

NDDs, as evidenced by the dissection of the epilepsy phenotype. The early prediction of NDDs 

greatly improves the well-being of affected patients and permits parents to make informed 

decisions about their reproduction. To act as a proof of principle to the importance of early genetic 

screening, a shallow neural network (SNN) architecture using LGD de novo variation in 

combination with genic constraint and conservation features can detect more than 30% of NDD 

cases at near-zero false positive rates, improving upon predictions from traditional machine 

learning models. As single-cell genomics grows increasingly common, MoToCC was developed 

as a flexible method to identify distinct groups of cells that selectively express given modules at 

varying degrees of resolution, leading to the further characterization of molecular mechanisms 

relevant to disease phenotypes. The computational methods described herein advance our 

understanding of the role of de novo variation in the genetic underpinnings of neurodevelopmental 

disorders.  




