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XIII 

Enhancers harbor instructions encoded for the interactions between cis-elements and 

transcription factors to orchestrate lineage specific gene programs. Here we developed a 

modified method for chromosome conformation capture (3C), named MID Hi-C, to reveal 

how in mouse embryonic stem cells differential cooperation of enhancers and the chromatin 

remodeler BAF, as instructed by the underlying transcription factor motifs, modulate 

enhancer-promoter communication. We show that BAF-dependent enhancers permit genomic 

interactions beyond enhancer boundaries. BAF-dependent enhancers do not dictate genomic 

interactions within enhancer-promoter loop domains but rather act to instruct remote 

enhancer-promoter communication. In contrast, BAF-independent enhancers interact with 

promoter regions within tightly insulated enhancer-promoter loop domains that are marked by 

promoter and enhancer boundary elements. In addition, enhancer activeness modulated by 

BAF enforces compartment segregation. Based on these observations, we propose that 

enhancer cis elements instruct with great precision BAF-induced enhancer-promoter 

communication and compartmental segregation. We also characterize the gene programs and 

enhancer landscapes that instructed the cell fate bifurcation in the extraembryonic endoderm 

lineage orchestrated by lineage specific transcription factors. The simplicity of this 

developmental system will be valuable for dissecting how enhancer cis elements exploit the 

3D genome principles to inscribe proper cell differentiation. 
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CHAPTER 1 

Introduction to 3D Genome Organization 

 

  



2 

 

1.1 High-throughput Chromosome Conformation Capture (3C) Technology 

The early studies in chromosome structure (Münkel and Langowski, 1998; Paulson 

and Laemmli, 1977; Rattner and Lin, 1985; Sedat and Manuelidis, 1978) and the three-

dimensional (3D) structure of gene loci, such as at the globin genes (Baù et al., 2011; Tolhuis 

et al., 2002; Zhou et al., 2006) and the immunoglobulin heavy-chain locus (Igh) (Guo et al., 

2011; Jhunjhunwala et al., 2008), generated a broad picture that the genome is folded in 

sophisticated 3D configurations. Since then, the maturing of chromosome conformation 

capture (3C) technology, such as 3C (Dekker et al., 2002), 4C (Simonis et al., 2006), as well 

as 5C (Dostie et al., 2006) assays became the state-of-the-art tool in mapping chromatin 

interactions. Despite the increasing throughputs of 3C method variants, only a minute fraction 

of chromatin interactions in the nucleus were sampled in a single run. Therefore, the 

enormous complexity of the 3D genome was still beyond reach. It was not until the arrival of 

the era of next-generation sequencing and the innovation of high-throughput chromosome 

conformation capture (Hi-C) assay (Lieberman-Aiden et al., 2009), as well as its mature 

version, in situ Hi-C (Rao et al., 2014), that allowed one to map genome-wide chromatin 

interactions in an unbiased manner (‘all-to-all’). 

Hi-C assay is experimentally simple and inherently robust. In brief, crosslinked 

chromatin (nuclei) is subjected to fragmentation by the restriction enzyme (RE) followed by 

the proximal ligation to capture the physical proximity information from chromatin 

interactions (Lajoie et al., 2015; Lieberman-Aiden et al., 2009; Rao et al., 2014). Numerous 

endeavors, including the 4D nucleome project (https://www.4dnucleome.org/; Dekker et al., 

2017), were directed to utilize Hi-C to comprehensively map the 3D genome in various 

biological contexts (Bonev et al., 2017; Cuartero et al., 2018; Denholtz et al., 2020; Gibcus et 
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al., 2018; Isoda et al., 2017; Kieffer-Kwon et al., 2013, 2017; Lin et al., 2012; Link et al., 

2018; Niu et al., 2021; Yang et al., 2020; Zheng and Xie, 2019).  

Systematic survey of chromatin interactions by Hi-C assay revealed elaborate 

architectures by chromatin folding. We now know that chromatin is folded into 

compartments, self-interacting topological associated domains (TAD), CTCF loops, and 

transcriptional-element-engaged interactions (Dixon et al., 2012; Lieberman-Aiden et al., 

2009; Mifsud et al., 2015; Nora et al., 2012; Phillips-Cremins et al., 2013; Rao et al., 2014; 

Sexton et al., 2012). These features are prominent in the Hi-C contact maps at low (100 ~ 500 

KB), median (25 ~ 100 KB), median high (2 ~ 25 KB), and super high (~ 1 KB) resolutions 

respectively (see more details in Chapter 1.2; Jerkovic´ and Cavalli, 2021). Although there are 

growing interests to investigate chromatin interactions among cis-regulatory elements, these 

missions were proven to be challenging because the chromatin interaction space at the 

required super high resolution is immense, and thus demands a very deep sequencing (> 2 

billion reads; Bonev et al., 2017; Lajoie et al., 2015; Rao et al., 2014). To improve cost 

efficiency, enrichment strategies, such as target capture via immunoprecipitation or 

DNA/RNA probes as implemented by HiChIP (Mumbach et al., 2016) or (NG) Capture-C 

(Davies et al., 2016; Mifsud et al., 2015), were applied to the Hi-C library to prioritize 

sequencing coverage at genomic regions of interest. 

However, the performances of the aforementioned strategies are discounted by the 

inherent inefficacy of Hi-C method in capturing high-resolution chromatin interactions (Hsieh 

et al., 2020, 2021; Krietenstein et al., 2020; Oksuz et al., 2021). Theoretically, the highest 

resolution of in situ Hi-C assay is 256 BP, determined by the expected cutting frequency of 4-

bp restriction enzyme (RE) used in chromatin fragmentation. In practice, proteins coated on 
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chromatin tamper with the efficiency of fragmentation, which in turn impairs the resolution. 

To overcome incomplete chromatin digestion, a new 3C-based method variant, called Micro-

C, was developed (Hsieh et al., 2016, 2020; Krietenstein et al., 2020). By using Mnase as a 

surrogate for RE, Micro-C assay successfully maps chromatin interactions in mammalian 

genome down to 200 BP resolution, approximate to the size of a single nucleosome yielded 

from Mnase digestion. However, like other Mnase-based assays, Micro-C demands delicate 

experimental controls to constrain the hyper-activity of Mnase, since over-digestion damages 

DNA fragments while under-digestion raises noise (Hsieh et al., 2020). Due to this technical 

barrier, the adoption of Micro-C assay by the wider genomics field did not attain as much 

momentum as Hi-C assay used to gain. 

In consequence, a pressing challenge is to develop a manageable method, like Hi-C, to 

scale up efforts in mapping chromatin interaction at super high resolutions. To address the 

challenge, we developed a new Hi-C approach, termed MID Hi-C, featuring high performance 

in chromosome conformation capture like Micro-C, as well as experimental simplicity and 

robustness like Hi-C (Chapter 2). Given sufficient sequencing depth, MID Hi-C can generate 

feature-rich contact maps down to ~500 BP resolutions. 
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1.2 Chromatin 3D Architectures 

In the past decade, chromatin 3D architectures of different genomic scales have been 

discovered (Dixon et al., 2012; Lieberman-Aiden et al., 2009; Mifsud et al., 2015; Nora et al., 

2012; Phillips-Cremins et al., 2013; Rao et al., 2014; Sexton et al., 2012). The mechanisms 

driving their formations are under active research. At the mega-base scale, large spans of 

chromatin are segregated into two mutually repulsive clusters, termed A and B compartments, 

appearing as binary checkerboard patterns on contact maps at 100 to 500 KB resolution 

(Lieberman-Aiden et al., 2009). Genomic regions in A compartment are generally positioned 

toward the nuclear interior, e.g., nuclear speckle associating domains (SPADs), and associated 

with euchromatin in transcriptionally active states that are enriched for active histone marks 

like H3K27ac (Bickmore and van Steensel, 2013; Lieberman-Aiden et al., 2009; Rao et al., 

2014; Zhang et al., 2020). Conversely, genomic regions in B compartment are generally 

positioned in the nuclear periphery, e.g., nuclear lamina associating domains (LADs), and 

associated with heterochromatin in transcriptionally inert states that are enriched for 

repressive histone marks like H3K9me3 (Bickmore and van Steensel, 2013; Lieberman-Aiden 

et al., 2009; Rao et al., 2014; Zhang et al., 2020).  

Recent studies have shown that heterochromatin protein 1a (HP1a), ‘reader’ of 

H3K9me3, undergoes ‘liquid-liquid demixing’ and forms droplets in solution under molecular 

crowding environments (Larson et al., 2017; Strom et al., 2017). Increasing salt concentration 

effectively dissolved the droplets. The self-aggregation forces arise from weak, but 

multivalent interactions among HP1a proteins, mediated by the intrinsically disordered 

regions (IDR) embedded in the protein domains of HP1a as revealed by biophysics analyses 

(Larson et al., 2017; Strom et al., 2017). The phenomenon is termed liquid-liquid phase 
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separation (LLPS) which drives the self-assembly of diverse membrane-less organelles, such 

as stress granules in cytoplasm and nucleoli in the nucleus (Boeynaems et al., 2018). Since 

heterochromatin is heavily coated by HP1a, LLPS is proposed to drive the condensation of 

heterochromatin and physically sequester active chromatin (Larson et al., 2017; Strom et al., 

2017). Likewise, many transcriptional activators enriched in euchromatin can mediate LLPS 

as well (Boija et al., 2018; Gibson et al., 2019; Lu et al., 2018; Sabari et al., 2018). 

Consequently, the segregation of A and B compartments manifests LLPS phenomena in 

chromatin. 

At the sub-mega-base scale, local chromatin is organized by self-interacting TADs 

(Dixon et al., 2012; Lieberman-Aiden et al., 2009; Nora et al., 2012; Phillips-Cremins et al., 

2013; Rao et al., 2014; Sexton et al., 2012). These chromatin domains can be maintained for 

many cell cycles as well as conserved across distinct cell types and even across related 

species. In many cases, TAD is encapsulated in a CTCF loop linking the boundaries occupied 

by converging CTCF sites. Therefore, they are referred to sometimes as loop domains or 

contact domains (Rao et al., 2014). 

CTCF loops and TADs are proposed to be generated by dynamic loop extrusion 

(Fudenberg et al., 2016; Sanborn et al., 2015). Specifically, loop extrusion process is 

orchestrated by architecture proteins (complexes) comprising CTCF, cohesin, NIPBL, and 

WAPL. Underlying the loop extrusion model, cohesin ring, which is loaded onto chromatin 

by NIPBL, entraps a stretch of DNA that gives birth to the initial DNA loop. Then, cohesin 

extrudes and enlarges the loop by moving along the chromatin in opposite directions. 

Extruding cohesin can be halted by a pair of CTCF binding sites, which in turn forms CTCF 

loops. The loop remains closed until cohesin is released from chromatin by WAPL and 
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recycled. Loop extrusion model accurately predicted the loop defects caused by acute 

depletion of individual architecture proteins. For example, depletion of CTCF resulted in 

reversible and CTCF-dose-dependent loss of CTCF loops as well as insulation at TAD (loop 

domain) boundaries (Nora et al., 2017). On the other hand, removing cohesin from chromatin 

either through depletion of cohesin or NIPBL abolished all CTCF loops across the genome. A 

good portion of the disrupted loops, some may even span mega-base sizes, recovered in an 

hour when cohesin proteins were restored (Rao et al., 2017; Schwarzer et al., 2017). In 

contrast, depletion of WAPL resulted in longer dwelling time of cohesin on chromatin, which 

gave rise to ectopically enlarged loops (Haarhuis et al., 2017). 

Beside illuminating the mechanism of CTCF loop formation, these studies shed light 

on the functional relations between CTCF loop and chromatin compartmentalization (also 

gene regulation, see more detail in Chapter 1.3). Neither genome-wide removal nor elongation 

of CTCF loops in the architectural protein depletion studies produced wide-spread alterations 

in compartmental organizations (Haarhuis et al., 2017; Nora et al., 2017; Rao et al., 2017; 

Schwarzer et al., 2017). Therefore, compartmentalization and CTCF loops are independent 

layers for organizing chromatin at the global scales. So do the underlying LLPS and loop 

extrusion. However, in the local chromatin organizations, the subtle changes in 

compartmental interaction patterns indicated that compartmentalization and loop extrusion 

may be counteracting. For example, NIPBL depletion unmasked small B-like regions within 

A compartment (Schwarzer et al., 2017). They were usually devoid of active histone marks as 

opposed by the surrounding A compartment regions. Similarly, cohesin depletion causes 

super-enhancer to colocalize (Rao et al., 2017). Both the appearance of B-like regions and 
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colocalization of super-enhancer are correlated to enhancer compartmental segregation, 

suggesting that loop extrusion can act against finer compartmentalization. 

Despite mounting evidence pointing to the existence of loop extrusion, how cohesin 

moves along the chromatin is still unclear. RNA polymerase is thought to be one of the 

motors since convergent transcriptions accumulate cohesin at the intersecting 3’ end, forming 

so-call cohesin islands, when the primary cohesin-position regulators, CTCF and WAPL, are 

deleted (Busslinger et al., 2017). Recently, in vitro studies showed that the ATPase activity of 

cohesin can consumes ATP and translocates cohesin in steps (Kim et al., 2020; Pradhan et al., 

2021; Ryu et al., 2021). Consistently, cohesin assembled with SMC3 ATPase mutations 

demonstrates 50% less efficiency in translocating to CTCF sites than cohesin with WT SMC3 

in vivo (Vian et al., 2018). Furthermore, configuration of ‘stripe’ domains (Vian et al., 2018) 

as well as the imminent connections between IgH recombination and loop extrusion are 

compelling evidence that cohesin scans the entire loop domain (Ba et al., 2020; Dai et al., 

2021; Hill et al., 2020; Jain et al., 2018; Zhang et al., 2019a, 2019b). However, direct 

observations of loop extrusion in vivo are still needed to integrate the multiline evidence to a 

unified model. 

At even finer scales, long range interactions engaged by transcriptional elements, like 

enhancer-promoter (E-P) interactions, promoter-promoter (P-P) interactions, and gene loops, 

etc., are prevalent as revealed by promoter capture-C (Mifsud et al., 2015; Schoenfelder et al., 

2015) and Micro-C (Hsieh et al., 2020, 2021). A recent study reported that P-P and E-P 

interactions can cross TAD boundaries, renewing our understanding about CTCF loop 

insulation (Hsieh et al., 2021). However, a full characterization of the fine-scale chromatin 
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interactions remains to be worked out using more comprehensive ‘all-to-all’ 3C tools, such as 

the newly developed Micro-C and MID Hi-C. 

Our understanding of the mechanisms driving the formation of E-P interactions is 

rudimental relative to that of compartmentalization and CTCF loops. Since both cohesin and 

LLPS-competent factors (e.g., BRD4 and mediator) are often found in enhancers and 

promoters, loop extrusion and LLPS are speculated to participate in establishing E-P 

interactions (Boija et al., 2018; Hnisz et al., 2017; Isoda et al., 2017; Khattabi et al., 2019; 

Linares-Saldana et al., 2021; Liu et al., 2021; Sabari et al., 2018). However, neither depleting 

LLPS-competent factors (Crump et al., 2021; Jaeger et al., 2020; Khattabi et al., 2019) nor 

architecture proteins (Hsieh et al., 2021; Thiecke et al., 2020) that mediate loop extrusion had 

abolished E-P interactions. Thus, the mechanism is awaiting to be unveiled.  
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1.3 Impact of Chromatin 3D Architectures in Gene Regulation 

Whether and how chromatin structures influence gene expression is currently under 

intense debate. Numerous studies have shown that tissue-specific gene expressions are 

correlated with changes in chromatin conformations (Bonev et al., 2017; Stadhouders et al., 

2018). At the level of compartmentalization, cell-type determination factors were repositioned 

from nuclear lamina to nuclear interior during lineage commitments, such as in the cases of 

Ebf1 and Bcl11b during B cell and T cell lineage choice (Isoda et al., 2017; Lin et al., 2012). 

TAD and CTCF loop facilitate proper communication between enhancer and promoter by 

restricting enhancer from contacting non-cognate promoters (Dixon et al., 2016; Laat and 

Duboule, 2013). Indeed, several reports shown that enhancer-hijacking events triggered by 

disruption in TAD boundaries contributes to developmental defects and cancer (Franke et al., 

2016; Hnisz et al., 2016; Ibn-Salem et al., 2014; Lupiáñez et al., 2015). In line with these 

observations, one would expect that genome-wide removal of TAD will cause vast 

transcriptional changes. However, all architecture protein depletion experiments mentioned 

above have seen only minor disruptions on gene expressions (Haarhuis et al., 2017; Nora et 

al., 2017; Rao et al., 2017; Schwarzer et al., 2017). Although the changes in local chromatin 

interaction of a handful altered genes when depleting RAD21 and WAPL suggested that some 

enhancers may need cohesin to establish interactions with target promoters (Liu et al., 2021; 

Rao et al., 2017), the majority of E-P interactions were not affected by removal of architecture 

proteins (Hsieh et al., 2021; Thiecke et al., 2020). These observations could explain why only 

minor transcriptional changes occur when TADs and CTCF loops are disrupted. 

Nevertheless, the argument assumes that E-P interactions play a central role in 

regulating gene expression. In fact, forced enhancer-promoter interactions increased the 
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transcriptional output because of elevated transcriptional bursting (Deng et al., 2012; Fukaya 

et al., 2016; Morgan et al., 2017). Two recent studies shown that the formation of E-P 

interacting hub preceded TAD formation and cell-type-specific gene expression during 

Drosophila embryo development (Espinola et al., 2021; Ing-Simmons et al., 2021), suggesting 

that E-P interactions per se are less developmentally controlled as we previously thought. 

Furthermore, other studies reported that some genes do not require enhancer proximity for 

their activations (Alexander et al., 2019; Benabdallah et al., 2019). More future work needs to 

be done to understand how E-P interaction regulates gene expression.  
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1.4 Layout of Contents 

In the second chapter of this thesis work, we developed a new and powerful Hi-C 

approach, named MID Hi-C, to comprehensively map E-P interactions. We benchmarked the 

performance of MID Hi-C against that of Micro-C and in situ Hi-C. Then, we demonstrated 

that MID Hi-C can be easily repurposed to upgrade existing Hi-C based methods. As a proof 

of principle, we developed MID HiChIP. We observed dramatical enhancement as compared 

to HiChIP. 

In the third chapter, we used MID Hi-C to investigate enhancer-dependent effects in 

altering the status of the active (A) compartment as well as E-P interactions when the BAF 

complex was perturbed. 

In the fourth chapter, I included two published studies that investigated chromatin 

structural changes in the mouse and human neutrophils stimulated by calcium signaling or 

microbial challenges. 

In the fifth chapter, we studied how lineage-determining transcription factors 

cooperate with cis-regulatory elements to instruct antagonistic cell fates in the extraembryonic 

lineage during early mouse embryo development. 

The last chapter is the concluding remarks.  
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CHAPTER 2 

Development of MID Hi-C Method 

 

In this chapter, we presented a new Hi-C approach, termed MID Hi-C, that supersedes in 

situ Hi-C, the most widely used chromosome conformation capture (3C) tool nowadays, to map 

chromatin interactions in an unbiased manner. We first discussed the critical optimizations in 

MID Hi-C assay. We then benchmarked the performance of MID Hi-C in profiling CTCF loops 

and enhancer-promoter interactions against Micro-C, the state-of-the-art 3C tool that we are 

competing with to replace in situ Hi-C. Finally, we utilized MID Hi-C to upgrade the HiChIP 

protocol and developed MID HiChIP.   
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2.1 Rational of MID Hi-C 

Recent studies developed optimized Hi-C protocols, named Micro-C and Hi-C3.0, that 

enable detection of DNA loops with relatively high signal-to-noise ratios (Oksuz et al., 2021). 

Micro-C revealed two major advantages over in situ Hi-C (Rao et al., 2014). First, Micro-C 

enhanced focal enrichment of looping signals. Second, Micro-C detects more loops in higher 

resolution when compared to in situ Hi-C, in particular for genomic regions encoding enhancers 

and promoters (Hsieh et al., 2016, 2020; Krietenstein et al., 2020). Another approach, named Hi-

C 3.0, upgraded in situ Hi-C protocol by applying a second crosslinker and double restriction 

enzyme (RE) digestion. Hi-C 3.0 provides increased experimental simplicity relative to Micro-C. 

However, despite considerable increase in signal-to-noise ratios compared to in situ Hi-C, Hi-C 

3.0 still significantly underperformed Micro-C in DNA loop detection (Oksuz et al., 2021). 

Hence, we tried to further improve Hi-C 3.0 by using more frequently digested restriction 

enzymes. Specifically, we used Mse1 and Dde1 to digest double-crosslinked chromatin (Figure 

2.2A). We found that our updated approach still underperformed Micro-C in detecting DNA 

loops (data not shown). 

To optimize the conditions further, we explored the possibility that the relatively harsh 

denaturing wash (0.5% SDS at 65 C for 10 min), when preparing nuclei for efficient chromatin 

fragmentation, could impair the preservation of chromatin interactions as a consequence of 

reverse-crosslinking. We reasoned that by applying Mse1 and Dde1 as restriction enzymes, the 

harsh denaturing nuclei wash might not be required for efficient chromatin fragmentation 

because Mse1 and Dde1 recognition sites are frequently present across the genome including 

genomic regions that are depleted for nucleosome and thus can be accessed by the enzymes 

(Figure 2.1A). Indeed, by using Mse1 and Dde1 as fragmentation enzymes, we were able to 
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fragment chromatin to suitable sizes (< 1 kb) in a ‘nearly-denature-free’ condition (Figure 2.2B). 

Hence, we named this method as minimized interruption and double-digestion (MID) Hi-C. 
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Figure 2.1. Robust detection of CTCF loops by MID Hi-C. (A) Schematic showing chromatin 

can be fragmented without the denaturing nuclei wash if there are high chances of RE 

recognizable motifs presenting in unprotected regions. (B) Comparison of the contact scaling 

curves. (C) Comparison of the contact maps. (D) Intersection analysis of CTCF loops called 

from the datasets of the three methods using HiCCUPS. (E) APA for the loop subsets in (D) (see 

also in Figure 2.2B). The enrichment scores were calculated by dividing the intensity of the 

central pixel with the average intensity of the 3x3 pixels at bottom left. The highest enrichment 

scores for each loop subset (column-wise max) were highlighted in red. 
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2.2 MID Hi-C Recapitulates Compartmentalization and TAD with Lower Noise 

To determine the quality of MID Hi-C in mapping chromatin interactions, we generated a 

MID HI-C library (1.5 billion interaction reads) for mouse embryonic stem cells (mESCs). We 

next evaluated MID Hi-C performance by comparing it to deeply sequenced Micro-C (Hsieh et 

al., 2020) and in situ Hi-C (Bonev et al., 2017) datasets derived from mESCs. As a first approach 

we examined the scaling patterns (decay of contact frequencies as a function of genomic 

distance) for the three datasets. We found the scaling pattern of MID Hi-C resembled that of 

Micro-C (Figure 2.1B). Notably, the noise level associated with MID Hi-C, measured by the 

contact frequency at far cis (> 100 MB), was substantially lower when compared to in situ Hi-C 

(Figure 2.1B). In comparison to Micro-C, MID Hi-C noise levels were slightly lower (Figure 

2.1B). Interaction frequencies involving paired genomic elements separated between 5 kb and 10 

Mb, were virtually identical for Micro-C and MID Hi-C (Figure 2.1B). 

To determine whether MID Hi-C recapitulates the features of compartmentalization and 

TADs, contact matrices of MID Hi-C were generated and compared to those derived for in situ 

HiC and Micro-C. We found that the assembly of compartments as revealed using the 

aforementioned three protocols were highly similar (Figure 2.2C, spearman correlation >0.945). 

The ‘checkerboard’ pattern as revealed in contact matrices using MID Hi-C was slightly weaker 

than that observed for Micro-C (Figure 2.2D). A similar trend was observed by analyzing 

compartmental strength using saddle plots (Figure 2.2E; Gibcus et al., 2018). We note that these 

differences between Micro-C and MID Hi-C plausibly relates to a steeper decline in contact 

coverages for paired genomic elements spanning vast genomic distances (>10 Mb) as observed 

for MID Hi-C (Figure 2.1B). To evaluate detection of TADs using MID Hi-C, we aggregated the 

contact maps of MID Hi-C and Micro-C surrounding the TAD boundaries detected from Micro-
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C data using TopDom (Shin et al., 2016). We found an enhanced contrast between intra- vs. 

inter-TAD interaction strengths for MID Hi-C as compared to Micro-C, unveiling the boundary 

patterns associated with TADs (Figure 2.2F). Taken together, this analysis indicates that Micro-

C and MID Hi-C protocols are equivalent in terms of identifying TADs and 

compartmentalization at a genome-wide level. 
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Figure 2.2. Comparable detection of compartments and TADs by MID Hi-C and Micro-C. 

(A) Numbers of palindromic (4 and 4 plus bp) motifs occur in the mouse genome. (B) 

Tapestation profiling of the fragment length distribution for the digested chromatin. (C) Scatter 

plot displaying the pairwise comparisons of compartment scores among MID Hi-C, in situ Hi-C 

and Micro-C. Bin size was 25 KB. (D) Contact maps showing ‘checkerboard’ pattern 

(compartmentalization) detected by MID Hi-C and Micro-C. (E) Saddle plots displaying the 

averaged contact frequencies between bins stratified by compartment scores. The summarized 

statistics (left corner) were calculated by first multiplying the strengths of A-A and B-B 

interactions of the top 20% A or B bins (intra-compartment, diagonal) and then dividing to the 

square of the strength of A-B interactions from these bins (inter-compartment, off-diagonal). (F) 

Aggregated contact maps at the 200KB neighborhoods centering on the TAD boundaries 

detected from Micro-C. 
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2.3 Robust Detection of CTCF Loops using MID Hi-C 

To determine how MID Hi-C compares to Micro-C and in situ Hi-C in terms of detecting 

CTCF-mediated loops, we matched the numbers of MID Hi-C, Micro-C and in situ Hi-C 

interaction reads by down-sampling the Micro-C and in situ Hi-C datasets. Initially, we focused 

on analyzing paired CTCF-bound sites appeared as sharp dots on contact maps. In line with the 

previous reports, signals associated with paired CTCF binding sites as revealed by in situ Hi-C 

was diffusive when compared to Micro-C (Figure 2.1C; Hsieh et al., 2020). On the other hand, 

MID Hi-C showed pronounced focal enrichment of paired CTCF binding sites (Figure 2.1C). To 

systematically assess the signal quality at paired CTCF binding sites, we used HiCCUPS (Rao et 

al., 2014) to call significant interactions from three datasets at 5 and 10 KB resolutions. We 

detected 24125, 16213, and 6342 loops by analyzing the equivalent number of interaction reads 

derived from MID Hi-C, Micro-C and in situ Hi-C, respectively. For all three protocols, >90% of 

the loops showed paired CTCF occupancy (Figure 2.3A). A large fraction of CTCF loops 

detected by the three different protocols overlapped (Figure 2.1D). Specifically, nearly all (91%) 

CTCF loops detected by in situ Hi-C were identified as well using MID Hi-C versus 75% 

identified using Micro-C. Notably, 8962 (66%) CTCF loops revealed by Micro-C were identified 

using MID Hi-C (49% CTCF-mediated looping as detected using MID Hi-C). MID Hi-C also 

allowed detection of 8614 additional CTCF loops, almost twice the number as detected uniquely 

using Micro-C (Figure 2.1D). To quantify and compare enrichment signal strength for these loop 

subsets for in situ Hi-C, Micro-C and MID Hi-C, we performed Aggregate Peak Analyses (APA, 

a.k.a pileup analysis; Rao et al., 2014). We found that, unlike in situ Hi-C, enrichment signal of 

MID Hi-C was comparable to that of Micro-C (Figure 2.1E and 2.3B). We detected a 1.9- and 

1.75-times signal boost as revealed using MID Hi-C and Micro-C datasets respectively versus in 
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situ Hi-C at the consensus CTCF loop subsets (Figure 2.1E). For Micro-C specific CTCF loops 

that were ineffectively captured by in situ Hi-C, a modest enrichment was seen from MID Hi-C 

(Figure 2.1E). Finally, MID Hi-C specific CTCF loops were also associated with strong signal 

strength as detected using Micro-C further validating the notion that these are bona-fide CTCF-

mediated loops. Collectively, these observations indicate that MID Hi-C enables accurate and 

robust detection of CTCF-mediated looping. 
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Figure 2.3. MID Hi-C captures strong signals at CTCF loops and E-P interactions. (A) 

Analysis of CTCF occupancies at the anchors of the HiCCUPS loops. (B) APA at the 

intersecting CTCF loop subsets. The three-digit code of each column is the indicator denoting 

whether the intersecting set contains loops from the datasets in the order of the rows (arrow on 

the left). For example, ‘101’ stands for loop subset that is shared by MID Hi-C and in situ Hi-C 

but not by Micro-C. The calculation of the enrichment scores is the same as Figure 2.1E. (C) 

APA at the intersecting E-P loop subsets that are called by HiCCUPS. The coding of the 

indicator and calculation of the enrichment scores are the same to (B). (D) Scatter plot 

contrasting the interaction strengths of all possible ‘CTCF-free’ E-P pairs (separated by 5 to 500 

KB) as measured by MID Hi-C (x axis) and Micro-C (y axis). 
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2.4 Robust Detection of Enhancer-Promoter Interactions using MID Hi-C 

To evaluate the potential of MID Hi-C in detecting enhancer-promoter (E-P) interactions, 

we identified the E-P interactions from HiCCUPS loop sets by annotating anchors using 

ChromHMM (Ernst and Kellis, 2012, 2017). This analysis found 9032, 8908, and 1660 loops 

involving E-P interactions using MID Hi-C, Micro-C, and in situ Hi-C protocols, respectively. 

We focused our analysis on E-P loops detected by MID Hi-C and Micro-C since the majority of 

E-P interactions revealed by in situ Hi-C were also identified using MID Hi-C and Micro-C. We 

found that nearly 50% of E-P interactions overlapped for both loop-sets (Figure 2.4A). APA for 

the E-P loop subsets showed that looping signals of both MID Hi-C and Micro-C were highly 

enriched (Figure 2.3C). Likewise, we found that using MID Hi-C interaction strengths of 

combined E-P loops correlated well with that observed using Micro-C (Figure 2.4B). We next 

focused our analysis on E-P interactions that were not associated with CTCF occupancy. We 

note that in situ Hi-C merely detects E-P interactions devoid of CTCF occupancy (Hsieh et al., 

2020; Krietenstein et al., 2020). In contrast, we found that MID- Hi-C readily detects E-P 

interactions not linked with CTCF binding, at high-resolution (<800 bp) (Figure 2.4C and 2.4D). 

To systematically confirm these observations, we aggregated contact maps for all possible pairs 

involving ‘CTCF-free’ enhancers and promoters that are separated by 5 to 500 kb. We found 

significant enrichment for both MID Hi-C and Micro-C but not in situ Hi-C (Figure 2.4E). 

Additionally, we found that the interaction strengths using MID Hi-C or Micro-C were 

quantitatively correlated (Figure 2.3D). Taken together, these data indicate that MID Hi-C 

readily allows detection of E-P interactions that are not associated with CTCF occupancy akin to 

that observed for Micro-C but not in situ Hi-C. 
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Figure 2.4. MID Hi-C can detects E-P interactions. (A) Venn diagram displaying the 

intersection of the E-P loops parsed from the HiCCUPS loops detected from MID Hi-C and 

Micro-C datasets. (B) Scatter plot contrasting the interaction strengths of the combined E-P 

HiCCUPS loops as measured by MID Hi-C (x axis) and Micro-C (y axis). (C and D) Two 

examples of MID Hi-C contact maps visualizing E-P interactions at high resolutions. (E) APA at 

all possible ‘CTCF-free’ E-P pairs that are separated by 5 to 500 KB. 
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2.5 Optimal HiChIP Derived from MID Hi-C 

In principle the relatively mild denaturing steps used in MID Hi-C, allows for greater 

enrichment of target-bound chromatin contacts using chromatin immunoprecipitation sequencing 

(ChIP-seq). To explore this possibility, we included MID Hi-C in the HiChIP protocol 

(Mumbach et al., 2016) and named the derived method as MID HiChIP. We generated cohesin 

and H3K27ac MID HiChIP datasets in mESCs to compare them with the published HiChIP 

datasets (Mumbach et al., 2016). We began by comparing the efficiency of immunoprecipitation 

using MID Hi-C versus HiC conditions. Specifically, we overlaid datasets of ChIP-seq, MID 

HiChIP, and HiChIP at the cohesin (generated in lab) and H3K27ac (ENCODE, GSM1000126) 

peaks called from ChIP-seq profiles using MACS2 (Zhang et al., 2008). We found significant 

enrichment of MID HiChIP as compared to HiChIP (Figure 2.5A). Notably, the ChIP efficiency 

of MID HiChIP was comparable to that of using cohesin or H3K27Ac ChIP-seq alone (Figure 

2.5A and 2.6A). 

To determine whether MID HiChIP can enrich target-bound contacts and filter unbound 

contacts, we compared MID HiChIP versus HiChIP contact maps. We detected remarkably 

increased signal-to-noise ratios using MID HiChIP versus HiChIP, when enriched for either 

cohesin occupancy or deposition of H3K27Ac (Figure 2.5B). Enrichment was particularly 

striking using cohesin MID HiChIP revealing sharp interaction peaks of paired CTCF binding 

sites (Figure 2.5C and 2.6C). Specifically, we found that enrichments of interaction signals at 

paired CTCF binding sites were on average increased for a factor of 3.7-fold using cohesin MID 

HiCHIP when compared to cohesin HiChIP (Figure 2.5D and 2.6B). Likewise, signals associated 

with H3K27ac MID HiChIP at H3K27ac-anchored interactions were on average 2.3-fold 

stronger relative to H3K27ac HiChIP (Figure 2.5D and 2.6B). As expected, MID HiChIP signals 
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associated with cohesin occupancy differed from that observed for H3K27ac MID HiChIP 

consisting with cohesin sites and H3K27Ac-marked enhancers being associated with distinct 

chromatin tethers (Figure 2.5B, 2.5D, and 2.6B). In contrast, the distinction between cohesin and 

H3K27ac HiChIP in contact maps was less pronounced (Figure 2.5B, 2.5D, and 2.6B). We found 

that fewer number of interaction reads were required by MID HiChIP (Figure 2.5B). As a proof 

of principal, we downsampled the cohesin MID HiChIP dataset to 20 million interaction reads. 

Even when used at low depth, we were able to visualize paired CTCF interactions in relatively 

high signal-to-noise ratios (Figure 2.6D), suggesting superior cost efficiency of MID HiChIP. 

Finally, we compared the MID HiChIP and HiChIP protocols to identify significant 

paired cohesin-dependent loops using cohesin ChIP-Seq peaks as anchor input for loop calls by 

hichipper (Lareau and Aryee, 2018). We found a large percentage of significant paired-cohesin 

loops detected by MID HiChIP and HiChIP were shared (Figure 2.7B). To evaluate how well 

these two datasets in detecting cohesin-mediated loops, we next compared the recall rates for the 

highly confident paired-cohesin loops, combined loops of MID Hi-C and Micro-C called by 

HICCUPS (described in chapter 2.3), as a function of an increasing number of top ranked loops 

(decreasing stringency) that were rated using cohesin-dependent MID HiChIP or HiChIP. As 

expected, we found a substantially higher percentage of reference loops were re-identified using 

cohesin-dependent MID HiChIP as compared to HiChIP (Figure 2.5E). Taken together, these 

data demonstrate that MID Hi-C combined with chromatin immunoprecipitation enables 

significant enrichment for paired binding sites. 
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Figure 2.5. Enrichment of target-bound DNA contacts by MID HiChIP. (A) Tornado plot 

showing the enrichment of ChIP, MID HiChIP, and HiChIP at the cohesin or H3K27ac peaks by 

ChIP-seq. (B) Comparison of contact matrices of MID HiChIP and HiChIP. (C) Example of 

high-resolution contact maps displaying superior signal-to-noise ratio of cohesin MID HiChIP. 

(D) Violin plot showing the distributions of the interaction strengths of CTCF-anchored 

interactions (blue violin) or H3K27ac-anchored interactions (orange violin), measured by the 

indicated HiChIP datasets (y axis labels). The numbers on the arrows represent the fold 

differences of the means between the source violin versus the target violin. (E) Trend lines 

describing the recall rate (y axis) for the reference paired-cohesin loops, combined from 

HiCCUPS loop calls from MID Hi-C and Micro-C, as a function of the numbers (x axis) of top 

rank loops as rated by hichipper or OBJECT using ChIP-seq peaks as anchor inputs.  
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Figure 2.6. Superior signal of MID HiChIP. (A) Trend lines showing the recall rate for 

cohesin or H3K27ac ChIP-seq peaks by the number of top rank peaks detected from the MID 

HiChIP or HiChIP datasets. (B) APA displaying the enrichment signal of the MID HiChIP or 

HiChIP datasets at the CTCF-anchored interactions (first row) or H3K27ac-anchored interactions 

(second row). The enrichment scores are calculated as Figure 2.1E. (C) Example of high-

resolution contact maps displaying superior signal-to-noise ratio of cohesin MID HiChIP. (D) 

Contact maps showing the signal qualities of the downsampled (20 million) cohesin MID 

HiChIP dataset.  
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2.6 New Loop Caller for HiChIP 

Upon further inspection of the MID HiChIP data, we observed two irregularities: a 

slower decay rate in the scaling profile of MID HiChIP and an overdispersed relationship 

between mean and variance (Figure 2.7A and 2.7C). The latter one is presented in HiChIP as 

well. Notice that these two irregularities affect the estimations of the background and count 

distribution, two most critical modeling components in HiChIP loop callers. 

The slower decay rate of MID HiChIP is most prominent in the interacting range 

separated by 30 KB to 300 KB, where elevated looping signals are observed from MID HiChIP 

versus HiChIP. It needs to be corrected for a proper estimation of the background. Therefore, we 

employed an iterative loop calling approach that rebuilt the background model by removing 

significant interactions with which the loop call of last round was highly confident. We 

implemented the iterative version of the MANGO algorithm (Phanstiel et al., 2015) which is 

used in hichipper (Lareau and Aryee, 2018). We found the background model converged for all 

the tested HiChIP datasets using iterative MANGO. Specifically, the corrected scaling curve had 

a typical decaying pattern resembling that of HiChIP (Figure 2.7A). 

The overdispersion pattern we observed in HiChIP data (Figure 2.7C) implied that the 

underlying count distribution cannot be recapitulated by poisson distribution or binomial 

distribution that is assumed by existing HiChIP loop callers. Failing to address the inflated 

variance will increase the false positive rate of the model. Two alternative distributions are used 

to account for overdispersion in count data; that are zero-inflated poisson (ZIP) distribution and 

negative binomial (NB) distribution. To evaluate these distributions, we exploited the framework 

of general linear model (GLM) to simultaneously construct the background model and estimate 

the parameter of the count distribution. The model has two explanatory variables, interacting 
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distance (L) and anchor coverages (D), that determined the expected count of the response 

variable. Then, the count values were modeled by ZIP or NB distributions. We found that the 

mean-variance relationship as modeled by ZIP distribution closely resembled the overdispersion 

trend in the data (Figure 2.7C). Motivated by these observations, we implemented the iterative 

procedures, as described above, for the ZIP-based GLM approach. We termed this new loop 

calling method as overdispersion and (Hi-C and ChIP) bias jointly emulated and corrected tool 

(OBJECT). 

To benchmark OBJECT, we used it to call significant paired-cohesin loops from the 

cohesin-dependent MID HiChIP and HiChIP datasets. The consensus ratio, as revealed by 

intersection analysis of two loop sets, was increased relative to the ones that were called by 

hichipper (Figure 2.7B). Furthermore, the rates of recalling highly confident loops of paired 

cohesin binding sites were also higher when using OBJECT versus hichipper (Figure 2.5E). It is 

worth noting that the improvements of recall rates were more prominent for noisier inputs, such 

as calling loops from HiChIP data versus MID HiChIP data, or using HiChIP peak calls as 

anchor input versus ChIP-seq. This analysis highlights the notion that OBJECT is more robust 

against noise than hichipper, justifying our choice of ZIP distribution. 
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Figure 2.7. Call loops from HiChIP data using OBJECT. (A) Scaling profiles showing the 

elevated contact coverages at the mid-range before (top) and after (bottom) correction. (B) Venn 

diagram displaying the intersection of significant (q < 0.01) paired-cohesin loops detected from 

cohesin MID HiChIP and HiChIP by hichipper (top) or OBJECT (bottom). (C) Scatter plots 

displaying overdispersion patterns in HiChIP data. (D) APA at paired-CTCF interactions 

aggregated from raw or balanced contact matrices of cohesin MID HiChIP data. (E) Trend lines 

describing the recall rate (y axis) for the reference paired-cohesin loops, combined from 

HiCCUPS loop calls of MID Hi-C and Micro-C, as a function of the numbers (x axis) of top rank 

loops as arranged by hichipper or OBJECT using peaks directly called from HiChIP data as 

anchor inputs. 
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2.7 Summary 

In this chapter, we developed a new Hi-C approach, termed MID Hi-C, characteristic 

with finer but manageable chromatin fragmentation as well as better preservation of chromatin 

interactions via using second crosslinker and milder condition as opposed to in situ Hi-C. We 

showcased that MID Hi-C surpassed in situ Hi-C and is comparable to Micro-C in detecting 

chromatin interactions at high resolutions (< 1 KB). We have also adapted the pre-processing 

pipeline from HiC-Pro to cope with the modified workflow of MID Hi-C (Servant et al., 2015). 

The parallel workflow of MID Hi-C and in situ Hi-C makes easy upgrades of the existing 

Hi-C derived assays such as Capture-C and HiChIP. As a proof of principle, we developed MID 

HiChIP. We found that the mild condition used in MID Hi-C substantially increased the 

subsequent ChIP efficiency in MID HiChIP. Combined with the richer Hi-C library, MID 

HiChIP generates fine mapping of chromatin interactions with high signal-to-noise ratio and cost 

efficiency. Additionally, we developed a new loop caller for HiChIP to effectively correct the 

bias from Hi-C and ChIP. Together, we built a toolkit for the next generation 3C that addresses 

the pressing challenge of the field to chart fine-scale chromatin interactions.   
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2.8 Material and Methods 

mESC Cell Culture 

E14TG2a mESCs were maintained in KnockOut DMEM (Thermo Fisher,10829018) medium, 

supplied with 15% FBS (R&D Systems, S10250H), 1mM MEM Non-Essential Amino Acids 

(Thermo Fisher, 11140-050), 2mM Glutamax (Thermo Fisher, 35050061), 100 U/mL Pen/Strep 

(Thermo Fisher, 15140122), 0.1 mM 2(β)-ME (Sigma, M-3148), and 1000 U/mL LIF (Cell 

Guidance Systems, GFM200) on 0.1% gelatin coated dishes at 37C and 5% CO2. Cells were 

passaged every two days. Medium was changed on a daily basis. 

 

MID Hi-C Experiment 

mESC cells were double crosslinked by formaldehyde and DSG then aliquoted as 

described previously (Hsieh et al., 2020). One aliquot of fixed cells (~5 million) is washed in 1.4 

mL low SDS buffer (50 mM pH 7.5 Tris-HCL, 10 mM NaCl, 0.1% SDS) with 1X Protease 

Inhibitor Cocktails (PICs). Incubate on ice for 15 min. Spin down the nuclei at 2500 rcf for 5 min 

at 4C. Remove supernatant and wash one more time in the low SDS buffer. Then, resuspend 

nuclei in 1 mL digestion buffer (1X Cutsmart buffer, 1% Triton X-100, 1X PICs). Incubate in 

37C for 20 min with gentle rotation. Add 250U MseI and 250U DdeI to digest nuclei at 37C for 

6 hours or overnight with gentle rotation.  

After digestion, spin down the nuclei and resuspend in 1 mL fill-in reaction mix (1X 

CutSmart buffer, 1% Triton X-100, 66 uM dTTP, 66 uM dCTP, 66 uM dGTP, 66 uM dATP-

Biotin, 50 U Klenow DNA large polymerase I, 1X PICs). Rotate at room temp for 90 min. Spin 

down nuclei and resuspend in 1 mL ligation mix (1X T4 DNA ligase buffer, 1% Triton X-100, 

0.1 mg/mL BSA, 15 U T4 ligase, 1X PICs). Incubate at 14C overnight with gentle rotation. Next 
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day, spin down the nuclei. The proximal ligated nuclei can be used for library preparation or 

proceeded for MID HiChIP. 

 

MID Hi-C Library Preparation 

Resuspend proximal ligated nuclei in 300 uL ChIP elution buffer (1% SDS, 100 mM 

NaHCO3) and incubate at 65C overnight. Next day, add RnaseA and incubate at 37C for 45 min. 

Then, add Proteinase K and incubate at 55C for 2 hours. Purify DNA using 

Phenol:Chloroform:Isoamyl (PCI) method. Purified DNA can be stored in -80C till ready for 

library preparation. 

Prepare MyOne Streptavidin T1 beads by washing 5 uL T1 beads in 600 ul Tween wash 

buffer (1X binding buffer, 0.05% Tween-20) at 55 C for 2 min for twice. Reclaim the beads on 

magnetic stand and resuspend in 50 ul 2X binding buffer (2 M NaCl, 10 mM pH 7.5 Tris-HCl, 1 

mM EDTA). The beads are ready for immobilizing biotin labeled DNA. 

We used NEB fragmentase to fragment DNA for library preparation. But sonication can 

be used to fulfill the same purpose. We treat 50 ng to 500 ng of DNA with NEB fragmentase in 

20 uL reaction volume, per manufacture instructed. Incubate the reaction at 37C for 9 to 13 min, 

optimized to generate 100 – 500bp fragment size. To stop the reaction, add 250 ul 2X binding 

buffer to the DNA fragmentation reaction and incubate at 55C for 15 min. Then, add 280 uL 

Zymo DNA elution buffer and 50 ul prepared T1 beads to the stopped reaction (total 600 ul). 

Rotate the beads and DNA at room temperature for 15 min. After that, reclaim the beads and 

wash twice in the Tween wash buffer as above. 

The DNA-bound T1 beads were used for NEBNext library preparation per manufacture 

instruction with gentle taps during reactions to keep beads in suspension. We typically amplify 
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8-10 PCR cycles for library amplification. The library is then double size selected using home-

made SPRI beads to isolate fragments between 200 and 800 bp for next generation sequencing. 

 

MID HiChIP 

Proximal-ligated nuclei are processed for ChIP following Myers Lab ChIP-seq Protocol 

(v011014). In brief, proximal-ligated nuclei are resuspended in RIPA buffer followed by 

sonication using Bioruptor. Soluble chromatin fragments are immunoprecipitated by SMC3 

(abcam ab9263) or H3K27ac (ActiveMotif 39133) antibody overnight. We used 3 to 5 mg of 

antibody for the starting material of 5 million cells. Next day, wash the immunoprecipitated 

chromatin extensively. Purify the DNA for library preparation after reverse crosslinking. 

All ChIPed DNA is immobilized on T1 beads and the library is prepared on beads as 

MID Hi-C library preparation described above. We typically got 10 to 50 ng ChIPed DNA for 

library generation. We have successfully generated libraries for next generation sequencing 

started by as low as 5 ng DNA with less than 15 PCR amplification cycles. 

 

DATA Analysis 

MID Hi-C Sequencing Data Process 

Adaptors in pair-end (PE) sequencing reads were trimmed using Trimmomatic. Trimmed 

PE reads were aligned to mm10 genome using HiC-Pro analysis pipeline (Servant et al., 2015). 

To improve mappability, HiC-Pro performs ‘global’ and ‘local’ mapping. In the global mapping 

stage, full-length reads are first aligned. Any unmapped reads will be split at the ligation sites 

(MID Hi-C ligation sites:  TTATAA, TTATNAG, CTNATNAG, CTNATAA) and the 5’ 
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segment will be re-aligned in the local mapping stage. We denote this one pass of iterative 

alignment. 

Instead of dumping the 3’ segment, more passes of iterative alignment can be done till no 

more segments of reads are left to align. The multi-pass iterative mapping (MPMAP) was 

designed for the MID Hi-C dataset for two purposes. First, MPMAP salvages the unmapped 

reads in the local mapping stage. Since chromatin fragments generated by MID Hi-C are smaller 

than in situ Hi-C, the 5’ segments, which are truncated during library preparation, are sometimes 

too small to be aligned. Therefore, we need to resort to inner fragments. MPMAP can increase 

10 to 20 percent library yield for MID Hi-C. Second, given a fixed read length like 100 bp, it can 

sequence a greater number of fragments for MID Hi-C versus in situ Hi-C. MPMAP retrieves the 

multi-fragment information which can be leveraged to study multiway interactions (Quinodoz et 

al., 2018; Rao et al., 2017) in future studies. To validate the MPMAP pipeline, we compared the 

single pass mode with the HiC-Pro pipeline. They produced essentially the same output.  

For multi-fragment interaction reads, we kept two longest separated fragments for Hi-C 

filtering. The output of validpairs was transformed to HIC (Rao et al., 2014) and COOL 

(Abdennur and Mirny, 2019) formats for downstream analysis. In brief, validpair data was first 

binned and normalized using JUICER toolkit (Durand et al., 2016a) and stored in the HIC file. 

The contact maps shown in the figures were directly visualized by JUICEBOX (Durand et al., 

2016b). To call HiCCUPS loops, we used the HiCCUPS subcommand of JUICER toolkit with 

flags `-r 5000,10000 -f 0.1,0.1 -p 4,2 -I 7,5 -d 20000,20000`. For all other downstream analysis, 

we then transformed the HIC file to COOL file by dumping the raw and normalized matrices in 

HIC file to COOL storage. This allowed us to use COOLER and COOLTOOLS packages (Nora 

et al., 2020) to access Hi-C data and seamlessly integrate downstream analysis with Python.  
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Published in situ Hi-C and Micro-C Data Process 

We processed the published in situ Hi-C data of mESCs (Bonev et al., 2017) using HiC-

Pro analysis pipeline, setting fragment bed file and ligation site specific to Hi-C. For processing 

the published Micro-C data (Hsieh et al., 2020), we left these two parameters unset. Output 

validpairs were processed to HIC and COOL files as described above. Unless specified, 

downstream analyses were performed with the same parameters for all three datasets (MID Hi-C, 

in situ Hi-C, and Micro-C). 

 

Contact Scaling Curves 

We followed the example 

(https://cooltools.readthedocs.io/en/latest/notebooks/contacts_vs_distance.html) from 

COOLTOOLS to generate the contact scaling curves in Figure 1B. 

 

A/B Compartment Analysis and Saddle Plot 

A/B compartments were called by CscoreTool (Zheng and Zheng, 2017) with default 

parameters. The compartment scores generated by CscoreTool is on a uniformed scale between -

1 to 1, allowing for direct comparison between datasets. Compartmental tracks were plotted by 

pyGenomeTracks. Scikit-learn (https://scikit-learn.org/stable/) was used for PCA analysis for the 

compartment score profiles of samples. Saddle plot and the associated metrics were generated as 

described previously (Gibcus et al., 2018; Zhu et al., 2020). 

 

Topologically Associated Domain (TAD) Analysis 
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TADs were called by TopDom in 10 KB resolution and 20 window sizes. We took the 

boundary locations detected from the Micro-C dataset for pileup analysis (ADA analysis) on the 

MID Hi-C dataset. 

 

Loop Annotation 

Loop annotation is essentially annotating the anchors. For example, we checked whether 

the anchors were bound by CTCF, given a list of CTCF peaks. In cases of annotating E-P 

interactions, we either used the annotations from 

https://github.com/guifengwei/ChromHMM_mESC_mm10 by ChromHMM or ‘CTCF-devoid’ 

enhancers and promoters identified from ATAC-seq analysis as described in chapter 3.  

 

Loop Intersection Analysis 

We intersected loops called from different datasets using an anchor-centric approach. 

Briefly, anchors of loops were adjusted to 10 KB sizes. Then, anchors of loops to be merged 

were pooled and clustered based on overlapping by PyRanges, tolerating 7500 BP distance 

(`slack=7500`). Therefore, each loop can be represented by a pair of IDs of the anchor cluster. 

Loops with the same pair of IDs were considered intersecting. In essence, this approach merged 

loops within 25 KB Euclidean distances (Rao et al., 2014). 

 

Aggregated Peak Analysis (APA, a.k.a. pileup analysis) 

We performed pileup analysis similar to APA or ADA analysis as described previously 

(Rao et al., 2014).  
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MID HiChIP Analysis 

Sequencing data of MID HiChIP was trimmed, mapped, filtered, and created HIC/COOL 

files in the same way as the MID Hi-C data process above. For the published HiChIP data, we 

processed in the same way as the in situ Hi-C data process above.  

To assess the ChIP enrichments, we pooled all fragments below 1 MB separations to call 

peaks and generate tornado plots as described in ATAC-seq analysis in chapter 3. Visualization 

of the contact maps and APA analyses were similar as described above, except for using raw 

count values instead of normalized values. We found that MID HiChIP substantially violated the 

equal-visibility assumption for Hi-C matrix normalization (Imakaev et al., 2012) due to the high 

enrichment at target-bound regions. Applying normalization to contact matrices of MID HiChIP 

almost wiped out the interaction signals (Figure 2.7D). We used hichipper to call significant 

paired-cohesin loops with flags `--peak-pad 0 –skip-resfrag-pad –no-merge`. 

 

Distance Scaling Curves for MID HiChIP and HiChIP 

We generate the distance scaling curves the same way as described in MANGO 

(Phanstiel et al., 2015).  

 

Mean-Variance Analysis for MID HiChIP and HiChIP 

We first performed equal occupancy binning (Ay et al., 2014) in the distance (L) or depth 

(D) spaces. Depth for a pair of bins was calculated by the production of the coverages of the 

individual peak. Using these two series of break points, we formed a parametric grid in the 2D 

space (L and D). Each L-D bins were considered to have similar distance separations and depth 

coverages so that all paired peaks (regardless of being observed) fallen in a L-D bin were 
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assumed to have the same count distribution. Mean and variance were approximated for every L-

D bins. The resulting pairs of means and variances were plotted as scatters. 
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CHAPTER 3 

BAF Complex Instructs Chromatin Folding 

 

In this chapter, we investigated the alterations in chromatin folding in response to the 

perturbation of BAF complex, the chromatin remodeler that controls chromatin accessibilities at 

cis-regulatory elements. We found enhancer syntax instructs the dependency of enhancer on the 

BAF complex as well as the contact configurations of enhancer-promoter (E-P) hubs. Loss of 

BAF occupancies weakened the strengths of a subset of E-P interactions. Lastly, we examined 

how global reduction in enhancer accessibilities affect the nuclear compartmentalization.  
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3.1 Enhancer Sequence Dictates Selective Recruitment of Chromatin Remodelers  

The data described in chapter 2 indicates that MID Hi-C, unlike in situ HiC, permits the 

robust detection of E-P interactions and enables us to systematically determine how E-P 

interactions are regulated. Numerous previous studies have revealed that chromatin remodelers, 

including the BAF complex, promote chromatin accessibility across enhancers (Alver et al., 

2017; Nakayama et al., 2017; Park et al., 2021; Wang et al., 2017). To determine how the BAF 

complex regulates enhancer accessibility we inserted a dTAG-inducible FKBPv degron (Nabet et 

al., 2018) into the SMARCA4 locus, encoding for the only ATPase BRG1, in mESCs (Figure 

3.2A and 3.2B). We found that dTAG-13 treatment swiftly reduced BRG1 abundance to barely 

detectable levels (Figure 3.2C). We next conducted a time-course MID Hi-C to interrogate acute 

(3h) and prolonged (6h and 24h) effects of BAF complex perturbation (Figure 3.2B). We first 

examined for alterations in chromatin accessibility at sites enhancer and promoter repertoires 

excluding sites associated with CTCF-bound sites. ATAC-seq reads were overlaid and quantified 

signal fold changes were compared to t=0 control (Figures 3.1A and 3.1B). We found that 

chromatin accessibility across enhancers were more vulnerable to BAF depletion in comparison 

to promoters (Figures 3.1A and 3.1B). Depletion of BAF affected chromatin accessibility at 

active enhancers to a similar degree as weak enhancers (Figures 3.1A and 3.1B). Interestingly, 

enhancers demonstrated differential responses to BAF complex perturbation, as evidenced by a 

wide range of changes in chromatin accessibility (Figure 3.1B). To distinguish between the 

different responses, we segregated enhancers based on accessibility changes of BAF depletion 

(3h) into three subsets: BAF-dependent (BD) enhancer (5574, more than 8-fold reduction), BAF-

partial-dependent (PD) enhancer (25828, more than 1.5-fold but less than 8-fold reduction), and 

BAF-independent (BI) enhancer (8970, less than 1.5-fold reduction) (Figure 3.1B). We found 
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that the major reduction in chromatin accessibility of BD and PD enhancers occurred by 3h when 

the decline in BRG1 plateaued whereas accessibility changes of BI enhancers were moderate 

during the entire course of perturbation (Figure 3.2D). Consistently, BRG1 occupancies as 

determined by BRG1 ChIP-seq (Chronis et al., 2017) at BD enhancers were higher than BI 

enhancers (Figure 3.2E). Notably, DNA motif analysis for the BD and BI enhancer repertoires 

revealed striking differences in motif constitution (Figure 3.1C). Specifically, we found that BD 

enhancers were enriched for the motifs for OCT4/SOX2/TCF/NANOG, master pluripotent 

regulators whose functions are strongly dependent on the BAF complex (esBAF). In contrast, BI 

enhancers were enriched for the motifs of KLF1, SP5, and NFY that were reported to regulate 

naive pluripotency. In sum, enhancer sequence dictates selective recruitment of chromatin 

remodelers. 

  



52 

 

Figure 3.1. Enhancer dependencies on BAF correlate to the insulation potential. (A) 

Tornado plots showing the signals of the time-course ATAC-seq, H3K4me3, H3K27ac, 

H3K4me1, and CTCF at the accessible regions detected from the control (0h). (B) Violin plot 

showing the fold changes in the chromatin accessibilities for the treatment versus the control. (C) 

Enriched motifs at BI and BD enhancers. (D) Line plots displaying PolII occupancies at 

enhancers and promoters. (E) Line plots displaying the column-wise means calculated from the 

upper (blue) and lower (orange) halves of the APA matrices in (F). (F) APA at the E-P 

interaction subsets (by column) for MID Hi-C dataset. 

  



53 

 

  



54 

 

3.2 BRG1 Permits Genomic Interactions Beyond the Enhancer Boundary 

The data described above indicates that enhancer repertoires can be segregated into BI-

enhancers and BD-enhancers. These findings raise the question whether BI-enhancers and BD-

enhancers instruct distinct patterns of chromatin folding. As a first approach to address this 

question, we aggregated MID Hi-C contacts at paired promoters and BI- and BD-enhancers. We 

found that BI-enhancers were associated with a distinctively insulated chromatin domain 

structure (Figure 3.1F). The BI-enhancer instructed insulation was characterized by elevated 

contact frequencies within the domain and marked by stripes emanating from enhancers and 

promoters that intersected at focal points associated with promoter-enhancer interactions (Figure 

3.1F). We found that BI enhancers were able to insulate chromatin interactions crossing the 

enhancer boundary, albeit weaker when compared to promoters (Figures 3.1E and 3.1F). In 

contrast, we found that chromatin domains associated with BD enhancers did not insulate against 

genomic interactions emanating from the promoter or genomic regions located between the 

promoter and enhancers (Figures 3.1E and 3.1F). Likewise, using Micro-C rather than MID Hi-C 

we found that BD enhancers differ from BI-enhancers in their ability to enforce insulation 

beyond the enhancer region (Figure 3.2F). Recent studies suggested that RNA polymerase II 

occupancy at transcription start sites interferes with loop extrusion resulting in unidirectional 

stripes and insulations of genomic interactions emanating from the promoter. Consistent with 

this model, we found that RNA polymerase II occupancy was enriched at BI-enhancers but not at 

BD-enhancers (Figure 3.1D). Taken together, these data indicate that the chromatin remodeler 

ATPase BRG1 enables genomic interactions emanating from promoters beyond enhancer 

boundary elements. 
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Figure 3.2. BAF Complex Perturbation Uncovers BAF-Dependent and BAF-Independent 

Enhancers. (A) Bar plot showing Brg1 is the only expressed BAF ATPase in mESCs quantified 

by RNA-seq. (B) Schematic showing the design of experiments. (C) Western blots showing 

BRG1 protein is completely degraded after applying dTAG13. (D) Trend lines showing the fold 

changes (vs. 0h) in the chromatin accessibilities (ATAC-seq) during BRG1 depletion. (E) Line 

plots displaying BRG1 occupancies at enhancers and promoters. (F) APA at the E-P interaction 

subsets (by column) for Micro-C dataset (heatmap at the bottom). Column-wise mean (along the 

x axis centering on enhancer) calculated from the upper (blue) and lower (orange) halves of the 

APA matrices were plotted on the top panel. 
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3.3 BAF Complex Orchestrates the Assembly of Enhancer-Promoter Interaction Hubs 

To investigate how BAF orchestrates the E-P interaction hub, we performed a PCA 

analysis for changes in E-P interaction strength during the course of BRG1 depletion. We found 

that PCA values associated with loss of BRG1 (3h, 6h, and 24h) clustered but segregated from 

cells not depleted for BRG1 (0h) (Figure 3.3A). Accordingly, E-P strengths segregated for BI, 

PD, and BD enhancer repertoires at 0h significantly differed from that observed for 3h, 6h and 

24h BRG1-depletion (Figure 3.3B). Conversely, BRG1-depletion for 3 hours when compared to 

6 and 24 hours did not reveal significant differences in E-P strength (Figure 3.3B). Thus, a new 

state of the E-P interactome was established at 3h and maintained beyond 3h, indicating that the 

changes in E-P interactions were tightly associated with the loss of BAF abundance.  

To determine how during the course of BRG1 depletion the EP interaction hub is altered, 

we generated aggregated contact maps for BD, PD, and BI enhancer repertoires interacting with 

promoters. We found that the degree of reduction in E-P interaction strengths (intensity at the E-

P focal point) correlated well with that of acute changes in chromatin accessibility across 

enhancers at 3h (Figures 3.3C and 3.4A). Specifically, E-P interactions at BD enhancers were 

nearly abrogated (Figures 3.3D and 3.4B). Conversely, we found that PE interaction strength at 

BI enhancers was only modestly attenuated (Figure 3.3C). Despite considerable reductions in the 

strength upon loss of BRG1 abundance, E-P interactions were retained across the PD enhancer 

repertoire (Figure 3.3C). Thus, abolishment of E-P interaction requires eradication of factors 

assembled at the enhancer platform that sequester the BAF complex.    

We next focused our analysis on the role of BAF in instructing genomic interactions that 

span the entire E-P domain. To increase the coverage, we combined the MID Hi-C datasets of 

samples depleted for BAF during the course of 3, 6 and 24 hours. We found that although 
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genomic interactions emanating from BD enhancers were virtually undetectable under BAF 

complex perturbation condition, genomic interactions involving the promoter regions were 

largely intact (Figure 3.3E).  Additionally, the contact frequencies of genomic interactions 

among genomic regions that span the promoter stripe remained elevated above the background 

(Figure 3.3E). In summary, we found that chromatin accessibility across enhancer repertoires, 

reflecting transcription factor occupancy and recruitment of associated cofactors, instructs 

enhancer-communication but is dispensable for genomic interaction across the E-P hub. 
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Figure 3.3. BAF complex orchestrates the assembly of E-P interaction neighborhoods. (A) 

PCA analysis on the profiles of E-P interaction strengths. (B) Pairwise Mann-Whitney U rank 

tests among time points (by column) for the E-P interaction subsets (by row). (C) APA at the E-P 

interaction subsets (by column) for time-course MID Hi-C datasets (by row). (D) Virtual 4C 

displaying the contact frequencies, at 0h and 3h, from the viewpoint (eye symbol at the 

enhancer). The yellow shade highlights the interacting promoter. (E) APA at the E-P interaction 

subsets (by column) for combined BRG1-depleted MID Hi-C dataset. Line profiles are generated 

as described in Figure 3.1.  
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Figure 3.4. BAF perturbation affects E-P interactions and compartmental segregations. (A) 

Scatter plots showing the acute changes in E-P interaction strengths at 3h versus the acute 

changes of the anchors (top panel for promoters and bottom panel for enhancers). (B) Virtual 4C 

displaying the contact frequencies, at 0h and 3h, from the viewpoint (eye symbol at the 

enhancer). The yellow shade highlights the interacting promoter. (C) Heatmap showing the 

pairwise spearman correlations among the compartmentalizations for time-course MID Hi-C 

datasets. (D) Example tracks of the compartment scores. (E) Line plots displaying the acute fold 

changes (at 3h) in chromatin accessibilities versus the compartmental scores. 
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3.4 The BAF Complex Instructs Compartmental Segregation  

At the coarse 3D genomic scale, chromatin is segregated into active (A) and inactive (B) 

compartments (Lieberman-Aiden et al., 2009). Since activate enhancers are primarily located in 

the A compartment, we examined whether the global reduction of chromatin accessibility caused 

by BAF depletion modulates compartmental organization. We found that during the course of 

BAF depletion (3-24 hours) A/B compartmental remained largely intact (pairwise spearman > 

0.94, Figures 3.4C and 3.4D). However, upon closer inspection using PCA analysis we found 

significant changes in A/B compartmentalization during the course of BAF depletion (Figure 

3.5A). To determine whether these changes were orchestrated by changes in the compartmental 

segregation we generated saddle plots (Gibcus et al., 2018). This analysis captured a progressive 

increase in contact frequencies at the inter-compartmental interactions, indicating weakening in 

compartmental segregation that became more prominent during the course of BAF depletion 

(Figure 3.5B). To determine to what degree compartmental segregation changed upon BAF 

depletion, segregation scores, which quantifies the strength difference between the intra- and 

inter-compartmental interaction, were computed for genomic bins spanning 25 Kbp. PCA 

analysis on the segregation score profiles also detected time-dependent compartmental 

segregation differences among samples but a higher percentage of sample-wise variation were 

captured compared to compartment scores (Figure 3.5D). We found upon BAF depletion a 

significant decline in compartmental segregation across genomic regions that were associated 

with a significant decline in chromatin accessibilities (Figure 3.5C). To determine how changes 

during the course of BAF depletion in compartmental segregation relate to the positioning in the 

A compartment, we computed segregation differences as a function of compartment score. We 

found that upon BAF depletion the loss of segregation was increased overtime for regions of 
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higher compartmental scores (Figures 3.5E), correlated well with the reduction of chromatin 

accessibility (Figures 3.4E). Taken together, these data indicate that the BAF complex enforces 

compartmental segregation. 
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Figure 3.5. BAF complex perturbation reduces compartmental segregation. (A) PCA 

analysis on the profiles of compartmental scores. (B) Saddle plot displaying the segregation 

pattern for the time-course MID Hi-C datasets. The summarized statistics (bottom left corner) 

were calculated from the difference of top 20% A-A and top 20% B-B interactions (intra-

compartment, diagonal) versus A-B interactions (inter-compartment, off-diagonal) (Gibcus et al., 

2018). (C) Example track of the compartmental segregation and epigenetic marks. (D) PCA 

analysis on the profiles of segregation scores. (E) Line plots displaying the acute fold changes (at 

3h) in compartmental segregation versus the compartmental scores.  
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3.5 Summary 

In this chapter, we identified two subsets of enhancers based on their dependencies on 

BAF complex as revealed by the acute changes in the chromatin accessibility after BRG1 

depletion. They are not only enriched for different transcription factor motifs, but the underlying 

E-P interacting neighborhoods also assume distinct configurations. Lastly, we observed global 

reduction in chromatin accessibilities weaken the compartmental segregation in the nucleus. 
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3.6 Material and Methods 

FKBPv Cell Line Generation 

The constructions of the guide RNA (sgRNA) and the donor plasmid for inserting 

FKBPv to Brg1 endogenous locus were described in our previous paper (Zhu et al., 2020). For 

generation of FKBP12F36V cell lines, mESCs cells were seeded the day before transfection on a 

10 cm tissue culture plate. 12 ug of plasmid DNA comprising equimolar amounts of sgRNA and 

donor plasmid were transfected using 40 ul of Lipofectamine 3000 with 24 ul of P3000 reagent 

(Thermo Fisher, L3000008). Two days after transfection, the transfected cells were selected in 

10 ug/mL of Blasticidin (Cayman Chemical, NC1445974) for a week. Single cells from the 

EYFP positive population with successful insertions were then sorted using a BDFACSAria 

Fusion Sorter in 96-well round bottom plates. Single cells were grown for ~7 days to form single 

clones. Genotyping primers (Zhu et al., 2020) were used to screen for homozygous clones. The 

established cell lines were treated with dTAG13 (CAS 2064175-41-1). Efficiency of acute 

degradation of BRG1 proteins was examined by western blots as previously described (Zhu et 

al., 2020).  

 

ATAC-seq Analysis 

Adaptors in pair-end (PE) sequencing reads were trimmed using Trimmomatic (Bolger et 

al., 2014). Trimmed PE reads were aligned to mm10 genome using bowtie2 (Langmead and 

Salzberg, 2012) with flags `--very-sensitive -I 10 -X 700 –dovetail`. Only mapped fragments 

with sizes between 0 to 200 BP were kept for further analysis. Peaks were called by MACS2 

with flags `-g mm -f BEDPE -q 0.01 –SPMR –keep-dup auto`. Then, functionalities of deeptools 

(Ramírez et al., 2014) were used to analyze enrichment signals. Briefly, density tracks were 
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generated by `bamCoverage` to be visualized in UCSC genome browser or by pyGenomeTracks 

(Lopez-Delisle et al., 2020). Clustering of peaks, based on H3K4me3, H3K27ac, and CTCF 

signal, and tornado plots were generated by `computeMatrix` and `plotHeatmap` to identify 

enhancers and promoters devoid of CTCF occupancies. Summarized signal profiles were plotted 

by `plotProfile`. In addition, quantification of peaks was performed through counting the number 

of reads overlapping with peaks using PyRanges (Stovner and Sætrom, 2019). Homer (Heinz et 

al., 2010) was used to search enriched motifs within 200 BP from the peak centers. 

 

Compartmental Segregation Analysis 

We calculated the averaged interaction strengths with A and B compartments separately 

for a 25 Kbps bin. Then, according to the compartment that the bin belongs to, we computed the 

ratio of intra- versus inter-compartmental interaction strengths, a.k.a compartmental segregation 

score. Segregation tracks were plotted by pyGenomeTracks and PCA analysis was performed as 

described above. Also, we calculated the averaged changes in segregation scores by stratifying 

bins according to the compartmental scores.  
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CHAPTER 4 

Chromatin Structural and Transcriptional Responses of Neutrophils to Stimuli 
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4.1 Responses of Human Neutrophils to Microbial Challenges 
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4.2 Responses of Neutrophils to Calcium Signaling 
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CHAPTER 5 

Transcription Factor Network Instructs the Extraembryonic Endoderm Lineages  
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5.1 Introduction 

The mouse blastocyst forming during preimplantation development comprises stem cells 

of three lineages: the trophectoderm (TE), the epiblast (Epi), and the primitive endoderm (PrE) 

(Watson, 1992). By the time the blastocyst about to implantation PrE differentiate into the 

parietal endoderm (PE) and visceral endoderm (VE), two cell fates of the extraembryonic 

endoderm (ExEn) lineage, localized in anatomically distinct areas in the embryo (Yamanaka et 

al., 2006). PE and VE remarkably differ in their morphologies and functions as revealed by the 

studies on postimplantation embryos (Takaoka and Hamada, 2011). Specifically, around embryo 

day 5.5 (E5.5) after implantation, extraembryonic VE (ExVE) and embryonic VE (EmVE) cells 

form the epithelial layer which encapsulates the ‘egg cylinder’ entailing the TE-derived 

extraembryonic ectoderm (ExE) and the Epi cells (Arnold and Robertson, 2009). VE cells 

function in embryo inductive processes (e.g., communication with Epi cells to setup the embryo 

axis) as well as nonautonomous cell maintenance (e.g., nutritional support and waste product 

removal) (Arnold and Robertson, 2009). In contrast, mesenchymal PE cells, scattered along the 

epithelial TE, secret extracellular matrix (ECM) components that contribute to Reichert’s 

membrane (RM). RM serves as a barrier to protect the egg cylinder and maintains its structural 

integrity (Hogan et al., 1980). While the functions of PE and VE were documented in embryo 

development, the involved pathways are still poorly characterized. Even less is known about how 

PrE differentiates into PE and VE at E4.5 prior to implantation (Filimonow and Fuente, 2021). 

Although genetic knockout studies in mouse models had linked key factors to ExEn 

development, it was challenged to attribute clear functions due to compounded phenotypes 

resulting from complex interdependencies among embryo cell types. For instance, both Gata6 

and Sox17 knockouts cause PrE defects which carry to PE and VE in mouse embryos (Schrode 
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et al., 2014). However, multiple lines of evidence from in vitro models for PrE differentiation 

pointed out they are PE determinants. Therefore, the gene regulatory network (GRN) that 

determines PE versus VE cell fates remains to be elucidated. 

Another layer of the complexity of the ExEn GRN is that PE and VE demonstrate 

extraordinary plasticity. For example, VE cells from postimplantation embryos can be converted 

to PE when cultured with differentiating ExE cells. Likewise, BMP signaling suppresses the PE 

cell fate in favor of the VE cell fate for the PE-like XEN cells (Hogan and Tilly, 1981; Paca et 

al., 2012). Such plasticity indicates nodes, especially transcription factors (TFs) exist in the GRN 

to connect the transcriptional programs of PE and VE. 

Here we identified TFs and biological pathways associated with PE or VE via systematic 

analysis on the single cell transcriptomes of PrE, PE and VE in E4.5 embryos. Unexpectedly, we 

found PrE co-expresses PE- and VE-associated TFs. A subset of VE enhancers is poised and co-

bound by core PE- and VE-associated TFs in the PE-like chemical-induced XEN (cXEN) cells.  
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5.2 The Transcriptional Program of PE and VE Cells in E4.5 Embryos 

To investigate the transcriptional programs of the early PE and VE cells, we integrated 

published scRNA-seq datasets of E4.5 embryos to increase single cell numbers that in turn 

improve cell state detection. We were able to detect TE, Epi, and PrE (ExEn) lineages (Figure 

5.1A). Furthermore, the integrated data revealed three subpopulations within the ExEn lineages 

(Figure 5.1A). By examining the expression of Oct4, Lama1, and Ttr (markers of PrE, PE, and 

VE), we found the three subpopulations were associated with Oct4hiLama1medTtrmed, 

Oct4medLama1hiTtrlo, and Oct4loLama1loTtrhi, indicative of PrE, PE, and VE cell states 

respectively (Figure 5.1B, 5.2A, and 5.2B). Indeed, cell trajectory analyses reconstructed from 

E4.5 and E5.5 (postimplantation) embryos confirmed that the PrE subpopulation is the root of 

the ExEn lineages, whereas the PE and VE subpopulations transits to the bifurcated branches 

corresponding to E5.5 PE and E5.5 VE (Figure 5.2C). 

To identify gene modules that distinguish PE and VE cells at E4.5, we performed high-

dimensional weighted gene correlation network analysis (hdWGCNA) to compare the single cell 

transcriptomes of PE and VE cells. We found two gene modules whose transcriptional profiles 

were correlated to PE or VE cells (Figure 5.1C). The expression biases of PE and VE modules 

(538 versus 1124 genes) were sustained in the E5.5 embryo (Figure 5.1C). Gene ontology (GO) 

analysis confirmed that the PE and VE modules were related to the terms of PE and VE tissue in 

the mouse anatomical ontology database (Figure 5.2E). Accordingly, the enriched KEGG (Kyoto 

Encyclopedia of Genes and Genomes) pathways that were activated in the early PE and VE cells 

agreed with the documented PE and VE biological functions (Figure 5.1E and 5.1F). By 

constructing the molecular interaction networks of PE and VE modules, we corroborated the 

VE/PE-associated genes participating in these pathways (Figure 5.1E and 5.1F). Notably, we 
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found PE cells were compatible with self-renewal as they upregulate Myc (a key factor related to 

pluripotency) and PI3K-Akt signaling pathways (see details below; Figure 5.1E). Taken together, 

we systematically characterized the distinct transcriptional programs of the early PE versus VE 

cells in E4.5 embryos. 
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Figure 5.1 Single cell transcriptomes of the ExEn lineage in E4.5 embryo. (A) UMAP 

embedding for the integrated scRNA-seq data of E4.5 embryo. (B) Expression profile of the 

marker genes, Lama1, Ttr, and Pou5f1 for PrE, PE, and VE respectively. (C and D) Violin plot 

displaying the signature scores of PE (C) and VE (D) gene modules. (E and F) Network 

connecting the genes and KEGG enriched pathways for PE (E) and VE (F) gene modules.  
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Figure 5.2 Characterization of cell types of the ExEn lineage in E4.5 embryo. (A-B) 

Expression of Ttr (A) or Lama1 (B) for the single cells embedded in UMAP space (Figure 5.1A). 

(C) Force-directed graph embedding E4.5 and E5.5 single cells. Pseudotime was calculated using 

SCANPY. (D) Diagram displaying the embryo lineage development from E3.0 to E5.5. (E) 

Enriched anatomical terms of PE and VE gene module in the mouse anatomical ontology 

database.  
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5.3 PrE Coexpresses the PE and VE Transcriptional Programs 

To investigate the transcriptional state of the PrE, we compared the transcriptional 

profiles of the PE and VE modules in the E4.5 ExEn cell population. Intriguingly, both gene 

modules were expressed moderately in PrE cells when compared to PE or VE cells (Figure 5.3A 

and 5.3B). We then examined the cell-type associated TFs, the potential cell fate determining 

factors, in PE and VE modules (Figure 5.4A). As expected, PE TFs, including known factors 

such as Gata6 and Sox17, were preferentially expressed in the PE versus the VE, and vice versa 

(Figure 5.3C and 5.3D). Strikingly, the majority of PE and VE TFs were already expressed in 

detectable levels in PrE cells. These findings indicate that PrE cells are in a plastic state in which 

both PE and VE transcriptional programs are activated. 
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Figure 5.3 PrE co-expresses the PE and VE transcriptional programs. (A) Scatter plot 

showing the signature scores of PE and VE modules for the single cells of the ExEn lineage in 

E4.5 embryo. Marginal distributions were also plotted next to the axis. (B) Heatmap showing the 

gene expression profiles for the single cells in the ExEn lineage. (C and D) Average gene 

expression of the top 20 transcription factors in the PE (C) or VE (D) modules for the five cell 

states in E4.5 embryo. (E) Tornado plot displaying the signal of chromatin accessibilities and 

depositions of H3K27ac at the combined H3K27ac enriched regions. (F) Motif enrichments at 

PE and VE enhancers. 
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Figure 5.4 Gene sets associated with the PE and VE enhancers. (A and B) Signature scores 

for the transcription factors in PE (A) or VE (B) modules. (C-E) Signature scores for the gene 

sets nearby PE (C), VE (D), or weak enhancers (E) as described in Figure 5.3E.  
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5.4 Coordination of ExEn TFs and Enhancers Orchestrates PE and VE Cell Fates 

To understand how cell-type-specific factors instruct the PE or VE cell fate, we first 

examined the enhancer landscapes of PE-like cXEN cells (in vitro) and E6.5 VE cells as profiled 

by the chromatin accessibility and the active enhancer mark (H3K27ac). ATAC-seq and 

H3K27ac Cut&Run (Skene and Henikoff, 2017) were performed on cXEN cells generated in 

house using the protocol from Niakan et.al (Niakan et al., 2013). The epigenetic data of E6.5 VE 

were obtained from GSE125318. By clustering the combined enhancers, we segregated the 

active enhancers for PE and VE respectively (Figure 5.3E). We confirmed that the nearby genes 

were upregulated in the corresponding cell types in the E4.5 and E5.5 scRNA-seq datasets 

(Figure 5.4C and 5.4D). The PE enhancers were enriched for the motifs of Gata, Sox, Klf, Tead, 

and Jun, consistent with the TFs found in the PE module (Figure 5.3C and 5.3F). The VE 

enhancers were inactive, but accessible, in the PE-like cXEN cells (Figure 5.3E). Surprisingly, 

they were highly enriched for the PE-associated motifs of Gata and Sox families as well, 

followed by Fox, Hnf1, Hnf4, and Lhx families whose members (FoxA2, Hnf1b, Hnf4a, and 

Lhx1) were found in the VE module (Figure 5.3F). The observed motif composition indicates an 

intricate interplay between PE and VE TFs at the VE enhancers. 

To characterize the VE enhancers in detail, we profiled the genome occupancies of 

Gata6, Sox17, and FoxA2 in PE-like cXEN cells by Cut&Run, since these are the known TFs, 

belonging to the top motif families in the VE enhancers, with reported functions in the ExEn 

lineages. We resolved the poised and de novo states in the VE enhancers (Figure 5.5A). 

Specifically, poised VE enhancers were occupied by the three TFs and had higher chromatin 

accessibilities compared to that of the de novo VE enhancers (Figure 5.5A, 5.6A, 5.6B and 

5.6C). Additionally, depositions of H3K9me3, reported as the counterpart of H3K27me3 for the 
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extraembryonic lineage, were detected in poised VE enhancers (Figure S3A). Furthermore, 

poised VE enhancers were associated with genes expressed in ExVE (Figure 5.5B) while de 

novo VE enhancers were associated with general VEs, suggesting that the ExVE cell fate is 

primed (Figure 5.5C). This observation orthogonally validates the prior study that proposed the 

ExVE is the default cell fate of VE cells while the EmVE is a specialized, subvariant. 

To understand how the TFs modulate the activity of the poised VE enhancers, we 

exploited TOBIAS software (Bentsen et al., 2020) to detect differential TF footprints from 

ATAC-seq data of PE-like cXEN cells versus E6.5 VE cells (Figure 5.5D). The footprints of PE-

associated motifs were enriched at the poised VE enhancers in cXEN, while the VE-associated 

Lhx motif has increased footprinting in the VE (Figure 5.5E and 5.6D). However, the major VE 

motifs, Fox, Hnf1, and Hnf4, were not differentially bound, possibly because the three VE TFs 

were expressed in PrE and PE, as evidenced in our transcriptomic analysis on the ExEn single 

cells (Figure 5.4D), cXEN cells (Figure 5.5F), and previous reports. Hence, the differential motif 

usages at the VE enhancers were correlated with the expression level of the TFs in their 

associated cell state (Figure 5.5F).  

To further dissect the poised state of enhancers, we compared the cutting profiles of the 

transposase at the active PE enhancers versus the poised VE enhancers in PE-like cXEN cells. 

We found the cutting frequencies were high across the entire PE enhancers demonstrating that 

TFs are actively binding on the enhancer platform (Figure 5.6E). Conversely, cut sites were 

restricted at the center of the poised VE enhancers in the cXEN cells, suggestive of negative 

regulation at these enhancers. 
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Figure 5.5 Differential TF footprints at the poised VE enhancers. (A) Tornado plot 

displaying signals of chromatin accessibilities and chromatin bindings of FoxA2, Gata6, and 

Sox17 at the VE enhancers in Figure 5.3E. (B and C) Signature scores for the gene sets nearby 

the poised VE enhancers (B) and de novo VE enhancers (C). (D) Schematic illustrating 

differential footprinting analysis using TOBIAS. (E) Differences of footprinting score for the 

motifs when comparing PE versus VE ATAC-seq. (F) Gene expression profiles for TFs 

belonging to the TF families in (E).  
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Figure 5.6 Epigenetic states at the poised VE enhancers. (A) Tornado plots displaying signals 

of H3K27ac, H3K4me1, and H3K9me3 at the VE enhancers. (B) Meta profiles of the 

enrichments for H3K27ac and ATAC-seq in cXEN at PE enhancers, poised VE enhancers, de 

novo VE enhancers and weak enhancers. (C) Meta profiles of the enrichments for occupancies of 

FoxA2, Gata6 or Sox17 in cXEN at PE enhancers, poised VE enhancers, de novo VE enhancers 

and weak enhancers. (D) Differential TF footprinting comparing PE and VE ATAC-seq signal at 

the poised VE enhancers. (E) Fragment distribution for cXEN ATAC centering at the active PE 

enhancers or the poised VE enhancers. Column-wise summation were plotted at the bottom.  
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5.5 Summary 

 In summary, we reported that PE and VE TFs were co-expressed in cXEN (and PrE) 

where they co-bind at a subset of VE enhancers related to a poised state. Therefore, we 

hypothesized that in the PrE or PE cells, the VE transcriptional program is primed by FoxA2, 

Hnf1b, and Hnf4a (VE TFs) via pioneering the VE enhancers but antagonized by Gata6 and 

Sox17 (PE TFs). We predicted that the downregulation of Gata6 and Sox17, as seen in the 

progression of VE cell fates, is necessary for the upregulation of the VE transcriptional program. 

To validate the model, we generated knockout cXEN lines targeting Gata6, Sox17, and FoxA2. 

Ongoing studies will be focused on integrating the phenotypes to corroborate the gene regulation 

network.  
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5.6 Material and Methods 

cXEN cell line derivation 

cXEN cell were derived from mESCs cells (E14TG2a) using a previously established 

chemical induction protocol (Niakan et al., 2013) in a cXEN derivation medium consisting of 

0.010 M Retinoic Acid (Sigma, 50-185-8562), 10 ng/mL Activin A 24 ng/mL (R&D Systems, 

338AC010), Fgf2 (R&D Systems, 23-3FB0-10), and 1 ug/mL Heparin (Sigma, H3393). mESCs 

were maintained in KnockOut DMEM (Thermo Fisher,10829018), 15% FBS (R&D Systems, 

S10250H), 1mM MEM Non-Essential Amino Acids (Thermo Fisher, 11140-050), 2mM 

Glutamax (Thermo Fisher, 35050061), 100 U/mL Pen/Strep (Thermo Fisher, 15140122), 0.1 

mM 2(β)-ME (Sigma, M-3148), and 1000 U/mL LIF (Cell Guidance Systems, GFM200) prior to 

media change using cXEN derivation medium [citation]. The established XEN cell lines were 

maintained, and passaged in Advanced RPMI (Thermo Fisher,12633012) supplemented with 

15% FBS (R&D Systems, S10250H), 2 mM Glutamax (Thermo Fisher, 35050061), 100 U/mL 

Pen/Strep (Thermo Fisher, 15140122), 0.1 mM 2(β)-ME (Sigma, M-3148).  

 

CRISPR/Cas9 cell line generation 

We cloned the FKBP12F36V-mNeonGreen-(3X)HA-tag-P2A-Blasticidin cassette and 

the flanked homology arms of the target proteins into pUC19 backbone. SgRNA were designed 

to cut around the stop codons of the endogenous loci of the targeted genes. The homology arms 

were designed to inframe insertion at the C-terminus of the targeted proteins. The homology arm 

sequences and sgRNAs were validated by sanger sequencing before use for further experiments. 

For generation of FKBP12F36V cell lines, cXEN cells were seeded the day before transfection 

on a 10 cm2 tissue culture plate. 12 ug of plasmid DNA, using equimolar amounts of sgRNA and 
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homology repair template were transfected using 40 ul of Lipofectamine 3000 with 24 ul of 

P3000 reagent (Thermo Fisher, L3000008). Two days after transfection, the transfected cells 

were selected in 10 ug/mL of Blasticidin for a week (Cayman Chemical, NC1445974). Single 

cells of mNeonGreen positive population were then sorted using a BDFACSAria Fusion Sorter 

in 96-well round bottom plates with irradiated CF-1 MEFs (Thermo Fisher, A34180). The 

homozygous clones were genotyped by PCR with primers amplifying the knock-in insertion site 

for FKBP12F36V and verified using flow cytometry. 

To generate FoxA2 knockout lines on the Gata6 or Sox17 FKBP12F36V knockin lines, 

two sgRNAs were designed to delete the sequence encoding for the DNA binding domain. cXEN 

knockin cell lines were seeded the day before transfection on a 6-well tissue culture plate. 2.5 ug 

of total plasmid DNA, using equimolar amounts of sgRNA were transfected with 5 ul of 

lipofectamine 2000 (Thermo Fisher 11668019) for 24h. The BFP positive cells were then sorted 

using a BDFACSAria in 96-well round bottom plates with irradiated CF-1 MEFs (Thermo 

Fisher, A34180). The homozygous clones were screened by genotyping. 

 

RNA-seq  

Total RNA was extracted with Trizol (Thermo Fisher, 15596026). Strand-specific RNA-

seq libraries were generated with 1000 ng of total RNA using NEBNext Ultra II Directional 

RNA Library Prep Kit for Illumina (E7760S). Libraries were paired-end sequenced on the 

NovaSeq 6000, 100 cycles. 

 

ATAC-seq 
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50,000 cXEN cells were dissociated using Accutase (Thermo Fisher, A1110501). ATAC-

seq was performed using an ATAC-seq kit (Active Motif, 53150) which included components 

for tagmentation, tagmented DNA clean-up, and library PCR amplification which were all done 

according to manufacturer’s instructions. Libraries were paired-end sequenced on the NovaSeq 

6000, 100 cycles. 

 

CUT&RUN 

500,000 cXEN and its derivative cell lines were dissociated using Accutase (Thermo 

Fisher, A1110501). Then, CUT&RUN was performed using pAG-MNase (Epicypher, 15-1016) 

following the standard protocol published by the Henikoff lab [citation]. Half of the DNA eluted 

from the CUT&RUN reaction was used for library prep using the NEBNext Ultra II system 

based on Nan Liu’s CUT&RUN library prep protocol but without size selection [citation]. 

Libraries were paired-end sequenced on the NovaSeq 6000, 100 cycles. Antibodies used in these 

experiments were as follows: anti-Gata6 (5851S, Cell Signaling Technology), anti-Sox17 

(AF1924, R&D Systems), anti-Gata4 (sc-25310, Santa Cruz Biotechnology), anti-FoxA2 (07-

633, EMD Millipore Sigma), anti-H3K27ac (MABE647, EMD Millipore Sigma), anti-H3K4me3 

(39159, Active Motif), anti-H3K9me3 (ab8898, Abcam), and anti-H3K4me1 (ab8895, Abcam). 

 

 

 

Data Analysis 

Cut&Run Data Processing 
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Paired-end fragments were trimmed using trimmomatic as previously described. Paired-

end reads were aligned using Bowtie2 with options: --local --very-sensitive --dovetail --phred33 

-I 10 -X 700. For transcription factors, mapped fragment sizes were divided into <120bp 

and >120bp. For most of the analyses, unless otherwise indicated, the <120bp fraction was used 

which is likely to contain direct TF binding sites as previously characterized. The fragments 

were filtered for a MAPQ score of 30 prior to calling peaks. To call peaks, MACS2 was called 

using the default narrowPeak setting with the following parameters: -f BEDPE -q 0.01 -B --

SPMR --keep-dup auto. For histone marks, mapped fragment sizes between 0bp and 700bp were 

used for downstream analyses. The fragments were filtered for a MAPQ score of 30 prior to 

calling peaks. To call peaks for H3K27ac and H3K4me3, MACS2 was called using the default 

narrowPeak setting with the following parameters: -f BEDPE -q 0.01 -B --SPMR --keep-dup 

auto. To call peaks for H3K4me1 and H3K9me3, MACS2 was called using default broadPeak 

settings with the following parameters: -f BEDPE -q 0.01 -B --SPMR --keep-dup auto. 

 

scRNA-seq Data Analysis 

 scRNA-seq data of E4.5 and E5.5 embryos were integrated from Nowotschin et. al. 

(Nowotschin et al., 2019) and Qiu et. al (Qiu et al., 2022) using seurat V4 (Hao et al., 2021). Cell 

clustering and plots were generated by seurat V4 (Hao et al., 2021) and scanpy (Wolf et al., 

2018). The signature scores were calculated by the UCell algorithm (Andreatta and Carmona, 

2021). Weighted gene correlation network analysis of single cell transcriptomes were performed 

by hdWGCNA (Morabito et al., 2021). 
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CHAPTER 6 

Concluding Remarks  
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The classic paradigm of cell fate decision denoted that master transcription factors 

execute the developmental instructions encoded in enhancer sequences to activate cell-type-

specific gene programs (Furlong and Levine, 2018; Jindal and Farley, 2021). Decades of 

research had made considerable progress in deciphering the enhancer codes in the context of the 

linear configuration of DNA motifs (Furlong and Levine, 2018). However, numerous evidences 

indicate that chromatin organization also play key role in facilitating the spatial and temporal 

control of gene expression. For example, we had previously reported that nuclei repositioning of 

Ebf1 versus Bcl11b coincides with their activations that determines B cell versus T cell 

commitment (Isoda et al., 2017; Lin et al., 2012). In chapter 4 of this thesis, we presented two 

published works that characterized the dramatic alterations in chromatin large-scale organization 

when mouse or human neutrophils are challenged by external stimuli (Denholtz et al., 2020; Zhu 

et al., 2020). Although these data highlighted the importance of nuclei compartment organization 

in gene regulation, we are still not clear about the detailed sequence of the events in the 

processes. It will be critical to identify the factors orchestrating the changes in compartment.  

Enhancer-promoter (E-P) communication is long speculated to directly control gene 

expression (Furlong and Levine, 2018; Lim and Levine, 2021). Despite the revolution of 

chromosome conformation capture (3C) tools like in situ Hi-C (Rao et al., 2014), profiling E-P 

interactions is still challenged. In line with the demand, we developed a new 3C method variant, 

named MID Hi-C akin to in situ Hi-C, that is capable of efficient detection of E-P interactions. 

MID Hi-C will facilitate the field to scale up mapping fine-scale chromatin interactions in 

various developmental and engineered systems. As a proof of principle, we leveraged MID Hi-C 

to study the responses of E-P interactions upon BAF complex perturbation. We uncovered that 

enhancer sequences encoding for differential recruitment of the BAF complex had profound 
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impact in the configuration of E-P interaction. We observed that E-P interaction is extremely 

robust so that abrogation requires near eradication of the proteins bound on the enhancer. This 

observation suggests that establishment of enhancer-promoter communication may not need the 

enhancer being activated. For instance, enhancer priming might be sufficient to trigger the 

interaction with cognate promoters. As indirect evidence, several recent studies independently 

reported that chromatin structures including E-P interactions were already formed prior to cell-

type-specific enhancer activation as well as gene induction (Espinola et al., 2021; Ing-Simmons 

et al., 2021). 

In addition, we observed enhancers can affect the chromatin interactions within the E-P 

interacting domain. We show that BAF-dependent enhancers permit paired genomic interactions 

beyond enhancer boundaries and do not dictate genomic interactions within enhancer-promoter 

loop domains. In contrast, BAF-independent enhancers interact with promoter regions within 

tightly insulated enhancer-promoter loop domains that are marked by promoter and enhancer 

boundary elements. Same as the other reports, we also observed evidence that both loop 

extrusion and phase separation seem contributing to the formation of E-P interaction. As a result, 

our data agree with the mixture model (Hsieh et al., 2021). As more MID Hi-C data 

accumulated, the complete picture of E-P interaction will be unveiled in the near future.  
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