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Enhancers harbor instructions encoded for the interactions between cis-elements and
transcription factors to orchestrate lineage specific gene programs. Here we developed a
modified method for chromosome conformation capture (3C), named MID Hi-C, to reveal
how in mouse embryonic stem cells differential cooperation of enhancers and the chromatin
remodeler BAF, as instructed by the underlying transcription factor motifs, modulate
enhancer-promoter communication. We show that BAF-dependent enhancers permit genomic
interactions beyond enhancer boundaries. BAF-dependent enhancers do not dictate genomic
interactions within enhancer-promoter loop domains but rather act to instruct remote
enhancer-promoter communication. In contrast, BAF-independent enhancers interact with
promoter regions within tightly insulated enhancer-promoter loop domains that are marked by
promoter and enhancer boundary elements. In addition, enhancer activeness modulated by
BAF enforces compartment segregation. Based on these observations, we propose that
enhancer cis elements instruct with great precision BAF-induced enhancer-promoter
communication and compartmental segregation. We also characterize the gene programs and
enhancer landscapes that instructed the cell fate bifurcation in the extraembryonic endoderm
lineage orchestrated by lineage specific transcription factors. The simplicity of this
developmental system will be valuable for dissecting how enhancer cis elements exploit the

3D genome principles to inscribe proper cell differentiation.
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CHAPTER 1

Introduction to 3D Genome Organization



1.1 High-throughput Chromosome Conformation Capture (3C) Technology

The early studies in chromosome structure (Miinkel and Langowski, 1998; Paulson
and Laemmli, 1977; Rattner and Lin, 1985; Sedat and Manuelidis, 1978) and the three-
dimensional (3D) structure of gene loci, such as at the globin genes (Bau et al., 2011; Tolhuis
et al., 2002; Zhou et al., 2006) and the immunoglobulin heavy-chain locus (/gh) (Guo et al.,
2011; Jhunjhunwala et al., 2008), generated a broad picture that the genome is folded in
sophisticated 3D configurations. Since then, the maturing of chromosome conformation
capture (3C) technology, such as 3C (Dekker et al., 2002), 4C (Simonis et al., 2006), as well
as 5C (Dostie et al., 2006) assays became the state-of-the-art tool in mapping chromatin
interactions. Despite the increasing throughputs of 3C method variants, only a minute fraction
of chromatin interactions in the nucleus were sampled in a single run. Therefore, the
enormous complexity of the 3D genome was still beyond reach. It was not until the arrival of
the era of next-generation sequencing and the innovation of high-throughput chromosome
conformation capture (Hi-C) assay (Lieberman-Aiden et al., 2009), as well as its mature
version, in situ Hi-C (Rao et al., 2014), that allowed one to map genome-wide chromatin
interactions in an unbiased manner (‘all-to-all’).

Hi-C assay is experimentally simple and inherently robust. In brief, crosslinked
chromatin (nuclei) is subjected to fragmentation by the restriction enzyme (RE) followed by
the proximal ligation to capture the physical proximity information from chromatin
interactions (Lajoie et al., 2015; Lieberman-Aiden et al., 2009; Rao et al., 2014). Numerous
endeavors, including the 4D nucleome project (https://www.4dnucleome.org/; Dekker et al.,
2017), were directed to utilize Hi-C to comprehensively map the 3D genome in various

biological contexts (Bonev et al., 2017; Cuartero et al., 2018; Denholtz et al., 2020; Gibcus et



al., 2018; Isoda et al., 2017; Kieffer-Kwon et al., 2013, 2017; Lin et al., 2012; Link et al.,
2018; Niu et al., 2021; Yang et al., 2020; Zheng and Xie, 2019).

Systematic survey of chromatin interactions by Hi-C assay revealed elaborate
architectures by chromatin folding. We now know that chromatin is folded into
compartments, self-interacting topological associated domains (TAD), CTCF loops, and
transcriptional-element-engaged interactions (Dixon et al., 2012; Lieberman-Aiden et al.,
2009; Mifsud et al., 2015; Nora et al., 2012; Phillips-Cremins et al., 2013; Rao et al., 2014;
Sexton et al., 2012). These features are prominent in the Hi-C contact maps at low (100 ~ 500
KB), median (25 ~ 100 KB), median high (2 ~ 25 KB), and super high (~ 1 KB) resolutions
respectively (see more details in Chapter 1.2; Jerkovic” and Cavalli, 2021). Although there are
growing interests to investigate chromatin interactions among cis-regulatory elements, these
missions were proven to be challenging because the chromatin interaction space at the
required super high resolution is immense, and thus demands a very deep sequencing (> 2
billion reads; Bonev et al., 2017; Lajoie et al., 2015; Rao et al., 2014). To improve cost
efficiency, enrichment strategies, such as target capture via immunoprecipitation or
DNA/RNA probes as implemented by HiChIP (Mumbach et al., 2016) or (NG) Capture-C
(Davies et al., 2016; Mifsud et al., 2015), were applied to the Hi-C library to prioritize
sequencing coverage at genomic regions of interest.

However, the performances of the aforementioned strategies are discounted by the
inherent inefficacy of Hi-C method in capturing high-resolution chromatin interactions (Hsieh
et al., 2020, 2021; Krietenstein et al., 2020; Oksuz et al., 2021). Theoretically, the highest
resolution of in situ Hi-C assay is 256 BP, determined by the expected cutting frequency of 4-

bp restriction enzyme (RE) used in chromatin fragmentation. In practice, proteins coated on



chromatin tamper with the efficiency of fragmentation, which in turn impairs the resolution.
To overcome incomplete chromatin digestion, a new 3C-based method variant, called Micro-
C, was developed (Hsieh et al., 2016, 2020; Krietenstein et al., 2020). By using Mnase as a
surrogate for RE, Micro-C assay successfully maps chromatin interactions in mammalian
genome down to 200 BP resolution, approximate to the size of a single nucleosome yielded
from Mnase digestion. However, like other Mnase-based assays, Micro-C demands delicate
experimental controls to constrain the hyper-activity of Mnase, since over-digestion damages
DNA fragments while under-digestion raises noise (Hsieh et al., 2020). Due to this technical
barrier, the adoption of Micro-C assay by the wider genomics field did not attain as much
momentum as Hi-C assay used to gain.

In consequence, a pressing challenge is to develop a manageable method, like Hi-C, to
scale up efforts in mapping chromatin interaction at super high resolutions. To address the
challenge, we developed a new Hi-C approach, termed MID Hi-C, featuring high performance
in chromosome conformation capture like Micro-C, as well as experimental simplicity and
robustness like Hi-C (Chapter 2). Given sufficient sequencing depth, MID Hi-C can generate

feature-rich contact maps down to ~500 BP resolutions.



1.2 Chromatin 3D Architectures

In the past decade, chromatin 3D architectures of different genomic scales have been
discovered (Dixon et al., 2012; Lieberman-Aiden et al., 2009; Mifsud et al., 2015; Nora et al.,
2012; Phillips-Cremins et al., 2013; Rao et al., 2014; Sexton et al., 2012). The mechanisms
driving their formations are under active research. At the mega-base scale, large spans of
chromatin are segregated into two mutually repulsive clusters, termed A and B compartments,
appearing as binary checkerboard patterns on contact maps at 100 to 500 KB resolution
(Lieberman-Aiden et al., 2009). Genomic regions in A compartment are generally positioned
toward the nuclear interior, e.g., nuclear speckle associating domains (SPADs), and associated
with euchromatin in transcriptionally active states that are enriched for active histone marks
like H3K27ac (Bickmore and van Steensel, 2013; Lieberman-Aiden et al., 2009; Rao et al.,
2014; Zhang et al., 2020). Conversely, genomic regions in B compartment are generally
positioned in the nuclear periphery, e.g., nuclear lamina associating domains (LADs), and
associated with heterochromatin in transcriptionally inert states that are enriched for
repressive histone marks like H3K9me3 (Bickmore and van Steensel, 2013; Lieberman-Aiden
et al., 2009; Rao et al., 2014; Zhang et al., 2020).

Recent studies have shown that heterochromatin protein 1a (HP1a), ‘reader’ of
H3K9me3, undergoes ‘liquid-liquid demixing’ and forms droplets in solution under molecular
crowding environments (Larson et al., 2017; Strom et al., 2017). Increasing salt concentration
effectively dissolved the droplets. The self-aggregation forces arise from weak, but
multivalent interactions among HP1a proteins, mediated by the intrinsically disordered
regions (IDR) embedded in the protein domains of HP1a as revealed by biophysics analyses

(Larson et al., 2017; Strom et al., 2017). The phenomenon is termed liquid-liquid phase



separation (LLPS) which drives the self-assembly of diverse membrane-less organelles, such
as stress granules in cytoplasm and nucleoli in the nucleus (Boeynaems et al., 2018). Since
heterochromatin is heavily coated by HP1a, LLPS is proposed to drive the condensation of
heterochromatin and physically sequester active chromatin (Larson et al., 2017; Strom et al.,
2017). Likewise, many transcriptional activators enriched in euchromatin can mediate LLPS
as well (Boija et al., 2018; Gibson et al., 2019; Lu et al., 2018; Sabari et al., 2018).
Consequently, the segregation of A and B compartments manifests LLPS phenomena in
chromatin.

At the sub-mega-base scale, local chromatin is organized by self-interacting TADs
(Dixon et al., 2012; Lieberman-Aiden et al., 2009; Nora et al., 2012; Phillips-Cremins et al.,
2013; Rao et al., 2014; Sexton et al., 2012). These chromatin domains can be maintained for
many cell cycles as well as conserved across distinct cell types and even across related
species. In many cases, TAD is encapsulated in a CTCF loop linking the boundaries occupied
by converging CTCF sites. Therefore, they are referred to sometimes as loop domains or
contact domains (Rao et al., 2014).

CTCF loops and TADs are proposed to be generated by dynamic loop extrusion
(Fudenberg et al., 2016; Sanborn et al., 2015). Specifically, loop extrusion process is
orchestrated by architecture proteins (complexes) comprising CTCF, cohesin, NIPBL, and
WAPL. Underlying the loop extrusion model, cohesin ring, which is loaded onto chromatin
by NIPBL, entraps a stretch of DNA that gives birth to the initial DNA loop. Then, cohesin
extrudes and enlarges the loop by moving along the chromatin in opposite directions.
Extruding cohesin can be halted by a pair of CTCF binding sites, which in turn forms CTCF

loops. The loop remains closed until cohesin is released from chromatin by WAPL and



recycled. Loop extrusion model accurately predicted the loop defects caused by acute
depletion of individual architecture proteins. For example, depletion of CTCF resulted in
reversible and CTCF-dose-dependent loss of CTCF loops as well as insulation at TAD (loop
domain) boundaries (Nora et al., 2017). On the other hand, removing cohesin from chromatin
either through depletion of cohesin or NIPBL abolished all CTCF loops across the genome. A
good portion of the disrupted loops, some may even span mega-base sizes, recovered in an
hour when cohesin proteins were restored (Rao et al., 2017; Schwarzer et al., 2017). In
contrast, depletion of WAPL resulted in longer dwelling time of cohesin on chromatin, which
gave rise to ectopically enlarged loops (Haarhuis et al., 2017).

Beside illuminating the mechanism of CTCF loop formation, these studies shed light
on the functional relations between CTCF loop and chromatin compartmentalization (also
gene regulation, see more detail in Chapter 1.3). Neither genome-wide removal nor elongation
of CTCF loops in the architectural protein depletion studies produced wide-spread alterations
in compartmental organizations (Haarhuis et al., 2017; Nora et al., 2017; Rao et al., 2017;
Schwarzer et al., 2017). Therefore, compartmentalization and CTCF loops are independent
layers for organizing chromatin at the global scales. So do the underlying LLPS and loop
extrusion. However, in the local chromatin organizations, the subtle changes in
compartmental interaction patterns indicated that compartmentalization and loop extrusion
may be counteracting. For example, NIPBL depletion unmasked small B-like regions within
A compartment (Schwarzer et al., 2017). They were usually devoid of active histone marks as
opposed by the surrounding A compartment regions. Similarly, cohesin depletion causes

super-enhancer to colocalize (Rao et al., 2017). Both the appearance of B-like regions and



colocalization of super-enhancer are correlated to enhancer compartmental segregation,
suggesting that loop extrusion can act against finer compartmentalization.

Despite mounting evidence pointing to the existence of loop extrusion, how cohesin
moves along the chromatin is still unclear. RNA polymerase is thought to be one of the
motors since convergent transcriptions accumulate cohesin at the intersecting 3’ end, forming
so-call cohesin islands, when the primary cohesin-position regulators, CTCF and WAPL, are
deleted (Busslinger et al., 2017). Recently, in vitro studies showed that the ATPase activity of
cohesin can consumes ATP and translocates cohesin in steps (Kim et al., 2020; Pradhan et al.,
2021; Ryu et al., 2021). Consistently, cohesin assembled with SMC3 ATPase mutations
demonstrates 50% less efficiency in translocating to CTCEF sites than cohesin with WT SMC3
in vivo (Vian et al., 2018). Furthermore, configuration of ‘stripe’ domains (Vian et al., 2018)
as well as the imminent connections between IgH recombination and loop extrusion are
compelling evidence that cohesin scans the entire loop domain (Ba et al., 2020; Dai et al.,
2021; Hill et al., 2020; Jain et al., 2018; Zhang et al., 2019a, 2019b). However, direct
observations of loop extrusion in vivo are still needed to integrate the multiline evidence to a
unified model.

At even finer scales, long range interactions engaged by transcriptional elements, like
enhancer-promoter (E-P) interactions, promoter-promoter (P-P) interactions, and gene loops,
etc., are prevalent as revealed by promoter capture-C (Mifsud et al., 2015; Schoenfelder et al.,
2015) and Micro-C (Hsieh et al., 2020, 2021). A recent study reported that P-P and E-P
interactions can cross TAD boundaries, renewing our understanding about CTCF loop

insulation (Hsieh et al., 2021). However, a full characterization of the fine-scale chromatin



interactions remains to be worked out using more comprehensive ‘all-to-all’ 3C tools, such as
the newly developed Micro-C and MID Hi-C.

Our understanding of the mechanisms driving the formation of E-P interactions is
rudimental relative to that of compartmentalization and CTCF loops. Since both cohesin and
LLPS-competent factors (e.g., BRD4 and mediator) are often found in enhancers and
promoters, loop extrusion and LLPS are speculated to participate in establishing E-P
interactions (Boija et al., 2018; Hnisz et al., 2017; Isoda et al., 2017; Khattabi et al., 2019;
Linares-Saldana et al., 2021; Liu et al., 2021; Sabari et al., 2018). However, neither depleting
LLPS-competent factors (Crump et al., 2021; Jaeger et al., 2020; Khattabi et al., 2019) nor
architecture proteins (Hsieh et al., 2021; Thiecke et al., 2020) that mediate loop extrusion had

abolished E-P interactions. Thus, the mechanism is awaiting to be unveiled.



1.3 Impact of Chromatin 3D Architectures in Gene Regulation

Whether and how chromatin structures influence gene expression is currently under
intense debate. Numerous studies have shown that tissue-specific gene expressions are
correlated with changes in chromatin conformations (Bonev et al., 2017; Stadhouders et al.,
2018). At the level of compartmentalization, cell-type determination factors were repositioned
from nuclear lamina to nuclear interior during lineage commitments, such as in the cases of
Ebfl and Bcll1b during B cell and T cell lineage choice (Isoda et al., 2017; Lin et al., 2012).
TAD and CTCF loop facilitate proper communication between enhancer and promoter by
restricting enhancer from contacting non-cognate promoters (Dixon et al., 2016; Laat and
Duboule, 2013). Indeed, several reports shown that enhancer-hijacking events triggered by
disruption in TAD boundaries contributes to developmental defects and cancer (Franke et al.,
2016; Hnisz et al., 2016; Ibn-Salem et al., 2014; Lupiaiez et al., 2015). In line with these
observations, one would expect that genome-wide removal of TAD will cause vast
transcriptional changes. However, all architecture protein depletion experiments mentioned
above have seen only minor disruptions on gene expressions (Haarhuis et al., 2017; Nora et
al., 2017; Rao et al., 2017; Schwarzer et al., 2017). Although the changes in local chromatin
interaction of a handful altered genes when depleting RAD21 and WAPL suggested that some
enhancers may need cohesin to establish interactions with target promoters (Liu et al., 2021;
Rao et al., 2017), the majority of E-P interactions were not affected by removal of architecture
proteins (Hsieh et al., 2021; Thiecke et al., 2020). These observations could explain why only
minor transcriptional changes occur when TADs and CTCF loops are disrupted.

Nevertheless, the argument assumes that E-P interactions play a central role in

regulating gene expression. In fact, forced enhancer-promoter interactions increased the

10



transcriptional output because of elevated transcriptional bursting (Deng et al., 2012; Fukaya
et al., 2016; Morgan et al., 2017). Two recent studies shown that the formation of E-P
interacting hub preceded TAD formation and cell-type-specific gene expression during
Drosophila embryo development (Espinola et al., 2021; Ing-Simmons et al., 2021), suggesting
that E-P interactions per se are less developmentally controlled as we previously thought.
Furthermore, other studies reported that some genes do not require enhancer proximity for
their activations (Alexander et al., 2019; Benabdallah et al., 2019). More future work needs to

be done to understand how E-P interaction regulates gene expression.
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1.4 Layout of Contents

In the second chapter of this thesis work, we developed a new and powerful Hi-C
approach, named MID Hi-C, to comprehensively map E-P interactions. We benchmarked the
performance of MID Hi-C against that of Micro-C and in situ Hi-C. Then, we demonstrated
that MID Hi-C can be easily repurposed to upgrade existing Hi-C based methods. As a proof
of principle, we developed MID HiChIP. We observed dramatical enhancement as compared
to HiChIP.

In the third chapter, we used MID Hi-C to investigate enhancer-dependent effects in
altering the status of the active (A) compartment as well as E-P interactions when the BAF
complex was perturbed.

In the fourth chapter, I included two published studies that investigated chromatin
structural changes in the mouse and human neutrophils stimulated by calcium signaling or
microbial challenges.

In the fifth chapter, we studied how lineage-determining transcription factors
cooperate with cis-regulatory elements to instruct antagonistic cell fates in the extraembryonic
lineage during early mouse embryo development.

The last chapter is the concluding remarks.

12



CHAPTER 2

Development of MID Hi-C Method

In this chapter, we presented a new Hi-C approach, termed MID Hi-C, that supersedes in
situ Hi-C, the most widely used chromosome conformation capture (3C) tool nowadays, to map
chromatin interactions in an unbiased manner. We first discussed the critical optimizations in
MID Hi-C assay. We then benchmarked the performance of MID Hi-C in profiling CTCF loops
and enhancer-promoter interactions against Micro-C, the state-of-the-art 3C tool that we are
competing with to replace in situ Hi-C. Finally, we utilized MID Hi-C to upgrade the HiChIP

protocol and developed MID HiChIP.

13



2.1 Rational of MID Hi-C

Recent studies developed optimized Hi-C protocols, named Micro-C and Hi-C3.0, that
enable detection of DNA loops with relatively high signal-to-noise ratios (Oksuz et al., 2021).
Micro-C revealed two major advantages over in situ Hi-C (Rao et al., 2014). First, Micro-C
enhanced focal enrichment of looping signals. Second, Micro-C detects more loops in higher
resolution when compared to in situ Hi-C, in particular for genomic regions encoding enhancers
and promoters (Hsieh et al., 2016, 2020; Krietenstein et al., 2020). Another approach, named Hi-
C 3.0, upgraded in situ Hi-C protocol by applying a second crosslinker and double restriction
enzyme (RE) digestion. Hi-C 3.0 provides increased experimental simplicity relative to Micro-C.
However, despite considerable increase in signal-to-noise ratios compared to in situ Hi-C, Hi-C
3.0 still significantly underperformed Micro-C in DNA loop detection (Oksuz et al., 2021).
Hence, we tried to further improve Hi-C 3.0 by using more frequently digested restriction
enzymes. Specifically, we used Msel and Ddel to digest double-crosslinked chromatin (Figure
2.2A). We found that our updated approach still underperformed Micro-C in detecting DNA
loops (data not shown).

To optimize the conditions further, we explored the possibility that the relatively harsh
denaturing wash (0.5% SDS at 65 C for 10 min), when preparing nuclei for efficient chromatin
fragmentation, could impair the preservation of chromatin interactions as a consequence of
reverse-crosslinking. We reasoned that by applying Msel and Ddel as restriction enzymes, the
harsh denaturing nuclei wash might not be required for efficient chromatin fragmentation
because Msel and Ddel recognition sites are frequently present across the genome including
genomic regions that are depleted for nucleosome and thus can be accessed by the enzymes

(Figure 2.1A). Indeed, by using Msel and Ddel as fragmentation enzymes, we were able to
14



fragment chromatin to suitable sizes (< 1 kb) in a ‘nearly-denature-free’ condition (Figure 2.2B).

Hence, we named this method as minimized interruption and double-digestion (MID) Hi-C.
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Figure 2.1. Robust detection of CTCF loops by MID Hi-C. (A) Schematic showing chromatin
can be fragmented without the denaturing nuclei wash if there are high chances of RE
recognizable motifs presenting in unprotected regions. (B) Comparison of the contact scaling
curves. (C) Comparison of the contact maps. (D) Intersection analysis of CTCF loops called
from the datasets of the three methods using HICCUPS. (E) APA for the loop subsets in (D) (see
also in Figure 2.2B). The enrichment scores were calculated by dividing the intensity of the
central pixel with the average intensity of the 3x3 pixels at bottom left. The highest enrichment

scores for each loop subset (column-wise max) were highlighted in red.
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2.2 MID Hi-C Recapitulates Compartmentalization and TAD with Lower Noise

To determine the quality of MID Hi-C in mapping chromatin interactions, we generated a
MID HI-C library (1.5 billion interaction reads) for mouse embryonic stem cells (mESCs). We
next evaluated MID Hi-C performance by comparing it to deeply sequenced Micro-C (Hsieh et
al., 2020) and in situ Hi-C (Bonev et al., 2017) datasets derived from mESCs. As a first approach
we examined the scaling patterns (decay of contact frequencies as a function of genomic
distance) for the three datasets. We found the scaling pattern of MID Hi-C resembled that of
Micro-C (Figure 2.1B). Notably, the noise level associated with MID Hi-C, measured by the
contact frequency at far cis (> 100 MB), was substantially lower when compared to in situ Hi-C
(Figure 2.1B). In comparison to Micro-C, MID Hi-C noise levels were slightly lower (Figure
2.1B). Interaction frequencies involving paired genomic elements separated between 5 kb and 10
Mb, were virtually identical for Micro-C and MID Hi-C (Figure 2.1B).

To determine whether MID Hi-C recapitulates the features of compartmentalization and
TADs, contact matrices of MID Hi-C were generated and compared to those derived for in situ
HiC and Micro-C. We found that the assembly of compartments as revealed using the
aforementioned three protocols were highly similar (Figure 2.2C, spearman correlation >0.945).
The ‘checkerboard’ pattern as revealed in contact matrices using MID Hi-C was slightly weaker
than that observed for Micro-C (Figure 2.2D). A similar trend was observed by analyzing
compartmental strength using saddle plots (Figure 2.2E; Gibcus et al., 2018). We note that these
differences between Micro-C and MID Hi-C plausibly relates to a steeper decline in contact
coverages for paired genomic elements spanning vast genomic distances (>10 Mb) as observed
for MID Hi-C (Figure 2.1B). To evaluate detection of TADs using MID Hi-C, we aggregated the

contact maps of MID Hi-C and Micro-C surrounding the TAD boundaries detected from Micro-
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C data using TopDom (Shin et al., 2016). We found an enhanced contrast between intra- vs.
inter-TAD interaction strengths for MID Hi-C as compared to Micro-C, unveiling the boundary
patterns associated with TADs (Figure 2.2F). Taken together, this analysis indicates that Micro-
C and MID Hi-C protocols are equivalent in terms of identifying TADs and

compartmentalization at a genome-wide level.
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Figure 2.2. Comparable detection of compartments and TADs by MID Hi-C and Micro-C.
(A) Numbers of palindromic (4 and 4 plus bp) motifs occur in the mouse genome. (B)
Tapestation profiling of the fragment length distribution for the digested chromatin. (C) Scatter
plot displaying the pairwise comparisons of compartment scores among MID Hi-C, in situ Hi-C
and Micro-C. Bin size was 25 KB. (D) Contact maps showing ‘checkerboard’ pattern
(compartmentalization) detected by MID Hi-C and Micro-C. (E) Saddle plots displaying the
averaged contact frequencies between bins stratified by compartment scores. The summarized
statistics (left corner) were calculated by first multiplying the strengths of A-A and B-B
interactions of the top 20% A or B bins (intra-compartment, diagonal) and then dividing to the
square of the strength of A-B interactions from these bins (inter-compartment, off-diagonal). (F)
Aggregated contact maps at the 200KB neighborhoods centering on the TAD boundaries

detected from Micro-C.
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2.3 Robust Detection of CTCF Loops using MID Hi-C

To determine how MID Hi-C compares to Micro-C and in situ Hi-C in terms of detecting
CTCF-mediated loops, we matched the numbers of MID Hi-C, Micro-C and in situ Hi-C
interaction reads by down-sampling the Micro-C and in situ Hi-C datasets. Initially, we focused
on analyzing paired CTCF-bound sites appeared as sharp dots on contact maps. In line with the
previous reports, signals associated with paired CTCF binding sites as revealed by in situ Hi-C
was diffusive when compared to Micro-C (Figure 2.1C; Hsieh et al., 2020). On the other hand,
MID Hi-C showed pronounced focal enrichment of paired CTCF binding sites (Figure 2.1C). To
systematically assess the signal quality at paired CTCF binding sites, we used HICCUPS (Rao et
al., 2014) to call significant interactions from three datasets at 5 and 10 KB resolutions. We
detected 24125, 16213, and 6342 loops by analyzing the equivalent number of interaction reads
derived from MID Hi-C, Micro-C and in situ Hi-C, respectively. For all three protocols, >90% of
the loops showed paired CTCF occupancy (Figure 2.3A). A large fraction of CTCF loops
detected by the three different protocols overlapped (Figure 2.1D). Specifically, nearly all (91%)
CTCEF loops detected by in situ Hi-C were identified as well using MID Hi-C versus 75%
identified using Micro-C. Notably, 8962 (66%) CTCF loops revealed by Micro-C were identified
using MID Hi-C (49% CTCF-mediated looping as detected using MID Hi-C). MID Hi-C also
allowed detection of 8614 additional CTCF loops, almost twice the number as detected uniquely
using Micro-C (Figure 2.1D). To quantify and compare enrichment signal strength for these loop
subsets for in situ Hi-C, Micro-C and MID Hi-C, we performed Aggregate Peak Analyses (APA,
a.k.a pileup analysis; Rao et al., 2014). We found that, unlike in situ Hi-C, enrichment signal of
MID Hi-C was comparable to that of Micro-C (Figure 2.1E and 2.3B). We detected a 1.9- and

1.75-times signal boost as revealed using MID Hi-C and Micro-C datasets respectively versus in
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situ Hi-C at the consensus CTCF loop subsets (Figure 2.1E). For Micro-C specific CTCF loops
that were ineffectively captured by in situ Hi-C, a modest enrichment was seen from MID Hi-C
(Figure 2.1E). Finally, MID Hi-C specific CTCF loops were also associated with strong signal
strength as detected using Micro-C further validating the notion that these are bona-fide CTCF-
mediated loops. Collectively, these observations indicate that MID Hi-C enables accurate and

robust detection of CTCF-mediated looping.

23



Figure 2.3. MID Hi-C captures strong signals at CTCF loops and E-P interactions. (A)
Analysis of CTCF occupancies at the anchors of the HICCUPS loops. (B) APA at the
intersecting CTCF loop subsets. The three-digit code of each column is the indicator denoting
whether the intersecting set contains loops from the datasets in the order of the rows (arrow on
the left). For example, ‘101’ stands for loop subset that is shared by MID Hi-C and in situ Hi-C
but not by Micro-C. The calculation of the enrichment scores is the same as Figure 2.1E. (C)
APA at the intersecting E-P loop subsets that are called by HICCUPS. The coding of the
indicator and calculation of the enrichment scores are the same to (B). (D) Scatter plot
contrasting the interaction strengths of all possible ‘CTCF-free’ E-P pairs (separated by 5 to 500

KB) as measured by MID Hi-C (x axis) and Micro-C (y axis).
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2.4 Robust Detection of Enhancer-Promoter Interactions using MID Hi-C

To evaluate the potential of MID Hi-C in detecting enhancer-promoter (E-P) interactions,
we identified the E-P interactions from HiCCUPS loop sets by annotating anchors using
ChromHMM (Ernst and Kellis, 2012, 2017). This analysis found 9032, 8908, and 1660 loops
involving E-P interactions using MID Hi-C, Micro-C, and in situ Hi-C protocols, respectively.
We focused our analysis on E-P loops detected by MID Hi-C and Micro-C since the majority of
E-P interactions revealed by in situ Hi-C were also identified using MID Hi-C and Micro-C. We
found that nearly 50% of E-P interactions overlapped for both loop-sets (Figure 2.4A). APA for
the E-P loop subsets showed that looping signals of both MID Hi-C and Micro-C were highly
enriched (Figure 2.3C). Likewise, we found that using MID Hi-C interaction strengths of
combined E-P loops correlated well with that observed using Micro-C (Figure 2.4B). We next
focused our analysis on E-P interactions that were not associated with CTCF occupancy. We
note that in situ Hi-C merely detects E-P interactions devoid of CTCF occupancy (Hsieh et al.,
2020; Krietenstein et al., 2020). In contrast, we found that MID- Hi-C readily detects E-P
interactions not linked with CTCF binding, at high-resolution (<800 bp) (Figure 2.4C and 2.4D).
To systematically confirm these observations, we aggregated contact maps for all possible pairs
involving ‘CTCF-free’ enhancers and promoters that are separated by 5 to 500 kb. We found
significant enrichment for both MID Hi-C and Micro-C but not in situ Hi-C (Figure 2.4E).
Additionally, we found that the interaction strengths using MID Hi-C or Micro-C were
quantitatively correlated (Figure 2.3D). Taken together, these data indicate that MID Hi-C
readily allows detection of E-P interactions that are not associated with CTCF occupancy akin to

that observed for Micro-C but not in situ Hi-C.
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Figure 2.4. MID Hi-C can detects E-P interactions. (A) Venn diagram displaying the
intersection of the E-P loops parsed from the HICCUPS loops detected from MID Hi-C and
Micro-C datasets. (B) Scatter plot contrasting the interaction strengths of the combined E-P
HiCCUPS loops as measured by MID Hi-C (x axis) and Micro-C (y axis). (C and D) Two
examples of MID Hi-C contact maps visualizing E-P interactions at high resolutions. (E) APA at

all possible ‘CTCF-free’ E-P pairs that are separated by 5 to 500 KB.
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2.5 Optimal HiChIP Derived from MID Hi-C

In principle the relatively mild denaturing steps used in MID Hi-C, allows for greater
enrichment of target-bound chromatin contacts using chromatin immunoprecipitation sequencing
(ChIP-seq). To explore this possibility, we included MID Hi-C in the HiChIP protocol
(Mumbach et al., 2016) and named the derived method as MID HiChIP. We generated cohesin
and H3K27ac MID HiChIP datasets in mESCs to compare them with the published HiChIP
datasets (Mumbach et al., 2016). We began by comparing the efficiency of immunoprecipitation
using MID Hi-C versus HiC conditions. Specifically, we overlaid datasets of ChIP-seq, MID
HiChlIP, and HiChIP at the cohesin (generated in lab) and H3K27ac (ENCODE, GSM1000126)
peaks called from ChIP-seq profiles using MACS2 (Zhang et al., 2008). We found significant
enrichment of MID HiChIP as compared to HiChIP (Figure 2.5A). Notably, the ChIP efficiency
of MID HiChIP was comparable to that of using cohesin or H3K27Ac¢ ChIP-seq alone (Figure
2.5A and 2.6A).

To determine whether MID HiChIP can enrich target-bound contacts and filter unbound
contacts, we compared MID HiChIP versus HiChIP contact maps. We detected remarkably
increased signal-to-noise ratios using MID HiChIP versus HiChIP, when enriched for either
cohesin occupancy or deposition of H3K27Ac (Figure 2.5B). Enrichment was particularly
striking using cohesin MID HiChlIP revealing sharp interaction peaks of paired CTCF binding
sites (Figure 2.5C and 2.6C). Specifically, we found that enrichments of interaction signals at
paired CTCF binding sites were on average increased for a factor of 3.7-fold using cohesin MID
HiCHIP when compared to cohesin HiChIP (Figure 2.5D and 2.6B). Likewise, signals associated
with H3K27ac MID HiChIP at H3K27ac-anchored interactions were on average 2.3-fold

stronger relative to H3K27ac HiChIP (Figure 2.5D and 2.6B). As expected, MID HiChIP signals
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associated with cohesin occupancy differed from that observed for H3K27ac MID HiChIP
consisting with cohesin sites and H3K27Ac-marked enhancers being associated with distinct
chromatin tethers (Figure 2.5B, 2.5D, and 2.6B). In contrast, the distinction between cohesin and
H3K27ac HiChIP in contact maps was less pronounced (Figure 2.5B, 2.5D, and 2.6B). We found
that fewer number of interaction reads were required by MID HiChIP (Figure 2.5B). As a proof
of principal, we downsampled the cohesin MID HiChIP dataset to 20 million interaction reads.
Even when used at low depth, we were able to visualize paired CTCF interactions in relatively
high signal-to-noise ratios (Figure 2.6D), suggesting superior cost efficiency of MID HiChIP.

Finally, we compared the MID HiChIP and HiChIP protocols to identify significant
paired cohesin-dependent loops using cohesin ChIP-Seq peaks as anchor input for loop calls by
hichipper (Lareau and Aryee, 2018). We found a large percentage of significant paired-cohesin
loops detected by MID HiChIP and HiChIP were shared (Figure 2.7B). To evaluate how well
these two datasets in detecting cohesin-mediated loops, we next compared the recall rates for the
highly confident paired-cohesin loops, combined loops of MID Hi-C and Micro-C called by
HICCUPS (described in chapter 2.3), as a function of an increasing number of top ranked loops
(decreasing stringency) that were rated using cohesin-dependent MID HiChIP or HiChIP. As
expected, we found a substantially higher percentage of reference loops were re-identified using
cohesin-dependent MID HiChIP as compared to HiChIP (Figure 2.5E). Taken together, these
data demonstrate that MID Hi-C combined with chromatin immunoprecipitation enables

significant enrichment for paired binding sites.
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Figure 2.5. Enrichment of target-bound DNA contacts by MID HiChIP. (A) Tornado plot
showing the enrichment of ChIP, MID HiChIP, and HiChIP at the cohesin or H3K27ac peaks by
ChIP-seq. (B) Comparison of contact matrices of MID HiChIP and HiChIP. (C) Example of
high-resolution contact maps displaying superior signal-to-noise ratio of cohesin MID HiChIP.
(D) Violin plot showing the distributions of the interaction strengths of CTCF-anchored
interactions (blue violin) or H3K27ac-anchored interactions (orange violin), measured by the
indicated HiChIP datasets (y axis labels). The numbers on the arrows represent the fold
differences of the means between the source violin versus the target violin. (E) Trend lines
describing the recall rate (y axis) for the reference paired-cohesin loops, combined from
HiCCUPS loop calls from MID Hi-C and Micro-C, as a function of the numbers (x axis) of top

rank loops as rated by hichipper or OBJECT using ChIP-seq peaks as anchor inputs.
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Figure 2.6. Superior signal of MID HiChIP. (A) Trend lines showing the recall rate for
cohesin or H3K27ac ChIP-seq peaks by the number of top rank peaks detected from the MID
HiChIP or HiChIP datasets. (B) APA displaying the enrichment signal of the MID HiChIP or
HiChlIP datasets at the CTCF-anchored interactions (first row) or H3K27ac-anchored interactions
(second row). The enrichment scores are calculated as Figure 2.1E. (C) Example of high-
resolution contact maps displaying superior signal-to-noise ratio of cohesin MID HiChIP. (D)
Contact maps showing the signal qualities of the downsampled (20 million) cohesin MID

HiChlIP dataset.
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2.6 New Loop Caller for HiChIP

Upon further inspection of the MID HiChIP data, we observed two irregularities: a
slower decay rate in the scaling profile of MID HiChIP and an overdispersed relationship
between mean and variance (Figure 2.7A and 2.7C). The latter one is presented in HiChIP as
well. Notice that these two irregularities affect the estimations of the background and count
distribution, two most critical modeling components in HiChIP loop callers.

The slower decay rate of MID HiChIP is most prominent in the interacting range
separated by 30 KB to 300 KB, where elevated looping signals are observed from MID HiChIP
versus HiChIP. It needs to be corrected for a proper estimation of the background. Therefore, we
employed an iterative loop calling approach that rebuilt the background model by removing
significant interactions with which the loop call of last round was highly confident. We
implemented the iterative version of the MANGO algorithm (Phanstiel et al., 2015) which is
used in hichipper (Lareau and Aryee, 2018). We found the background model converged for all
the tested HiChIP datasets using iterative MANGO. Specifically, the corrected scaling curve had
a typical decaying pattern resembling that of HiChIP (Figure 2.7A).

The overdispersion pattern we observed in HiChIP data (Figure 2.7C) implied that the
underlying count distribution cannot be recapitulated by poisson distribution or binomial
distribution that is assumed by existing HiChIP loop callers. Failing to address the inflated
variance will increase the false positive rate of the model. Two alternative distributions are used
to account for overdispersion in count data; that are zero-inflated poisson (ZIP) distribution and
negative binomial (NB) distribution. To evaluate these distributions, we exploited the framework
of general linear model (GLM) to simultaneously construct the background model and estimate

the parameter of the count distribution. The model has two explanatory variables, interacting
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distance (L) and anchor coverages (D), that determined the expected count of the response
variable. Then, the count values were modeled by ZIP or NB distributions. We found that the
mean-variance relationship as modeled by ZIP distribution closely resembled the overdispersion
trend in the data (Figure 2.7C). Motivated by these observations, we implemented the iterative
procedures, as described above, for the ZIP-based GLM approach. We termed this new loop
calling method as overdispersion and (Hi-C and ChIP) bias jointly emulated and corrected tool
(OBIJECT).

To benchmark OBJECT, we used it to call significant paired-cohesin loops from the
cohesin-dependent MID HiChIP and HiChIP datasets. The consensus ratio, as revealed by
intersection analysis of two loop sets, was increased relative to the ones that were called by
hichipper (Figure 2.7B). Furthermore, the rates of recalling highly confident loops of paired
cohesin binding sites were also higher when using OBJECT versus hichipper (Figure 2.5E). It is
worth noting that the improvements of recall rates were more prominent for noisier inputs, such
as calling loops from HiChIP data versus MID HiChIP data, or using HiChIP peak calls as
anchor input versus ChIP-seq. This analysis highlights the notion that OBJECT is more robust

against noise than hichipper, justifying our choice of ZIP distribution.

36



Figure 2.7. Call loops from HiChIP data using OBJECT. (A) Scaling profiles showing the
elevated contact coverages at the mid-range before (top) and after (bottom) correction. (B) Venn
diagram displaying the intersection of significant (q < 0.01) paired-cohesin loops detected from
cohesin MID HiChIP and HiChIP by hichipper (top) or OBJECT (bottom). (C) Scatter plots
displaying overdispersion patterns in HiChIP data. (D) APA at paired-CTCF interactions
aggregated from raw or balanced contact matrices of cohesin MID HiChIP data. (E) Trend lines
describing the recall rate (y axis) for the reference paired-cohesin loops, combined from
HiCCUPS loop calls of MID Hi-C and Micro-C, as a function of the numbers (x axis) of top rank
loops as arranged by hichipper or OBJECT using peaks directly called from HiChIP data as

anchor inputs.
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2.7 Summary

In this chapter, we developed a new Hi-C approach, termed MID Hi-C, characteristic
with finer but manageable chromatin fragmentation as well as better preservation of chromatin
interactions via using second crosslinker and milder condition as opposed to in situ Hi-C. We
showcased that MID Hi-C surpassed in situ Hi-C and is comparable to Micro-C in detecting
chromatin interactions at high resolutions (< 1 KB). We have also adapted the pre-processing
pipeline from HiC-Pro to cope with the modified workflow of MID Hi-C (Servant et al., 2015).

The parallel workflow of MID Hi-C and in situ Hi-C makes easy upgrades of the existing
Hi-C derived assays such as Capture-C and HiChIP. As a proof of principle, we developed MID
HiChIP. We found that the mild condition used in MID Hi-C substantially increased the
subsequent ChIP efficiency in MID HiChIP. Combined with the richer Hi-C library, MID
HiChIP generates fine mapping of chromatin interactions with high signal-to-noise ratio and cost
efficiency. Additionally, we developed a new loop caller for HiChIP to effectively correct the
bias from Hi-C and ChIP. Together, we built a toolkit for the next generation 3C that addresses

the pressing challenge of the field to chart fine-scale chromatin interactions.
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2.8 Material and Methods

mESC Cell Culture

E14TG2a mESCs were maintained in KnockOut DMEM (Thermo Fisher,10829018) medium,
supplied with 15% FBS (R&D Systems, S10250H), ImM MEM Non-Essential Amino Acids
(Thermo Fisher, 11140-050), 2mM Glutamax (Thermo Fisher, 35050061), 100 U/mL Pen/Strep
(Thermo Fisher, 15140122), 0.1 mM 2(B)-ME (Sigma, M-3148), and 1000 U/mL LIF (Cell
Guidance Systems, GFM200) on 0.1% gelatin coated dishes at 37C and 5% CO2. Cells were

passaged every two days. Medium was changed on a daily basis.

MID Hi-C Experiment

mESC cells were double crosslinked by formaldehyde and DSG then aliquoted as
described previously (Hsieh et al., 2020). One aliquot of fixed cells (~5 million) is washed in 1.4
mL low SDS buffer (50 mM pH 7.5 Tris-HCL, 10 mM NaCl, 0.1% SDS) with 1X Protease
Inhibitor Cocktails (PICs). Incubate on ice for 15 min. Spin down the nuclei at 2500 rcf for 5 min
at 4C. Remove supernatant and wash one more time in the low SDS buffer. Then, resuspend
nuclei in 1 mL digestion buffer (1X Cutsmart buffer, 1% Triton X-100, 1X PICs). Incubate in
37C for 20 min with gentle rotation. Add 250U Msel and 250U Ddel to digest nuclei at 37C for
6 hours or overnight with gentle rotation.

After digestion, spin down the nuclei and resuspend in 1 mL fill-in reaction mix (1X
CutSmart buffer, 1% Triton X-100, 66 uM dTTP, 66 uM dCTP, 66 uM dGTP, 66 uM dATP-
Biotin, 50 U Klenow DNA large polymerase I, 1X PICs). Rotate at room temp for 90 min. Spin
down nuclei and resuspend in 1 mL ligation mix (1X T4 DNA ligase buffer, 1% Triton X-100,

0.1 mg/mL BSA, 15 U T4 ligase, 1X PICs). Incubate at 14C overnight with gentle rotation. Next
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day, spin down the nuclei. The proximal ligated nuclei can be used for library preparation or

proceeded for MID HiChIP.

MID Hi-C Library Preparation

Resuspend proximal ligated nuclei in 300 uL ChIP elution buffer (1% SDS, 100 mM
NaHCO3) and incubate at 65C overnight. Next day, add RnaseA and incubate at 37C for 45 min.
Then, add Proteinase K and incubate at 55C for 2 hours. Purify DNA using
Phenol:Chloroform:Isoamyl (PCI) method. Purified DNA can be stored in -80C till ready for
library preparation.

Prepare MyOne Streptavidin T1 beads by washing 5 uL T1 beads in 600 ul Tween wash
buffer (1X binding buffer, 0.05% Tween-20) at 55 C for 2 min for twice. Reclaim the beads on
magnetic stand and resuspend in 50 ul 2X binding buffer (2 M NaCl, 10 mM pH 7.5 Tris-HCI, 1
mM EDTA). The beads are ready for immobilizing biotin labeled DNA.

We used NEB fragmentase to fragment DNA for library preparation. But sonication can
be used to fulfill the same purpose. We treat 50 ng to 500 ng of DNA with NEB fragmentase in
20 uL reaction volume, per manufacture instructed. Incubate the reaction at 37C for 9 to 13 min,
optimized to generate 100 — 500bp fragment size. To stop the reaction, add 250 ul 2X binding
buffer to the DNA fragmentation reaction and incubate at 55C for 15 min. Then, add 280 uLL
Zymo DNA elution buffer and 50 ul prepared T1 beads to the stopped reaction (total 600 ul).
Rotate the beads and DNA at room temperature for 15 min. After that, reclaim the beads and
wash twice in the Tween wash buffer as above.

The DNA-bound T1 beads were used for NEBNext library preparation per manufacture

instruction with gentle taps during reactions to keep beads in suspension. We typically amplify
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8-10 PCR cycles for library amplification. The library is then double size selected using home-

made SPRI beads to isolate fragments between 200 and 800 bp for next generation sequencing.

MID HiChIP

Proximal-ligated nuclei are processed for ChIP following Myers Lab ChIP-seq Protocol
(v011014). In brief, proximal-ligated nuclei are resuspended in RIPA buffer followed by
sonication using Bioruptor. Soluble chromatin fragments are immunoprecipitated by SMC3
(abcam ab9263) or H3K27ac (ActiveMotif 39133) antibody overnight. We used 3 to 5 mg of
antibody for the starting material of 5 million cells. Next day, wash the immunoprecipitated
chromatin extensively. Purify the DNA for library preparation after reverse crosslinking.

All ChIPed DNA is immobilized on T1 beads and the library is prepared on beads as
MID Hi-C library preparation described above. We typically got 10 to 50 ng ChIPed DNA for
library generation. We have successfully generated libraries for next generation sequencing

started by as low as 5 ng DNA with less than 15 PCR amplification cycles.

DATA Analysis

MID Hi-C Sequencing Data Process

Adaptors in pair-end (PE) sequencing reads were trimmed using Trimmomatic. Trimmed
PE reads were aligned to mm10 genome using HiC-Pro analysis pipeline (Servant et al., 2015).
To improve mappability, HiC-Pro performs ‘global’ and ‘local’ mapping. In the global mapping
stage, full-length reads are first aligned. Any unmapped reads will be split at the ligation sites

(MID Hi-C ligation sites: TTATAA, TTATNAG, CTNATNAG, CTNATAA) and the 5’
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segment will be re-aligned in the local mapping stage. We denote this one pass of iterative
alignment.

Instead of dumping the 3’ segment, more passes of iterative alignment can be done till no
more segments of reads are left to align. The multi-pass iterative mapping (MPMAP) was
designed for the MID Hi-C dataset for two purposes. First, MPMAP salvages the unmapped
reads in the local mapping stage. Since chromatin fragments generated by MID Hi-C are smaller
than in situ Hi-C, the 5’ segments, which are truncated during library preparation, are sometimes
too small to be aligned. Therefore, we need to resort to inner fragments. MPMAP can increase
10 to 20 percent library yield for MID Hi-C. Second, given a fixed read length like 100 bp, it can
sequence a greater number of fragments for MID Hi-C versus in situ Hi-C. MPMAP retrieves the
multi-fragment information which can be leveraged to study multiway interactions (Quinodoz et
al., 2018; Rao et al., 2017) in future studies. To validate the MPMAP pipeline, we compared the
single pass mode with the HiC-Pro pipeline. They produced essentially the same output.

For multi-fragment interaction reads, we kept two longest separated fragments for Hi-C
filtering. The output of validpairs was transformed to HIC (Rao et al., 2014) and COOL
(Abdennur and Mirny, 2019) formats for downstream analysis. In brief, validpair data was first
binned and normalized using JUICER toolkit (Durand et al., 2016a) and stored in the HIC file.
The contact maps shown in the figures were directly visualized by JUICEBOX (Durand et al.,
2016b). To call HICCUPS loops, we used the HICCUPS subcommand of JUICER toolkit with
flags "-r 5000,10000 -£0.1,0.1 -p 4,2 -1 7,5 -d 20000,20000°. For all other downstream analysis,
we then transformed the HIC file to COOL file by dumping the raw and normalized matrices in
HIC file to COOL storage. This allowed us to use COOLER and COOLTOOLS packages (Nora

et al., 2020) to access Hi-C data and seamlessly integrate downstream analysis with Python.
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Published in situ Hi-C and Micro-C Data Process

We processed the published in situ Hi-C data of mESCs (Bonev et al., 2017) using HiC-
Pro analysis pipeline, setting fragment bed file and ligation site specific to Hi-C. For processing
the published Micro-C data (Hsieh et al., 2020), we left these two parameters unset. Output
validpairs were processed to HIC and COOL files as described above. Unless specified,
downstream analyses were performed with the same parameters for all three datasets (MID Hi-C,

in situ Hi-C, and Micro-C).

Contact Scaling Curves

We followed the example
(https://cooltools.readthedocs.io/en/latest/notebooks/contacts_vs_distance.html) from

COOLTOOLS to generate the contact scaling curves in Figure 1B.

A/B Compartment Analysis and Saddle Plot

A/B compartments were called by CscoreTool (Zheng and Zheng, 2017) with default
parameters. The compartment scores generated by CscoreTool is on a uniformed scale between -
1 to 1, allowing for direct comparison between datasets. Compartmental tracks were plotted by
pyGenomeTracks. Scikit-learn (https://scikit-learn.org/stable/) was used for PCA analysis for the
compartment score profiles of samples. Saddle plot and the associated metrics were generated as

described previously (Gibcus et al., 2018; Zhu et al., 2020).

Topologically Associated Domain (TAD) Analysis
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TADs were called by TopDom in 10 KB resolution and 20 window sizes. We took the
boundary locations detected from the Micro-C dataset for pileup analysis (ADA analysis) on the

MID Hi-C dataset.

Loop Annotation

Loop annotation is essentially annotating the anchors. For example, we checked whether
the anchors were bound by CTCF, given a list of CTCF peaks. In cases of annotating E-P
interactions, we either used the annotations from
https://github.com/guifengwei/ChromHMM_mESC _mm10 by ChromHMM or ‘CTCF-devoid’

enhancers and promoters identified from ATAC-seq analysis as described in chapter 3.

Loop Intersection Analysis

We intersected loops called from different datasets using an anchor-centric approach.
Briefly, anchors of loops were adjusted to 10 KB sizes. Then, anchors of loops to be merged
were pooled and clustered based on overlapping by PyRanges, tolerating 7500 BP distance
("slack=7500"). Therefore, each loop can be represented by a pair of IDs of the anchor cluster.
Loops with the same pair of IDs were considered intersecting. In essence, this approach merged

loops within 25 KB Euclidean distances (Rao et al., 2014).

Aggregated Peak Analysis (APA, a.k.a. pileup analysis)

We performed pileup analysis similar to APA or ADA analysis as described previously

(Rao et al., 2014).
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MID HiChIP Analysis

Sequencing data of MID HiChIP was trimmed, mapped, filtered, and created HIC/COOL
files in the same way as the MID Hi-C data process above. For the published HiChIP data, we
processed in the same way as the in situ Hi-C data process above.

To assess the ChIP enrichments, we pooled all fragments below 1 MB separations to call
peaks and generate tornado plots as described in ATAC-seq analysis in chapter 3. Visualization
of the contact maps and APA analyses were similar as described above, except for using raw
count values instead of normalized values. We found that MID HiChIP substantially violated the
equal-visibility assumption for Hi-C matrix normalization (Imakaev et al., 2012) due to the high
enrichment at target-bound regions. Applying normalization to contact matrices of MID HiChIP
almost wiped out the interaction signals (Figure 2.7D). We used hichipper to call significant

paired-cohesin loops with flags "--peak-pad 0 —skip-resfrag-pad —no-merge".

Distance Scaling Curves for MID HiChIP and HiChIP

We generate the distance scaling curves the same way as described in MANGO

(Phanstiel et al., 2015).

Mean-Variance Analysis for MID HiChIP and HiChIP

We first performed equal occupancy binning (Ay et al., 2014) in the distance (L) or depth
(D) spaces. Depth for a pair of bins was calculated by the production of the coverages of the
individual peak. Using these two series of break points, we formed a parametric grid in the 2D
space (L and D). Each L-D bins were considered to have similar distance separations and depth

coverages so that all paired peaks (regardless of being observed) fallen in a L-D bin were
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assumed to have the same count distribution. Mean and variance were approximated for every L-

D bins. The resulting pairs of means and variances were plotted as scatters.
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CHAPTER 3

BAF Complex Instructs Chromatin Folding

In this chapter, we investigated the alterations in chromatin folding in response to the
perturbation of BAF complex, the chromatin remodeler that controls chromatin accessibilities at
cis-regulatory elements. We found enhancer syntax instructs the dependency of enhancer on the
BAF complex as well as the contact configurations of enhancer-promoter (E-P) hubs. Loss of
BAF occupancies weakened the strengths of a subset of E-P interactions. Lastly, we examined

how global reduction in enhancer accessibilities affect the nuclear compartmentalization.
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3.1 Enhancer Sequence Dictates Selective Recruitment of Chromatin Remodelers

The data described in chapter 2 indicates that MID Hi-C, unlike in situ HiC, permits the
robust detection of E-P interactions and enables us to systematically determine how E-P
interactions are regulated. Numerous previous studies have revealed that chromatin remodelers,
including the BAF complex, promote chromatin accessibility across enhancers (Alver et al.,
2017; Nakayama et al., 2017; Park et al., 2021; Wang et al., 2017). To determine how the BAF
complex regulates enhancer accessibility we inserted a dTAG-inducible FKBPv degron (Nabet et
al., 2018) into the SMARCAA4 locus, encoding for the only ATPase BRG1, in mESCs (Figure
3.2A and 3.2B). We found that dTAG-13 treatment swiftly reduced BRG1 abundance to barely
detectable levels (Figure 3.2C). We next conducted a time-course MID Hi-C to interrogate acute
(3h) and prolonged (6h and 24h) effects of BAF complex perturbation (Figure 3.2B). We first
examined for alterations in chromatin accessibility at sites enhancer and promoter repertoires
excluding sites associated with CTCF-bound sites. ATAC-seq reads were overlaid and quantified
signal fold changes were compared to t=0 control (Figures 3.1A and 3.1B). We found that
chromatin accessibility across enhancers were more vulnerable to BAF depletion in comparison
to promoters (Figures 3.1A and 3.1B). Depletion of BAF affected chromatin accessibility at
active enhancers to a similar degree as weak enhancers (Figures 3.1A and 3.1B). Interestingly,
enhancers demonstrated differential responses to BAF complex perturbation, as evidenced by a
wide range of changes in chromatin accessibility (Figure 3.1B). To distinguish between the
different responses, we segregated enhancers based on accessibility changes of BAF depletion
(3h) into three subsets: BAF-dependent (BD) enhancer (5574, more than 8-fold reduction), BAF-
partial-dependent (PD) enhancer (25828, more than 1.5-fold but less than 8-fold reduction), and

BAF-independent (BI) enhancer (8970, less than 1.5-fold reduction) (Figure 3.1B). We found
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that the major reduction in chromatin accessibility of BD and PD enhancers occurred by 3h when
the decline in BRG1 plateaued whereas accessibility changes of BI enhancers were moderate
during the entire course of perturbation (Figure 3.2D). Consistently, BRG1 occupancies as
determined by BRG1 ChIP-seq (Chronis et al., 2017) at BD enhancers were higher than BI
enhancers (Figure 3.2E). Notably, DNA motif analysis for the BD and BI enhancer repertoires
revealed striking differences in motif constitution (Figure 3.1C). Specifically, we found that BD
enhancers were enriched for the motifs for OCT4/SOX2/TCF/NANOG, master pluripotent
regulators whose functions are strongly dependent on the BAF complex (esBAF). In contrast, BI
enhancers were enriched for the motifs of KLF1, SP5, and NFY that were reported to regulate
naive pluripotency. In sum, enhancer sequence dictates selective recruitment of chromatin

remodelers.
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Figure 3.1. Enhancer dependencies on BAF correlate to the insulation potential. (A)
Tornado plots showing the signals of the time-course ATAC-seq, H3K4me3, H3K27ac,
H3K4mel, and CTCF at the accessible regions detected from the control (Oh). (B) Violin plot
showing the fold changes in the chromatin accessibilities for the treatment versus the control. (C)
Enriched motifs at BI and BD enhancers. (D) Line plots displaying Polll occupancies at
enhancers and promoters. (E) Line plots displaying the column-wise means calculated from the
upper (blue) and lower (orange) halves of the APA matrices in (F). (F) APA at the E-P

interaction subsets (by column) for MID Hi-C dataset.
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3.2 BRG1 Permits Genomic Interactions Beyond the Enhancer Boundary

The data described above indicates that enhancer repertoires can be segregated into BI-
enhancers and BD-enhancers. These findings raise the question whether Bl-enhancers and BD-
enhancers instruct distinct patterns of chromatin folding. As a first approach to address this
question, we aggregated MID Hi-C contacts at paired promoters and BI- and BD-enhancers. We
found that Bl-enhancers were associated with a distinctively insulated chromatin domain
structure (Figure 3.1F). The Bl-enhancer instructed insulation was characterized by elevated
contact frequencies within the domain and marked by stripes emanating from enhancers and
promoters that intersected at focal points associated with promoter-enhancer interactions (Figure
3.1F). We found that BI enhancers were able to insulate chromatin interactions crossing the
enhancer boundary, albeit weaker when compared to promoters (Figures 3.1E and 3.1F). In
contrast, we found that chromatin domains associated with BD enhancers did not insulate against
genomic interactions emanating from the promoter or genomic regions located between the
promoter and enhancers (Figures 3.1E and 3.1F). Likewise, using Micro-C rather than MID Hi-C
we found that BD enhancers differ from Bl-enhancers in their ability to enforce insulation
beyond the enhancer region (Figure 3.2F). Recent studies suggested that RNA polymerase II
occupancy at transcription start sites interferes with loop extrusion resulting in unidirectional
stripes and insulations of genomic interactions emanating from the promoter. Consistent with
this model, we found that RNA polymerase II occupancy was enriched at BI-enhancers but not at
BD-enhancers (Figure 3.1D). Taken together, these data indicate that the chromatin remodeler
ATPase BRGI enables genomic interactions emanating from promoters beyond enhancer

boundary elements.
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Figure 3.2. BAF Complex Perturbation Uncovers BAF-Dependent and BAF-Independent
Enhancers. (A) Bar plot showing Brgl is the only expressed BAF ATPase in mESCs quantified
by RNA-seq. (B) Schematic showing the design of experiments. (C) Western blots showing
BRGI1 protein is completely degraded after applying dTAG13. (D) Trend lines showing the fold
changes (vs. Oh) in the chromatin accessibilities (ATAC-seq) during BRG1 depletion. (E) Line
plots displaying BRG1 occupancies at enhancers and promoters. (F) APA at the E-P interaction
subsets (by column) for Micro-C dataset (heatmap at the bottom). Column-wise mean (along the
X axis centering on enhancer) calculated from the upper (blue) and lower (orange) halves of the

APA matrices were plotted on the top panel.
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3.3 BAF Complex Orchestrates the Assembly of Enhancer-Promoter Interaction Hubs

To investigate how BAF orchestrates the E-P interaction hub, we performed a PCA
analysis for changes in E-P interaction strength during the course of BRG1 depletion. We found
that PCA values associated with loss of BRG1 (3h, 6h, and 24h) clustered but segregated from
cells not depleted for BRG1 (0h) (Figure 3.3A). Accordingly, E-P strengths segregated for BI,
PD, and BD enhancer repertoires at Oh significantly differed from that observed for 3h, 6h and
24h BRG1-depletion (Figure 3.3B). Conversely, BRG1-depletion for 3 hours when compared to
6 and 24 hours did not reveal significant differences in E-P strength (Figure 3.3B). Thus, a new
state of the E-P interactome was established at 3h and maintained beyond 3h, indicating that the
changes in E-P interactions were tightly associated with the loss of BAF abundance.

To determine how during the course of BRG1 depletion the EP interaction hub is altered,
we generated aggregated contact maps for BD, PD, and BI enhancer repertoires interacting with
promoters. We found that the degree of reduction in E-P interaction strengths (intensity at the E-
P focal point) correlated well with that of acute changes in chromatin accessibility across
enhancers at 3h (Figures 3.3C and 3.4A). Specifically, E-P interactions at BD enhancers were
nearly abrogated (Figures 3.3D and 3.4B). Conversely, we found that PE interaction strength at
BI enhancers was only modestly attenuated (Figure 3.3C). Despite considerable reductions in the
strength upon loss of BRG1 abundance, E-P interactions were retained across the PD enhancer
repertoire (Figure 3.3C). Thus, abolishment of E-P interaction requires eradication of factors
assembled at the enhancer platform that sequester the BAF complex.

We next focused our analysis on the role of BAF in instructing genomic interactions that
span the entire E-P domain. To increase the coverage, we combined the MID Hi-C datasets of

samples depleted for BAF during the course of 3, 6 and 24 hours. We found that although
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genomic interactions emanating from BD enhancers were virtually undetectable under BAF
complex perturbation condition, genomic interactions involving the promoter regions were
largely intact (Figure 3.3E). Additionally, the contact frequencies of genomic interactions
among genomic regions that span the promoter stripe remained elevated above the background
(Figure 3.3E). In summary, we found that chromatin accessibility across enhancer repertoires,
reflecting transcription factor occupancy and recruitment of associated cofactors, instructs

enhancer-communication but is dispensable for genomic interaction across the E-P hub.
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Figure 3.3. BAF complex orchestrates the assembly of E-P interaction neighborhoods. (A)
PCA analysis on the profiles of E-P interaction strengths. (B) Pairwise Mann-Whitney U rank
tests among time points (by column) for the E-P interaction subsets (by row). (C) APA at the E-P
interaction subsets (by column) for time-course MID Hi-C datasets (by row). (D) Virtual 4C
displaying the contact frequencies, at Oh and 3h, from the viewpoint (eye symbol at the
enhancer). The yellow shade highlights the interacting promoter. (E) APA at the E-P interaction
subsets (by column) for combined BRG1-depleted MID Hi-C dataset. Line profiles are generated

as described in Figure 3.1.
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Figure 3.4. BAF perturbation affects E-P interactions and compartmental segregations. (A)
Scatter plots showing the acute changes in E-P interaction strengths at 3h versus the acute
changes of the anchors (top panel for promoters and bottom panel for enhancers). (B) Virtual 4C
displaying the contact frequencies, at Oh and 3h, from the viewpoint (eye symbol at the
enhancer). The yellow shade highlights the interacting promoter. (C) Heatmap showing the
pairwise spearman correlations among the compartmentalizations for time-course MID Hi-C
datasets. (D) Example tracks of the compartment scores. (E) Line plots displaying the acute fold

changes (at 3h) in chromatin accessibilities versus the compartmental scores.
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3.4 The BAF Complex Instructs Compartmental Segregation

At the coarse 3D genomic scale, chromatin is segregated into active (A) and inactive (B)
compartments (Lieberman-Aiden et al., 2009). Since activate enhancers are primarily located in
the A compartment, we examined whether the global reduction of chromatin accessibility caused
by BAF depletion modulates compartmental organization. We found that during the course of
BAF depletion (3-24 hours) A/B compartmental remained largely intact (pairwise spearman >
0.94, Figures 3.4C and 3.4D). However, upon closer inspection using PCA analysis we found
significant changes in A/B compartmentalization during the course of BAF depletion (Figure
3.5A). To determine whether these changes were orchestrated by changes in the compartmental
segregation we generated saddle plots (Gibcus et al., 2018). This analysis captured a progressive
increase in contact frequencies at the inter-compartmental interactions, indicating weakening in
compartmental segregation that became more prominent during the course of BAF depletion
(Figure 3.5B). To determine to what degree compartmental segregation changed upon BAF
depletion, segregation scores, which quantifies the strength difference between the intra- and
inter-compartmental interaction, were computed for genomic bins spanning 25 Kbp. PCA
analysis on the segregation score profiles also detected time-dependent compartmental
segregation differences among samples but a higher percentage of sample-wise variation were
captured compared to compartment scores (Figure 3.5D). We found upon BAF depletion a
significant decline in compartmental segregation across genomic regions that were associated
with a significant decline in chromatin accessibilities (Figure 3.5C). To determine how changes
during the course of BAF depletion in compartmental segregation relate to the positioning in the
A compartment, we computed segregation differences as a function of compartment score. We

found that upon BAF depletion the loss of segregation was increased overtime for regions of
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higher compartmental scores (Figures 3.5E), correlated well with the reduction of chromatin
accessibility (Figures 3.4E). Taken together, these data indicate that the BAF complex enforces

compartmental segregation.
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Figure 3.5. BAF complex perturbation reduces compartmental segregation. (A) PCA
analysis on the profiles of compartmental scores. (B) Saddle plot displaying the segregation
pattern for the time-course MID Hi-C datasets. The summarized statistics (bottom left corner)
were calculated from the difference of top 20% A-A and top 20% B-B interactions (intra-
compartment, diagonal) versus A-B interactions (inter-compartment, off-diagonal) (Gibcus et al.,
2018). (C) Example track of the compartmental segregation and epigenetic marks. (D) PCA
analysis on the profiles of segregation scores. (E) Line plots displaying the acute fold changes (at

3h) in compartmental segregation versus the compartmental scores.
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3.5 Summary
In this chapter, we identified two subsets of enhancers based on their dependencies on
BAF complex as revealed by the acute changes in the chromatin accessibility after BRG1
depletion. They are not only enriched for different transcription factor motifs, but the underlying
E-P interacting neighborhoods also assume distinct configurations. Lastly, we observed global

reduction in chromatin accessibilities weaken the compartmental segregation in the nucleus.
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3.6 Material and Methods

FKBPv Cell Line Generation

The constructions of the guide RNA (sgRNA) and the donor plasmid for inserting
FKBPv to Brgl endogenous locus were described in our previous paper (Zhu et al., 2020). For
generation of FKBP12F36V cell lines, mESCs cells were seeded the day before transfection on a
10 cm tissue culture plate. 12 ug of plasmid DNA comprising equimolar amounts of sgRNA and
donor plasmid were transfected using 40 ul of Lipofectamine 3000 with 24 ul of P3000 reagent
(Thermo Fisher, L3000008). Two days after transfection, the transfected cells were selected in
10 ug/mL of Blasticidin (Cayman Chemical, NC1445974) for a week. Single cells from the
EYFP positive population with successful insertions were then sorted using a BDFACSAria
Fusion Sorter in 96-well round bottom plates. Single cells were grown for ~7 days to form single
clones. Genotyping primers (Zhu et al., 2020) were used to screen for homozygous clones. The
established cell lines were treated with dTAG13 (CAS 2064175-41-1). Efficiency of acute
degradation of BRGI proteins was examined by western blots as previously described (Zhu et

al., 2020).

ATAC-seq Analysis

Adaptors in pair-end (PE) sequencing reads were trimmed using Trimmomatic (Bolger et
al., 2014). Trimmed PE reads were aligned to mm10 genome using bowtie2 (Langmead and
Salzberg, 2012) with flags *--very-sensitive -1 10 -X 700 —dovetail'. Only mapped fragments
with sizes between 0 to 200 BP were kept for further analysis. Peaks were called by MACS2
with flags "-g mm -f BEDPE -q 0.01 -SPMR —keep-dup auto’. Then, functionalities of deeptools

(Ramirez et al., 2014) were used to analyze enrichment signals. Briefly, density tracks were
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generated by "bamCoverage’ to be visualized in UCSC genome browser or by pyGenomeTracks
(Lopez-Delisle et al., 2020). Clustering of peaks, based on H3K4me3, H3K27ac, and CTCF
signal, and tornado plots were generated by ‘computeMatrix” and “plotHeatmap" to identify
enhancers and promoters devoid of CTCF occupancies. Summarized signal profiles were plotted
by ‘plotProfile’. In addition, quantification of peaks was performed through counting the number
of reads overlapping with peaks using PyRanges (Stovner and Saetrom, 2019). Homer (Heinz et

al., 2010) was used to search enriched motifs within 200 BP from the peak centers.

Compartmental Segregation Analysis

We calculated the averaged interaction strengths with A and B compartments separately
for a 25 Kbps bin. Then, according to the compartment that the bin belongs to, we computed the
ratio of intra- versus inter-compartmental interaction strengths, a.k.a compartmental segregation
score. Segregation tracks were plotted by pyGenomeTracks and PCA analysis was performed as
described above. Also, we calculated the averaged changes in segregation scores by stratifying

bins according to the compartmental scores.
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CHAPTER 4

Chromatin Structural and Transcriptional Responses of Neutrophils to Stimuli
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4.1 Responses of Human Neutrophils to Microbial Challenges
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Differentiating neutrophils undergo large-scale changes in nuclear morphology. How such alterations in structure
are established and modulated upon exposure to microbial agents is largely unknown. Here, we found that prior to
encounter with bacteria, an armamentarium of inflammatory genes was positioned in a transcriptionally passive
environment suppressing premature transcriptional activation. Upon microbial exposure, however, human neu-
trophils rapidly (<3 h) repositioned the ensemble of proinflammatory genes toward the transcriptionally permissive
compartment. We show that the repositioning of genes was closely associated with the swift recruitment of cohesin
across the inflammatory enhancer landscape, permitting an immediate transcriptional response upon bacterial
exposure. We found that activated enhancers, marked by increased deposition of H3K27Ac, were highly enriched for
cistromic elements associated with PU.1, CEBPB, TFE3, JUN, and FOSL2 occupancy. These data reveal how upon
microbial challenge the cohesin machinery is recruited to an activated enhancer repertoire to instruct changes in

chromatin folding, nuclear architecture, and to activate an inflammatory gene program.
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The organization of the human genome within the nucle-
us is central to the control of gene expression and thus cell
identity and function. At the largest scale, the genome is
folded into chromosome territories that, with the excep-
tion of nucleoli, rarely intermingle. However, chromo-
somes are not randomly distributed across the nucleus.
Large and gene-poor chromosomes are predominantly
positioned at the lamina, whereas small and gene-rich
chromosomes concentrate in the nuclear interior (Fritz
et al. 2016). Chromosomes themselves fold into loop
domains that physically associate to establish the tran-
scriptionally repressive or inert heterochromatic B com-
partment or transcriptionally permissive euchromatic A
compartment (Lieberman-Aiden et al. 2009; Dixon et al.
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2012). The heterochromatic compartment is highly en-
riched at the nuclear lamina, whereas the euchromatic
compartment is positioned in the nuclear interior (Kosak
et al. 2002).

Loop domains are established in part by the CTCF pro-
tein (Dixon et al. 2012; Rao et al. 2014). Convergently ori-
ented pairs of CTCF-bound loci can form CTCF-anchored
loops generated by recruitment of the cohesin complex
(Nora et al. 2017; Rao et al. 2017). Cohesin is loaded
onto transcribed regions located throughout loop bodies
(Busslinger et al. 2017). Once sequestered, the cohesin
complex extrudes chromatin in a progressive manner un-
til a pair of convergent CTCF-bound sites are reached, a
process termed loop extrusion (Fudenberg et al. 2016).
Gene promoters connected to transcriptional enhancers

© 2020 Denholtz et al. This article is distributed exclusively by Cold
Spring Harbor Laboratory Press for the first six months after the full-issue
publication date (see http://genesdev.cshlp.org/site/misc/terms.xhtml).
After six months, it is available under a Creative Commons License
(Attribution-NonCommercial 4.0 International), as described at http://cre-
ativecommons.org/licenses/by-nc/4.0/.
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by CTCF-mediated loops tend to be highly expressed (Rao
et al. 2014), and CTCF occupancy at nearby sites contrib-
utes to the maintenance of gene expression and stable
chromatin structure (Nora et al. 2017; Rao et al. 2017;
Schwarzer et al. 2017; Bintu et al. 2018). Finally, recent
studies have demonstrated that cohesin-dependent loop-
ing is closely associated with the control of inducible
gene expression (Bruno et al. 2018).

Human neutrophils are abundant, short-lived circulat-
ing white blood cells that are critical first-responders to
infection and tissue damage. Upon injury or infection,
neutrophils exit the circulation via extravasation, migrate
toward damaged tissues or infectious foci, phagocytose
small pathogens, release reactive oxygen and nitrogen spe-
cies, and extrude their chromatin as cytotoxic granule-
laced extracellular traps (NETs). In addition to their direct
role in killing invading pathogens, activated neutrophils
rapidly induce the expression of a wide range of cytokines
and chemokines to orchestrate an immediate inflamma-
tory response (Ley et al. 2018).

The nuclei of polymorphonuclear (PMN) neutrophils
are composed of multiple distinct but internally continu-
ous lobes allowing them to swiftly migrate between (para-
cellular route) or through (transcellular route) endothelial
cells that line blood vessels and interstitial spaces of
tissues while maintaining their nuclear integrity (Olins
et al. 2009; Muller 2013; Rowat et al. 2013). The Lamin
Breceptor (LBR) is an important determinant for imposing
amulti-lobular nuclear architecture on neutrophils (Hoff-
mann et al. 2002; Shultz et al. 2003). Neutrophils of mice
deficient in the Lbr gene fail to adopt a multi-lobular nu-
clear shape (Shultz et al. 2003), and mouse neutrophilic
cell lines lacking Lbr cannot form characteristic toroidal
nuclei during differentiation (Zhu et al. 2017). Similarly,
humans with LBR mutations manifest the Pelger-Huét
anomaly, characterized by a reduction in nuclear lobe
number in granulocytes (Hoffmann et al. 2002).

Chromatin folding in murine neutrophils is highly en-
riched for remote genomic interactions, primarily involv-
ing heterochromatic regions. These interactions span vast
genomic distances resulting in large-scale chromosome
condensation. Terminal differentiation of murine neutro-
phils is also associated with the relocation of centromeres,
pericentromeres, telomeres, LINE elements, and ribosom-
al DNA from the nuclear interior to the nuclear lamina,
a process that requires the Lbr gene (Zhu et al. 2017). As
neutrophils differentiate, the LBR deforms the malleable
nuclear envelope by wrapping it around the heterochro-
matic component of the neutrophil genome, resulting in
its characteristic lobed shape.

Upon reaching a tissue site of infection, neutrophils
neutralize bacteria in multiple ways: (1) engulfment
through phagocytosis, (2) degranulation to release micro-
bicidal factors into the extracellular space, (3) release of
extracellular traps or NETs that are composed of extruded
chromatin fibers and antimicrobial factors, and (4) rapid
induction of cytokine gene expression to coordinate a
broader immune response (Brinkmann et al. 2004; Ley
etal. 2018). To detect and respond appropriately to diverse
invading pathogens, neutrophils express a variety of
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pattern recognition receptors including cell-surface and
endolysosomal Toll-like receptors (TLRs), C-type lectin
receptors, and formyl peptide receptors, among others.
Once activated, a variety of downstream signaling path-
ways converge on the NF-xB and APl transcription
factors to induce an inflammatory gene program including
the cytokines and chemokines IL-8/CXCL8, TNFa, IL-1p,
IL-17, and IFNy (Garcia-Romo et al. 2011; Thomas and
Schroder 2013; Tecchio et al. 2014).

The mechanisms by which pathogen-sensing pathways
interface with the neutrophil genome to induce a rapid
and stimulant-appropriate inflammatory gene expression
program remain unclear. Here we found that human neu-
trophil genomes display highly segmented compartments
and contracted heterochromatin when compared with
human embryonic stem cells. Upon microbe encounter,
a specific subset of modestly euchromatic subdomains,
spatially segregated from the highly euchromatic A com-
partment, displayed strengthening of their euchromatic
character, and relocalized from a perinuclear envelope
position toward the nuclear interior. Prominent among
the regions that repositioned during human neutrophil
activation were gene loci associated with an activated
neutrophil-specific gene expression program. Microbial-
induced changes in long-range chromatin interactions
were globally associated with rapid loss of insulation at
euchromatic subdomain boundaries, as well as the forma-
tion of de novo chromatin loops linking immune response
genes to pre-existing and de novo formed transcriptional
enhancers. The loop-mediated juxtaposition of inflamma-
tory genes to transcriptional enhancers upon microbial
exposure was closely associated with the deposition of
histone 3 lysine 27 acetylation (H3K27ac), an enhancer-
associated histone modification and rapid loading (<3 h)
of the cohesin complex at the subset of enhancer elements
that control an inflammatory gene program. Based on
these observations, we propose that the microbe-induced
transcriptional signature of activated neutrophils is driv-
en by activated enhancer repertoires. Activated enhancers
marked by elevated levels of H3K27Ac, in turn, rapidly
recruit the cohesin machinery to dictate changes in chro-
matin folding and nuclear positioning of genes associated
with an inflammatory gene program.

Results

Human neutrophil development is associated with
segmented compartments and contracted genomes

Neutrophil nuclei undergo dramatic morphological
changes during differentiation from multipotent pro-
genitors, with terminally differentiated neutrophil nuclei
having three to five internally continuous but spatially
distinct lobes (Supplemental Fig. SIA). To characterize
the genomic interactions established during the develop-
ment of PMN cells, neutrophils were isolated from hu-
man peripheral blood, formaldehyde-fixed, and analyzed
using in situ HiC (Supplemental Table S1; Rao et al.
2014). The genomes of human neutrophils were slightly
enriched for interchromosomal interactions when
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Microbial-induced changes in neutrophil genomes
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Figure 1. Heterochromatic super-contraction and segmentation of the neutrophil genome during acquisition of the PMN shape. (A) Neu-

trophil (blue) and H1 hESC (teal) chromatin interaction frequencies as a function of linear genomic distance. Percent interchromosomal
paired end tags (PETs) are indicated. (B) Normalized HiC contact matrices for H1 hESC (left) and neutrophil (right) chromosome 20. First
principal component 1 eigenvector (PC1) for each HiC matrix is displayed above its respective matrix. Positive PC1 values correspond to
the gene-rich A compartment, negative values to the gene-poor B compartment, based on human genome build hg38. (C) HiC contact
matrix showing the log, fold change in normalized interactions between the H1 hESC and neutrophil matrices in B, illustrating changes
in the organization of chromosome 20 during terminal differentiation from the pluripotent state and acquisition of the PMN shape. PC1
values for H1 hESCs and neutrophils are shown above and at the right of the matrix, respectively. (D) Density plot showing the distribu-
tion of A (solid lines) and B (dotted lines) compartment domain sizes in H1 hESCs (teal) and neutrophils (blue). Total number of domains
for each data set are listed at top. Domains <100,000 bp were not considered. (E) Example of a new TAD and compartment boundary
formed during differentiation and hypercompartmentalization of the neutrophil genome. (Top, from top to bottom) IGV tracks showing
H1 hESC PC1 values, Hl hESC TADs, neutrophil PC1 values, and neutrophil TADs. (Bottom) Normalized HiC contact matrix of Hl hESC
and neutrophil HiC matrices and a log, fold change difference matrix at a new TAD/compartment boundary on chromosome 14. (F) Per-
cent of TAD and compartment boundaries shared between H1 hESCs and neutrophils. Domain boundaries within 100 kb (< 3 windows)
were considered shared. (G) Insulation scores in HI hESCs and neutrophils calculated for each 40-kb bin genome-wide, at neutrophil-spe-
cific, H1 hESC-specific, and shared PC1 compartment/TAD boundaries for both cell types. Grouped pairs are all significantly different by
the Wilcoxon rank sum test with log(P) values <1x 107",

compared with human embryonic stem cells (hESCs) (Fig. mental Fig. S1C). The stereotypic plaid pattern, resulting

1A). Chromosome territories remained intact and we
found no evidence of individual chromosomes being split
across multiple lobes (Supplemental Fig. S1B). Notably,
compared with hESCs, human neutrophils were depleted
for genomic interactions that spanned <3 Mb but were
enriched for interactions that covered >3 Mb (Fig. 1A).
We next constructed contact matrices for hESCs cells
and human neutrophils (Fig. 1B). We found that a larger
fraction of the neutrophil genome was sequestered in
the B compartment when compared with hESCs (Supple-

from the spatial segregation of the A and B compartments,
was much more pronounced in human neutrophils
compared with hESCs (Fig. 1B). Intrachromosomal and
interchromosomal interactions between A and B com-
partments were both less prevalent in neutrophils versus
hESCs (Fig. 1C; Supplemental Fig. S1D). Conversely,
long-range genomic interactions across the B compart-
ment were significantly more extensive in human neutro-
phils than hESCs (Fig. 1C; Supplemental Fig. S1D). During
differentiation, large genomic regions that exhibited a
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continuum of either positive or negative PC1 values in
hESCs fragmented into smaller genomic regions that
switched PC1 values in neutrophils (Fig. 1C,D). Many of
the genomic regions that switched from negative to posi-
tive PC1 values during development were associated with
a neutrophil-specific transcription signature, whereas
those regions switching from positive to negative PC1
values were associated with silencing of lineage-inappro-
priate genes (Supplemental Fig. S1E-G; Supplemental
Table S2). Notably, the hypersegmentation of compart-
ment domains in the neutrophil genome established
de novo loop domain and compartment boundaries (Fig.
1E). Specifically, although >75% of loop domain boundar-
ies identified in hESCs were conserved in neutrophils,
<40% of loop domain boundaries in neutrophils were
present in hESCs (Fig. 1F). Overall compartment boundar-
ies were poorly conserved between these two cell types
(Fig. 1F). Genome-wide analysis of cell type-specific loop
domain and compartment boundary element insulation
strength confirmed this finding, indicating the existence
of cell type-specific boundaries that were associated spe-
cifically with either hRESCs or human neutrophils, in addi-
tion to shared boundaries (Fig. 1G). Taken together our
data reveal that human neutrophils, when compared
with hESCs, are characterized by a contracted genome
with increased enforcement of compartmentalization
and highly segmented A and B compartments.

PMA-induced activation of neutrophils rapidly
modulates nuclear architecture

Upon detecting invading microbes, neutrophils rapidly ac-
tivate an inflammatory-specific transcription signature.
As a first approach to examine whether and how the nu-
clear architecture of neutrophils responds to inflammato-
ry signals, HiC was performed on neutrophils cultured
in both the absence and presence of the canonical neutro-
phil activator phorbol 12-myristate 13-acetate (PMA), a
protein kinase C. PMA stimulation of human neutrophils
resulted in a global decrease in short-range intrachromo-
somal interactions and a global increase interchromosom-
al interactions (Fig. 2A), while exerting minimal effects on
A-B compartmentalization and loop domain boundaries
(Fig. 2B). Likewise, PMA-induced activation did not trig-
ger large-scale switching of genes or regulatory elements
between the A and B compartments (Fig. 2C). How-
ever, further scrutiny of chromatin folding across the A
compartment revealed a small but significant number of
discrete genomic regions that underwent significant
PMA-dependent changes from low but positive PC1 val-
ues to highly positive PCI1 values, indicating an increase
in euchromatic character (Fig. 2C). We refer to these re-
gions as PMA APCI domains (Fig. 2C; Materials and
Methods). Notably, PMA APC1 domains were strongly en-
riched for genes implicated in the neutrophil defense re-
sponse, including genes downstream from key innate
immune receptors such as the complement receptors,
FCy receptor, and dectin-2, as well as genes implicated
in cell migration and regulation of lysosomal pH (Fig.
2D; Supplemental Table S2).
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Analysis of intrachromosomal HiC contact matrices
revealed few significant changes across chromosome 18
following PMA-induced activation (Fig. 2E). PMA APCl
domains, however, often displayed changes in interac-
tions with euchromatin, both in their immediate vici-
nity, as well as across chromosome 18 (Fig. 2F). Direct
measure of genome-wide changes in chromatin organiza-
tion showed that in activated neutrophils PMA APCI do-
mains showed large-scale changes in contact frequencies
(Fig. 2G). Specifically, ~25% of PMA APC1 domains fell
within the top 10% most differentially interacting geno-
mic regions (Fig. 2G). Likewise, PMA APC1 domains on
average displayed significantly lower chromatin interac-
tion correlation with unstimulated neutrophils when
compared with the genome as a whole (Fig. 2H). Taken to-
gether, these data indicate that in PMA-activated neutro-
phils genic and intergenic domains associated with innate
immune genes increase their euchromatic character and
undergo alterations in remote genomic interactions.

Upon microbial exposure, a subset of neutrophil
inflammatory genes increase their enchromatic character

To validate the alterations in neutrophil euchromatic
character using a physiologically relevant stimulus,
human neutrophils were cultured in the presence of live
Escherichia coli bacteria for a period of 3 h. E. coli cocul-
tured neutrophils were isolated, formaldehyde cross-
linked, and analyzed using HiC. Genomes of human neu-
trophils cultured in the presence of E. coli only displayed
minor alterations in contact frequencies, maintained
overall compartment and loop domain structures (Fig.
3A,B), and remained essentially free from detectable A-B
compartment switching (Fig. 3C). However, similar to
PMA-activated neutrophils, a distinct subset of genomic
regions positioned in the A compartment displayed a
substantial increase in euchromatic character upon
E. coli encounter (Fig. 3C, E. coli APC1 domains). Notably,
the E. coli APC1 domains included genes encoding for
cytokines and chemokines, genes associated with neutro-
phil degranulation, and genes linked with the inflamma-
tory response (Fig. 3D; Supplemental Table S2).

Similar to PMA-activated neutrophils, E. coli cocul-
tured neutrophils showed few large-scale changes in
chromatin organization compared with unstimulated
neutrophils (Fig. 3E). E. coli APC1 domains, however,
showed dramatic increases in genomic interactions
involving neighboring euchromatic regions, as well as
the remainder of the chromosome upon coculture with
E. coli (Fig. 3F). Similar to PMA APC1 domains, E. coli
APC1 domains were among the most restructured geno-
mic regions in response to E. coli, with 25% of E. coli
APC1 domains assigned to the top 15% of the most differ-
entially interacting regions globally (Fig. 3G). E. coli APC1
domains overall displayed significantly lower correlation
with unstimulated neutrophil genome structure than
the remainder of the genome (Fig. 3H). These data indicate
that upon microbial exposure, a subset of genes associated
with an inflammatory response increase their euchromat-
ic character.
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Figure 2. PMA activation increases euchromatic character at distinct genomic loci encoding for neutrophil activation genes. (A) Unsti-
mulated (blue) and PMA-activated neutrophil (red) (3 h) chromatin interaction frequencies as a function of linear genomic distance. Per-
cent interchromosomal PETs are indicated. (B). Percentages of TAD and compartment boundaries shared between unstimulated and
PMA-activated neutrophils. (C) Scatter plot comparing 10-kb-windowed PC1 values between unstimulated and PMA-activated neutro-
phils. PMA APCI1 domains are marked in red. (D) Metascape-defined functional groups enriched for genes found within 100 kb of PMA
APC1 domains. Complete metascape results can be found in Supplemental Table S2. (E) HiC contact matrices of chromosome 18 for unsti-
mulated (left) and PMA-activated (right) neutrophils, 100-kb resolution. Respective PC1 values are shown above each matrix. (F) Differ-
ence matrix showing the log, fold change in normalized interactions between unstimulated and PMA-activated neutrophils. PC1
differences are shown at top, PMA APC1 domains are marked by red triangles. (G) Black and red points indicate genome-wide interaction
correlations for each 40-kb bin in the genome, ranked from most to least differential, left to right. Bins containing PMA APC1 domains are
marked with red points. The red line with red shading indicates the proportion of total PMA APC1 domains found at a given rank or lower,
showing a preference for PMA APC1 domains to fall in genomic regions with the most differential chromatin interactions upon PMA stim-
ulation. (H) Box plots of genome-wide interaction correlation values for PMA APC1 domains and the remainder of the genome during PMA
stimulation. Box plot outliers are not shown. (*) Wilcoxon rank-sum test P-value <2 x 107,

We next sought to ascertain to what degree APC1 do-
mains differed between stimuli. E. coli APC1 domains
only partially overlapped with PMA APC1 domains
(Supplemental Fig. S2A). The identities of genes in APC1
domains also depended on the stimulus that neutrophils
encountered. E. coli-specific APC1 domains were highly
enriched for chemokine and cytokine genes as well as
genes involved in chemotaxis (Supplemental Fig. S2B).
In contrast, PMA-specific APC1 regions were enriched
for defensin gene clusters (Supplemental Fig. S2B). These
data suggest that the changes in euchromatic character
regulate stimulant-appropriate inflammatory responses.
Supporting this hypothesis, genes residing in stimulus-
specific APC1 domains underwent stimulus-specific
changes in gene expression. Genes in E. coli APC1 do-
mains were more highly expressed upon E. coli encounter
than upon PMA stimulation, whereas genes in PMA APC1

domains were more highly expressed upon PMA stimula-
tion than during E. coli coculture (Supplemental Fig. S2C).
Taken together, these data indicate that neutrophil
activation enhances the euchromatic character of a subset
of inflammatory response gene loci in a stimulus-depen-
dent manner.

Rapid assembly and relocalization of a CXCL
transcriptional hub upon E. coli encounter

To determine how euchromatic character is strengthened
upon microbial activation, we focused on an archetypal
E. coli APC1 domain containing inflammatory-specific
genes encoded within the extended CXCL locus. The
CXCL locus spans a cluster of genes encoding a class
of chemokines that include CXCL8 (IL8), CXCL1, and
CXCL2 (MIP2a), each of which is rapidly induced when
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Figure 3. Neutrophil E. coli coculture increases euchromatic character at distinct loci encoding for neutrophil pathogen response genes.
(A) Unstimulated (blue) and E. coli cocultured neutrophil (green) chromatin interaction frequencies as a function of linear genomic dis-
tance. Percent interchromosomal PETs are indicated. Note: Unstimulated neutrophil data is identical to that shown in Figure 2A and
is shown here to illustrate differences between unstimulated and E. coli cocultured neutrophil data. Neutrophils were cultured in the pres-
ence of E. coli for a 3-h period. (B) Percent of TAD and compartment boundaries shared between unstimulated and E. coli cocultured neu-
trophils. (C) Scatter plot comparing 10-kb-windowed PC1 scores between unstimulated and E. coli cocultured neutrophils. E. coli APC1
domains are marked in green. (D) Metascape-defined functional groups enriched for genes found within 100 kb of E. coli APC1 domains.
Complete metascape results are described in Supplemental Table S2. (E) HiC contact matrices of chromosome 20 for unstimulated (left)
and E. coli cocultured (right) neutrophils, 100-kb resolution. Respective PC1 values are shown above each matrix. (F) Difference matrix
showing the log, fold change in normalized interactions between unstimulated and E. coli cocultured neutrophils. PC1 differences are
shown at the top with E. coli APC1 domains marked with green triangles. (G) Black and green points indicate genome-wide interaction
correlations for each 40-kb bin in the genome, ranked from most to least differential, left to right. Bins containing E. coli APC1 domains are
marked with green points. The green line with green shading indicates the proportion of total E. coli APC1 domains found at a given rank
or lower, showing a preference for E. coli APC1 domains to fall within genomic regions with the most differential chromatin interactions
upon E. coli encounter. (H) Box plots of genome-wide interaction correlation values for E. coli APC1 domains and the remainder of the
genome during E. coli encounter. Box plot outliers are not shown. (*) Wilcoxon rank-sum test P-value <2 x 107*¢,

exposed to microbial agents. We found that in unstimu-
lated neutrophils the CXCL locus exists as a loop domain
associated with a modestly positive PC1 score that is insu-
lated from neighboring euchromatin (Fig. 4A). Notably,
within 3 h of exposure to E. coli, the euchromatic charac-
ter of the CXCL locus was significantly strengthened (Fig.
4A), accompanied by large scale changes in chromatin
folding, with genomic interactions and transcriptional ac-
tivation spreading into neighboring regions (Fig. 4B,C).
To determine whether the alterations in genome fold-
ing were associated with gene expression, activated neu-
trophils were analyzed for transcript abundance as well
as CTCF and SMC3 occupancy (Fig. 4C). As expected,
CXCL8, CXCL1, and CXCL2 transcript abundance was
significantly elevated upon E. coli encounter (Fig. 4C).

154 GENES & DEVELOPMENT

Notably, a recently described noncoding genomic region
located immediately upstream of CXCL8 was also tran-
scriptionally induced upon exposure to bacteria (Fig. 4C;
Fanucchi et al. 2019). While CTCF occupancy was elevat-
ed at a site closely linked with the CXCL8 locus, other
CTCF-bound sites in the locus were not modulated
upon activation (Fig. 4C). In contrast, we found that
E. coli encounter substantially enriched cohesin occupan-
cy across the locus (Fig. 4C). Cohesin occupancy was par-
ticularly prominent at sites closely associated with de
novo loops that linked the CXCL8, CXCL1, and CXCL2
gene bodies, promoter regions, and SMC3-enriched inter-
genic regions into a shared transcriptional hub (Fig. 4C).
To validate these findings in single cells, we performed
fluorescence in situ hybridization (FISH) using a probe
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Figure 4. E. coli co-culture-induced topological changes at the CXCL sub-domain are associated with noncoding transcription, cohesin
recruitment, and locus repositioning. (A) HiC contact maps of the extended CXCL gene cluster in unstimulated (top) and E. coli cocultured
(bottom) human neutrophils. PC1 scores are shown above their respective matrices, CXCL E. coli APC1 domain position is noted. (B) Log,
difference matrix comparing HiC contacts between unstimulated and E. coli cocultured neutrophils within the extended CXCL gene clus-
ter. PC1 differential values (E. coli cocultured-unstimulated PC1 values) are shown above matrix, protein-coding genes in the CXCL gene
locus are shown below. (C, top) Linear genomic features and significant chromatin interactions at the CXCL E. coli APC1 domain. CTCF
and SMC3 ChIP-seq, RNA-seq, and HOMER-defined chromatin interactions with —log(P) values less than —50 are shown for unstimulated
(blue, top) and E. coli cocultured neutrophils (green, bottom) with PC1 differential values (E. coli cocultured-unstimulated PC1 values)
shown between. The bottom panel displays SMC3 ChIP-seq and RNA-seq tracks at the CXCLS8 (IL8) gene, demonstrating transcrip-
tion-associated recruitment of SMC3 to the CXCL8 locus. Peaks of transcription and associated SMC3 recruitment are highlighted in yel-
low. (D) Representative FISH image (z-projection) showing the euchromatic CXCL8 locus (green) in unstimulated (top) and E. coli
cocultured (bottom) neutrophils. (E) Quantification of the proportion of nuclear volume between the FISH signal and the nuclear periph-
ery (Eroded volume fraction) in unstimulated and E. coli co-cultured neutrophils. Number of alleles analyzed are listed below the box
plots. Wilcoxon rank sum test P-value for the data distributions: (**) P<0.00005. (F) Quantification of DAPI signal intensity at the
FISH spots identified in B. Wilcoxon rank sum test P-values: (**) P <0.00005.

corresponding to the E. coli-specific CXCL APC1 domain
(Fig. 4D). In unstimulated neutrophils, the CXCL E. coli
APC1 domain localized near the nuclear periphery (Fig.
4D). Upon E. coli encounter the CXCL E. coli APC1
domain rapidly relocated away from the heterochromatic
nuclear periphery toward the nuclear interior, concomi-
tant with its change in euchromatic character and elevat-
ed transcript levels (Fig. 4D). Specifically, the E. coli APC1
domain relocated from the DAPI-dense portion of the nu-
cleus near the nuclear periphery to the DAPI-sparse nucle-
ar interior (Fig. 4E,F). This change in nuclear positioning
was not an indirect result of changes in nuclear morphol-
ogy, nor activation-induced loss of nuclear integrity, as
heterochromatic control probes remained tightly associ-
ated with the nuclear periphery during E. coli encounter
(Supplemental Fig. S3A). Collectively, these observations
indicate that upon microbial exposure human neutrophils

rapidly remodel nuclear architecture to assemble a CXCL
transcriptional hub in the nuclear interior.

Neutrophil activation is associated with global loss of
insulation at inflammatory genes

The data described above reveal that when human neutro-
phils encounter bacteria, a subset of inflammatory genes
undergo large-scale changes in chromatin folding that
spread into neighboring loop domains. To quantitatively
describe this loss of subdomain insulation, we computed
the insulation scores for genomic regions that surrounded
the boundaries of E. coli APC1 domains and upon micro-
bial exposure gained euchromatic character to merge
with surrounding euchromatin. We found that upon
E. coli encounter the gain of euchromatic character across

GENES & DEVELOPMENT 155

79



Downloaded from genesdev.cshlp.org on April 20, 2022 - Published by Cold Spring Harbor Laboratory Press

Denbholtz et al.

PC1

Normalized insulation score
Stronger 4——————> Weaker

5 I

Interaction distance ( Log10(bp) )

S &3

it

Cil

[T

m
|

|
o)

(2]

Interaction strength bias
2Z-score

Figure 5. E. coli APC1 domains lose local
o spatial insulation and are associated with
increased cohesin-bound chromatin loop
strength. (A) Insulation score meta-analysis.
Insulation scores were calculated for genomic
regions surrounding E. coli APC1 domain
boundaries. Normalized insulation scores for
unstimulated (blue) and E. coli cocultured
(green) neutrophils are shown. Vertical dotted
lines demarcate meta-domain boundaries. Hor-
izontal dotted lines show median normalized
insulation scores at PC domain boundaries ge-
nome-wide for each condition. Calculations
shown are for all E. coli APC1 domains larger
than 100 kb. (B) Distribution of linear genomic
distances between chromatin interaction an-
chor points genome-wide, for interactions an-

APC1 - anchored
APC1- contained

usal
E. coli all

081 o us-specific
E col-specific

°

Loop strength
Log2(obs/exp read ratio)
& °
o o

|
EE
(D&
E. coliPC1-US PC1

Fraction of total
Log2( E. coli / US FPKM )
o

o

°
°
o

06 chored in APC1 domains, and for interactions
04 fully contained within E. coli APC1 domains.

Wilcoxon rank sum test: (**) P<2.2x107'%; (*)
P<1x107% (+) not significant. (C) Interaction
strength bias (see the Materials and Methods)
of HOMER-defined chromatin interactions for
unstimulated and E. coli cocultured neutro-

04 phils genome-wide, for those interactions

o 2 4 6 8
Distance to nearest APC1
domain ( Log10 (bp) )

USin APC1{ +

E. Colinot in APC1
E. coliin APC1

Genome
US - specific
E. Coli - specific

US notin APC1{ +

Log2( E. coli / US FPKM )

with a single anchor in an E. coli APC1 domain,
and for those interactions contained entirely
within E. coli APC1 domains. (D) HICCUPS de-
fined loop strength with respect to E. coli APC1
domains in unstimulated and E. coli cocultured
neutrophils. (E) Distance between HICCUPS

© .00 .00 4
RUESENENEIN

loops and E. coli APC1 domains. Differences are not significant by the Kolmogorov-Smirov test. Five out of 45 (11%) E. coli cocul-
ture-specific loops are in E. coli APC1 domains, and 19/49 are within 1 Mb of E. coli APC1 domains (45%). E. coli APC1 domains make
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ential during E. coli encounter.

E. coli APC1 domains was closely associated with de-
creased insulation strength at E. coli APC1 domain bound-
aries (Fig. 5A). Although globally the genomic distances
separating chromatin interaction anchor points were sig-
nificantly decreased in activated versus unstimulated
neutrophils, the distance separating anchor points of chro-
matin interactions with E. coli APC1 domains increased
(Fig. 5B). This loss of insulation at E. coli APC1 domain
boundaries suggests de novo formation of regulatory inter-
actions with the surrounding area (Fig. 5B). Additionally,
chromatin interactions contained entirely within E. coli
APC1 domains were found on average to be significantly
stronger in unstimulated neutrophils as compared with
E. coli cocultured neutrophils, suggesting a loss of subdo-
main structure and self-association during microbial en-
counter (Fig. 5C).

Given the loss of insulation at E. coli APC1 domain
boundaries, we next sought to determine the relationship
between APC1 domains and gene regulatory chromatin
interactions. Although chromatin interactions within
E. coli APC1 domains were on average weakened during
E. coli encounter (Fig. 5C), E. coli encounter-specific
chromatin loops within APC1 domains were significantly
stronger than chromatin loops found only in unstimulated
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neutrophils (Fig. 5D). This finding suggested a gene regu-
latory role for E. coli encounter-dependent loops, and a
tight link between these loops and E. coli APC1 domains.
Supporting this finding, E. coli-dependent chromatin
loops were generally closer to E. coli APC1 domains than
were unstimulated neutrophil-specific chromatin loops,
and 11% of E. coli-dependent chromatin loops were iden-
tified in E. coli APC1 domains, which make up only 0.3%
of the genome (Fig. 5E). Importantly, genes near E. coli co-
culture-specific chromatin loop anchors were signifi-
cantly more highly expressed than genes at chromatin
loop anchors found only in unstimulated neutrophils
(Fig. 5E).

Given the enrichment of neutrophil inflammatory re-
sponse genes in E. coli APC1 domains (Fig. 3D) and the
link between expression levels and an increase in euchro-
matic character (Supplemental Fig. S2C), we next deter-
mined the relationship between euchromatic character
(PC1 score) and transcript levels during microbe encoun-
ter. Notably, we found a strong correlation between PC1
score dynamics and transcriptional dynamics, with the
most highly induced genes also showing the largest
increases in PCl score, and the most repressed genes
showing the largest decreases in PC1 score (Fig. 5G).
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These phenomena are readily visible at a number of in-
flammatory loci, wherein the tight self-association of
E. coli APC1 domains in unstimulated cells is lost in favor
of distal regulatory interactions and transcriptional acti-
vation during E. coli encounter (Supplemental Fig. S4).

Taken together these data indicate that neutrophil
transcriptional state, euchromatic character, and spatial
localization of genes are closely linked.

Microbial exposure rapidly recruits cohesin to
inflammatory enhancers

Examination of gene regulatory interactions associated
with E. coli APC1 domains (Fig. 4; Supplemental Fig. S4)
hinted that a large number of E. coli-dependent interac-
tions were associated with the recruitment of the cohesin
complex to cis regulatory elements. To study this phe-
nomenon and understand its role in E. coli-dependent
changes in gene expression, we analyzed unstimulated
and E. coli-exposed neutrophils for SMC3 and CTCF
occupancy, as well as changes in H3K27Ac-marked en-
hancer repertoires and transcription. We then focused
our analysis on a specific subset of SMC3-amassed en-
hancers: those H3K27ac-defined enhancers present in
E. coli cocultured neutrophils that gained substantial
SMC3 occupancy during E. coli encounter (Fig. 6A; Mate-
rials and Methods).

SMC3-amassed enhancers are characterized by modest-
ly increased CTCF binding, and substantially increased
H3K27ac deposition and polyadenylated RNA abundance
(Fig. 6A). Supporting the importance of SMC3 and
H3K27ac deposition at new regulatory interactions,
E. coli coculture-specific chromatin interaction anchors
were found to be enriched for SMC3 occupancy and
H3K27ac deposition, with only modest changes in CTCF
occupancy compared with unstimulated neutrophil-spe-
cific interactions (Supplemental Fig. S5A-C). Similarly,
H3K27ac-defined enhancers enriched for polyadenylated
RNA signal were likewise enriched for SMC3 occupancy
and H3K27ac deposition (Supplemental Fig. S5D).

Supporting the importance of SMC3-amassed enhanc-
ers in E. coli APC1 domain behavior, SMC3-amassed en-
hancers were enriched at E. coli APC1 domains (Fig. 6B).
SMC-amassed enhancers were also, on average, localized
closer to APC1 domains when compared with the global
enhancer repertoire, and were more enriched in APC1
domains than the entire enhancer repertoire (Fig. 6C).

To understand the mechanism of cohesin targeting
to SMC3-amassed enhancers, we identified transcrip-
tion factor binding motifs enriched within both SMC3-
amassed enhancers and non-SMC3-amassed enhancers
found in E. coli cocultured neutrophils. We then comput-
ed the enrichment of transcription factor motif density in
SMC3-amassed enhancers compared with all enhancers
found in E. coli cocultured neutrophils. Validating this ap-
proach, we found that DNA-binding motifs associated
with known inflammatory regulating factor AP1 includ-
ing JUND and FOSL2, as well as transcriptional regulators
that orchestrate neutrophil differentiation and physio-
logy including CEBPB, CEBP homolog CHOP, and PU.1,

Microbial-induced changes in neutrophil genomes

were significantly enriched across the bacterial-induced
SMC3-amassed enhancer repertoire compared with the
entire enhancer repertoire (Fig. 6D [top), E). Notably, tran-
script abundance associated with these factors was elevat-
ed in neutrophils exposed to E. coli (Fig. 6D, bottom).
Apart from known inflammatory and myeloid regulatory
transcription factors, we also found that DNA sequences
associated with TFE3 occupancy were enriched at
SMC3-amassed enhancers (Fig. 6D,E).

Recent studies revealed that in activated macrophages
and microglial cells TFE3 orchestrate an inflammatory
program of gene expression (Pastore et al. 2016). Notably,
upon activation TFE3 relocated from the cytoplasm to
the nuclear interior (Pastore et al. 2016). As a first ap-
proach to determine whether likewise TFE3 translocates
from the cytoplasm to the nucleus we examined naive
and microbial-exposed neutrophils for TFE3 localization
using immunofluorescence. We found that in naive
neutrophils TFE3 was predominantly localized in the
cytoplasm. Notably, however, we found that within 3 h
upon exposure to E. coli TFE3 repositioned from the cyto-
plasm to the nuclear interior in the vast majority of
neutrophils (Supplemental Fig. S6).

Genes interacting with SMC3-amassed enhancers were
next analyzed for functional group enrichment. Notably,
bacterial-induced SMC3-amassed enhancers were closely
associated with genes involved in neutrophil activation,
including cytokine signaling and response, chemotaxis,
and degranulation (Fig. 6F; Supplemental Fig. S7; Supple-
mental Table S2). Analysis of RNA-seq data revealed
that genes interacting with enhancers in general showed
little preference to be induced upon E. coli encounter
as compared with any other gene in the genome. In con-
trast, genes linked to SMC3-amassed enhancers showed
a significant increase in gene expression during E. coli en-
counter compared with genes globally, or to genes linked
to enhancers in general (Fig. 6G). This phenomenon ap-
pears to depend on both SMC3 occupancy and H3K27ac
deposition, as interactions with either SMC3-amassed E.
coli-specific enhancers or SMC3-amassed pre-existing en-
hancers were both associated with increased gene expres-
sion, whereas interactions with enhancers only found in
unstimulated cells were not associated with increased
gene expression, regardless of SMC3 occupancy (Supple-
mental Fig. S8).

Taken together, these data indicate that upon bac-
terial exposure human neutrophils rapidly sequester the
cohesin machinery at a specific subset of enhancers to
modulate chromatin folding and activate an inflammato-
ry gene transcription program.

Discussion

The unique morphology of neutrophils has been an enig-
ma since its discovery more than a century ago (Cavaillon
2011). How neutrophil genomes are folded into three-
dimensional space and how neutrophil nuclear architec-
ture is altered upon microbial exposure has remained
largely unknown. Here we used a genome-wide
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Figure 6. E. coli coculture induces cohesin recruitment to a subset of H3K27ac-defined enhancers. (A) Log, ratio (E. coli cocultured/unsti-
mulated) of the normalized ChIP-seq and RNA-seq signals at H3K27ac-defined enhancers that amass SMC3 as well as all enhancers ge-
nome-wide. (B) Histogram showing the percent of SMC3-amassed enhancers falling in E. coli APC1 domains randomly positioned within
the A compartment (gray), and the percent of SMC3-amassed enhancers falling within actual E. coli APC1 domains (green arrow). Out of
1000 random permutations, 997 resulted in lower overlap between SMC3-amassed enhancers and APC1 domains than were observed in
the empirical data. (C) The top panel shows distance distribution between E. coli APC1 domain boundaries and SMC3-amassed enhancers
(green) and all enhancers (white). The bottom panel shows observed enrichment of SMC3-amassed enhancers or all enhancers in APC1
domains divided by the expected enrichment of these enhancers in E. coli APC1 domains based on 1000 random permutations of
E. coli APC1 domain positions within the A compartment. (*) Wilcoxon rank sum test P-value < 0.005. (D) The top panel indicates ratio
of mean transcription factor motif density (motifs per base pair per peak, SMC3-amassed enhancers/all enhancers) for representative tran-
scription factors. The bottom panel shows gene expression values (FPKM) of representative transcription factors in unstimulated and
E. coli cocultured neutrophils. (E) Known transcription factor motifs identified in D. (F) Metascape gene functional analysis for genes in-
teracting with SMC3-amassed enhancers. Full metascape analysis results are shown in Supplemental Table S2. (G) Empirical cumulative
distribution of logy(E. coli cocultured/unstimulated FPKM) values for all genes, genes interacting with any enhancer, and genes interacting
with E. coli coculture-dependent SMC3-amassed enhancers.

chromosome conformation capture approach (HiC) to ad- The neutrophil genome undergoes large-scale alter-
dress these questions. We found that human neutrophil ations in morphology upon bacterial encounter. Using ge-
nuclei, when compared with embryonic stem cells, dis- nome-wide chromosome conformation capture studies,
played a distinct nuclear architecture: (1) a decline in ge- we found that such changes involve the repositioning of
nomic interactions across loop domains (<3 Mb); (2) a euchromatic E. coli APC1 domains enriched for cytokine
segmentation of large, continuous A and B compartments and other immune response genes. Upon encountering
into numerous small compartments, resulting in the activating stimuli, these domains gained euchromatic
establishment of new compartment and loop domain character, repositioning themselves from the nuclear pe-
boundaries; and, (3) an increase in remote chromosomal riphery to the more euchromatic nuclear interior. During
interactions across loop domains (>3 Mb). This increase this process, the boundaries of these domains lost insula-
in long-range genomic interactions primarily involved tion, allowing the domain to merge with neighboring
heterochromatic regions indicating a key role for hetero- highly euchromatic regions, and further allowing for
chromatic interactions in influencing human neutrophil new chromatin interactions to form and activate an in-
genome topology. Our data are consistent with previous flammatory gene program. These subdomains resemble a
studies involving murine neutrophils that also displayed previously identified euchromatic A2 spatial subcompart-
a highly contracted genome when compared with progen- ment positioned between the nuclear periphery and the
itor cells and show that key features of neutrophil genome nuclear interior (Rao et al. 2014; Chen et al. 2018). Based
structure are conserved between the murine and human on our observations, we propose that the A2 subcompart-
genomes (Zhu et al. 2017). ment is associated with genes or regulatory elements that
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need to be transcriptionally repressed, but accessed quick-
ly, precluding both their sequestration to the fully hetero-
chromatic B compartment, as well as their presence in the
transcriptionally active A1 compartment.

Our data further provide mechanistic insight as to how
neutrophils instruct changes in nuclear positioning
and domain insulation upon bacterial encounter. Alter-
ations in chromatin topology both at APC1 domains and
across the genome are closely associated with the rapid
recruitment of cohesin to a subset of H3K27ac-defined
enhancers. While cohesin occupancy is substantially en-
riched at these enhancers, CTCF binding is only modestly
elevated upon bacterial encounter. These observations
imply that changes in nuclear architecture are predomi-
nantly activated by cohesin-dependent loop extrusion.
This finding then raises the question as to how cohesin
is being recruited to inflammatory genes upon bacterial
encounter. We found that the increase in cohesin occu-
pancy at SMC3-amassed enhancers was closely accompa-
nied by substantial enrichment for the enhancer mark
H3K27ac. Hence, we suggest that upon bacterial encoun-
ter, human neutrophils activate a signaling response
that involves the Toll-like receptor pathway. Motif analy-
sis suggests that Toll-like receptor mediated signaling
modulates the expression and/or biochemical activities
of key neutrophil-associated transcriptional regulators
such as PU.1, CEBP/B, CEBP homolog CHOP, AP1 factors
JUN and FOS, as well as TFE3. The activities of such reg-
ulators, in turn, would promote the assembly of an active
enhancer repertoire as evidenced by the deposition of
H3K27Ac, which then rapidly sequesters cohesin at in-
flammatory response enhancer-gene promoter clusters.
Once recruited to SMC3-amassed enhancers, cohesin
may act to extrude chromatin until convergent CTCF
sites are reached, removing insulation at APC1 domain
boundaries by forming de novo loop domains in which ac-
tivated enhancers are placed within close spatial proxim-
ity of gene promoters, altogether facilitating the rapid
activation of an inflammatory response gene program
(Fig. 7).

Why has such an elaborate mechanism of gene acti-
vation, including loop extrusion, evolved in human
neutrophils? We suggest that segregating enhancers and
promoters in spatially distinct loop domains ensures
efficient silencing and prevents stochastic activation of
an inflammatory-specific gene program in unstimulated
neutrophils. Only upon exposure to activating stimuli
are unstimulated neutrophils instructed to juxtapose the
inflammatory enhancer repertoire with their target gene
promoters, thus facilitating enhancer-promoter commu-
nication and the induction of an inflammatory-specific
gene program. We hypothesize that the specificity of this
response is likely governed by transcription factors down-
stream from activated receptors that bind their target en-
hancers, allowing cohesin and histone acetyl transferase
recruitment, juxtaposition of target gene promoters, and
stabilization of transcription units.

As documented here for human neutrophils during a
microbial encounter, enhancers and promoters may be
spatially segregated from each other in distinct loop
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Figure 7. Microbial-induced human neutrophil activation in-
structs rapid changes in nuclear architecture to orchestrate an in-
flammatory gene program. Activation-induced transcription
factor binding results in H3K27ac deposition, cohesin recruit-
ment, and formation of de novo chromatin loops linking enhanc-
ers to inflammatory genes to orchestrate an inflammatory gene
program.

domains until an appropriate environmental signal is
received in order to prevent inappropriate or patholo-
gical activation of gene expression. Previous studies have
documented a related mechanism that orchestrates the
developmental progression of lymphoid cells. Specifically,
regulatory regions associated with key developmental
regulators such as EBF1 and Bclllb are, in progenitor
cells, positioned at the nuclear lamina to suppress prema-
ture activation during developmental progression. Upon
reaching the appropriate developmental stage, alterations
in chromatin folding readily reposition such enhancers
away from the transcriptionally repressive environment
at the lamina into the euchromatic nuclear interior,
leading to assembly of transcriptionally productive en-
hancer-promoter interactions. The repositioning also di-
rects the enhancer into a single loop domain to facilitate
enhancer-promoter communication. Once placed within
the euchromatic compartment and within spatial pro-
ximity to EBFI and Bclllb, enhancers and promoters
then act to establish B or T cell identity, respectively
(Lin et al. 2012; Isoda et al. 2017). Thus, the inflamma-
tory gene response and activation of a developmental-
specific gene expression programs share a common
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mechanism that assures appropriate timing of gene
expression.

In sum, here we demonstrate that in human neutrophils,
prior to encounter with bacteria, an armamentarium
of inflammatory genes was positioned in a transcriptio-
nally passive environment suppressing premature tran-
scriptional activation. Upon microbial exposure,
however, human neutrophils rapidly (<3 h) repositioned
the ensemble of proinflammatory genes towards the tran-
scriptionally permissive compartment. We found that the
repositioning of genes was closely associated with the
swift recruitment of cohesin across the inflammatory en-
hancer landscape, permitting an immediate transcription-
al response upon bacterial exposure. These data reveal
at the mechanistic level how upon microbial challenge
human neutrophils undergo rapid changes in nuclear ar-
chitecture to orchestrate an immediate inflammatory
gene program.

Materials and methods

Human subject details

Blood for neutrophil isolation was obtained via venopuncture
from healthy human volunteers under written informed consent
approved by the University of California at San Diego Human
Research Protection Program (#131002X).

Blood draws and neutrophil isolation

Whole blood was layered onto Polymorphprep reagent (Accurate
Chemical and Scientific Corp. AN1114683), centrifuged for
45 min at 500g, 25°C, and allowed to stop without braking. The
granulocyte layer was extracted and contaminating red blood
cells were lysed as needed (generally one to three times) with brief
resuspensions in sterile H,O followed by immediate flooding
with 1x phosphate-buffered saline (PBS) and centrifugation at
500g for 7 min at 25°C. Cells were checked for purity via
Wright-Giemsa staining; the final granulocyte fraction was gener-
ally >95% neutrophils. For RNA-sequencing experiments, neu-
trophils were further purified to homogeneity using an EasySep
human neutrophil enrichment kit (Stem Cell Technologies
19257) as per the manufacturer’s protocol.

For all experiments, neutrophils were cultured in HBSS
+Ca/+Mg/-Phenol red (Thermo Fisher 14025092) with the addi-
tion of 0.5% endotoxin-free BSA (Akron AK8917-0100) at 37°C
in a 5% CO, humidified incubator.

Wright-Giemsa staining

Neutrophils (1 x 10°) were spun onto cover slips using a Cyto-
spin3 (Shandon 74010121 GB) and flooded with Wright stain
(Sigma WS16-500ML) for 3 min. Cover slips were then washed
with six consecutive dips in water baths. Cover slips were then
allowed to air dry and were then flooded with Giemsa stain
(Sigma GS500-500ML) and allowed to incubate for 7 min before
being washed as above and allowed to air dry.

Neutrophil activation

Neutrophils were plated at the desired cell numbers and treated
with 25 nM phorbol 12-myristate 13-acetate (PMA, Promega
V1171) or cocultured in the presence of E. coli strain K1 at a mul-
tiplicity of infection (MOI) of 5. Stimulations were performed for
3 h and cells were harvested as detailed below.
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Chromatin immunoprecipitation with sequencing (ChIP-seq)

Neutrophils were plated at 10x 10° to 20x 10° cells/10 mL for
each ChIP experiment. At the completion of each experiment
cells were washed with fresh media, formaldehyde was added to
the culture to a final concentration of 1%, and cells were cross
linked with agitation for 10 min at room temperature. Fixation
was then quenched for 5 min with glycine at a final concentration
of 0.13 M. Fixed cells were scraped from the plate and washed
three times in ice cold 1x phosphate buffered saline (PBS) with
0.1 mM EDTA and 1xEDTA-free complete protease inhibitors
(Roche 05056489001). Cell pellets were snap frozen in liquid
nitrogen and stored at —80°C until processing.

To bind antibody to Protein G Dynabeads (Invitrogen 10004D),
beads were washed three times with 1 mL of bead wash buffer
(1xPBS, 5 mg/mL BSA, Roche complete EDTA-free protease in-
hibitor, 0.22 uM filtered) and resuspended in 500 pL of the
same. One to five micrograms of antibody was added and allowed
to bind beads overnight at 4°C with rotation. The following day,
beads were washed three times with 1 mL of bead wash buffer and
resuspended in 100 pL of RIPA 150 (50 mM Tris at pH 8.0,
150 mM NaCl, 0.1% SDS, 0.1% sodium deoxycholate, 1% Triton
X-100, 1 mM EDTA.

For each ChIP, cells were thawed and lysed for 10 min on ice
with inversion in Farnham lysis buffer (5 mM PIPES at pH 8.0,
85 mM KCl, 0.5% NP-40, 10 mM EDTA, protease inhibitors)
with or without 20 draws through an 18-gauge needle. Nuclei
were spun down at 2000 rpm for 5 min at 10°C in a benchtop
microfuge, supernatant was discarded, and nuclei were resus-
pended in 300 pL of RIPA 150. Chromatin was then sonicated
in a Diagenode Bioruptor 300 chilled to 4°C three times for eight
cycles of 30 sec on and 30 sec off, set on high with 5 min of cooling
time between each set of eight cycles. The insoluble fraction was
spun down at maximum speed for 20 min at 4°C in a benchtop
microfuge. Input and IP samples were split to separate new tubes,
IP volume was adjusted to 900 uL with RIPA 150, and 100 uL of
Protein G dynabeads bound to the antibody of interest in RIPA
150 was added to each IP. Chromatin was allowed to bind to an-
tibody-bead conjugates overnight at 4°C while rotating. Follow-
ing binding, beads were washed twice for 5 min in RIPA 150,
twice for 5 min in RIPA 500 (50 mM Tris at pH 8.0, 500 mM
NaCl, 0.1% SDS, 01% sodium deoxycholate, 1% Triton X-100,
1 mM EDTA), twice for 3 min in LiCl wash (10 mM Tris at pH
8.0, 250 mM LiCl, 1% NP-40, 1% sodium deoxycholate, 1 mM
EDTA), and once in 1x TE. Beads were transferred to clean tubes
at the start of each new wash buffer. DNA was eluted from beads
with 200 pL of elution buffer (1 mM sodium carbonate, 1% SDS)
for 1 h at 65°C with shaking, at which point beads were removed
and cross-links were reversed overnight at 65°C. Eluted DNA was
purified using a ChIP DNA clean and concentrator kit (Zymo
D5205).

DNA for ChIP and other high-throughput sequencing
approaches was processed as follows: End repair was performed
using an Epicenter End-It kit (Lucigen ER0720), according to man-
ufacturer’s instructions and column purified in a Zymo Minelute
column (Zymo D4013). A-tails were added by incubating DNA
in 1xNEB buffer 2 (New England Biolabs B7002S) with the addi-
tion of 200 uM dATP and 7.5 units of Klenow (exo-) (New England
Biolabs M0212L) for 45 min at 37°C. NEB Next adaptors (New
England Biolabs E7337A) were ligated using an NEB quick liga-
tion kit (New England Biolabs M2200L) for 30 min at benchtop
temperature followed by treatment with 2 pL of USER enzyme
(New England Biolabs M5505L) for 15 min at 37°C. DNA was pu-
rified using an AmpureXP bead-analogous two-step SPRI bead
protocol (Rohland and Reich 2012), resulting in purification of
DNA fragments between ~200 and 800 bp.
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PCR amplification of final libraries for sequencing was per-
formed with Phusion hot start polymerase II system (Thermo
Fisher F549L) in conjunction with the NEB Next indexing
system (New England Biolabs E7335L and E7500S). Final size se-
lection for all high-throughput sequencing libraries was per-
formed using a home-made two-step SPRI bead-based DNA
purification system, resulting in final DNA fragment sizes of
~200-800 bp.

RNA sequencing

At specified time points neutrophils were washed once with PBS
and lysed in the RLT buffer component of the Qiagen RNeasy
mini kit (Qiagen 74106) with the addition of 10 pL/mL 2-mercap-
toethanol, homogenized via Qiashredder (Qiagen 79654), and
snap-frozen in liquid nitrogen. Total RNA was purified via
RNeasy mini kit (Qiagen 74106) according to the manufacturer’s
instructions, including the RNase-free DNase (Qiagen 79254)
treatment step. RNA was eluted in H,O, Turbo DNase kit buffer
(Thermo Fisher/Ambion AM1907) was added to a 1x concentra-
tion, and RNA was treated with 4 U of Turbo DNase for 30 min
at 37°C. Turbo DNase was then treated with inactivation reagent
per manufacturer’s specifications. mRNA was purified from total
RNA using a Dynabead mRNA purification kit (Life Technolo-
gies 61006). First strand synthesis was performed using the Super-
Script I1I first strand synthesis system (Thermo Fisher 18080051)
as follows: 100-500 ng of RNA, 0.5 pL of oligo(dT) primer, 0.8 pL
of random hexamer, 1 pL of 10 mM dNTP, and H,O t0 9.5 uL. The
mixture was incubated for 10 min at 70°C and then snap frozen.
First strand synthesis mix composed of 2 uL of 10x RT buffer, 4 uL
of 25 mM MgCl,, 2 uL of 0.1 M DTT, 0.5 pL of 120 ng/uL Actino-
mycinD, 40 U of RNaseOUT, and 200 units of SuperScriptIll
was added to the mixture, which was then incubated for 10 min
at 25°C, 45 min at 42°C, 25 min at 50°C, and15 min at 75°C. Un-
incorporated nucleotides were removed from the mixture using a
ProbeQuant G-50 column (Sigma GE28-9034-08). First strand
synthesis reaction was then brought to 51 nL with H,O and
cooled on ice. Twenty-four microliters of second strand mixture
composed of 1 pL of 10x RT buffer; 2 pL of 25 mM MgCl,; 1 pL
of 0.1 M DTT; 2 pL of 10 mM dATP, dGTP, dCTP, and dUTP
mix; 15 uL of 5x second strand synthesis buffer (New England
Biolabs B6117S); 0.5 uL E. coli ligase (New England Biolabs
MO0205S); 2 uL of DNA polymerase I (New England Biolabs
MO0209S); and 0.5 pL of RNase H was added and the mixture
was incubated for 2 h at 16°C. DNA was purified using a DNA
clean and concentrator kit (Zymo D4013) and sonicated on a
Covaris E220 with the following settings; duty cycle 10%; inten-
sity 5; cycle per burst 200; time (seconds) 180. Sonicated DNA
was purified using a DNA clean and concentrator kit. DNA was
prepared for high-throughput sequencing using the methodology
described above for ChIP-seq, with the addition of 1 uL of UNG
(Thermo Fisher/Applied Biosystems N8080096) during USER
enzyme treatment.

Whole-genome bisulfite sequencing

Neutrophils were washed twice with PBS and genomic DNA was
isolated using a DNeasy Blood and Tissue kit (Qiagen 69504).
One microgram of genomic DNA mixed with unmethylated
X\ DNA at a concentration of 0.5% of total DNA was sonicated
by Biorupter 300 with 20 cycles (30 sec on/30 sec off at low pow-
er). Fragmented DNA was end-repaired and A-tailed as described
above. TruSeq adapters (Illumina FC-121-2001) were ligated to
fragmented DNA, which was then purified by running on a 2%
agarose gel. Bisulfite conversion was performed using the Methyl-
Code kit as described by the manufacturer (Invitrogen MECOV-
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50). Bisulfite-treated DNA was amplified by using a TruSeq
PCR primer mixture and Pfu Turbo Cx Polymerase, agarose gel-
purified, and sequenced on an Illumina HiSeq 2500 sequencer
with paired-end 150-bp reads.

E. coli culture and MOI determination

E. coli strain K1 was grown in LB at 37°C with shaking overnight,
and diluted into a fresh culture and grown to exponential phase
the day of each experiment. E. coli was then pelleted at 3000
rpm for 10 min at 10°C on a benchtop centrifuge, washed in
cell culture medium, and added to neutrophil cultures at an
MOI of ~5 in HBSS +Ca/+Mg/-Phenol red with 0.5% endotoxin
free BSA. Nine 1:10 serial dilutions of E. coli-containing media
were plated on LB agar and grown overnight at 37°C. The result-
ing colonies were counted in order to assess MOI for individual
experiments.

In situ HiC

In situ HiC was performed as described (Rao et al. 2014), modify-
ing only the Mbol restriction enzyme digest time to assure proper
digestion of chromatin. Generally, HiC libraries prepared from ac-
tivated neutrophils were digested for 2-4 h with 50 U of Mbol to
avoid overdigesting the chromatin. The remainder of the library
preparation adhered to the published protocol and reagents exact-
ly. HiC library DNA was prepared for high throughput sequenc-
ing using the NEB Next platform according to manufacturer’s
instructions, and sequenced using paired-end 100-bp reads.

Fluorescence in situ hybridization (FISH)

Cover slips were incubated overnight in 1%HCl in 70% ethanol,
washed 3x with H,O, once in 70% ethanol, and stored in 100%
ethanol. Coverslips were allowed to air dry prior to adding cells.
Cells were incubated on cover slips in 24-well plates as described
above. At the completion of incubation times, cells were washed
three times for 3 min in PBS and fixed for 30 min in 6% parafor-
maldehyde (Electron Microscopy Sciences 15710) in 1x PBS. PFA
was flushed out with >5 volumes of PBS/0.05% Tween-20 (PBST),
ensuring that cells never contact the air. Residual PFA was
quenched via incubation with fresh 20 mM glycine in PBS for
15 min at room temperature. Cells were permeabilized in PBS +
0.5% Triton X-100 for 20 min at room temperature, washed twice
with PBST, and incubated in PBS + 100 pg/mL RNase A (Qiagen
19101) for 1 h at 37°C. Cells were then treated with 0.1 N HCI
for 5 min at room temperature, washed twice for 3 min with 1x
PBS and twice for 5 min with 2x SSC, and then incubated for
>48 h in 2x SSC/50% formamide at 4°C. Coverslips were then
blotted dry and 5 pL of probe containing 75-200 ng of labeled
DNA was added to each coverslip. Cover slips were then sealed
on top of glass slides along with probe using rubber cement.
Probes and genomic DNA were denatured together for 5 min at
78°C on a heat block and allowed to hybridize for 16-48 h at
37°C. Following hybridization cover slips were washed 1x15
min in SSC/50% formamide prewarmed to 37°C, three times
for 15 min in 2x SSC prewarmed to 37°C, three times for 7 min
in 0.1x SSC prewarmed to 60°C, three times for 7 min in 4x
SSC/0.02% Tween-20 prewarmed to 42°C, once for 5 min with
2x SSC prewarmed to 37°C, and twice for 5 min in 1x PBS. Cells
were then postfixed in 4% PFA in 1x PBS for 10 min at room tem-
perature, and PFA was flushed out as above. Cells were washed
once for 10 min in PBST + DAPI, four times for 5 min in 1x PBS,
and mounted in Prolong Gold mounting medium (Thermo Fisher
P36930).
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FISH probes were prepared from bacterial artificial chromo-
somes (BACs) using nick/translation (Roche 11745808910).
One microgram of BAC DNA was used in each 20-uL nick/trans-
lation reaction along with the following fluorophores, as needed:
ChromaTide Alexa fluor 488-5-dUTP (Thermo Fisher/Life Tech-
nologies C11397), Cy3-dUTP (VRW 42501), or Alexa fluor 647-
aha-dUTP (Thermo Fisher/Life Technologies A32763). Nick/
Translation was performed for 5-16 h at 15°C and terminated
by addition of 1 pL of 0.5 M EDTA. Unincorporated nucleotides
were removed with ProbeQuant G-50 columns per manufactur-
er’s instructions. One-hundred nanograms of labeled probe DNA
was run on a 1.5% agarose gel following each nick/translation
reaction to ensure that the majority of probe fragments were in
the 300- to 800-bp range. Up to 200 ng of total probe per cover
slip was combined with 10 pg of salmon sperm DNA (Thermo
Fisher 15632011), 4 pg of human Cotl DNA (Thermo Fisher
15279011), 1/10 volume of 3 M sodium acetate (pH 5.2), and
2.5 volumes of 100% ethanol. Probes were allowed to precipitate
for 30 min at —20°C, centrifuged at maximum speed for 20 min
at 4°C, washed twice with 70% ethanol and once with 100%
ethanol, air-dried, and resuspended in 6 pL of 100% formamide
at 56°C. Six microliters of 2x hybridization buffer (40% dextran
sulfate in 8x SSC [20x SSC: 3 M NaCl, 0.3 M sodium citrate])
was then added to each probe. Probes were denatured for 5
min at 80°C and snap-cooled on ice. Probes were then added
to cover slips and denatured and hybridized to genomic DNA
as noted above. The CXCL locus FISH probe utilized BAC
RP11-243E9, the heterochromatic control probe used BAC
RP11-134]16.

Imaging of FISH samples was performed at the Waitt Biopho-
tonics Center at the Salk Institute. FISH samples were imaged
on Zeiss Airyscan 880 microscopes using the Airyscan Fast
mode (Huff 2016) at a resolution of 40 nm in the x and y axes.
Z sections were imaged every 160 nm. Quantification of FISH
data was performed using TANGO (Ollion et al. 2013) for FIJI
(Schindelin et al. 2012). Nuclei and spot detection were per-
formed with built-in tools in TANGO. Image metrics analyzed
in TANGO include “eroded volume fraction” and “signal quanti-
fication layer” in Figure 4, and “distances” in Supplemental
Figure S3. Metrics were exported from TANGO as text files and
statistical analysis and figure generation were performed in R
using built-in tools (https://www.R-project.org).

HiC analysis

Raw HiC library read alignment to human genome build hg38,
valid read pair filtering, matrix assembly at various resolutions,
and ICE normalization of said matrices were performed using
HiC-pro with default settings (Servant et al. 2015). Biological rep-
licates were pooled following valid read pair filtering, and pooled
data sets were used for analysis except where noted.

For all direct comparisons of HiC data (topological domain
boundary location comparisons, insulation scores, plotted con-
tact matrices, log, differential matrices) ICE normalized sparse
matrix files were created containing only the subset of interacting
bins that recorded reads in all data sets being compared. Read
numbers at these bins were then quantile normalized in R using
the normalize.quantiles() function in the preprocessCore package
(https://github.com/bmbolstad/preprocessCore), allowing direct
comparison of chromatin interactions between libraries with dif-
ferent read distributions and sequencing depths (Hsu et al. 2017).

Topological domain boundaries were called on normalized HiC
data at 40-kb resolution using the domain calling software pub-
lished in Dixon et al. (2012).

HiC-Pro defined valid read pairs were used in conjunction with
HOMER (Heinz et al. 2010) to run principal component analysis
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(PCA, runHiCpca.pl -res 10000), generate distance versus interac-
tion frequency plots (makeTagDirectory), define compartment
boundaries (findHiCCompartments.pl), determine interaction
correlations (getHiCcorrDiff.pl -res 40000 -superRes 40000),
define distance-normalized chromatin interactions (analyzeHiC
-res 20000 -superRes 40000 -minDist 100000), and to generate
whole-chromosome pairing plots (analyzeHiC -res 400000000).
CTCF anchored-type loops were called using HICCUPS (Rao
et al. 2014).

Insulation scores were determined as follows: The genome was
divided into 40-kb segments. Insulation scores for each segment
were defined as the number of normalized (ICE and quantile)
(see above) valid read pairs within a 500-kb window centered on
the segment of interest whose ends map to opposite sides of the
segment of interest divided by the total number of valid read pairs
whose ends both map within the 500-kb window.

APCI1 domains were identified as follows: PCA was run at
10,000-bp resolution on pooled HiC data using the runHiCpca.pl
command in HOMER with the following settings: -res 10000
-superRes 10000 -genome hg38. Visual inspection showed that
positive PC1 values corresponded to the gene-rich A compart-
ment, and negative PC1 values corresponded to the gene-poor B
compartment on all chromosomes and across all conditions.
Genomic regions with PC1 score differentials between condi-
tions greater than three standard deviations above the mean
PCI1 score differential between conditions were identified as
potential APC1 domains. PCA was then run on individual HiC
biological replicates and only those potential APC1 domains
with a reproducible gain in PC1 value in each biological replicate
were retained. Finally, reproducible APC1 domains within 100 kb
of each other were merged into single continuous APC1 domains
which were used for downstream analysis.

ChlIP-seq analysis

Raw fastq files were aligned to the human genome build hg38 us-
ing Bowtie (Langmead et al. 2009) with the following parameters:
-ml -best —strata. Downstream processing of ChIP-seq data was
performed using HOMER, except where noted. Uniquely mapped
reads from high quality biological replicates were pooled for
downstream analysis (Landt et al. 2012). Sequencing data was re-
organized as a HOMER-formatted tag directory for each replicate
and multiple reads mapping to the same base pair were collapsed
to a single read using the makeTagDirectory command in
HOMER with the following parameters: -tbp 1. ChIP peaks
were called using the findPeaks command in HOMER with de-
fault parameters. Genes at ChIP peaks were identified using
annotatePeaks.pl in HOMER, and the GenomicRanges package
(Lawrence et al. 2013) in R.

SMC3-amassed enhancers were defined as follows: Enhancers
were defined as H3K27ac peaks called as above. In order to iden-
tify enhancers with activation-dependent cohesin recruitment
(SMC3-amassed enhancers), total unique SMC3 ChIP-seq reads
mapping to enhancers were calculated using annotatePeaks.pl
in HOMER. To directly compare binding strength between condi-
tions, read numbers at enhancers were quantile normalized
across conditions using the preprocessCore R package. Those
reads with a logy(normalized activated/normalized unstimulated
read numbers) value >1.5 were defined as SMC3-amassed. The
GenomicRanges package in R was used to identify genes in
contact with SMC3-amassed enhancers in conjunction with
HOMER-defined chromatin interactions (detailed below). En-
hancer-gene pairs were called as interacting if the center of one
interaction anchor was within 10 kb of an enhancer and the cen-
ter of the other interaction anchor was within 50 kb of a gene
promoter.
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RNA-seq analysis

RNA-seq data was analyzed using the Tuxedo tools, except where
noted. Raw fastq files were aligned to the human genome build
hg38 using tophat2 (Kim et al. 2013) with the following parame-
ters: -library-type fr-firststrand -a 15. Duplicated reads were
removed using Picard tools command MarkDuplicates REMOV-
E_DUPLICATES=T, and RNA-seq quality metrics were assessed
using Picard tools command CollectRnaSeqMetrics (http
://broadinstitute.github.io/picard). Gene expression values were
computed for each replicate across each condition using cuffdiff
with an hg38 refflat file as reference with the following parame-
ters: —library-type fr-firststrand. Subsequent analysis of gene ex-
pression and integration of gene expression data with other data
types was performed in R.

Metascape analysis

Genes associated with various genomic features were identified
using the GenomicRanges package in R and were analyzed for
functional enrichment in the Metascape Web portal (http://
metascape.org) using “Express Analysis” on default settings (Tri-
pathi et al. 2015). Metascape gene set enrichment visualizations
were performed in R.

Bisulfite-seq analysis

Bisulfite converted DNA sequencing data was processed using
the BSseeker2 software suite (Guo et al. 2013). A bisulfite-se-
quencing amenable hg38 reference genome was built using the
bs_seeker2-build.py command. DNA sequences were aligned
to the hg38 bisulfite sequencing-amenable genome build using
the bs_seeker2-align.py command with the following options:
-m 6-10-X 800. Cytosine methylation levels were determined us-
ing bs_secker2-call_methylation.py with default settings. Awk
was used to convert CGmap files to HOMER-compatible allC for-
matted files. HOMER-formatted tag directories were built using
HOMER’s makeTagDirectories command with the following op-
tions: -format allC -minCounts 0 -genome hg38. Due to sequenc-
ing coverage-induced biases in DNA methylation meta-analysis
(data not shown), awk was used to create HOMER-formatted
tag directories containing only those cytosine residues covered
by both unstimulated and PMA-activated neutrophil data sets.
HOMER’s annotatePeaks.pl command was used with the -ratio
option to determine DNA methylation levels at particular geno-
mic features.

Data visualization

Normalized HiC contact matrices presented in this study were
generated using HiCPlotter (Akdemir and Chin 2015). HiC inter-
actions and ChIP-seq data in Figure 4 and Supplemental Figures
S4 and S6 were visualized using Sushi (Phanstiel et al. 2014).
The remainder of linear genomic data was visualized using the In-
tegrated Genomics Viewer (Robinson et al. 2011; Thorvaldsdottir
et al. 2013). FISH images were processed in FIJI. All other data
were visualized using R.

Data availability

Data sets generated in this study are available as a series in the
GEO database under accession number GSE126758.
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Calcium signaling instructs NIPBL
recruitment at active enhancers and
promoters via distinct mechanisms to
reconstruct genome compartmentalization

Yina Zhu,' Matthew Denholtz,! Hanbin Lu, and Cornelis Murre

Division of Biological Sciences, Department of Molecular Biology, University of California at San Diego, La Jolla,
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During developmental progression the genomes of immune cells undergo large-scale changes in chromatin folding.
However, insights into signaling pathways and epigenetic control of nuclear architecture remain rudimentary. Here,
we found that in activated neutrophils calcium influx rapidly recruited the cohesin-loading factor NIPBL to thou-
sands of active enhancers and promoters to dictate widespread changes in compartment segregation. NIPBL re-
cruitment to enhancers and promoters occurred with distinct kinetics. The induction of NIPBL-binding was
coordinate with increased P300, BRG1 and RNA polymerase II occupancy. NIPBL-bound enhancers were associated
with NFAT, PU.1, and CEBP cis elements, whereas NIPBL-bound promoters were enriched for GC-rich DNA se-
quences. Using an acute degradation system, we found that the histone acetyltransferases P300 and CBP maintained
H3K27ac abundance and facilitated NIPBL occupancy at enhancers and that active transcriptional elongation is
essential to maintain H3K27ac abundance. Chromatin remodelers, containing either of the mutually exclusive
BRG1 and BRM ATPases, promoted NIPBL recruitment at active enhancers. Conversely, at active promoters,
depletion of BRG1 and BRM showed minimal effect on NIPBL occupancy. Finally, we found that calcium signaling
in both primary innate and adaptive immune cells swiftly induced NIPBL occupancy. Collectively, these data reveal
how transcriptional regulators, histone acetyltransferases, chromatin remodelers, and transcription elongation
promote NIPBL occupancy at active enhancers while the induction of NIPLB occupancy at promoters is primarily

associated with GC-rich DNA sequences.

[Keywords: chromatin remodelers; cohesin; enhancers; NIPBL; neutrophils; P300 and CBP; promoters]
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It is now well established that the mammalian genome is
highly structured. Chromatin is organized as loop do-
mains or topologically associating domains, that fold
into either the transcriptionally active (A) compartment
or repressive (B) compartment (Lieberman-Aiden et al.
2009; Dixon et al. 2012; Gibcus and Dekker 2013; Rao
etal. 2014; Rowley and Corces 2018). Loop domains are es-
tablished by cohesin-mediated extrusion of chromatin.
Cohesin is loaded onto chromatin primarily by NIPBL
and MAU2 (Ciosk et al. 2000; Nasmyth and Haering
2009; Murayama and Uhlman 2014; Petela et al. 2018;
Parenti et al. 2020). Once loaded, cohesin progressively ex-
trudes chromatin loops until a pair of convergent CTCF
sites is reached (Kueng et al. 2006; Rao et al. 2014; Sanborn
et al. 2015; Fudenberg et al. 2016; Haarhuis et al. 2017;
Wautz et al. 2017; Vian et al. 2018). Release of cohesin
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Article published online ahead of print. Article and publication date are
online at http://www.genesdev.org/cgi/doi/10.1101/gad.343475.120.

from chromatin is orchestrated by WAPL (Kueng et al.
2006; Haarhuis et al. 2017; Wutz et al. 2017). NIPBL and
cohesin mediated formation of loop domains suppress
compartmental segregation allowing for fine-scale control
over local chromatin interactions and regulation of gene
expression (Haarhuis and Rowland 2017; Rao et al. 2017;
Schwarzer et al. 2017; Nuebler et al. 2018).

Neutrophils are innate antimicrobial effector cells
that rapidly respond to a diverse range of extracellular
stimuli. Upon microbial encounter, neutrophils activate
inflammatory gene programs, engulf bacteria through
phagocytosis, discharge microbicidal factors into the ex-
tracellular space, and release an extracellular network of
chromatin fibers to trap invading pathogens (Brinkmann
et al. 2004; Tecchio et al. 2014; Ley et al. 2018). The

© 2021 Zhu et al. This article is distributed exclusively by Cold Spring
Harbor Laboratory Press for the first six months after the full-issue publi-
cation date (see http://genesdev.cshlp.org/site/misc/terms.xhtml). After
six months, it is available under a Creative Commons License (Attribu-
tion-NonCommercial 4.0 International), as described at http://creative-
commons.org/licenses/by-nc/4.0/.
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activation of neutrophils involves both calcium-indepen-
dent and calcium-dependent mechanisms (Kenny et al.
2017). Intracellular calcium levels are tightly controlled
and elevated upon stimulation (Hogan et al. 2010). A
prominent target of calcium is nuclear factor of activated
T cells (NFAT) that comprises a family of transcription
factors (TFs) important for regulating T and B cell activa-
tion as well as innate immune responses (Fric et al.
2012; Vaeth et al. 2018). Inactive NFAT proteins are gen-
erally excluded from the nucleus through the phosphory-
lation of specific serine residues. Calcium influx activates
the phosphatase calcineurin, which removes the regulato-
ry phosphate groups and allows the translocation of NFAT
into the nucleus (Hogan et al. 2003, 2010).

In recent studies we demonstrated that upon activation
human neutrophils rapidly sequester cohesin at H3K27ac-
marked enhancers (Denholtz et al. 2020). Here we exam-
ined in neutrophils whether and how calcium signaling
modulates nuclear architecture. We found that calcium
signaling triggered rapid changes in compartment segrega-
tion. Calcium-induced alterations in compartmentaliza-
tion were closely associated with calcium-induced
NIPBL occupancy. Calcium-induced recruitment of
NIPBL involved a wide spectrum of TFs, including
NFAT and PU.1. The induction of NIPBL-binding was co-
ordinate with increased co-occupancy of the histone ace-
tyltransferase (HAT) P300, the chromatin remodeler
BRGI1, and RNA polymerase II (RNAPII). To delineate
the pathway that underpins calcium-induced NIPBL re-
cruitment we generated an armamentarium of cell lines
that carried inducible degrons. We found that acute degra-
dation of P300- and CREB-binding protein (CBP) or SPT5
reduced H3K27ac abundance and decreased genome-
wide NIPBL occupancy. Acute degradation of both
BRG1 and BRM eliminated calcium-induced NIPBL occu-
pancy at active enhancers but not at promoters. Finally,
we found that calcium signaling orchestrated lineage-spe-
cific NIPBL occupancy in primary innate and adaptive im-
mune cells. Collectively, these data reveal that active
transcriptional elongation maintains H3K27ac abun-
dance and show in mechanistic terms how calcium influx
dictates NIPBL occupancy at active enhancers and pro-
moters to orchestrate changes in nuclear architecture.

Results

Calcium influx triggers a weakening of compartment
segregation

In previous studies we demonstrated that the genomes of
mature neutrophils are characterized by a highly segregat-
ed compartment structure (Zhu et al. 2017; Denholtz et al.
2020). We also showed that exposure of human neutrophils
to microbial agents readily induced recruitment of cohesin
to H3K27ac marked enhancers (Denholtz et al. 2020). As a
model system to determine how signals emanating from
the cell surface instruct alterations in nuclear morphology
we used differentiated neutrophils derived from an immor-
talized neutrophil progenitor cell line, ECOMG (Zhu et al.
2017). To study the impact of activation on neutrophil ge-

2 GENES & DEVELOPMENT

nome topology, ECOMG-derived neutrophils were cul-
tured in the presence of the calcium ionophore A23187
for different durations and using different concentrations.
Activated neutrophils were examined for changes in nu-
clear morphology using DAPI, Lamin B1, and HP1y stain-
ing. We found that when treated with 5 uM A23187 for a
duration of 4 h, neutrophils displayed a loss of lobular nu-
clear structures (data not shown). Treatment with higher
concentrations of A23187 (20 pM) for 30 min resulted in
a robust and homogeneous loss of lobular nuclear struc-
tures and spreading of condensed chromatin from the nu-
clear periphery across the entire nucleoplasm (Fig. 1A).
To examine how calcium signaling modulates genome
topology we used in situ Hi-C. More than 180 million val-
id contacts were generated for each condition (Supple-
mental Table S1). We found that contact frequencies as
a function of genomic distance scaled similarly for resting
and activated neutrophils (Supplemental Fig. S1A). How-
ever, we found that contact matrices revealed substantial
differences in long-range genomic interactions when com-
paring naive versus activated neutrophils (Fig. 1B). Resting
neutrophils were associated with a plaid-pattern involv-
ing long-range cis contacts in Hi-C contact matrices that
were weakened in activated neutrophils (Fig. 1B). We
next examined A and B compartment segregation using
principal component analysis of normalized Hi-C matri-
ces. Whereas resting neutrophil genomes were associated
with highly segregated compartments, activated neutro-
phils revealed at the boundaries of small compartment do-
mains a striking loss of compartmentalization, with small
B regions converging into A regions and small A regions
converging into B regions (Fig. 1C,D; Supplemental Fig.
S1B). The loss of finely structured compartments resulted
in a decrease in the numbers of principal domains (PDs) in
A and B compartments (Supplemental Fig. S1C). PDs that
switched compartments upon neutrophil activation were
on average of smaller size than those that did not undergo
changes in compartmentalization (Supplemental Fig.
S1D,E; Supplemental Table S2). Upon calcium-induced
neutrophil activation, PDs that switched compartments
showed intermediate PC1 values (Supplemental Fig.
S1F; Supplemental Table S2). The number of genomic re-
gions that converted from the B to the A compartment
was significantly higher than those that repositioned
from the A to B compartment. We quantified the weaken-
ing of compartment segregation by calculating compart-
ment strength. We found that calcium signaling
depleted for AA and BB interactions whereas AB interac-
tions were enriched (Fig. 1E). We validated this analysis
by plotting the ratios for average interaction frequencies
involving the same compartment (AA and BB) versus
those involving different compartments (AB). This analy-
sis validated the notion that calcium signaling diminishes
segregation of A and B compartments (Fig. 1F).
Previously we found that during neutrophil differentia-
tion A and B PDs that span large genomic distances frag-
mented into smaller domains (Zhu et al. 2017). Here we
found that calcium entry in neutrophils induced a re-
versed pattern: highly segmented compartments that
merged into singular compartments resembling that of
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Figure 1. Calcium entry triggers a weaken-
ing of compartmentalization. (A) Immunoflu-
orescence images comparing nuclear
morphology of untreated (UT)and A23187-ac-
tivated (A23187 fast 30 min) neutrophils.
Neutrophils were activated using fast activa-
tion condition (20 uM A23187) for 30 min.
Nuclear lamina was stained using anti-Lam-
inBl. Anti-HPly stained HPly that binds
both euchromatin and heterochromatin.
Counterstain with DAPI highlighted hetero-
chromatin. Representative image sections
are presented as digitally magnified images.
Original magnification, x100. Scale bars,
5 pm. (B) Hi-C contact matrices for chromo-
some 13 (34.2-62 Mb) in untreated and acti-
vated neutrophils. The intensity of each
pixel represents the normalized number of
contactsbetween apairofloci. (Left) Observed
contact maps were balanced normalized at 50-
kb resolution with a color range of 0-20.
(Right) Observed/expected contact maps
were balanced normalized and distance nor-
malized at 50-kb resolution with a color range
of —4 to 4 (log, ratio). Corresponding compart-
ment profiles (PC1 tracks)at 25-kbresolution,
indicating genomic regions positioned in the
A (black) and B (gray) compartments are
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shown above and to the left of the matrix for
activated and untreated neutrophils, respec-
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spanning chromosome 13 in untreated and ac-
tivated neutrophils. (D) Scatter plot for PC1
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chrl3. The bottom shows aggregated map
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segregated

(F) Violin plots comparing distributions of log, ratios for average genomic interaction frequencies involving different compartments (AB)
compared with those involving the same compartments(AA and BB). The median values are shown as central black lines. P-value, two-tailed

Wilcoxon rank-sum test.

neutrophil progenitors. To explore whether and how
changes in compartmentalization and epigenetic marking
are related, we examined resting and activated neutrophils
for the deposition of H3K27me3 and H3K36me3. We
found that genomic regions that switched from A to B
compartments were initially associated with actively
transcribed regions (H3K27me3'"¥H3K36me3"), while
genomic regions that switched from B to A compartments
were associated with transcriptionally silent genomic re-
gions (H3K27me3MH3K36me3'"%) (Supplemental Fig.
S1G-J). Finally, we compared the PC1 values of PDs that
upon activation switched compartments to that of other
cell types. We found that PDs that upon neutrophil activa-
tion repositioned from A to B compartments were pre-

dominantly located in the B compartment in other
immune cells (Supplemental Fig. S1K). Conversely, PDs
that switched from B to A compartments were primarily
localized in the A compartments in other immune cells
(Supplemental Fig. S1K). In sum, these data indicate that
in neutrophils calcium entry induced a weakening of com-
partment segregation to establish a topology akin to that
of other immune cells.

Calcium signaling elevates NIPBL and SMC1 occupancy
at active enhancers and promoters

Recent studies demonstrated that chromatin organization
emerges from competition of nonequilibrium active loop
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extrusion and epigenetically defined compartment struc-
ture (Haarhuis and Rowland 2017; Rao et al. 2017;
Schwarzer et al. 2017; Nuebler et al. 2018). To explore
the possibility that calcium-induced loop extrusion
suppressed compartment segregation we examined for
NIPBL and SMC1 occupancy. We found that upon calci-
um entry, genome-wide NIPBL occupancy greatly in-
creased (Supplemental Fig. S2A,B). NIPBL-bound sites in
resting and activated neutrophils, using both fast and
slow activating conditions, partially overlapped, indicat-
ing that calcium entry elevates NIPBL occupancy at pre-
existing as well as de novo sites (Supplemental Fig. S2A).
Among the 55,075 NIPBL-binding sites that were identi-
fied and merged from the aforementioned conditions,
NIPBL occupancy at 22,269 sites was significantly ele-
vated using either fast or slow activation conditions
(FC >4, P<0.0001).

To investigate how NIPBL occupancy is distributed
across the promoter and enhancer landscape, resting and
activated neutrophils were examined for the deposition
of epigenetic modifications that mark promoters
(H3K4me3), poised enhancers (H3K4mel) and active pro-
moters and enhancers (H3K27ac). Additionally, we exam-
ined resting and activated neutrophils for nucleosome
density using ATAC-seq. K-means clustering revealed
that calcium-induced NIPBL-bound sites were distributed
as groups across the promoter (clusters P1 and P2) and
enhancer landscapes (clusters E1, E2, and E3) (Fig. 2A;
Supplemental Fig. S2B-D; Supplemental Table S3).
NIPBL-bound promoters segregated into two clusters, P1
and P2, reflecting differences in transcriptional direction,
while NIPBL-bound enhancers segregated into three clus-
ters reflecting differences in the deposition of H3K27ac
across active enhancers (E1 and E2) versus poised en-
hancers (E3) (Fig. 2A). Prior to activation, enhancers and
promoters exhibited relatively low levels of NIPBL occu-
pancy (Fig. 2A). Upon calcium entry NIPBL-binding
strength was elevated at both active enhancers and pro-
moters but to a much greater degree at enhancers (Fig.
2A). We found that induced NIPBL levels at enhancers
were proportional to pre-existing levels of NIPBL (E1 >
E2>E3) and proportional to pre-existing H3K27ac abun-
dance and chromatin accessibility (Fig. 2A). As expected,
calcium-induced NIPBL occupancy was coordinate with
increased SMCI occupancy (Fig. 2B).

Consistent with previous studies, SMC1 bound sites
were associated either with CTCF or NIPBL occupancy
(Kagey et al. 2010; Vian et al. 2018). Using four-cluster
K-means clustering analysis we identified two distinct
groups of CTCF (C1 and C2) and NIPBL (N1 and N2)
bound sites (Fig. 2C). Upon calcium influx, SMC1 occu-
pancy at CTCF-bound sites essentially remained the
same (Fig. 2C). In contrast, calcium-induced SMC1 occu-
pancy was significantly elevated at NIPBL-bound sites (P
=1.82x107'?) (Fig. 2C). Finally, SMC1 levels at CTCF/
SMC1-bound sites positively correlated with CTCF mo-
tif densities (C1>C2) (Fig. 2D). SMC1 levels at NIPBL/
SMC1 bound sites positively correlated with NIPBL-
binding strength (N1>N2) coordinate with enhancer
and promoter activity (Fig. 2C). Taken together, these

4 GENES & DEVELOPMENT

data indicate that upon calcium entry NIPBL and
SMCI1 are primarily sequestered at H3K27ac-marked pro-
moters and H3K27ac-marked enhancers but not at
H3K4mel-marked poised enhancers.

Calcium signaling instructs with distinct kinetics P300,
BRG1, RNAPII, and NIPBL occupancy at enhancers
versus promoters

To examine whether and how upon calcium influx NIPBL
coordinately binds with P300, BRG1, and RNAPII to pro-
moter and enhancer regions we used ChIP-seq. We found
that prior to activation P300, BRG, RNAPII, and NIPBL
showed low occupancy (Fig. 3A-D). Upon calcium influx,
the induction of NIPBL occupancy was coordinate with
P300, BRG1, and RNAPII binding (Fig. 3A-D). To deter-
mine the kinetics associated with NIPBL, BRG1, P300,
and RNAPII Ser2 recruitment, we used slow activation
conditions. We observed a gradual and sequential induc-
tion of NIPBL, BRG1, P300, and RNAPII Ser2 occupancy
at active enhancers and promoters (Fig. 3D; Supplemental
Fig. S3A,B). We found that NIPBL, BRG1, and P300 accu-
mulated with faster kinetics at enhancers than at promot-
ers (Fig. 3D; Supplemental Fig. S3A,B). At active
enhancers, calcium influx activated a gradual recruitment
of NIPBL that was initiated within 1 h to reach maximum
levels 3-4 h after activation (Fig. 3D). Conversely at pro-
moters, calcium-induced NIPBL recruitment did not oc-
cur until 3-4 h after stimulation (Fig. 3D). P300 and
BRGI occupancy mirrored the kinetics of NIPBL binding
(Supplemental Fig. S3A, B). The kinetics of H3K27ac abun-
dance at enhancers and promoters reached maximum lev-
els 1 h after activation, which was maintained for the
duration of calcium influx (Fig. 3E). RNAPII (RNAPI
Ser2) rapidly associated with both active promoters and
enhancers (Supplemental Fig. S3C). RNAPII Ser2 accumu-
lation at active enhancers was particularly prominent us-
ing fast activation conditions (15 min) when compared
with slow activation conditions (4 h), plausibly imposed
by time-limited transcriptional elongation (Fig. 3C; Sup-
plemental Fig. S3C). Taken together, these data indicate
that calcium entry recruits NIPBL, P300, BRG1, and
RNAPII Ser2 at active enhancers and promoters but
with different kinetics.

Upon calcium entry NIPBL is sequestered at active
promoters and translocated coordinately with elongating
RNA polymerase

To determine whether and how nascent transcript abun-
dance relates to NIPBL recruitment at promoters, neutro-
phils were activated for 4 h and analyzed using GRO-seq.
We found that calcium signaling elevated the abundance
of 671 transcripts, while 1554 transcripts showed de-
creased abundance (Fig. 4A; Supplemental Table S4).
Prominent pathways that were affected included the NF-
kB, inflammatory and cytokine mediated signaling
cascades as well as TFs involved in the immediate stress
response, including nr4al1-3, fos, and fosb (Supplemental
Table S5). To determine how calcium entry modulates
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Figure 2. Calcium signaling rapidly ele-
vates NIPBL occupancy at active enhancers
and promoters. (A) Heat map of K-means
clustering analysis for NIPBL and epigenet-
ic marks as revealed by ChIP-seq and
ATAC-seq signals for +2-kb windows cen-
tered on induced NIPBL-binding sites (n=
22,269, FC > 4, K = 5). Each cluster was man-
ually classified as promoters (P1 and P2) or
enhancers (E1, E2, and E3) according to epi-
genetic features. Numbers of NIPBL-bind-
ing sites for each cluster are denoted at the
left. The five clusters were saved as a refer-
ence bed file to compute matrices for the
following analysis. Heat maps were generat-
ed by sorting maximum signal intensities
associated with NIPBL occupancy for neu-
trophils cultured in the presence of
A23187 (fast activation conditions) and cal-
culated across the entire 4-kb interval
around peak summits. Color scale intensi-
ties represent normalized reads scores
A (reads per 10 million uniquely mapped reads

per base pair). Note that the blue-yellow-red
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color scheme was used for ChIP-seq, GRO-
seq, and ATAC-seq heat maps throughout
the manuscript except for the heat map
shown in Figure 5G. Corresponding average
enrichment plots with mean signal intensi-
ties (per base pair per peak) are shown be-
low. Neutrophils were activated either in
fast activation condition (20 uM A23187
for 15 min), or in slow activation condition
(5 1M A23187 for 4 h). These two activation
conditions were used throughout the manu-
script unless otherwise mentioned. (B) Heat
map of SMC1 ChIP-seq signals plotted for
five clusters defined in A. Heat map was
sorted by the maximum signal intensity of
SMCI1 occupancy using A23187 fast activa-
tion conditions. Corresponding average en-
richment plots are shown below the heat
c1 maps. (C) Heat map of K-means clustering
Ni analysis for SMC1, CTCF, and NIPBL
ChIP-seq signals across a region of +2 kb
centered on total SMC1 peaks (n=77,825,
K =4). Each cluster was manually classified
as anchors or loaders according to its char-

acteristic features. Heat map was sorted by the maximum signal intensity associated with SMC1 occupancy in A23187 fast activation
conditions. Corresponding average enrichment plots are shown below the heat maps. (D) Average enrichment plots for mean motif den-
sities (motifs per base pair per peak) associated with CTCF motifs, centered on CTCF-binding sites (+200 bp) are shown for clusters C1 and

C2.

transcript abundance during the course of 1-4 h after
calcium influx we performed RPB1 and RNAPIISer2
ChIP-seq. As expected, RBP1 and RNAPII Ser2 abundance
differed when comparing naive versus activated neutro-
phils (Supplemental Fig. S4A). For a duration of 1-4 h after
activation, RBP1 and RNAPII Ser2 abundance remained
equivalent (Supplemental Fig. S4A). At activated genes
calcium entry prompted productive RNAPII elongation
along gene bodies while RNAPII and RNAPII Ser2 were
depleted from gene-bodies and promoters at repressed
genes (Supplemental Fig. S4B). RBP1 and RNAPII Ser2

abundance reached maximum levels already 1 h after acti-
vation (Supplemental Fig. S4B,C). Meta-gene analysis re-
vealed tightly correlated RPB1, RNAPII Ser2, and NIPBL
occupancy (Fig. 4B). Upon activation, the deposition of
H3K27ac at promoters rapidly increased to reach maxi-
mum levels at 1 h, while NIPBL occupancy steadily in-
creased during the course of activation (Fig. 4C). NIPBL
occupancy at promoters and gene bodies also correlated
well with global mRNA abundance (Fig. 4D). To deter-
mine whether and how transcriptional initiation
and elongation modulates calcium-induced NIPBL-
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H3K27ac distribution is shown. Heat map
of H3K27ac ChIP-seq signals was plotted
for five clusters of genomic regions defined
in Figure 2A. Heat map was sorted by cen-
tering on the maximum signal intensity of
H3K27ac in A23187 slow activation condi-
tions (4 h). (A-E) Below the heat maps are
indicated the corresponding average enrich-
ment plots.

occupancy, we cultured neutrophils in the presence of
Triptolide (TRP) and 5,6-dichlorobenzimidazole 1--D-
ribofuranoside (DRB). Specifically, neutrophils were cul-
tured for 2 h in the presence of inhibitors, followed by an-
other 2 h in the presence of A23187. We found that in the
presence of inhibitors calcium-induced NIPBL occupancy
significantly accumulated at TSSs but was depleted across
gene bodies (Fig. 4E-G; Zhou et al. 2012).

To determine how upon calcium entry NIPBL accu-
mulation was affected by transcription amplitude, genes
were ranked based on GRO-seq reads and compared with
the strength of NIPBL occupancy at TSSs. We found that

6 GENES & DEVELOPMENT

the strength of DRB-accumulated NIPBL occupancy at
promoters positively correlated with nascent transcript
abundance (Fig. 4H). Specifically, interference with tran-
scriptional elongation slightly lowered NIPBL occupancy
at modestly transcribed genes whereas genes that were
transcribed at relatively high rates showed a substantial
increase in NIPBL binding strength (Fig. 4H). These
data indicate that transcriptional elongation facilitates
NIPBL occupancy and promotes NIPBL translocation
as previously reported for cohesin (Busslinger et al.
2017). Taken together, these data indicate that upon cal-
cium entry NIPBL is sequestered at active promoters
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Figure 4. Transcriptional elongation modulates NIPBL occupancy at promoters. (A) Scatter plot for GRO-seq read density of untreated
versus activated neutrophils. Color-codes indicate a decrease (blue) or increase (red) in transcript abundance in activated versus naive neu-
trophils (FC > 2, RPKM > 0.5). Numbers of genes are indicated in parenthesis. (B) Meta-gene profile of GRO-seq (tags per base pair per peak)
and ChIP-seq signals (tags per base pair per peak) across genic regions in untreated and activated neutrophils, gated on differentially ex-
pressed genes as defined in A. Gene lengths (from TSS to TTS) were rescaled to the same pseudo-length as shown on the X-axis. Sense (+)
and anti-sense (—) transcripts are plotted above and below the X-axis, respectively. Note that the green arrow shows an atypical distribu-
tion pattern for RNAPII at activated genes in response to fast activation. (C) Average enrichment plots for NIPBL and H3K27ac ChIP-seq
signals in untreated and activated neutrophils, plotted as a function of genomic distance from the center of TSSs (+2 kb), gated on differ-
entially expressed genes as defined in A. (D) Average enrichment plots for NIPBL ChIP-seq signals in untreated and activated neutrophils,
plotted as a function of genomic distance from the center of TSSs (+2 kb). Genes are grouped according to expression levels in activated
neutrophils defined by GRO-seq reads. (E) Genome browser tracks of GRO-seq and ChIP-seq signals in untreated and activated neutro-
phils, pretreated with or without transcription inhibitors for 2 h, for representative loci named malat1 and neat1 are shown. DRB refers
to 5,6-dichlorobenzimidazole 1-B-D-ribofuranoside. TRP refers to triptolide (TRP). Black arrowheads indicate NIPBL bound sites affected
by DRB. (F) Meta-gene profile associated with NIPBL ChIP-seq reads across genic regions pretreated with or without transcription inhib-
itors for 2 h, gated on differentially expressed genes as defined in A. Gene lengths were rescaled to the same size as shown for the X-axis.
(G) Average enrichment plots for NIPBL ChIP-seq signals in activated neutrophils, pretreated with or without transcription inhibitors for 2
h, plotted as a function of genomic distance from the center of TSSs (+2 kb), gated on differentially expressed genes as defined in A.
(H) Average enrichment plots for NIPBL ChIP-seq signals in activated neutrophils, pretreated with or without transcription inhibitors
for 2 h, plotted as a function of genomic distance from the center of TSSs (+2 kb). Genes were grouped according to expression levels
in activated neutrophils as defined by GRO-seq signals.
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and translocated coordinately with elongating RNA
polymerase.

Targeting histone acetyltransferases, chromatin
remodelers, and components of the transcriptional
and cohesin machinery for acute depletion

The data described above indicate that calcium signaling
promotes P300, BRG1, and RNAPII occupancy at NIPBL-
bound sites. To explore the immediate effects of these fac-
tors in orchestrating calcium-induced NIPBL occupancy
we applied the FKBP12™V acute degradation system.
FKBP1273¢Y permits, in the presence of a heterobifunc-
tional molecule named dTAG, rapid, specific, and near-
complete degradation of targeted proteins (Nabet et al.
2018). The acute degradation system was established in
ECOMG progenitor cells using CRISPR-Cas9 genome ed-
iting. Specifically, proteins of interest were tagged in frame
at the N-terminal or C- terminal region with FKBP1273¢V
(Supplemental Fig. S5A). To monitor expression levels,
tagged proteins were also marked with eYFP or mScarlet
as well as an HA epitope (Supplemental Fig. S5A). As pre-
dicted, incubation with dTAG-13 rapidly lowered
FKBP12™¢V fusion protein fluorescence (Supplemental
Fig. S5B). Western Blot validated these findings and
showed near-complete loss of expression in response to in-
cubation with dTAG-13 (Supplemental Fig. S5C,D). Incu-
bation of wild-type ECOMG cells or neutrophils
differentiated from ECOMG cells with dTAG-13 did not
perturb cell viability, growth, or differentiation for up to
5-7 d of treatment (data not shown). Fusion with
FKBP1273V of targeted factors did not lead to constitutive,
basal levels of degradation (data not shown). Basal protein
abundance was equivalent in FKBP12™V targeted cells
when compared with parental lines cultured in the ab-
sence of ATAG-13 (data not shown). Additionally, targeted
cells divided at similar rates and appeared indistinguish-
able from the parental cell lines cultured in the absence
of dTAG-13. Thus, FKBP1273V tagging does not abrogate
essential neutrophil functions but permits, upon stimula-
tion with dTAG-13, rapid and near complete depletion of
targeted proteins of interest.

Histone acetyltransferases as well as transcription
elongation are essential to maintain global H3K27ac
abundance

The transcription coactivators P300 and CBP are highly
homologous acetyltransferases that establish the
H3K27ac and H3K18ac landscape (Jin et al. 2011; Raisner
et al. 2018). As a first approach, to determine whether
P300 and CBP directly regulate H3K27ac abundance,
ECOMG cells harboring P300-FKBP12¢V or CBP-
FKBP1273¢V were cultured in the presence of dTAG-13.
We found that neither P300 nor CBP were essential for vi-
ability, proliferation, and differentiation of ECOMG cells
as well as maintenance of H3K27ac abundance (Supple-
mental Table S6; data not shown). These data raised the
possibility that P300 and CBP act redundantly to maintain
H3K27ac abundance. To examine this possibility, we gen-
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erated ECOMG cells that harbored the FKBP127¢V degron
in both the P300 and CBP loci. The resulting cell line is re-
ferred to as “P300&CBP degron.” FACS analysis showed
that P300 protein levels remained equivalent whereas
CBP protein abundance decreased during neutrophil dif-
ferentiation (Supplemental Fig. S5B). Simultaneous degra-
dation of P300 and CBP was tolerated for 6 h without
obvious effects on cell viability (Supplemental Table S6).
Culturing P300&CBP targeted cells for longer time peri-
ods (18 h), however, resulted in extensive cell death (Sup-
plemental Table S6). We found that in resting and
activated neutrophils within 2-h depletion of both P300
and CBP resulted in a global loss of H3K27ac abundance,
while H3K27me3 levels remained unaffected (Fig. 5A).
Thus, P300 and CBP maintain H3K27ac abundance across
the enhancer landscape.

The chromatin remodeler BAF complexes are composed
of a core ATPase, BRG1 or BRM, and ~15 associated sub-
units (Alfert et al. 2019). BRG1 and BRM are >75% identi-
cal and display similar activities in vitro (Phelan et al.
1999; Gatchalian et al. 2020). To explore whether BRG1
and BRM regulate H3K27ac abundance and NIPBL-bind-
ing directly, we began by degrading them individually.
We found that BRG1 and BRM were dispensable for cell vi-
ability, proliferation, differentiation, and H3K27ac main-
tenance (Supplemental Table S6; data not shown). To
determine whether they act redundantly we generated
ECOMG cells that harbored the FKBP12F¢Vdegron in
both the BRG] and BRM loci. FACS analysis showed
that during neutrophil differentiation BRM protein levels
remained unaffected whereas BRGI1 protein levels de-
creased (Supplemental Fig. S5B). Depletion of both BRG1
and BRM protein levels was tolerated for 24 h without ob-
vious cell death, but we found that when incubated for36 h
the majority of cells had died (Supplemental Table S6).
Near complete degradation of BRG1 and BRM was
achieved by 6 h (Fig. 5B). Only prolonged depletion of
both BRG1 and BRM modestly decreased H3K27ac levels,
immediately prior to massive cell death, indicating that
BRG1 and BRM do not directly modulate H3K27ac abun-
dance (Fig. 5B).

To explore whether nascent transcription, plausibly in-
volving IncRNAs or eRNAs, regulates H3K27ac abun-
dance, we tagged the largest subunit of RNAPII, RPBI,
as well as SPT5, an essential part of the RNAPII elonga-
tion complex with the FKBP127¢V.degron (Zhou et al.
2012; Shetty et al. 2017). We found that during neutrophil
differentiation RPB1 and SPT5 protein levels substan-
tially decreased (Supplemental Fig. S5B). Degradation of
RPBI or SPT5 was tolerated for 8 h without obvious cell
death whereas by 18 h the majority of cells had died (Sup-
plemental Table S6). Near-complete degradation of RBP1
and SPT5 was achieved by 4 h. We found that depletion of
either RPB1 or SPT5 resulted in global loss of H3K27ac
abundance indicating that transcriptional elongation is
essential to maintain H3K27ac abundance (Fig. 5D,E).

To determine whether NIPBL and MAU2 expression is
essential to maintain H3K27ac abundance, differentiated
ECOMG cells expressing NIPBL-FKBP12™°V-EYFP or
MAU2-FKBP1273¢V-mScarlet were cultured in the
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dTAG-13 mediated depletion of P300 and CBP abundance in neutrophils expressing “P300&CBP degrons.” CTCF was probed to serve as a
loading control. Note that successful biallelic tagging is shown by the higher-molecular-weight band (T.) and the lack of native-sized pro-
tein (E.) in CRISPR-modified cells. The bottom panels indicate Western blots showing changes in H3K27ac abundance upon dTAG-13-
mediated P300 and CBP degradation. H3K27me3 was probed as a loading control. Whole-cell lysates were extracted from ECOMG cells,
resting neutrophils, and activated neutrophils, respectively. (B) The top panel shows Western blot validating dTAG-13 mediated depletion
of BRG1 and BRM abundance in neutrophils expressing “BRG1&BRM degrons.” Antibodies are indicated to the right. CTCF was probed to
serve as a loading control. The bottom panel indicates Western blot showing showing changes in H3K27ac abundance upon dTAG-13-
mediated P300 and CBP degradation. H3K27me3 was probed to serve as a loading control. Whole cell lysates were extracted from resting
neutrophils. (C) As in B for NIPBL and MAU2 in “NIPBL&MAU?2 degron” neutrophils. Note that MAU2 was blotted with anti-HA an-
tibody. (D) As in B for RPB1 in “RPBI degron” neutrophils. (E) As in B for SPT5 in “SPT5 degron” neutrophils. Note that SPT5 was blotted
with anti-HA antibody. (F) Heat map of NIPBL, SMC1, and P300 ChIP-seq signals in activated neutrophils in the presence or absence of
dTAG-13, plotted for five clusters of genomic regions defined in Figure 2A. Heat map was generated by gating on the maximum signal
intensity of NIPBL occupancy using A23187 slow activation conditions. Below the heat map corresponding average enrichment plots
are shown. Near-complete degradation was achieved by 6 h. Therefore, 6 h of dTAG-13 treatment was chosen to study the immediate
consequences for loss of BRG1&BRM expression while minimizing indirect effects on transcription and genome organization caused
by cell death. (G) Heat map of log, FC of NIPBL ChIP-seq signals in dTAG-13 versus DMSO-treated activated neutrophils plotted for
five clusters of regions defined in Figure 2A. Heat map was sorted by the minimum signal intensity of log, FC of NIPBL in
“P300&CBP degron” cells. Pink color indicates signal loss upon dTAG-13 treatment. Below the heat map is indicated the corresponding
average enrichment plots with Y-axis values indicated as log2FC. Below the heat map are corresponding average enrichment plots.
“BRG1&BRM degron,” “P300&CBP degron,” and “SPT5 degron” neutrophils were pretreated with dTAG-13 for 6, 2, and 4 h before ac-
tivation, respectively.

GENES & DEVELOPMENT 9

100



Downloaded from genesdev.cship.org on September 28, 2021 - Published by Cold Spring Harbor Laboratory Press

Zhu et al.

presence of dTAG-13. We found that neither NIBPL nor
MAU?2 expression alone was required for ECOMG cell
and neutrophil viability, proliferation, differentiation,
and H3K27ac maintenance (Supplemental Table S6). To
determine whether they act redundantly, we generated
ECOMG cells that express both NIPBL-FKBP127¢V and
MAU2-FKBP127%¢V. Degradation of both NIPBL and
MAU?2 was tolerated for 18 h without obvious cell death,
but by 24 h the majority of cells had died (Supplemental
Table S6). Near-complete depletion of NIPBL and MAU2
abundance was achieved by 6 h of culturing ECOMG cells
in dTAG-13. Only prolonged NIPBL and MAU?2 depletion
(18-20 h) showed decreased H3K27ac levels indicating
that as expected NIPBL and MAU2 do not modulate
H3K27ac abundance directly (Fig. 5C). Taken together,
these data indicate that P300 and CBP as well as transcrip-
tional elongation maintain H3K27ac abundance.

NIPBL occupancy at enhancers vs. promoters is
differentially regulated by chromatin remodelers, histone
acetyltransferases, and transcriptional elongation

The data described above indicate that calcium-induced
recruitment of BRG] and NIPBL at promoters occurs
with relatively slow kinetics (3-4 h) when compared
with enhancers. To determine whether the differences in
NIPBL occupancy at enhancers reflect differences in occu-
pancy of chromatin remodelers “BRG1&BRM degron”
neutrophils were activated and cultured in the absence
or presence of dTAG-13 (Fig. 5F). We found that NIPBL oc-
cupancy at enhancers was severely perturbed upon deplet-
ing BRG1 and BRM expression (Fig. 5F; Supplemental Fig.
S6A). In contrast, NIPBL occupancy at promoter regions
was only marginally affected upon eliminating BRG1 and
BRM expression (Fig. 5F). Likewise, while depleting
BRGI1 and BRM levels greatly reduced SMC1 occupancy
at active enhancers SMC1 occupancy at promoters was
only marginally affected (Fig. 5F; Supplemental Fig. S6A).
To determine whether P300 occupancy is regulated by
BRGI1 and BRM we examined “BRG1&BRM degron” neu-
trophils for P300 occupancy. We found that activated neu-
trophils depleted for BRG1 and BRM expression showed
significant lower levels of P300 occupancy at enhancers
but not at promoters (Fig. 5F; Supplemental Fig. S6A).

To determine whether P300 and CBP expression facili-
tates calcium-induced NIPBL occupancy, activated
“P300&CBP degron” neutrophils were cultured in the ab-
sence or presence of dTAG-13 and examined for NIPBL oc-
cupancy (Fig. 5G). We found that calcium-induced NIPBL
occupancy was substantially lowered at active enhancers
in cells depleted for P300 and CBP (Fig. 5G; Supplemental
Fig. S6A). Conversely, NIPBL occupancy at promoters was
only marginally affected by depleting P300 and CBP ex-
pression (Fig. 5G; Supplemental Fig. S6A). To determine
whether transcriptional elongation instructs calcium-in-
duced NIPBL occupancy, activated neutrophils depleted
for SPT5 expression were examined for NIPBL occupancy.
We found that calcium-induced NIPBL occupancy was
substantially lowered at active enhancers in cells depleted
for SPT5 while NIPBL occupancy at promoters was only
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slightly affected (Fig. 5G; Supplemental Fig. S6A). Taken
together, these observations indicate that chromatin
remodelers, histone acetyltransferases and transcriptional
elongation, facilitate NIPBL and SMC1 occupancy at en-
hancers rather than at promoters.

Neutrophil differentiation is closely associated with a
decline in loop extrusion

Our previous observations as well as the data described
here indicate that neutrophil differentiation is accompa-
nied by large-scale changes in nuclear architecture (Zhu
et al. 2017; Denholtz et al. 2020). These findings raised
the question as to whether these alterations in genome to-
pology are established by changes in the expression of
genes encoding for NIPBL, MAU2, CTCF, and RAD21.
To address this question, we probed the expression of
NIPBL, MAU2, CTCF, and RAD21 using ECOMG cell
lines that carry fluorescently labeled degrons. Briefly,
ECOMG cells expressing NIPBL-FKBP12F6V.EYEP,
MAU2-FKBP1273¢V-mScarlet, CTCF-FKBP127¢V.EYFP,
and RAD21-FKBP12-F36V-EYFP were differentiated and
analyzed for EYFP or mScarlet expression. Interestingly,
we found that NIPBL, CTCF, MAU2, and RAD21 expres-
sion all substantially declined in differentiating neutro-
phils (Supplemental Fig. S5B). Taken together, these
data suggest that the large-scale alterations in nuclear ar-
chitecture associated with neutrophil differentiation is
dictated by alterations in the expression of genes encoding
for factors that instruct loop extrusion.

Calcium-induced transcription is instructed by RAD21,
chromatin remodelers, and histone acetyltransferases

To determine whether CTCF, RAD21, and WAPL, in-
struct calcium-induced NIPBL occupancy, activated neu-
trophils carrying degrons for these factors were cultured in
the absence or presence of dTAG-13 and examined for
NIPBL occupancy. As predicted, calcium-induced NIPBL
occupancy was not lowered at active enhancers and pro-
moters in cells depleted for CTCF, RAD21, and WAPL
(unpublished observations). To determine whether and
how depletion of RAD21, BRG1, BRM, P300, and CBP
modulate calcium-induced transcription, activated neu-
trophils depleted for these factors were analyzed for
RPBI occupancy. We found that upon calcium entry
depletion of RAD21, P300, and CBP as well as BRG1 and
BRM lowered RBP1 occupancy (Supplemental Fig. S6B).
Taken together, these data indicate that in activated neu-
trophils calcium-induced transcription is instructed by
histone acetyltransferases, chromatin remodelers and
the cohesin machinery.

Calcium signaling activates NFAT to promote NIPBL
occupancy at enhancers

To identify potential TFs that promote calcium-signaling
induced NIPBL occupancy, we examined induced NIPBL-
binding sites for enriched DNA sequences. A progressive
enrichment of TF motifs across the activation time course
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Figure 6. Calcium signaling activates NFAT to promote NIPBL occupancy. (A) Motifs enriched in the vicinity of NIPBL-binding sites (=
200 bp) that are up-regulated in activated neutrophils at respective time points using GC-matched genomic backgrounds. Note that all
members of a TF family tended to show similar enrichment due to motif similarity. P-value for motif enrichment, the best-matched
TF and TF family if applicable, are indicated at the right of the sequence logos (cutoff: P< 1 x 107'%°). (B) Genome browser tracks depicting
GRO-seq and ChIP-seq reads in untreated and activated neutrophils, cultured in the presence or absence of FK506. A representative locus
mmp8 is shown. Black arrowheads indicate NIPBL-bound sites that were down-regulated in FK506-treated neutrophils. (C) Heat maps of
NIPBL occupancy in activated neutrophils cultured in the absence or presence of FK506, using a window of + 2 kb centered on NIPBL
bound sites. Heat maps were gated on down-regulated NIPBL-bound sites identified in FK506-treated versus DMSO-treated activated neu-
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were depleted in FK506-treated versus DMSO-treated activated neutrophils. A GC-matched genomic background was used for the anal-
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Supplemental Fig. S7). The number of NIPBL-bound sites
continued to increase 4 h after activation, but the compo-
sition of TF binding motifs essentially remained the same
(Fig. 6A; Supplemental Fig. S7). Notably, however, cis ele-
ments associated with calcium-induced NIPBL-occupan-
cy at promoters were distinct from those associated with
enhancers. Specifically, we found that calcium-induced
NIPBL occupancy at promoters was enriched for GC-
rich DNA sequences (SP/KLF) and appeared with different
kinetics following calcium entry when compared with en-
hancers (3-4 h) (Supplemental Fig. S7).

To validate these findings, we tested whether NFAT
binding sites were associated with calcium-induced
NIPBL occupancy. Specifically, activated neutrophils
were cultured in the absence or presence of FK506, a
well-characterized NFAT inhibitor and examined for
NIPBL binding. As predicted, inhibition of NFAT activity
interfered with calcium-induced NIPBL occupancy (Fig.
6B,C). Specifically, pretreatment with FK506 interfered
with calcium-induced NIPBL occupancy at 1197 sites
(fast activation) and at 1278 sites (slow activation) (Fig.
6C). Consistent with these results, de novo motif analysis
revealed that calcium-responsive FK506-sensitive NIPBL-
binding sites were predominantly enriched for NFAT mo-
tifs (Fig. 6D). Taken together, these data indicate that
upon calcium influx NIPBL is initially recruited at en-
hancers that are enriched for NFAT, PU.1, CEBP, and
AP-1 binding sites while at later stages NIPBL is seques-
tered at promoters characterized by GC-rich DNA
sequences.

PU.1 modulates calcium-induced NIPBL occupancy
across the chromatin landscape

It is well established that PU.1 is a pioneering factor that
orchestrates neutrophil development and activation (An-
derson et al. 1998; Iwasaki et al. 2005; Fischer et al.
2019; Minderjahn et al. 2020). The data described above
raised the possibility that PU.1 as a pioneering factor
acts to promote NIPBL occupancy. To determine whether,
indeed, PU.1 expression is essential to instruct NIPBL oc-
cupancy we generated PU.1-knockout (KO) ECOMG-de-
rived neutrophils. ECOMG-derived PU.1 wild-type (WT)
and knock-out (KO) neutrophils were stimulated with
A23187 and examined for calcium-induced NIPBL occu-
pancy. We found that depletion of PU.1 globally modulat-
ed NIPBL binding (Supplemental Fig. S8A,B). Specifically,
PU.1 depletion resulted in a loss of 4780 NIPBL-bound
sites and a gain of 11434 NIPBL-bound sites (Supplemen-
tal Fig. S8B). Likewise, we found that PU.1 depletion coor-
dinately changed SMC1 occupancy (Supplemental Fig.
S8B). To determine whether upon depletion of PU.1 ex-
pression loss or gain of NIPBL occupancy were differen-
tially associated with cis elements we performed a de
novo motif analysis. We found that upon depleting PU.1
abundance, calcium-induced loss of NIPBL binding sites
were enriched for DNA sequences associated with PU.1
binding, while calcium-induced gain of NIPBL binding
sites were enriched for DNA sequences associated with
CEBP binding, plausibly involving a competitive displace-
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ment mechanism (Cloutier et al. 2009; Hosokawa et al.
2018). Taken together, these data imply that PU.1 uses
distinct mechanisms to direct NIPBL occupancy across
the chromatin landscape.

Calcium signaling instructs lineage-specific NIPBL
occupancy in primary immune cells

The data described above indicate that calcium signaling
induces NIPBL recruitment to active enhancers and pro-
moters in neutrophils. However, these experiments were
performed using in vitro differentiated neutrophils that
were derived from ECOMG cells. To validate these find-
ings for primary cells, neutrophils were isolated from
the bone marrow and activated with A23187. We found
that calcium influx in primary bone marrow-derived neu-
trophils (BMDN) rapidly modulated NIPBL-binding with
the majority of binding sites showing increased NIPBL oc-
cupancy (Fig. 7A). We next examined NIPBL-binding in
A23187-activated primary T and B cells isolated from
the spleen. We found that calcium influx in primary T
cells revealed equal ratios of elevated and declining levels
of NIPBL occupancy (Fig. 7A). Calcium signaling in prima-
ry B cells showed a reverse pattern with a substantial frac-
tion of NIPBL-bound sites being associated with decreased
occupancy (Fig. 7A). Calcium-induced NIPBL bound sites
showed substantial overlap between activated B and T lin-
eage cells (Fig. 7B). In contrast, we found that only a minor
fraction of calcium-induced NIPBL-binding sites over-
lapped between BMDN versus T and B cells (Fig. 7B). Cal-
cium-induced NIPBL-binding sites in BMDN cells were
enriched for a wide spectrum of cis elements, resembling
that of ECOMGe-derived neutrophils, whereas T and B
cells were predominantly enriched for NFAT binding sites
(Fig. 7C). In line with these results, we found FK506 se-
verely impaired enrichment of NIPBL occupancy for a
cluster of genes encoding for chemokines as well as a ge-
nomic region spanning the c-myc and pvtl loci (Fig. 7D).
To determine whether activation of NFAT promotes chro-
matin remodeling at calcium-induced NIPBL-bound sites
we performed ATAC-seq. We found that activated-B cells
were associated with altered chromatin accessibility at
calcium-induced NIPBL bound sites as well as calcium-re-
pressed NIPBL-bound sites (Fig. 7E). Notably, we found
that NFAT inhibition by FK506 pretreatment abolished
the increase in chromatin accessibility but only modestly
reversed the decrease in chromatin accessibility (Fig. 7E).
Finally, de novo motif analysis revealed that FK506-down-
regulated ATAC-seq reads were enriched for NFAT cis el-
ements suggesting that NFAT binds these sites directly to
promote chromatin accessibility and to facilitate NIPBL
occupancy (Fig. 7F). Collectively, these data indicate
that calcium signaling orchestrates a lineage-specific pat-
tern of NIPBL occupancy in primary immune cells and
that NFAT plays a key role in modulating chromatin ac-
cessibility at NIPBL bound sites.
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Figure 7. Calcium influx in primary immune cells modulates NIPBL occupancy. (A) Scatter plot for log, tag counts for NIPBL peaks in
untreated versus activated ECOMG-derived neutrophils, bone marrow-derived neutrophils (BMDN), primary T and B cells, respectively,
assessed for a 200-bp region centered on differential NIPBL-bound sites. Numbers of gained and lost NIPBL-bound sites (FC > 4) and ratios
between them are indicated. (B) Venn diagram showing overlap and specificity of gained NIPBL-binding sites in activated BMDN, primary
T cells and B cells. Peaks were considered overlapping if the distance separating peak centers were <100 bp. Numbers of specific and over-
lapping bound sites are indicated for each group. (C) Motifs enriched in the vicinity of NIPBL-binding sites (+ 200 bp) that were gained in
activated BMDN, primary T cells and B cells using GC-matched genomic backgrounds, respectively. P-values for motif enrichment, the
best-matched TF and TF family if applicable are indicated at the right of the sequence logos (cutoff: P < 1x107'%). (D) Genome browser
tracks of NIPBL-bound sites derived from untreated and activated primary B cells cultured in the presence or absence of FK506 at repre-
sentative loci, ccl4 and myc. (E) Heat map of NIPBL-bound sites and ATAC-seq signals in untreated and activated primary B cells cultured
in the presence or absence of FK506, across genomic regions that were centered (+2 kb) on NIPBL-bound sites. (F) The top panels indicate
motifs enriched within the vicinity of NIPBL-bound sites (200 bp) that are gained in activated primary B cells using GC-matched genomic
backgrounds. The bottom panels show motifs enriched in the vicinity of accessible chromatin regions defined by ATAC-seq (+200 bp) that
were lost in activated primary B cells cultured in the presence of FK506 using GC-matched genomic backgrounds. P-values for motif en-

richment, the best-matched TF and TF family if applicable, are indicated to the right of the sequence logos (cutoff: P<1x 10~

104

GENES & DEVELOPMENT

100)

13



Downloaded from genesdev.cship.org on September 28, 2021 - Published by Cold Spring Harbor Laboratory Press

Zhu et al.

Discussion

Previous studies demonstrated that the transition from
progenitors to differentiated neutrophils, in mice and hu-
mans, is closely associated with large-scale changes in ge-
nome topology (Zhu et al. 2017; Denholtz et al. 2020).
These changes involve a distinct pattern of remote geno-
mic interactions that span entire chromosomes and a
uniquely fragmented compartment structure (Zhu et al.
2017; Denholtz et al. 2020). During neutrophil differentia-
tion how are these alterations in long-range genomic inter-
actions and compartmentalization established? We
suggest that they are instructed by a decrease in loop extru-
sion. This notion is supported by our observation that
RAD21, NIPBL, and MAU2 expression levels readily
decline during the transition from progenitors to terminal-
ly differentiated neutrophils. These findings raise the
question of whether and how the decrease in NIPBL,
MAU?2, and RAD21 expression in differentiating neutro-
phils is linked to the alterations in nuclear architecture.
The decline in NIPBL, MAU2, and RAD21 expression dur-
ing neutrophil differentiation instructs hyper-fragmented
compartmentalization that mimics the increase in com-
partment segregation observed in NIPBL-deficient hepato-
cytes (Schwarzer et al. 2017). Thus, we suggest that the
decline in NIPBL, MAU2, and RAD21 expression during
neutrophil differentiation instructs a distinct chromatin
folding pattern that characterizes, at least in part, the ter-
minally differentiated hyper-fragmented neutrophil com-
partment structure.

While resting neutrophils are associated with fragment-
ed compartmentalization, upon calcium-mediated activa-
tion the neutrophil genome adopts a nuclear architecture
that resembles that of other immune cells, essentially re-
versing hyper-fragmented compartmentalization. We
found that these changes in nuclear architecture are asso-
ciated with a global and rapid increase in NIPBL and
SMCI1 occupancy. Thus, upon calcium entry elevated lev-
els of NIPBL dictate a nuclear architecture that is akin to
that of other immune cells in terms of compartmentaliza-
tion. This then raises the question why hyper-fragmented
compartments are established in terminally differentiated
neutrophils? We suggest that prior to activation a highly
fragmented compartment structure enforces efficient in-
sulation of distant regulatory elements to prevent stochas-
tic activation of a neutrophil specific gene program.
Conversely, upon calcium entry loss of highly segregated
compartmentalization may facilitate local genomic inter-
actions to bring into close spatial proximity enhancer and
promoter elements allowing the expression of genes asso-
ciated with an activated neutrophil specific gene program.
Consistent with such a scenario are our observations that
depletion of RAD21 in differentiated neutrophils altered
calcium-induced RNA polymerase II occupancy. We
note that gene expression modulated by the cohesin ma-
chinery is not unique to activated neutrophils. Recent
studies indicated that cohesin expression is required to in-
duce the expression of an inflammatory gene program in
macrophages (Cuartero et al. 2018). Thus, loop extru-
sion-induced alterations in nuclear architecture might
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be a shared mechanism that is used by macrophages and
neutrophils to orchestrate inducible programs of gene
expression.

How does calcium signaling recruits NIPBL occupancy
with such great speed and precision across the chromatin
landscape? Calcium-induced NIPBL occupancy at en-
hancers involves a wide spectrum of TFs. Prominent
amongst these are TFs that regulate gene expression in re-
sponse to a spectrum of stimuli, including NFAT and AP1
as well as TFs that orchestrate lineage-specific gene pro-
grams such as PU.1 and CEBP. The second step involves
TF-dependent recruitment of the histone acetyltransfer-
ases P300 and CBP. Once recruited P300 and CBP estab-
lish a calcium-induced specific H3K27ac landscape.
Likewise, the chromatin remodelers BRG1 and BRM are
sequestered at NIPBL-bound sites. Whether the recruit-
ment of P300 and CBP as well as BRG1 and BRM engage
sequential or parallel pathways or pathways that involve
complex feedback mechanisms, remains to be deter-
mined, butit is evident that they are essential to sequester
NIPBL to its target sites. In addition to histone acetyl-
transferases and chromatin remodelers we found that
transcriptional elongation plays a role as well in elevating
H3K27 abundance and targeting NIPBL to enhancers.
How may transcriptional elongation modulate H3K27ac
levels and facilitate NIPBL occupancy? We suggest that
noncoding transcripts, IncRNAs and/or eRNAs, function
to modulate the catalytic activity of P300 and CBP. Final-
ly, it is conceivable that noncoding transcription facili-
tates the assembly of hubs or condensates to facilitate
NIPBL occupancy.

While depletion of BRG1 and BRM severely impaired
calcium-induced NIPBL occupancy at enhancers, NIPBL
binding at promoters was only modestly affected. How
does recruitment of NIPBL to promoter regions differ
from that to enhancers? We found that distinct cis ele-
ments are associated with NIPBL occupancy at promoters
versus enhancers. Induced NIPBL-binding sites at promot-
ers are enriched for DNA sequences associated with SP/
KLF binding sites (GC-rich) rather than NFAT, AP-1,
PU.1, and CEBP motifs that are associated with enhanc-
ers. The enrichment for SP/KLF cis elements is particular-
ly intriguing since SP1 consensus DNA sequences have
been shown to be associated with noncanonical secondary
DNA structures such as G-quadruplexes (G4) (Raiber et al.
2012). We validated these observations using a bioinfor-
matics approach, namely Pgsfinder. Notably, we found
that indeed G4 DNA structures were enriched at induced
NIPBL-binding sites (data not shown) (Hon et al. 2017). G4
structural motifs have also been linked to transcription
and are enriched at promoters and 5" UTRs associated
with highly transcribed genes (Hinsel-Hertsch et al.
2016, 2018). While chromatin remodelers do not appear
to promote NIPBL occupancy at promoters, the histone
acetyltransferases P300 and CBP also modulate NIPBL oc-
cupancy at promoters, albeit to a much lesser degree.
Thus, noncanonical DNA structures across the promoter
landscape may permit recruitment of NIPBL in a pathway
that is independent of chromatin remodelers but may in-
volve the activities of histone acetyltransferases. Finally,
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we note that it is conceivable that in order to enable
NIPBL occupancy at promoters, GC-rich noncanonical
secondary DNA structures may enrich for chromatin ac-
cessible regions that resemble chromatin remodeling-in-
duced nucleosome depleted regions at enhancers. In
sum, while chromatin remodelers are key to facilitate
NIPBL occupancy at enhancers, promoters use noncanon-
ical GC-rich DNA structures to sequester NIPBL. While
much remains to be learned, a cardinal conclusion
reached from the studies described here is that transcrip-
tion factors, noncoding transcription, the deposition of
H3K27ac, and depletion of nucleosomes are instrumental
in sequestering the cohesin machinery across the active
enhancer repertoire.

Materials and methods

Cell culture

In vitro differentiated neutrophils from ECOMG cells were used
as a model system to study nuclear architecture in response to
calcium influx in neutrophils. ECOMG cells were cultured and
differentiated as previously described (Zhu et al. 2017). For inhib-
itors, neutrophils were treated with 10 uM Triptolide (Cayman),
100 pM  5,6-dichloro-1-B-D-ribofuranosyl-1H-benzimidazole
(Cayman) or 10 uM flavopiridol (Cayman) for 30 min, or 2 ptM
FK506 for 2 h before activation. Primary B cells were treated
with 2 uM FK506 (Cayman) for 2 h before activation. Inhibitors
were kept in culture during activation time course. Acute degra-
dation was induced by treating the cells with 0.5 ptM dTAG-13
(Tocris) before activation. dTAG-13 was kept in culture during ac-
tivation time course. The time series degradation experiments
were performed by inducing protein degradation at the beginning
of the time course and harvesting the samples at different time
points. RPMI-1640 (Gibco) contains 0.42 mM calcium. Addition-
al CaCl, was supplied to the medium before activation to a final
concentration of 1 mM. A23187 was purchased from Sigma and
Cayman. Neutrophils were activated either using fast activation
conditions (20 pM A23187 for 15 min), or using slow activation
conditions (5 ptM A23187 for 4 h). These two activation condi-
tions were used throughout the manuscript unless otherwise
mentioned.

Data availability

Data sets generated in this study are available as a series in the
GEO database under accession number GSE154051.
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5.1 Introduction

The mouse blastocyst forming during preimplantation development comprises stem cells
of three lineages: the trophectoderm (TE), the epiblast (Epi), and the primitive endoderm (PrE)
(Watson, 1992). By the time the blastocyst about to implantation PrE differentiate into the
parietal endoderm (PE) and visceral endoderm (VE), two cell fates of the extraembryonic
endoderm (ExEn) lineage, localized in anatomically distinct areas in the embryo (Yamanaka et
al., 2006). PE and VE remarkably differ in their morphologies and functions as revealed by the
studies on postimplantation embryos (Takaoka and Hamada, 2011). Specifically, around embryo
day 5.5 (E5.5) after implantation, extraembryonic VE (ExVE) and embryonic VE (EmVE) cells
form the epithelial layer which encapsulates the ‘egg cylinder’ entailing the TE-derived
extraembryonic ectoderm (ExE) and the Epi cells (Arnold and Robertson, 2009). VE cells
function in embryo inductive processes (e.g., communication with Epi cells to setup the embryo
axis) as well as nonautonomous cell maintenance (e.g., nutritional support and waste product
removal) (Arnold and Robertson, 2009). In contrast, mesenchymal PE cells, scattered along the
epithelial TE, secret extracellular matrix (ECM) components that contribute to Reichert’s
membrane (RM). RM serves as a barrier to protect the egg cylinder and maintains its structural
integrity (Hogan et al., 1980). While the functions of PE and VE were documented in embryo
development, the involved pathways are still poorly characterized. Even less is known about how
PrE differentiates into PE and VE at E4.5 prior to implantation (Filimonow and Fuente, 2021).

Although genetic knockout studies in mouse models had linked key factors to EXEn
development, it was challenged to attribute clear functions due to compounded phenotypes
resulting from complex interdependencies among embryo cell types. For instance, both Gata6

and Sox17 knockouts cause PrE defects which carry to PE and VE in mouse embryos (Schrode
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et al., 2014). However, multiple lines of evidence from in vitro models for PrE differentiation
pointed out they are PE determinants. Therefore, the gene regulatory network (GRN) that
determines PE versus VE cell fates remains to be elucidated.

Another layer of the complexity of the ExXEn GRN is that PE and VE demonstrate
extraordinary plasticity. For example, VE cells from postimplantation embryos can be converted
to PE when cultured with differentiating EXE cells. Likewise, BMP signaling suppresses the PE
cell fate in favor of the VE cell fate for the PE-like XEN cells (Hogan and Tilly, 1981; Paca et
al., 2012). Such plasticity indicates nodes, especially transcription factors (TFs) exist in the GRN
to connect the transcriptional programs of PE and VE.

Here we identified TFs and biological pathways associated with PE or VE via systematic
analysis on the single cell transcriptomes of PrE, PE and VE in E4.5 embryos. Unexpectedly, we
found PrE co-expresses PE- and VE-associated TFs. A subset of VE enhancers is poised and co-

bound by core PE- and VE-associated TFs in the PE-like chemical-induced XEN (cXEN) cells.

113



5.2 The Transcriptional Program of PE and VE Cells in E4.5 Embryos

To investigate the transcriptional programs of the early PE and VE cells, we integrated
published scRNA-seq datasets of E4.5 embryos to increase single cell numbers that in turn
improve cell state detection. We were able to detect TE, Epi, and PrE (ExEn) lineages (Figure
5.1A). Furthermore, the integrated data revealed three subpopulations within the ExEn lineages
(Figure 5.1A). By examining the expression of Oct4, Lamal, and Ttr (markers of PrE, PE, and
VE), we found the three subpopulations were associated with Oct4MLamal™edTtrmed,
Oct4™dLamalhTtr'°, and Oct4'°Lamal°Ttr™, indicative of PrE, PE, and VE cell states
respectively (Figure 5.1B, 5.2A, and 5.2B). Indeed, cell trajectory analyses reconstructed from
E4.5 and ES5.5 (postimplantation) embryos confirmed that the PrE subpopulation is the root of
the ExEn lineages, whereas the PE and VE subpopulations transits to the bifurcated branches
corresponding to E5.5 PE and E5.5 VE (Figure 5.2C).

To identify gene modules that distinguish PE and VE cells at E4.5, we performed high-
dimensional weighted gene correlation network analysis (hdWGCNA) to compare the single cell
transcriptomes of PE and VE cells. We found two gene modules whose transcriptional profiles
were correlated to PE or VE cells (Figure 5.1C). The expression biases of PE and VE modules
(538 versus 1124 genes) were sustained in the E5.5 embryo (Figure 5.1C). Gene ontology (GO)
analysis confirmed that the PE and VE modules were related to the terms of PE and VE tissue in
the mouse anatomical ontology database (Figure 5.2E). Accordingly, the enriched KEGG (Kyoto
Encyclopedia of Genes and Genomes) pathways that were activated in the early PE and VE cells
agreed with the documented PE and VE biological functions (Figure 5.1E and 5.1F). By
constructing the molecular interaction networks of PE and VE modules, we corroborated the

VE/PE-associated genes participating in these pathways (Figure 5.1E and 5.1F). Notably, we
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found PE cells were compatible with self-renewal as they upregulate Myc (a key factor related to
pluripotency) and PI3K-Akt signaling pathways (see details below; Figure 5.1E). Taken together,
we systematically characterized the distinct transcriptional programs of the early PE versus VE

cells in E4.5 embryos.
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Figure 5.1 Single cell transcriptomes of the ExEn lineage in E4.5 embryo. (A) UMAP
embedding for the integrated scRNA-seq data of E4.5 embryo. (B) Expression profile of the
marker genes, Lamal, Ttr, and Pou5f1 for PrE, PE, and VE respectively. (C and D) Violin plot
displaying the signature scores of PE (C) and VE (D) gene modules. (E and F) Network

connecting the genes and KEGG enriched pathways for PE (E) and VE (F) gene modules.
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Figure 5.2 Characterization of cell types of the ExEn lineage in E4.5 embryo. (A-B)
Expression of Ttr (A) or Lamal (B) for the single cells embedded in UMAP space (Figure 5.1A).
(C) Force-directed graph embedding E4.5 and ES5.5 single cells. Pseudotime was calculated using
SCANPY. (D) Diagram displaying the embryo lineage development from E3.0 to E5.5. (E)
Enriched anatomical terms of PE and VE gene module in the mouse anatomical ontology

database.
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5.3 PrE Coexpresses the PE and VE Transcriptional Programs

To investigate the transcriptional state of the PrE, we compared the transcriptional
profiles of the PE and VE modules in the E4.5 ExEn cell population. Intriguingly, both gene
modules were expressed moderately in PrE cells when compared to PE or VE cells (Figure 5.3A
and 5.3B). We then examined the cell-type associated TFs, the potential cell fate determining
factors, in PE and VE modules (Figure 5.4A). As expected, PE TFs, including known factors
such as Gata6 and Sox17, were preferentially expressed in the PE versus the VE, and vice versa
(Figure 5.3C and 5.3D). Strikingly, the majority of PE and VE TFs were already expressed in
detectable levels in PrE cells. These findings indicate that PrE cells are in a plastic state in which

both PE and VE transcriptional programs are activated.
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Figure 5.3 PrE co-expresses the PE and VE transcriptional programs. (A) Scatter plot
showing the signature scores of PE and VE modules for the single cells of the ExEn lineage in
E4.5 embryo. Marginal distributions were also plotted next to the axis. (B) Heatmap showing the
gene expression profiles for the single cells in the ExEn lineage. (C and D) Average gene
expression of the top 20 transcription factors in the PE (C) or VE (D) modules for the five cell
states in E4.5 embryo. (E) Tornado plot displaying the signal of chromatin accessibilities and
depositions of H3K27ac at the combined H3K27ac enriched regions. (F) Motif enrichments at

PE and VE enhancers.
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Figure 5.4 Gene sets associated with the PE and VE enhancers. (A and B) Signature scores
for the transcription factors in PE (A) or VE (B) modules. (C-E) Signature scores for the gene

sets nearby PE (C), VE (D), or weak enhancers (E) as described in Figure 5.3E.
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5.4 Coordination of ExEn TFs and Enhancers Orchestrates PE and VE Cell Fates

To understand how cell-type-specific factors instruct the PE or VE cell fate, we first
examined the enhancer landscapes of PE-like cXEN cells (in vitro) and E6.5 VE cells as profiled
by the chromatin accessibility and the active enhancer mark (H3K27ac). ATAC-seq and
H3K27ac Cut&Run (Skene and Henikoff, 2017) were performed on cXEN cells generated in
house using the protocol from Niakan et.al (Niakan et al., 2013). The epigenetic data of E6.5 VE
were obtained from GSE125318. By clustering the combined enhancers, we segregated the
active enhancers for PE and VE respectively (Figure 5.3E). We confirmed that the nearby genes
were upregulated in the corresponding cell types in the E4.5 and E5.5 scRNA-seq datasets
(Figure 5.4C and 5.4D). The PE enhancers were enriched for the motifs of Gata, Sox, KIf, Tead,
and Jun, consistent with the TFs found in the PE module (Figure 5.3C and 5.3F). The VE
enhancers were inactive, but accessible, in the PE-like cXEN cells (Figure 5.3E). Surprisingly,
they were highly enriched for the PE-associated motifs of Gata and Sox families as well,
followed by Fox, Hnfl, Hnf4, and Lhx families whose members (FoxA2, Hnflb, Hnf4a, and
Lhx1) were found in the VE module (Figure 5.3F). The observed motif composition indicates an
intricate interplay between PE and VE TFs at the VE enhancers.

To characterize the VE enhancers in detail, we profiled the genome occupancies of
Gata6, Sox17, and FoxA2 in PE-like cXEN cells by Cut&Run, since these are the known TFs,
belonging to the top motif families in the VE enhancers, with reported functions in the EXEn
lineages. We resolved the poised and de novo states in the VE enhancers (Figure 5.5A).
Specifically, poised VE enhancers were occupied by the three TFs and had higher chromatin
accessibilities compared to that of the de novo VE enhancers (Figure 5.5A, 5.6A, 5.6B and

5.6C). Additionally, depositions of H3K9me3, reported as the counterpart of H3K27me3 for the
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extraembryonic lineage, were detected in poised VE enhancers (Figure S3A). Furthermore,
poised VE enhancers were associated with genes expressed in ExVE (Figure 5.5B) while de
novo VE enhancers were associated with general VEs, suggesting that the ExVE cell fate is
primed (Figure 5.5C). This observation orthogonally validates the prior study that proposed the
ExVE is the default cell fate of VE cells while the EmVE is a specialized, subvariant.

To understand how the TFs modulate the activity of the poised VE enhancers, we
exploited TOBIAS software (Bentsen et al., 2020) to detect differential TF footprints from
ATAC-seq data of PE-like cXEN cells versus E6.5 VE cells (Figure 5.5D). The footprints of PE-
associated motifs were enriched at the poised VE enhancers in cXEN, while the VE-associated
Lhx motif has increased footprinting in the VE (Figure 5.5E and 5.6D). However, the major VE
motifs, Fox, Hnfl, and Hnf4, were not differentially bound, possibly because the three VE TFs
were expressed in PrE and PE, as evidenced in our transcriptomic analysis on the EXEn single
cells (Figure 5.4D), cXEN cells (Figure 5.5F), and previous reports. Hence, the differential motif
usages at the VE enhancers were correlated with the expression level of the TFs in their
associated cell state (Figure 5.5F).

To further dissect the poised state of enhancers, we compared the cutting profiles of the
transposase at the active PE enhancers versus the poised VE enhancers in PE-like cXEN cells.
We found the cutting frequencies were high across the entire PE enhancers demonstrating that
TFs are actively binding on the enhancer platform (Figure 5.6E). Conversely, cut sites were
restricted at the center of the poised VE enhancers in the cXEN cells, suggestive of negative

regulation at these enhancers.
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Figure 5.5 Differential TF footprints at the poised VE enhancers. (A) Tornado plot
displaying signals of chromatin accessibilities and chromatin bindings of FoxA2, Gata6, and
Sox17 at the VE enhancers in Figure 5.3E. (B and C) Signature scores for the gene sets nearby
the poised VE enhancers (B) and de novo VE enhancers (C). (D) Schematic illustrating
differential footprinting analysis using TOBIAS. (E) Differences of footprinting score for the
motifs when comparing PE versus VE ATAC-seq. (F) Gene expression profiles for TFs

belonging to the TF families in (E).
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Figure 5.6 Epigenetic states at the poised VE enhancers. (A) Tornado plots displaying signals
of H3K27ac, H3K4mel, and H3K9me3 at the VE enhancers. (B) Meta profiles of the
enrichments for H3K27ac and ATAC-seq in cXEN at PE enhancers, poised VE enhancers, de
novo VE enhancers and weak enhancers. (C) Meta profiles of the enrichments for occupancies of
FoxA2, Gata6 or Sox17 in ¢cXEN at PE enhancers, poised VE enhancers, de novo VE enhancers
and weak enhancers. (D) Differential TF footprinting comparing PE and VE ATAC-seq signal at
the poised VE enhancers. (E) Fragment distribution for c XEN ATAC centering at the active PE

enhancers or the poised VE enhancers. Column-wise summation were plotted at the bottom.
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5.5 Summary

In summary, we reported that PE and VE TFs were co-expressed in cXEN (and PrE)
where they co-bind at a subset of VE enhancers related to a poised state. Therefore, we
hypothesized that in the PrE or PE cells, the VE transcriptional program is primed by FoxA2,
Hnflb, and Hnf4a (VE TFs) via pioneering the VE enhancers but antagonized by Gata6 and
Sox17 (PE TFs). We predicted that the downregulation of Gata6 and Sox17, as seen in the
progression of VE cell fates, is necessary for the upregulation of the VE transcriptional program.
To validate the model, we generated knockout cXEN lines targeting Gata6, Sox17, and FoxA2.
Ongoing studies will be focused on integrating the phenotypes to corroborate the gene regulation

network.
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5.6 Material and Methods

cXEN cell line derivation

cXEN cell were derived from mESCs cells (E14TG2a) using a previously established
chemical induction protocol (Niakan et al., 2013) in a cXEN derivation medium consisting of
0.010 M Retinoic Acid (Sigma, 50-185-8562), 10 ng/mL Activin A 24 ng/mL (R&D Systems,
338AC010), Fgf2 (R&D Systems, 23-3FB0-10), and 1 ug/mL Heparin (Sigma, H3393). mESCs
were maintained in KnockOut DMEM (Thermo Fisher,10829018), 15% FBS (R&D Systems,
S10250H), ImM MEM Non-Essential Amino Acids (Thermo Fisher, 11140-050), 2mM
Glutamax (Thermo Fisher, 35050061), 100 U/mL Pen/Strep (Thermo Fisher, 15140122), 0.1
mM 2(B)-ME (Sigma, M-3148), and 1000 U/mL LIF (Cell Guidance Systems, GFM200) prior to
media change using cXEN derivation medium [citation]. The established XEN cell lines were
maintained, and passaged in Advanced RPMI (Thermo Fisher,12633012) supplemented with
15% FBS (R&D Systems, S10250H), 2 mM Glutamax (Thermo Fisher, 35050061), 100 U/mL

Pen/Strep (Thermo Fisher, 15140122), 0.1 mM 2(B)-ME (Sigma, M-3148).

CRISPR/Cas9 cell line generation

We cloned the FKBP12F36V-mNeonGreen-(3X)HA-tag-P2A-Blasticidin cassette and
the flanked homology arms of the target proteins into pUC19 backbone. SgRNA were designed
to cut around the stop codons of the endogenous loci of the targeted genes. The homology arms
were designed to inframe insertion at the C-terminus of the targeted proteins. The homology arm
sequences and sgRNAs were validated by sanger sequencing before use for further experiments.
For generation of FKBP12F36V cell lines, cXEN cells were seeded the day before transfection

on a 10 cm2 tissue culture plate. 12 ug of plasmid DNA, using equimolar amounts of sgRNA and
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homology repair template were transfected using 40 ul of Lipofectamine 3000 with 24 ul of
P3000 reagent (Thermo Fisher, L3000008). Two days after transfection, the transfected cells
were selected in 10 ug/mL of Blasticidin for a week (Cayman Chemical, NC1445974). Single
cells of mNeonGreen positive population were then sorted using a BDFACSAria Fusion Sorter
in 96-well round bottom plates with irradiated CF-1 MEFs (Thermo Fisher, A34180). The
homozygous clones were genotyped by PCR with primers amplifying the knock-in insertion site
for FKBP12F36V and verified using flow cytometry.

To generate FoxA2 knockout lines on the Gata6 or Sox17 FKBP12F36V knockin lines,
two sgRNAs were designed to delete the sequence encoding for the DNA binding domain. ¢cXEN
knockin cell lines were seeded the day before transfection on a 6-well tissue culture plate. 2.5 ug
of total plasmid DNA, using equimolar amounts of sgRNA were transfected with 5 ul of
lipofectamine 2000 (Thermo Fisher 11668019) for 24h. The BFP positive cells were then sorted
using a BDFACSAria in 96-well round bottom plates with irradiated CF-1 MEFs (Thermo

Fisher, A34180). The homozygous clones were screened by genotyping.

RNA-seq

Total RNA was extracted with Trizol (Thermo Fisher, 15596026). Strand-specific RNA-
seq libraries were generated with 1000 ng of total RNA using NEBNext Ultra II Directional
RNA Library Prep Kit for Illumina (E7760S). Libraries were paired-end sequenced on the

NovaSeq 6000, 100 cycles.

ATAC-seq
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50,000 cXEN cells were dissociated using Accutase (Thermo Fisher, A1110501). ATAC-
seq was performed using an ATAC-seq kit (Active Motif, 53150) which included components
for tagmentation, tagmented DNA clean-up, and library PCR amplification which were all done

according to manufacturer’s instructions. Libraries were paired-end sequenced on the NovaSeq

6000, 100 cycles.

CUT&RUN

500,000 cXEN and its derivative cell lines were dissociated using Accutase (Thermo
Fisher, A1110501). Then, CUT&RUN was performed using pAG-MNase (Epicypher, 15-1016)
following the standard protocol published by the Henikoff lab [citation]. Half of the DNA eluted
from the CUT&RUN reaction was used for library prep using the NEBNext Ultra II system
based on Nan Liu’s CUT&RUN library prep protocol but without size selection [citation].
Libraries were paired-end sequenced on the NovaSeq 6000, 100 cycles. Antibodies used in these
experiments were as follows: anti-Gata6 (5851S, Cell Signaling Technology), anti-Sox17
(AF1924, R&D Systems), anti-Gata4 (sc-25310, Santa Cruz Biotechnology), anti-FoxA2 (07-
633, EMD Millipore Sigma), anti-H3K27ac (MABE647, EMD Millipore Sigma), anti-H3K4me3

(39159, Active Motif), anti-H3K9me3 (ab8898, Abcam), and anti-H3K4mel (ab8895, Abcam).

Data Analysis

Cut&Run Data Processing
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Paired-end fragments were trimmed using trimmomatic as previously described. Paired-
end reads were aligned using Bowtie2 with options: --local --very-sensitive --dovetail --phred33
-1 10 -X 700. For transcription factors, mapped fragment sizes were divided into <120bp
and >120bp. For most of the analyses, unless otherwise indicated, the <120bp fraction was used
which is likely to contain direct TF binding sites as previously characterized. The fragments
were filtered for a MAPQ score of 30 prior to calling peaks. To call peaks, MACS2 was called
using the default narrowPeak setting with the following parameters: -f BEDPE -q 0.01 -B --
SPMR --keep-dup auto. For histone marks, mapped fragment sizes between Obp and 700bp were
used for downstream analyses. The fragments were filtered for a MAPQ score of 30 prior to
calling peaks. To call peaks for H3K27ac and H3K4me3, MACS2 was called using the default
narrowPeak setting with the following parameters: -f BEDPE -q 0.01 -B --SPMR --keep-dup
auto. To call peaks for H3K4mel and H3K9me3, MACS2 was called using default broadPeak

settings with the following parameters: -f BEDPE -q 0.01 -B --SPMR --keep-dup auto.

scRNA-seq Data Analysis

scRNA-seq data of E4.5 and E5.5 embryos were integrated from Nowotschin et. al.
(Nowotschin et al., 2019) and Qiu et. al (Qiu et al., 2022) using seurat V4 (Hao et al., 2021). Cell
clustering and plots were generated by seurat V4 (Hao et al., 2021) and scanpy (Wolf et al.,
2018). The signature scores were calculated by the UCell algorithm (Andreatta and Carmona,
2021). Weighted gene correlation network analysis of single cell transcriptomes were performed

by hdWGCNA (Morabito et al., 2021).
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CHAPTER 6

Concluding Remarks
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The classic paradigm of cell fate decision denoted that master transcription factors
execute the developmental instructions encoded in enhancer sequences to activate cell-type-
specific gene programs (Furlong and Levine, 2018; Jindal and Farley, 2021). Decades of
research had made considerable progress in deciphering the enhancer codes in the context of the
linear configuration of DNA motifs (Furlong and Levine, 2018). However, numerous evidences
indicate that chromatin organization also play key role in facilitating the spatial and temporal
control of gene expression. For example, we had previously reported that nuclei repositioning of
EDbf1 versus Bcll1b coincides with their activations that determines B cell versus T cell
commitment (Isoda et al., 2017; Lin et al., 2012). In chapter 4 of this thesis, we presented two
published works that characterized the dramatic alterations in chromatin large-scale organization
when mouse or human neutrophils are challenged by external stimuli (Denholtz et al., 2020; Zhu
et al., 2020). Although these data highlighted the importance of nuclei compartment organization
in gene regulation, we are still not clear about the detailed sequence of the events in the
processes. It will be critical to identify the factors orchestrating the changes in compartment.

Enhancer-promoter (E-P) communication is long speculated to directly control gene
expression (Furlong and Levine, 2018; Lim and Levine, 2021). Despite the revolution of
chromosome conformation capture (3C) tools like in situ Hi-C (Rao et al., 2014), profiling E-P
interactions is still challenged. In line with the demand, we developed a new 3C method variant,
named MID Hi-C akin to in situ Hi-C, that is capable of efficient detection of E-P interactions.
MID Hi-C will facilitate the field to scale up mapping fine-scale chromatin interactions in
various developmental and engineered systems. As a proof of principle, we leveraged MID Hi-C
to study the responses of E-P interactions upon BAF complex perturbation. We uncovered that

enhancer sequences encoding for differential recruitment of the BAF complex had profound
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impact in the configuration of E-P interaction. We observed that E-P interaction is extremely
robust so that abrogation requires near eradication of the proteins bound on the enhancer. This
observation suggests that establishment of enhancer-promoter communication may not need the
enhancer being activated. For instance, enhancer priming might be sufficient to trigger the
interaction with cognate promoters. As indirect evidence, several recent studies independently
reported that chromatin structures including E-P interactions were already formed prior to cell-
type-specific enhancer activation as well as gene induction (Espinola et al., 2021; Ing-Simmons
etal., 2021).

In addition, we observed enhancers can affect the chromatin interactions within the E-P
interacting domain. We show that BAF-dependent enhancers permit paired genomic interactions
beyond enhancer boundaries and do not dictate genomic interactions within enhancer-promoter
loop domains. In contrast, BAF-independent enhancers interact with promoter regions within
tightly insulated enhancer-promoter loop domains that are marked by promoter and enhancer
boundary elements. Same as the other reports, we also observed evidence that both loop
extrusion and phase separation seem contributing to the formation of E-P interaction. As a result,
our data agree with the mixture model (Hsieh et al., 2021). As more MID Hi-C data

accumulated, the complete picture of E-P interaction will be unveiled in the near future.
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