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Systems/Circuits

Functional Differentiation of Mouse Visual Cortical Areas
Depends upon Early Binocular Experience

Kirstie J. Salinas,1 Carey Y. L. Huh,1 Jack H. Zeitoun,1 and Sunil P. Gandhi1,2
1Department of Neurobiology and Behavior, University of California, Irvine, Irvine, California 92697, and 2Center for the Neurobiology of Learning
and Memory, University of California, Irvine, Irvine, California 92697

The mammalian visual cortex contains multiple retinotopically defined areas that process distinct features of the visual scene.
Little is known about what guides the functional differentiation of visual cortical areas during development. Recent studies in
mice have revealed that visual input from the two eyes provides spatiotemporally distinct signals to primary visual cortex
(V1), such that contralateral eye-dominated V1 neurons respond to higher spatial frequencies than ipsilateral eye-dominated
neurons. To test whether binocular visual input drives the differentiation of visual cortical areas, we used two-photon calcium
imaging to characterize the effects of juvenile monocular deprivation (MD) on the responses of neurons in V1 and two higher
visual areas, LM (lateromedial) and PM (posteromedial). In adult mice of either sex, we find that MD prevents the emergence
of distinct spatiotemporal tuning in V1, LM, and PM. We also find that, within each of these areas, MD reorganizes the dis-
tinct spatiotemporal tuning properties driven by the two eyes. Moreover, we find a relationship between speed tuning and oc-
ular dominance in all three areas that MD preferentially disrupts in V1, but not in LM or PM. Together, these results reveal
that balanced binocular vision during development is essential for driving the functional differentiation of visual cortical
areas. The higher visual areas of mouse visual cortex may provide a useful platform for investigating the experience-depend-
ent mechanisms that set up the specialized processing within neocortical areas during postnatal development.

Key words: critical period; functional differentiation; higher visual areas; monocular deprivation; ocular dominance plas-
ticity; visual cortex

Significance Statement

Little is known about the factors guiding the emergence of functionally distinct areas in the brain. Using in vivo Ca21 imag-
ing, we recorded visually evoked activity from cells in V1 and higher visual areas LM (lateromedial) and PM (posteromedial)
of mice. Neurons in these areas normally display distinct spatiotemporal tuning properties. We found that depriving one eye
of normal input during development prevents the functional differentiation of visual areas. Deprivation did not disrupt the
degree of speed tuning, a property thought to emerge in higher visual areas. Thus, some properties of visual cortical neurons
are shaped by binocular experience, while others are resistant. Our study uncovers the fundamental role of binocular experi-
ence in the formation of distinct areas in visual cortex.

Introduction
The mammalian visual system has been described classically as a
hierarchically organized system that transforms different aspects

of the retinal image along parallel streams for simultaneous proc-
essing (Felleman and Van Essen, 1991; Nassi and Callaway,
2009). The differentiation of higher visual areas (HVAs) is cru-
cial for the encoding of higher-level visual features, such as global
form and motion processing (Merigan and Maunsell, 1993). The
developmental mechanisms that guide the functional differentia-
tion of HVAs are largely unknown. A recent study using intrinsic
signal optical imaging (ISOI) revealed that mouse visual areas
become functionally differentiated after eye opening (Murakami
et al., 2017), during a time window similar to that of the critical
period for ocular dominance plasticity. Also using ISOI, a second
study showed that different visual areas are sensitive to dark rear-
ing during distinct developmental timelines (Smith et al., 2017).
It remains unexplored, however, what role visual experience
plays in driving the functional differentiation of visual cortical
areas.
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In addition to the dearth of understanding about visual area
differentiation, little is known about the mechanisms that shape
the specialization of functional response properties within
areas. Primate primary visual cortex (V1) cells vary widely in
their spatiotemporal tuning and ocular dominance properties
(Livingstone and Hubel, 1987; Nassi and Callaway, 2009). In
mice, subpopulations of V1 cells have unique spatiotemporal
selectivity (Gao et al., 2010; Ji et al., 2015), similar to the special-
ization of higher visual areas in other species that can be
grouped into putative visual streams (Andermann et al., 2011;
Marshel et al., 2011; Wang et al., 2011, 2012; Roth et al., 2012;
Murakami et al., 2017; Smith et al., 2017). To understand the
development of functional differentiation of visual cortical
areas, it is critical to characterize the tuning properties of indi-
vidual cells within clearly defined areal boundaries.

We recently discovered in mouse V1 that neurons with com-
mon ocular dominance properties also share similar spatial fre-
quency selectivity (Salinas et al., 2017). This coupling of ocular
dominance with spatial frequency tuning has implications for
the functional differentiation of visual areas whose spatiotempo-
ral properties are distinct from one another. We wondered
whether the link between ocular dominance and spatiotemporal
selectivity extends to cellular responses in HVAs. Given the dis-
tinct spatial frequency input provided by the two eyes to V1, we
hypothesized that monocular deprivation (MD) would lead to a
disruption in the functional differentiation of visual cortical
areas.

Using wide-field calcium imaging to precisely define area
boundaries together with two-photon calcium imaging to resolve
single-cell responses, we recorded from thousands of excitatory
neurons in layer 2/3 (L2/3) of mouse areas V1, LM, and PM to
determine their spatiotemporal and eye-specific response prop-
erties. We find that 2 weeks of MD during the ocular dominance
critical period disrupts the functional differentiation of speed
preferences in these visual cortical areas into adulthood. MD also
reorganizes the relationship between ocular dominance proper-
ties and speed-tuning preferences in these areas. Interestingly, in
control mice, we find that the degree of speed tuning is greater in
LM and PM than in V1, consistent with the idea that speed tuning
is a functional property that arises in higher visual areas. In all
three areas, ocular dominance interacts with speed tuning such
that contralateral eye-dominated neurons display more speed tun-
ing than ipsilateral eye-dominated neurons. Contrary to the pre-
diction of a simple hierarchical model, we find that MD perturbs
the relationship between ocular dominance and degree of speed
tuning in V1 but not in higher areas. Altogether, our results show
that early binocular vision is important for areal differentiation of
functional visual properties in mouse visual cortex.

Materials and Methods
Animals
All protocols and procedures followed the guidelines of the Animal
Care and Use Committee at the University of California, Irvine. To
image visually-evoked activity in layer 2/3 excitatory neurons in
multiple areas, a CAMK2a-tTa driver line (RRID:IMSR_JAX:
007004) was crossed with a line expressing the calcium indicator
GCaMP6s under the control of the tetracycline-responsive regula-
tory element (tetO; RRID:IMSR_JAX:024742; Wekselblatt et al.,
2016). The founder line was heterozygous for both transgenes and
was maintained by breeding with wild-type C57BL/6 mice (RRID:
IMSR_CRL:642). Mice of either sex were weaned at postnatal day 18
(P18) to P21 and cohoused with one or more littermate until the day
of window implantation (P73 to P200). In all experiments, both

female and male mice were used. Mice were kept on a 12 h light/
dark cycle and housed in conventional mouse cages.

Monocular deprivation
For MD experiments, one eye was sutured (either right or left) at P19
and the sutures were monitored for 2 weeks (Davis et al., 2015). Under
isoflurane anesthesia (2% for induction, 1% for maintenance), the non-
deprived eye was covered with ophthalmic ointment while the other eye
was sutured closed with two or three mattress sutures (7–0 silk,
Ethicon). If the eye opened at any time before the 2 week window, the
mouse was removed from the experiment. Eyes were opened after 2
weeks and inspected for any damage under a microscope. Some mice
were deprived in the eye contralateral to the recorded hemisphere [con-
tralateral eye MD (CMD)], while others were deprived in the ipsilateral
eye [ipsilateral eye MD (IMD)]. In total, we gathered data from eight
control mice (No MD), six CMDmice, and four IMDmice.

Cranial window implantation
Mice were anesthetized with isoflurane in O2 (2% for induction, 1–1.5%
for maintenance). Headplate attachment and craniotomy were per-
formed in one surgery. Carprofen (5mg/kg, s.c.) and topical lidocaine
(2%, 20mg/ml) were administered to provide analgesia. Dexamethasone
was administered 4–8 h before surgery (4.8mg/kg, i.m.). Atropine
(0.15mg/kg, s.c.) was administered to reduce secretions and aid in respi-
ration. To attach custom-printed ABS headplates, the skull was cleared
of connective tissue. A thin layer of Vetbond was applied to the skull,
and the headplate was attached using dental acrylic at an angle parallel
to the site of imaging (;20° from horizontal). A craniotomy (diameter,
5 mm) was performed over either the left or right hemisphere using pre-
viously described methods (Salinas et al., 2017). A 5 mm glass coverslip
(World Precision Instruments) was placed over the exposed brain and
sealed with Vetbond and black dental acrylic (Lang Dental). Sterile eye
ointment (Rugby) was used to protect the eyes. Body temperature was
maintained at 37°C using a heating pad under feedback control from a
rectal thermoprobe. Mice recovered on a warm heating pad following
surgery and were provided with lactated Ringer’s solution for hydration.
Mice were given daily injections of carprofen (5mg/kg, s.c.) for at least
2 d postsurgery.

Visual area mapping
Mapping of the visual areas was performed at least 1 week after window
installation using wide-field imaging of GCaMP6s (Wekselblatt et al.,
2016; Zhuang et al., 2017). Wide-field fluorescence images were acquired
using a SciMedia THT macroscope (Leica PlanApo 1.0�; imaging area,
6.5� 6.5 mm) equipped with an Andor Zyla sCMOS camera. The sur-
face vasculature and GCaMP6s signal was visualized using a blue
465 nm LED (LEX2). The camera was focused ;600mm beneath the
surface. Image acquisition and visual stimulus presentation was con-
trolled by custom-written software in Python using the PsychoPy 1.8
library.

Visual area mapping stimuli
Visual area mapping was performed following previously published pro-
cedures (Salinas et al., 2017). Briefly, mice were shown a 20° wide visual
noise stimulus that swept periodically every 10 s in each of the four car-
dinal directions. The sweeping visual stimulus was created by multiply-
ing a band limited (,0.5 cyc/deg; .2 Hz), binarized spatiotemporal
noise movie with a one-dimensional spatial mask (20°) that was phase
modulated at 0.1 Hz. A gamma-corrected monitor (54 inch LED TV;
model 55LB5900, LG) with maximum luminance of 30 cd/m2 was placed
25 cm from the contralateral eye and angled at ;30° from the long axis
of the animal. The stimulus was spherically corrected to cover a 140° vis-
ual angle in elevation and 120° in azimuth. The stimulus was presented
to the contralateral eye for 5min for each direction. To confirm the loca-
tion of the binocular zone, we also presented the sweeping, binarized
noise stimulus confined to the central 30° of visual azimuth.

Analysis for mapping stimuli
Retinotopic maps of azimuth and elevation were used to generate a
visual field sign map (Sereno et al., 1994; Garrett et al., 2014) to
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designate borders between visual areas. The visual field sign map as
used to quantify area size with the area tool using ImageJ.
Recordings were directed as close to the central visual field as possi-
ble in each area, although biases exist in the retinotopic organization
of areas LM and PM (Zhuang et al., 2017). Recordings from binocu-
lar V1 were confined to regions adjacent to the intersection of the
horizontal and vertical meridians at the border of V1 and LM.
Recordings from area LM were restricted to the anterior portion of
LM, while recordings from PM were performed in both the anterior
portion, covering the relatively lower elevation and posterior por-
tion of PM, covering relatively higher elevation. Although we did
notice an enhancement for spatial frequency tuning in higher eleva-
tions of PM (posterior PM), we decided to pool all responses to
increase statistical power.

Two-photon calcium imaging
Cellular imaging was performed in awake, head-fixed mice that were
acclimated to the setup. Fluorescence was gathered with a resonant
two-photon microscope (Neurolabware) with a 900–920 nm excitation
laser (Mai Tai HP, Spectra-Physics). Emissions were filtered using a
510/84 nm BrightLine bandpass filter (Semrock). A 16� (numerical
aperture 0.8; Nikon) water-immersion lens was used. Image sequences
typically covered a field of ;700 � 500 mm for cell recordings in V1
and LM or ;500 � 400 mm for cell recordings in PM and were
acquired at 7.7 or 12Hz (1024 or 660 lines) using Scanbox acquisition
software (Neurolabware) at a depth of 200–250 mm below the pia.

Two-photon visual stimuli
Visual stimuli were generated by custom-written Python code using the
PsychoPy 1.8 library. An Acer V193 gamma-corrected monitor (54 inch LED
TV; model 55LB5900, LG; 60Hz refresh rate, 30cd/m2) was used. For the
speed-tuning experiment, full-field drifting sinusoidal gratings were presented
at four orientations (0, 90, 180, and 270), five spatial frequencies (0.03, 0.06,
0.12, 0.24, and 0.48 cyc/deg), and four temporal frequencies (1, 2, 4, and
8Hz). The visual stimulus was spherically corrected. In addition to the 80 gra-
ting stimuli (four directions p five spatial frequencies p four temporal fre-
quencies), we also showed a blank condition and a condition in which the
whole monitor flickered at 2Hz (full-field flicker, FF). The 82 total stimulus
conditions were presented in a random order for each of the eight repetitions.
For each trial, the stimulus was presented for 2 s, followed by 2 s of gray
screen. The visual stimulus was presented either first to the ipsilateral or the
contralateral eye using an occluder to block presentation to the other eye.

Data analysis
Cellular responses. Custom-written Python routines were used to

remove motion artifacts, identify cell ROIs, extract calcium fluo-
rescence traces, and perform analyses. First, we implemented
motion correction by using an efficient algorithm that corrects for
translational artifacts by minimizing the Euclidean distance
between frames and a template image using a Fourier transform
approach (Dubbs et al., 2016). To identify the region of pixels
associated with distinct neuronal cell bodies, we used the maxi-
mum intensity projection of the images. Only cell bodies that
could be visually identified throughout both contralateral and ip-
silateral eye viewing condition recordings were included in the
analysis. The fluorescence signal of a cell body at time t was deter-
mined as Fcell(t) = Fsoma(t) � (R (neuropil contamination ratio) �
Fneuropil(t)) (Kerlin et al., 2010; Chen et al., 2013). R was empiri-
cally determined to be 0.7 by comparing the intensity of GCaMP6s
signal in the blood vessels to the intensity in the neuropil across
recordings. The neuropil signal Fneuropil(t) of each cell was meas-
ured by averaging the signal of all pixels outside of the cell and
within a 20 mm region from the cell center.

To determine the response of a cell to each stimulus trial, the trace of
a cell during the stimulation period was normalized to the baseline value
averaged over the 0.5 s preceding stimulus presentation. The response of
the cell to a given orientation, u i, was defined as the average response
across the eight repeats of each condition: F(u i). An estimate of the
spontaneous calcium fluctuation of the cell was determined using the
trace of the cell during the blank condition. At each spatiotemporal

frequency, the responsiveness of a cell was determined using a one-way
ANOVA [p, 0.05/n spatiotemporal stimulus conditions, with n= 20 (5
SF p 4 temporal frequency (TF)) stimulus conditions or p, 0.0025]
across stimulus trials against the blank condition. Only responses that
passed the ANOVA test for at least one stimulus condition were consid-
ered significantly visually responsive. For the dataset concerning eye-
specific responses (see eye specificity below), only visual responses that
passed the significance threshold were included. For the dataset
considering ocular dominance [see the Ocular dominance index
(ODI) subsection below], responses were included regardless of
meeting this criterion, as long as the cell met the p, 0.0025 criteria
for at least one of the spatiotemporal frequency conditions for one
of the eye viewing conditions.

Orientation and direction selectivity. Orientation selectivity for a
cell was determined using a method derived from the circular var-
iance of the response of the cell [F(u ); Niell and Stryker, 2008;
Kerlin et al., 2010; Hoy and Niell, 2015]. Since the circular var-
iance-based method is sensitive to the sign of F and because F fluc-
tuates above and below 0 at baseline [SD = 60.032% response
amplitude (dF/F)], we added an offset to F for each cell, which set
the minimum average response to 0: F(u i)) = F(u i) – min(Fu i).
Following this correction, the orientation selectivity index (OSI)
was calculated as follows:

OSI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

i

�
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The direction selectivity index (DSI) was calculated as follows:

DSI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
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Preferred speed. To determine the preferred speed, responses across
all spatial and temporal frequencies were fit with a two-dimensional el-
liptical Gaussian (Priebe et al., 2006; Andermann et al., 2011):

R sf ; tfð Þ ¼ Aexp
�ðlog2 sf � log2 sfoÞ2

2 s sfð Þ2
 !

exp
�
�
log2 tf � log2 tfpðsf ÞÞ2

2 s tfð Þ2

0
@

1
A
;

where A is the maximum responses of the neuron, sfo and tfo are the
preferred spatial and temporal frequency, and s sf and s tf are the
tuning widths for spatial and temporal frequency. From this fit, we
are able to obtain the dependence of temporal frequency prefer-
ence on spatial frequency by calculating the speed-tuning index j ,
such that log2 tfpðsf Þ ¼ j ðlog2 sf � log2 sfoÞ1 log2 tfo: A neuron with a
speed-tuning index of j � 1 is a speed-tuned cell, while j � 0 is
not speed tuned and j � �1 is antituned. To measure goodness of
fit, we used two approaches. First, the fitted data must be well cor-
related with the raw data (fit correlation, .0.5). The confidence
intervals for preferred spatial and temporal frequency must not
exceed 2 octaves. Overall, 4390 cells were considered responsive
and well fit of the 12,852 ROIs identified. For speed tuning index
analysis, we applied the additional criteria that the confidence
intervals for the speed-tuning index must not exceed 1 (see Fig. 9).
For the speed-tuning index analysis, imposing this criterion
excluded 4103 of 4390 cells, or 93% of the cells.

Eye specificity. Eye specificity was calculated as (C – I)/(C1 I), where
C is the maximum response of the neuron (A) for the contralateral eye
and I is the maximum response of the neuron for the ipsilateral eye.
Thus, A was taken at the optimal spatiotemporal frequency of the cell for
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each eye viewing condition. We classified a cell as contralateral eye
dominated if the cell was only significantly responsive during con-
tralateral eye viewing conditions. These cells were assigned an eye
specificity of 1. A cell that was only responsive during the ipsilateral
eye viewing condition was considered ipsilateral eye dominated and
assigned an eye specificity of �1. When comparing cellular distribu-
tions for different spatial, temporal, and speed preferences, we used
the response of the dominant eye if the cell was binocular. The

dominant eye was determined based on which eye viewing condi-
tion led to a greater response amplitude.

Ocular dominance index. The ocular dominance index was calcu-
lated as (C – I)/(C1 I), where C is the the maximum response of the
neuron (A) for the contralateral eye and I is the maximum response of
the neuron for the ipsilateral eye. Thus, A was taken at the optimal spa-
tiotemporal frequency of the cell for each eye viewing condition. The
response of the nondominant eye was used to calculate ODI, regardless

Figure 1. Probing spatiotemporal and eye-specific response properties of V1, LM, and PM. A, Experimental setup. Top right, Wide-field visual field sign map was used to delineate visual
areas. Scale bar, 1 mm. Top left, Two-photon calcium imaging experiments were centered in V1, LM, or PM to record neural activity while mice viewed drifting sinusoidal gratings of various
spatial and temporal frequencies (speeds). The stimulus was shown to either the contralateral or ipsilateral eye to generate eye-specific speed-tuning curves. B, Top, Maps of speed preferences
for LM, V1, and PM from the same animal. Bottom, Maps of eye specificity for the same fields as above. Scale bars, 100 mm. C–E, Left, Density plots of preference distributions for cells
recorded in V1, LM, and PM in control mice (C, temporal frequency; D, spatial frequency; E, speed). Right, Bootstrapped means. F, Spatiotemporal response matrices for an example binocular
cell in LM. Raw data (left, top) were oversampled (left, bottom) and fit with a two-dimensional Gaussian (right, top and bottom), used to find preferred spatial and temporal frequencies for
both contralateral eye viewing (left) and ipsilateral eye viewing (right). Error bars in C–E represent confidence intervals. For density plots in C–E, p represents statistical significance with multi-
ple-comparisons correction (p, 0.05/3). For bootstrapped mean plots, *p, 0.05; **p, 0.01; ***p, 0.001; ****p, 0.0001.
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of whether the responses were significantly driven during the viewing
conditions of the nondominant eye.

Experimental design and statistical analyses
To compare temporal frequency preferences, spatial frequency prefer-
ences, speed preferences, eye specificity, ocular dominance indices,
and speed-tuning indices among V1, LM, and PM in control
(NoMD), CMD, and IMD mice, the Kruskal–Wallis test was used.
Similarly, we used a Kruskal–Wallis test to compare intra-areal
eye-specific speed preferences in NoMD, CMD, and IMD mice. A
Bonferroni correction was applied to the Kruskal–Wallis test, such
that p, 0.05/3 or p, 0.0167 was used as a threshold for signifi-
cance. To demonstrate the robustness of the findings in the differ-
ences between distributions, we also performed a hierarchical
bootstrap method on the means of the distributions (Saravanan et
al., 2019). Following the methods outlined by Saravanan et al.
(2019), we used the distribution of bootstrapped sample means of
two groups of interest to compute probabilities (p values) that the
data support the hypothesis that the two groups belong to the same
distribution. This was done by plotting the bootstrapped sample
mean distributions against one another in a 2D plot and calculat-
ing directly the proportion of sample means that were found on
one side of the unity line.

To quantify the variable importance for DSI, OSI, dF/F, temporal
frequency, spatial frequency, speed, and eye specificity for differentiat-
ing between visual areas, we used a regression random forest analysis
(bagging method, random with replacement, 100 trees, XLSTAT).
Additionally, the four most important variables were then used to

quantify their relative variable importance on differentiating between
different pairs of visual areas (XLSTAT).

To quantify functional segregation of HVAs and eye-specific
responses, we first used a Box-Cox transformation (XLSTAT), opti-
mized for all control data, to achieve distributions of spatial and tem-
poral frequency that were more likely to be normally distributed. We
then ran the Mahalanobis distance test with a Bonferroni correction
for the number of comparisons (XLSTAT) on all cellular spatial and
temporal frequency preferences for by-cell analysis, or on mean prefer-
ences obtained from each animal for by-animal analysis. For compari-
sons of HVA functional segregation, the interareal Mahalanobis
distances for each animal in NoMD and CMD or IMD mice were then
tested with a two-way ANOVA. The interareal distances for NoMD
and CMD or IMD mice were summed and then compared with
Welch’s unpaired t test to determine whether summed Mahalanobis
distances were impaired with CMD or IMD. Statistical analyses were
performed using Prism version 7.01 (GraphPad), XLSTAT, and
MATLAB. The exact statistical tests and values for each figure are listed
in the tables.

Results
To probe the functional response properties in mouse visual cor-
tex, we used a transgenic line that expresses GCaMP6s under the
control of the CaMK2 promoter (CaMK2-tTA; tetO-GCaMP6s;
Wekselblatt et al., 2016). We used the visual field sign map gen-
erated by wide-field calcium imaging to delineate area bounda-
ries. Next, we imaged visually evoked activity of excitatory

Table 1. Visual properties in NoMD mice

Figure panel Measure V1 LM PM Statistic
By cell or
by animal V1 vs LM V1 vs PM LM vs PM

Figures 1, 2, all Sample size: # neurons
(# mice)

819 (8 mice) 645 (7 mice) 488 (8 mice)

Figure 1C, left TF median (Hz) 1.38 1.97 1.85 KW test*, p, 0.0001 KW(s) = 30.3 By cell p, 0.0001 p= 0.004 NS, p= 0.26
Figure 1C, right TF mean (Hz) 1.78 2.13 1.95 Hierarchical bootstrap By cell p= 0.0099 NS, p= 0.080 NS, p= 0.10
Figure 1D, left SF median (cycle/°) 0.11 0.077 0.13 KW test*, p, 0.0001 KW(s) = 55.5 By cell p, 0.0001 NS, p= 0.41 p, 0.0001
Figure 1D, right SF mean (cycle/°) 0.11 0.083 0.11 Hierarchical bootstrap By cell p, 0.0001 NS, p= 0.27 p, 0.0001
Figure 1E, left Speed median (°/s) 16.1 28.1 17.3 KW test*, p, 0.0001 KW(s) = 73.3 By cell p, 0.0001 NS, p. 0.99 p, 0.0001
Figure 1E, right Speed mean (°/s) 16.3 25.7 17 Hierarchical bootstrap By cell p, 0.0001 NS, p= 0.36 p= 0.0003
Figure 2B Eye specificity median,

mean
1, 0.31 0.45, 0.28 1, 0.4 KW test*, p= 0.0081 KW(s) = 9.4 By cell NS, p= 0.092 NS, p= 0.74 p= 0.0081

Figure 2C ODI median, mean 0.18, 0.11 0.16, 0.11 0.17, 0.16 KW test*, NS, p= 0.31 By cell NS, p. 0.99 NS, p= 0.53 NS, p= 0.50

KW, Kruskal–Wallis test. TF, SF, TF/SF, eye specificity, and ODI preferences for cells that were visually responsive in each area in NoMD mice. KW(s) designates the statistic for the Kruskal-Wallis test. The larger the value of s
the larger the difference in the rank sums.
*Statistics with a multiple-comparisons correction.

Figure 2. Comparison of eye specificity and ocular dominance in V1, LM, and PM. A, Relative proportions of cells categorized by eye specificity in V1, LM, and PM (see Materials and
Methods for the definition of eye specificity). B, Density plot for eye-specific responses in V1, LM, and PM. C, Density plot for ocular dominance index (ODI) in V1, LM, and PM (see Materials
and Methods for the computation of ODI). D, Rain cloud plots of ODI for eye-specific responses in V1 (left), LM (middle), and PM (right). Black filled circles represent the mean, and error bars
indicate SD. For density plots p represents statistical significance with multiple-comparisons correction (p, 0.05/3).
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neurons in L2/3 of adult mice across areas V1, LM, and PM (Fig.
1A). By presenting drifting sinusoidal gratings of various tempo-
ral and spatial frequencies to each eye individually, we assessed
eye-specific tuning for spatial frequency, temporal frequency,
and speed (Fig. 1B–F). The spatiotemporal frequency, or speed,
of these gratings was defined as the temporal frequency/spatial
frequency. It has been shown that HVAs can be functionally seg-
regated more robustly using speed preferences over spatial fre-
quency preferences alone (Glickfeld et al., 2013). Response
matrices for each eye viewing condition were fit with a two-
dimensional Gaussian (Priebe et al., 2006; Andermann et al.,
2011; Glickfeld et al., 2013) to generate spatial and temporal fre-
quency-tuning curves and estimate spatiotemporal preferences
(preferred speed = preferred temporal frequency/preferred spa-
tial frequency; Fig. 1F).

Distinct response properties of V1, LM, and PM
In adult mice, neurons in V1, LM, and PM respond distinctly to
spatiotemporal information (Fig. 1C–E). V1 is tuned to relatively
slower temporal frequencies than LM and PM (Fig. 1C, Table 1).
LM is tuned to relatively lower spatial frequencies than V1 and
PM (Fig. 1D, Table 1). The combined differences in spatial and
temporal frequency preferences result in unique spatiotemporal
frequency preferences for V1, LM, and PM (Fig. 1E, Table 1).
While all three areas contain neurons that respond to each or
both eyes, neurons in the HVAs differ in their distribution of
contralateral dominated, binocular, and ipsilateral dominated
neurons (Fig. 2A,B, Table 1). Cells in LM, which is highly binoc-
ular (Fig. 2A,B), prefer relatively lower spatial frequencies and
faster speeds (Fig. 1D,E). In contrast, area PM contains a high
proportion of contralateral dominated cells with fewer ipsilateral

Figure 3. Spatiotemporal tuning and eye specificity are important features distinguishing visual areas. A, Results from a random forest classification performed on multiple parameters [direction selec-
tivity (i.e., DSI), response amplitude, orientation selectivity (i.e., OSI), temporal frequency, speed, eye specificity, and spatial frequency] between areas V1, LM, and PM. B, Pairwise interareal comparisons
for the four most important variables. C, Relationship between preferred spatial frequency and ocular dominance index (ODI) of cells recorded within V1 (left), LM (middle), and PM (right) shown using
scatter plots (linear regression overlaid in black). Data points are color coded by eye specificity (blue, contralateral dominated; yellow, binocular; pink, ipsilateral dominated). D, Relationship between pre-
ferred temporal frequency and ocular dominance index of cells recorded within V1 (left), LM (middle), and PM (right) shown using scatter plots (linear regression overlaid in black). For linear regression
slopes *p, 0.05; **p, 0.01; ***p, 0.001; ****p, 0.0001.
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dominated cells and is tuned to relatively
higher spatial frequencies and slower speeds
(Fig. 1D,E).

We have previously reported that contralat-
eral dominated neurons are functionally dis-
tinct from binocular and ipsilateral dominated
neurons in V1 (Salinas et al., 2017). In our pre-
vious articles (Salinas et al., 2017; Huh et al.,
2020), and here, we applied a filter for visually
responsive significance when calculating ocular
dominance, which we refer to here as “eye
specificity,” whereby only visually driven
responses that met our statistical criteria for
responsivity are used in the calculation for eye
specificity (Fig. 2A,B). Although other studies
have used methods similar to ours (Jaepel et
al., 2017; Jenks and Shepherd, 2020), we recog-
nize that this is not a typical method for calcu-
lating the ODI, where the response of the
nondominant eye is usually taken into consid-
eration regardless of passing a statistical test.
We therefore calculated ODI in a more con-
ventional way as a means to relate our method to more tradi-
tional methods (Fig. 2C,D). Using this more liberal criterion of
data inclusion, we did not find differences in ODI between areas
(Table 1). In adult control mice, we find that contralateral and
ipsilateral dominated neurons are highly biased to the contralat-
eral or ipsilateral eye, respectively, but also contain a nondomi-
nant eye component that fails to pass visual significance in V1,
LM, and PM (Fig. 2D, top, bottom). In contrast, binocular cells
display intermediate ODI values between the contralateral and
ipsilateral dominated ODI distributions in V1, LM, and PM (Fig.
2D, middle).

Spatiotemporal tuning and eye specificity are important
features distinguishing visual areas
To take an unbiased approach to determining what features are im-
portant for distinguishing among V1, LM, and PM, we performed a
random forest analysis on neural data for multiple parameters
including response amplitude, OSI, DSI, spatial frequency, temporal
frequency, speed, and eye specificity. Random forest analysis
revealed that eye specificity, speed, spatial frequency, and temporal
frequency are the most important features distinguishing among
V1, LM, and PM in adult control mice (Fig. 3A,B). Since eye speci-
ficity was shown to be as important as temporal frequency (TF),
spatial frequency (SF), and spatiotemporal frequency (TF/SF, or
speed) tuning, we asked whether there was a relationship between
ODI and TF, SF or speed in V1, LM and PM. In V1, spatial fre-
quency is correlated with ODI (Fig. 3C, left) while temporal fre-
quency is not (Fig. 3D, left). In LM, spatial frequency is correlated
with ODI (Fig. 3C, middle) but temporal frequency is not (Fig. 3D,
middle). Last, in PM, neither spatial frequency nor temporal fre-
quency is correlated with ocular dominance index (Fig. 3C, right,D,
right). Together, ODI is negatively correlated with preferred speed
in V1 (see Fig. 5A, left), but not LM or PM (see Fig. 5A, middle,
right).

Previously, we reported that contralateral dominated neurons in
V1 were tuned to higher spatial frequencies than binocular or ipsi-
lateral dominated neurons (Salinas et al., 2017). Here we report that
ODI is negatively correlated with speed preferences in V1, but not
LM or PM, in control mice. Given the unique speed preference pro-
files of V1, LM, and PM, we hypothesized that depriving mice of
visual experience through one eye during the critical period for bin-
ocular vision may differentially alter the speed preferences of cells in
V1, LM, and PM.

Monocular deprivation alters the relationship between ODI
and speed preferences in higher visual areas
To determine whether the functional differentiation of HVAs
depends on early binocular visual experience, we deprived mice
of vision through the contralateral or ipsilateral eye for 2 weeks
starting at P19 (CMD, IMD) and assessed eye-specific spatiotem-
poral tuning in adulthood. We used the visual field sign map to
determine areal borders and found no differences in the sizes of
visual areas in adulthood following visual deprivation (Fig. 4A,B,
Table 2). We also found no evidence for a change in the percent-
age of visually responsive or well fit neurons in V1, LM, or PM
following monocular deprivation (Fig. 4C, Table 2). These results
suggest that some fundamental properties such as the size of the
visual areas and visual responsiveness remain intact in adulthood
following juvenile MDmanipulations.

We asked whether the correlation between ODI and speed
preferences is altered following CMD or IMD in V1, LM, and
PM (Fig. 5). In V1, neither CMD nor IMD disrupts the negative
correlation between ODI and speed preferences (Fig. 5B,C). In
LM and PM, which normally have no correlation between ODI
and speed preferences, IMD leads to a negative correlation
between ODI and speed preferences (Fig. 5). This relationship is
demonstrated quantitatively as the slope of the linear regression
line, which is larger in LM and PM with both CMD and IMD
compared with control (Fig. 5D). To summarize, in normally
reared adult mice, ODI is negatively correlated with speed prefer-
ences in V1, but not LM and PM (Fig. 5D). Following depriva-
tion, the general relationship between ODI and spatiotemporal
tuning is preserved in V1 but is altered in LM or PM (Fig. 5D).
Following deprivation, especially ipsilateral eye deprivation, LM
and PM cells gain a negative correlation between ODI and speed
preferences that resembles that of V1 (Fig. 5D). Thus, monocular
deprivation of either eye produces a similar ODI and speed pref-
erence relationship for all three areas, resulting in areas that are
functionally more similar.

Monocular deprivation alters speed preferences in V1, LM,
and PM differentially
In V1, CMD and IMD result in a shift of the distribution for
preferred spatial frequency toward lower spatial frequencies
(Fig. 6B, Table 3) with no significant change in the distribution
of preferred temporal frequency (Fig. 6A, Table 3). Overall, both
CMD and IMD shift speed preferences toward faster speeds in V1

Figure 4. Monocular deprivation does not impact areal map formation. A, Example retinotopic and visual field sign maps
for control (top) and monocularly deprived mice (middle and bottom). Maps of azimuth (left column) and elevation (middle
column) were used to generate the visual field sign map (right column) and distinguish area borders in control (NoMD, top),
contralateral eye deprived (CMD, middle) and ipsilateral eye deprived mice (IMD, bottom). B, Quantification of V1 (left), LM
(middle), and PM (right) area size in NoMD (gray), CMD (blue), and IMD (pink) mice. Mean and SEM values for the area are
shown as bars while dots indicate data points gathered from each recording field. C, Left, Mean percentage of visually respon-
sive neurons in V1 (left), LM (middle) and PM (right) for NoMD (gray bars), CMD (blue bars), and IMD (pink bars). Each field
recording is represented by a dot. Error bars indicate SEM. Right, Percentage of well fit neurons for NomD (gray bars), CMD
(blue bars), and IMD (pink bars) for V1, LM and PM.
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(Fig. 6C, Table 3). Although monocular deprivation did not signif-
icantly shift the individual distributions of preferred temporal
frequency (Fig. 6D,G, Table 3) or spatial frequency (Fig. 6E,H,
Table 3) in LM or PM, CMD results in a shift of speed preferences
toward slower speeds in LM (Fig. 6F, Table 3) while IMD results
in a shift of speed preferences toward faster speeds in PM (Fig. 6I,
Table 3). Thus, contralateral and ipsilateral eye monocular depri-
vation results in differential shifts in spatiotemporal tuning in V1,
LM, and PM (Fig. 6J–L).

Monocular deprivation disrupts areal differentiation
We next asked how monocular deprivation impacts the interar-
eal differentiation of spatiotemporal tuning of V1, LM, and PM.
Compared with control mice, where there are distinct spatiotem-
poral tuning differences among V1, LM, and PM (Fig. 1C–E), we
find that interareal differences are generally weakened in CMD
and IMD mice (Fig. 7A–F). Differences in speed preferences
between areas were eliminated in CMD mice and largely abol-
ished in IMD mice (except for the difference between V1 and
LM in IMD; Fig. 7C,F, Tables 1, 4, 5). These effects are largely
driven by the diminished differences between areas in terms of
spatial frequency tuning (Figs. 1D, 7B,E, Tables 1, 4, 5), whereas
some of the temporal frequency tuning differences between areas
are preserved (Figs. 1C, 7A,D, Tables 1, 4, 5). Overall, these find-
ings indicate that there is disrupted interareal differentiation for
spatiotemporal tuning following CMD and IMD (compare Figs.
7C,F, 1E).

To explicitly test whether interareal differences in spa-
tiotemporal tuning are impacted by juvenile monocular
deprivation, we used the Mahalanobis distance metric
(Murakami et al., 2017). In controls, the spatiotemporal
preferences of each area fall within distinct clusters (Fig.
7G,H, Table 6). Both CMD and IMD appeared to reorganize the
functional clustering of visual areas (Fig. 7G,H, Table 6). To test
the effect of MD on functional clustering, we compared the
interareal Mahalanobis distances by animal. CMD had a sig-
nificant effect on the interareal Mahalanobis distances (Fig. 7I,
top, Table 6). Most notably, the Mahalanobis distance between
V1 and LM in the spatiotemporal domain was greatly reduced
(Fig. 7I, top, Table 6; LM vs V1, p= 0.0091). By animal analysis
demonstrates that CMD diminishes the summed interareal
Mahalanobis distances, resulting in reduced functional

differentiation between areas (Fig. 7I, bottom, Table 6). IMD
also had a significant effect on the interareal distances between
V1 and LM (Fig. 7J, top, Table 6), but overall the effects on the
summed interareal distances were not significant (Fig. 7J, bottom,
Table 6). Thus, both CMD and IMD reduced interareal differences
in spatiotemporal tuning.

Monocular deprivation alters eye-specific speed preferences
within visual areas
We previously reported distinct eye-specific functional tuning
for spatial frequency in V1 neurons (Salinas et al., 2017). To
address whether eye-specific neural responses are functionally
differentiated in higher visual areas, we grouped neural responses
into three eye-specific categories [Fig. 8: contralateral dominated
(C), binocular (B), ipsilateral dominated (I) neurons] and tested
whether their distributions for preferred speed were significantly
different in control mice (Fig. 8A–C). In V1 and LM, neurons
dominated by the contralateral eye inputs prefer the slowest
speeds (Fig. 8A,B, Table 7), whereas in PM all eye-specific neural
responses were generally tuned to relatively slow/intermediate
speeds (Fig. 8C, Table 7). In V1, neurons linked by eye specificity
are tuned to distinct spatiotemporal information, with binocular
neurons preferring intermediate speeds and ipsilateral-domi-
nated neurons preferring the fastest speeds (Fig. 8A). Ipsilateral
dominated neurons of LM prefer significantly faster speeds than
their contralateral dominated counterparts (Fig. 8B). In contrast,
in PM, neurons linked by eye specificity are less distinct in their
speed preferences compared with the other areas (Fig. 8C).

Neither CMD nor IMD led to a total elimination of the differ-
ence in eye-specific speed preferences in V1 since contralateral
dominated cells are tuned to slower speeds compared with bin-
ocular and ipsilateral dominated cells in CMD and IMD (Fig.
8D,G, Tables 8, 9). In LM, many of the differences in eye-specific
speed tuning also remain following CMD and IMD (Fig. 8B,E,H,
Tables 8, 9). In PM, eye-specific speed-tuning differences are not
significant in controls but become more pronounced following
IMD, but not CMD (Fig. 8C,F,I, Tables 8, 9). Overall, contralat-
eral and ipsilateral eye monocular deprivation results in differen-
tial shifts in spatiotemporal tuning of eye-specific responses in
V1, LM, and PM (Fig. 8J–L).

To quantify the effect of MD on the functional differen-
tiation of eye-specific responses in V1, LM, and PM, we

Table 2. General properties of visual areas

Figure panel Measure / Statistic Area NoMD CMD IMD By cell or by animal

Figure 4, all Sample size: # mice V1 8 mice 6 mice 6 mice
LM 7 mice 6 mice 6 mice
PM 8 mice 6 mice 6 mice

Figure 4B Mean area size (mm2) V1 4.02 4.2 4.37 By animal
LM 0.93 1.04 1.02 By animal
PM 0.51 0.58 0.59 By animal

Figure 4B One-way ANOVA on mean area size V1 NS, p= 0.19 By animal
LM NS, p= 0.29 By animal
PM NS, p= 0.33 By animal

Figure 4C, left Mean % responsive V1 54.3 51.4 58.6 By animal
LM 57.6 61.3 65.9 By animal
PM 39.8 41.7 36.5 By animal

Figure 4C, left Two-way ANOVA on mean % resp Area p= 0.0003; deprivation p= 0.87; area � deprivation p= 0.78 By animal
Figure 4C, right Mean % well fit V1 34.4 32.3 40 By animal

LM 38.7 39.8 43.5 By animal
PM 23.4 25.2 25.6 By animal

Figure 4C, right Two-way ANOVA on mean % well fit Area p, 0.0001; deprivation p= 0.41; area � deprivation p= 0.94 By animal

Size of visual area, percentage of cells that were visually responsive, and percentage of cells that were considered well fit by the two-dimensional Gaussian and included in our analyses.
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Figure 5. Effects of monocular deprivation on the relationship between ocular dominance and spatiotemporal tuning. A, Relationship between preferred speed and ocular dominance index
(ODI) of cells recorded within V1 (left), LM (middle), and PM (right) of control mice shown using scatter plots (linear regression overlaid in black). Data points are color coded by eye specificity
(blue, contralateral dominated; yellow, binocular; pink, ipsilateral dominated). B, Relationship between preferred speed and ocular dominance index of cells recorded within V1 (left), LM (mid-
dle), and PM (right) of CMD mice shown using scatter plots (linear regression overlaid in black). C, Relationship between preferred speed and ocular dominance index of cells recorded within
V1 (left), LM (middle), and PM (right) of IMD mice shown using scatter plots (linear regression overlaid in black). D, Linear regressions with shaded SE describing the relationship between pre-
ferred speed and ODI overlaid for each area (V1, black; LM, red; PM, blue) in NoMD (right), CMD (middle), and IMD (right) mice. For linear regression slopes *p, 0.05; **p, 0.01;
***p, 0.001; ****p, 0.0001.
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used the Mahalanobis distance metric. In V1, binocular spa-
tiotemporal preferences are no longer distinct from the ip-
silateral-dominated preferences following both CMD and
IMD (Fig. 8M, first column: No MD, summed Mahalanobis
distance=1.42; CMD, summedMahalanobis distance = 0.68; IMD,
summed Mahalanobis distance = 1.12; Fig. 8N, top). In LM, eye-
specific spatiotemporal preferences are less functionally distinct fol-
lowing CMD and are more distinct following IMD [Fig. 8M, middle
column: No MD, summed Mahalanobis distance=0.31 (Table 10);
CMD summed Mahalanobis distance = 0.23 (Table 10); IMD,
Summed Mahalanobis distance = 0.42 (Table 10); Fig. 8N,
middle]. In PM, the eye-specific spatiotemporal preferences
are more functionally distinct following both CMD and
IMD, but especially following IMD [Fig. 8M, left column: No
MD, summed Mahalanobis distance = 0.26 (Table 10); CMD,
summed Mahalanobis distance = 0.55 (Table 10); IMD,
summed Mahalanobis distance = 0.77 (Table 10); Fig. 8N,
bottom]. These results, together with those presented in
Figure 5, indicate that MD has distinct effects on functional
differentiation of eye-specific signals in different visual areas,
such that the eye-specific signals are preserved but less dis-
tinct in V1 following CMD and IMD, while eye-specific sig-
nals become more distinct in LM and PM following IMD.

Monocular deprivation disrupts the relationship between
ocular dominance and degree of speed tuning in V1
Mouse visual areas are not only selective for unique spatiotempo-
ral information, but also have varying degrees of speed tuning or
the dependence of temporal frequency preference on spatial fre-
quency (Andermann et al., 2011; Roth et al., 2012; Fig. 1F, left,
speed-tuned example, F, right, not speed-tuned example). We
assessed the interareal differences of the degree of speed tuning
in V1, LM, and PM and asked whether MD alters the degree of
speed tuning (Fig. 9A). Speed-tuning indices indicate the degree
of speed tuning of a cell, as follows: speed tuned (j � 1), not
speed tuned (j � 0), or anti-tuned (j � �1). We found no dif-
ference in the distributions for speed-tuning indices between

areas, although we did notice that HVAs have a higher propor-
tion of speed-tuned (j � 1) cells than V1, similar to what has
been previously reported in mice (Fig. 9A, left, Table 11;
Andermann et al., 2011). CMD exaggerated the difference in the
proportion of speed-tuned cells between V1 and PM, while IMD
did not (Fig. 9A, middle, right, Table 11). Overall, MD did not
disrupt the expression of speed-tuned cells in LM or PM.

Since the degree of speed tuning has been demonstrated to
negatively correlate with speed preferences (Andermann et al.,
2011), and, because contralateral-dominated responses are pref-
erentially tuned to slower speeds in V1 (Figs. 5A, 8A), we tested
whether there is a relationship between speed-tuning index and
ODI in control and MD mice. In control mice, ODI is positively
correlated with the speed-tuning index in all three visual areas
(Fig. 9B). Linear regression analysis revealed that V1, LM, and
PM have similar slopes but different intercepts, because of the
overall higher degree of speed tuning in LM and PM (Fig. 9C,
left: V1, y-intercept = 0.23; LM, y-intercept = 0.43; PM, y-inter-
cept = 0.41, p= 0.035). Interestingly, CMD and IMD disrupt the
relationship between speed-tuning index and ODI, flattening the
linear regression slope in V1 (Fig. 9C, middle, right). However,
CMD did not disrupt the speed-tuning index–ODI relationship
in LM or PM (Fig. 9C, middle: LM, r= 0.42 p=0.0094; PM,
r= 0.56, p=0.0031). In IMD mice, there is no significant rela-
tionship between speed-tuning index and ODI in any of the areas
(Fig. 9C, right: V1, p=0.93; LM, p=0.25; PM, p= 0.52; intercept,
p= 0.36). Our results suggest that MD during the critical period
disrupts the relationship between ODI and speed tuning index in
V1 without causing significant impairments in the degree of
speed tuning in higher visual areas.

Discussion
In this study, we find three pronounced effects of MD during the
critical period on the functional differentiation of adult visual
cortical areas. First, the functional differentiation of three visual
areas, V1, LM, and PM, collapses following juvenile deprivation,

Table 3. Effect of CMD and IMD on visual properties

Figure panel Measure Area NoMD CMD IMD Statistic
By cell or by
animal NoMD vs CMD NoMD vs IMD

Figure 6, all Sample size: # neurons (# mice) V1 819 (8 mice) 726 (6 mice) 357 (4 mice)
LM 645 (7 mice) 567 (4 mice) 370 (4 mice)
PM 488 (8 mice) 216 (4 mice) 202 (4 mice)

Figure 6A, left TF median (Hz) V1 1.38 1.4 1.67 KW test*, NS, p= 0.22 By cell NS, p. 0.99 NS, p= 0.17
LM 1.97 1.91 1.88 KW test*, NS, p= 0.44 By cell NS, p= 0.41 NS, p. 0.99
PM 1.85 2.21 2.21 KW test*, NS, p= 0.04 By cell NS, p= 0.21 NS, p= 0.037

Figure 6A, right TF mean (Hz) V1 1.78 1.83 1.88 Hierarchical bootstrap By cell NS, p= 0.52 NS, p= 0.21
LM 2.13 2.05 2.08 Hierarchical bootstrap By cell NS, p= 0.28 NS, p= 0.38
PM 1.95 2.17 2.25 Hierarchical bootstrap By cell NS, p= 0.053 NS, p= 0.11

Figure 6B, left SF median (cycle/°) V1 0.11 0.088 0.091 KW test*, p= 0.0002, KW(s) = 17.0 By cell p= 0.0002 p= 0.009
LM 0.077 0.096 0.077 KW test*, NS, p= 0.037 By cell NS, p= 0.027 NS, p. 0.99
PM 0.13 0.12 0.106 KW test*, NS, p= 0.14 By cell NS, p= 0.65 NS, p= 0.10

Figure 6B, right SF mean (cycle/°) V1 0.109 0.093 0.094 Hierarchical bootstrap By cell p= 0.03 p= 0.03
LM 0.083 0.093 0.086 Hierarchical bootstrap By cell NS, p= 0.10 NS, p= 0.35
PM 0.12 0.11 0.1 Hierarchical bootstrap By cell NS, p= 0.29 NS, p= 0.23

Figure 6C, left Speed median (deg/sec) V1 16.1 19.4 20.4 KW test*, p= 0.0003, KW(s) = 16.3 By cell p= 0.0008 p= 0.0035
LM 28.1 22.2 28.3 KW test, p= 0.015, KW(s) = 8.40 By cell p= 0.010 NS, p. 0.99
PM 17.3 21.1 25.3 KW test*, p= 0.006, KW(s) = 10.4 By cell NS, p= 0.14 p= 0.0042

Figure 6C, right Speed mean (deg/sec) V1 16.3 19.8 20.1 Hierarchical bootstrap By cell p= 0.028 p= 0.04
LM 25.6 22 24.3 Hierarchical bootstrap By cell NS, p= 0.11 NS, p= 0.35
PM 17 20 22.3 Hierarchical bootstrap By cell NS, p= 0.086 p= 0.014

KW, Kruskal–Wallis test. TF, SF, and TF/SF preferences of cells that were visually responsive in each area in NoMD, CMD, or IMD mice.
*Statistics with a multiple-comparisons correction.
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regardless of which eye was deprived. Second, we find reorgan-
ization in the functional specialization of eye-specific speed pref-
erences within these areas. Third, despite changes in the
relationship between ODI and the degree of speed tuning in V1,
MD does not prevent the emergence of speed-tuned cells in LM
and PM. Together, our findings indicate that binocular vision is
required for the development of spatiotemporal tuning preferen-
ces among multiple visual areas, and of eye-specific spatiotempo-
ral signals within individual areas.

While it has been shown that the functional differentiation of
HVAs is refined over the course of development (Murakami et
al., 2017), the role of visual experience in HVA differentiation
has been unexplored. Our study demonstrates that MD during
the ocular dominance critical period alters the spatiotemporal
responses in mouse visual cortex, resulting in a reduction of areal
differentiation that persists into adulthood after binocular vision
is restored (Fig. 10). It has been proposed that areas of the puta-
tive dorsal stream take longer to develop than areas of the

putative ventral stream (Smith et al., 2017). Here, we show that
speed preferences of area LM, which is considered to belong to
the putative ventral stream, is altered with MD, particularly
CMD (Fig. 6F), while the selectivity of PM, grouped into the pu-
tative dorsal stream, is disrupted more by IMD (Fig. 6I). In con-
trast, both CMD and IMD led to the same shift of speed
preferences toward faster speeds in V1 (Fig. 6C). The shifts in
speed preferences were opposite in direction for LM and PM,
revealing that the HVAs were not simply inheriting changes that
occur at the level of V1 (Fig. 6J–L). Together, these results sug-
gest that proper binocular visual experience, and not just proper
contralateral eye visual experience, is required for the functional
differentiation of HVAs.

Here, we used single-cell resolution imaging and probed both
contralateral and ipsilateral eye stimulation in V1 and HVAs to
reveal that the differentiation of tuning selectivity among these
areas is reduced by both CMD and IMD during the ocular domi-
nance critical period. Although we have not directly

Figure 6. Monocular deprivation shifts spatiotemporal tuning differentially in V1, LM, and PM. A–C, V1 temporal frequency preferences (A), spatial frequency preferences (B), and speed
preferences (C). Left, Density plots of preferred tuning of cells recorded from NoMD (black), CMD (blue), and IMD (pink) mice. Right, Bootstrapped means for preferred tuning of NoMD (gray),
CMD (blue), and IMD (pink) mice. D–F, LM temporal frequency preferences (D), spatial frequency preferences (E), and speed preferences (F). Same conventions as in A–C but for LM. G–I, PM
temporal frequency preferences (G), spatial frequency preferences (H), and speed preferences (I). Same convention as in A–C but for PM. J, Difference in octaves in the bootstrapped mean pre-
ferred temporal frequency of NoMD and CMD mice (left, shaded blue) or NoMD and IMD mice (right, shaded pink) for V1 (gray), LM (red), and PM (blue). K, Difference in the bootstrapped
mean preferred spatial frequency of NoMD and CMD mice or NoMD and IMD mice (same convention as J). L, Difference in the bootstrapped mean preferred speed of NoMD and CMD mice or
NoMD and IMD mice (same convention as J). Error bars in A–I represent confidence intervals. Error bars in J–L represent the SE for the difference of the means. For density plots, * represents
statistical significance with multiple-comparisons correction (p, 0.05/3). For bootstrapped mean plots, *p, 0.05.

1480 • J. Neurosci., February 17, 2021 • 41(7):1470–1488 Salinas et al. · Visual Areas Depend on Early Binocular Experience



Figure 7. Monocular deprivation disrupts proper functional segregation of higher visual areas. A–C, Preferred temporal frequency (A), spatial frequency (B), and speed (C) of cells recorded
in CMD mice. Left, Density plots of preferred tuning of cells in V1 (black), LM (red), and PM (blue). Right, Bootstrapped means for preferred tuning of cells in V1 (black), LM (red), and PM
(blue). D–F, Preferred temporal frequency (D), spatial frequency (E), and speed (F) of cells recorded in IMD mice. Same convention as in A–C but for cells recorded in IMD mice. G, Heatmap of
interareal Mahalanobis distances in NoMD (top), CMD (middle), and IMD (bottom) mice. H, Scatter plot for mean preferred spatial frequency and mean preferred temporal frequency for V1,
LM, and PM in matched NoMD (top), CMD (middle), or IMD (bottom) mice. Each individual point is an animal while larger points represent the mean of the means. Control data are shown in
gray. I, Top, Matched by animal mean Mahalanobis distances for interareal comparisons in NoMD (gray) and CMD (blue) mice. Bottom, Matched by animal mean summed Mahalanobis distance
for interareal comparisons in NoMD and CMD mice. J, Top, Matched by animal interareal Mahalanobis distances for NoMD (gray) and IMD (pink) mice. Bottom, Matched by animal mean
summed interareal Mahalanobis distances for NoMD and IMD mice. For A–F, error bars represent confidence intervals. For I and J, error bars represent the SEM. For I and J each individual point
represents data from one animal. For density plots in A–F, * represents statistical significance with multiple-comparisons correction (p, 0.05/3). For bootstrapped mean plots in A–F, and for
panels G and I, *p, 0.05; **p, 0.01; ***p, 0.001; ****p, 0.0001.
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demonstrated that MD results in a disruption of development
rather than a deterioration of some functional properties (by
depriving the mice of visual input after the higher visual areas
have reached adult-like patterns at ;P25, based on the study by
Murakami et al., 2017), we hypothesize that MD disrupts devel-
opment for the following three reasons: (1) we failed to find a

difference in the percentage of cells that were visually driven fol-
lowing MD, suggesting a shift in spatiotemporal tuning rather
than a deterioration; (2) the spatiotemporal tuning of eye-specific
responses suggests that binocular cell preferences are shifting in
V1; and (3) behaviorally measured visual acuity refines well after
P25, up until P40, and long-term MD (P24–P45) results in a

Table 4. Visual properties in CMD mice

Figure panel Measure V1 LM PM Statistic By cell or by animal V1 vs LM V1 vs PM LM vs PM

Figure 7A–C Sample size: # neurons
(# mice)

726 (6 mice) 567 (4 mice) 216 (4 mice)

Figure 7A, left TF median (Hz) 1.4 1.91 2.21 KW test*, p= 0.0003, KW(s) = 16.5 By cell p= 0.0054 p= 0.0016 NS, p= 0.74
Figure 7A, right TF mean (Hz) 1.83 2.05 2.17 Hierarchical bootstrap By cell p= 0.031 p= 0.0047 NS, p= 0.10
Figure 7B, left SF median (cycle/°) 0.088 0.096 0.12 KW test*, NS, p= 0.034 By cell NS, p. 0.99 NS, p= 0.033 NS, p= 0.07
Figure 7B, right SF mean (cycle/°) 0.093 0.093 0.11 Hierarchical bootstrap By cell NS, p= 0.53 p= 0.045 NS, p= 0.08
Figure 7C, left Speed median (°/s) 19.4 22.2 21.1 KW test*, NS, p= 0.18 By cell NS, p= 0.24 NS, p. 0.99 NS, p= 0.68
Figure 7C, right Speed mean (°/s) 19.8 22 20 Hierarchical bootstrap By cell NS, p= 0.18 NS, p= 0.45 NS, p= 0.24

KW, Kruskal–Wallis. TF, SF, and TF/SF preferences of cells that were visually responsive in contralateral eye-deprived mice.
*Statistics with a multiple-comparisons correction.

Table 5. Visual properties in IMD mice

Figure panel Measure V1 LM PM Statistic By cell or by animal V1 vs LM V1 vs PM LM vs PM

Figure 7D–F Sample size: # neurons
(# mice)

357 (4 mice) 370 (4 mice) 202 (4 mice)

Figure 7D, left TF median (Hz) 1.67 1.88 2.21 KW test*, p= 0.0072, KW(s) = 9.8 By cell NS, p= 0.12 p= 0.007 NS, p= 0.57
Figure 7D, right TF mean (Hz) 1.88 2.08 2.25 Hierarchical bootstrap By cell NS, p= 0.098 NS, p= 0.072 NS, p= 0.26
Figure 7E, left SF median (cycle/°) 0.091 0.078 0.11 KW test*, NS, p= 0.096 By cell NS, p= 0.41 NS, p. 0.99 NS, p= 0.12
Figure 7E, right SF mean (cycle/°) 0.094 0.086 0.1 Hierarchical bootstrap By cell NS, p= 0.24 NS, p= 0.32 NS, p= 0.19
Figure 7F, left Speed median (°/s) 20.4 28.3 25.3 KW test*, p= 0.013, KW(s) = 8.7 By cell p= 0.0095 NS, p= 0.47 NS, p= 0.85
Figure 7F, right Speed mean (°/s) 20.1 24.4 22.3 Hierarchical bootstrap By cell NS, p= 0.093 NS, p= 0.22 NS, p= 0.27

KW, Kruskal–Wallis. TF, SF, and TF/SF preferences of cells that were visually responsive in ipsilateral eye-deprived mice.
*Statistics with a multiple-comparisons correction.

Table 6. Interareal Mahalanobis distance analysis

Figure panel Measure/statistic Area NoMD CMD IMD By cell or by animal

Figure 7G Sample size: # neurons (# mice) V1 819 (8 mice) 726 (6 mice) 357 (4 mice)
LM 645 (7 mice) 567 (4 mice) 370 (4 mice)
PM 488 (8 mice) 216 (4 mice) 202 (4 mice)

Figure 7G Mahalanobis distance, all cells V1 vs LM 0.202 0.033 0.04 By cell
V1 vs PM 0.033 0.093 0.076 By cell
LM vs PM 0.167 0.036 0.043 By cell

Figure 7G Wilk’s l test* on Mahalanobis distance V1 vs LM p, 0.0001 p= 0.0058 NS, p= 0.027 By cell
V1 vs PM p= 0.0064 p= 0.0004 p= 0.008 By cell
LM vs PM p, 0.0001 NS, p= 0.058 NS, p= 0.062 By cell

Figure 7I–J, top Mean Mahalanobis distance, by animal V1 vs LM 0.54 0.11 0.15 By animal#

V1 vs PM 0.16 0.089 0.28 By animal#

LM vs PM 0.23 0.043 0.2 By animal#

Figure 7I,J, bottom Summed Mahalanobis distance All pairwise 0.92 0.24 0.65 By animal#

Figure 7I, top Two-way ANOVA on mean Mahalanobis
distance

NoMD vs CMD: area p= 0.06; deprivation p= 0.022;
area x deprivation p= 0.14

Sidak’s post hoc test V1 vs LM (No MD vs CMD) p= 0.0091
V1 vs PM (No MD vs CMD) NS, p= 0.91
LM vs PM (No MD vs CMD) NS, p= 0.37

Figure 7I, bottom Welch’s unpaired t test No MD vs CMD p= 0.039
Figure 7J, top Two-way ANOVA on mean Mahalanobis

distance
NoMD vs IMD: area p= 0.40; deprivation p= 0.28;
area x deprivation p= 0.078

Sidak’s post hoc test V1 vs LM (No MD vs IMD) p= 0.042
V1 vs PM (No MD vs IMD) NS, p= 0.82
LM vs PM (No MD vs IMD) NS, p= 0.99

Figure 7I, bottom Welch’s unpaired t test No MD vs IMD p= 0.38

Mahalanobis distances based on preferred spatial and temporal frequency for each area in NoMD, CMD, and IMD mice.
*Statistics with a multiple-comparisons correction.
#N = 4 for NoMD mice and N = 3 for CMD or IMD mice.
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Figure 8. Monocular deprivation disrupts proper functional segregation of eye-specific responses in visual cortex. A–C, Preferred speed of eye-specific responses recorded in V1 (A), LM (B),
and PM (C) of NoMD mice. Left, Density plots of preferred speeds of eye-specific responses (blue, contralateral dominated; yellow, binocular; pink, ipsilateral dominated) from NoMD mice.
Right, Bootstrapped means for preferred speeds of eye-specific responsive cells (blue, contralateral dominated; yellow, binocular; pink, ipsilateral dominated) from NoMD mice. D–F, Preferred
speed of eye-specific responses recorded in V1 (D), LM (E), and PM (F) of CMD mice. Same convention as in A–C but for cells recorded in CMD mice. G–I, Preferred speed of eye-specific
responses recorded in V1 (G), LM (H), and PM (I) of IMD mice. Same convention as in A–C but for cells recorded in IMD mice. J–L, Difference in octaves in the bootstrapped mean preferred
speed of eye-specific responses in NoMD and CMD mice (left, shaded blue) or NoMD and IMD mice (right, shaded pink) for V1 (J), LM (K), and PM (L). M, Heatmaps for intra-areal eye-specific
Mahalanobis distances for preferred spatiotemporal frequency in V1 (left, black column), LM (middle, red column), and PM (right, blue column) for NoMD (top row), CMD (middle row), and
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permanent deficit in acuity (Stephany et al., 2014). To address
the mechanism by which MD results in a reduced differentiation
of visual areas, one could track the response properties of single
cells from different visual areas before and after deprivation dur-
ing the ocular dominance critical period. Since Murakami et al.
(2017) reported that anatomically defined dorsal stream areas
may be further divided into multiple substreams, future studies
could investigate whether the effects of MD are distinct for dif-
ferent putative dorsal stream areas.

Table 7. Eye-specific visual properties in NoMD mice

Figure panel Measure Area C B I Statistic By cell or by animal C vs B C vs I B vs I

Figure 8A–C, all Sample size: #
neurons (# mice)

V1 418 (8 mice) 226 (8 mice) 174 (8 mice)

LM 248 (7 mice) 296 (7 mice) 101 (7 mice)
PM 245 (8 mice) 175 (8 mice) 68 (8 mice)

Figure 8A–C, left Speed median (°/s) V1 11.3 18.1 33.3 KW test*, p, 0.0001,
KW(s) = 85.2

By cell p= 0.0002 p, 0.0001 p, 0.0001

LM 20 32.9 33.2 KW test*, p, 0.0001,
KW(s) = 22.3

By cell p, 0.0001 p= 0.013 NS, p. 0.99

PM 14.2 22 19.2 KW test*, p= 0.04,
KW(s) = 6.3

By cell p= 0.039 NS, p= 0.77 NS, p. 0.99

Figure 8A–C, right Speed mean (°/s) V1 12.4 17.7 28.9 Hierarchical bootstrap By cell p= 0.029 p, 0.0001 p= 0.12
LM 20.6 29.8 28.2 Hierarchical bootstrap By cell p= 0.006 p= 0.071 p= 0.41
PM 15.2 19.3 18.3 Hierarchical bootstrap By cell NS, p= 0.071 NS, p= 0.21 NS, p= 0.42

KW, Kruskal–Wallis. Preferred speed preferences for eye-specific responses in each area for control mice.
*Statistics with a multiple-comparisons correction.

Table 8. Eye-specific visual properties in CMD mice

Figure panel Measure Area C B I Statistic By cell or by animal C vs B C vs I B vs I

Figure 8D–F, all Sample size: #
neurons (# mice)

V1 391 (6 mice) 174 (6 mice) 161 (6 mice)

LM 246 (4 mice) 193 (4 mice) 128 (4 mice)
PM 96 (4 mice) 81 (4 mice) 39 (4 mice)

Figure 8D–F, left Speed median (°/s) V1 16.5 27.9 31.2 KW test*, p, 0.0001,
KW(s) = 47.1

By cell p, 0.0001 p, 0.0001 NS, p= 0.63

LM 18 26.4 25.8 KW test*, p= 0.0005,
KW(s) = 15.4

By cell p= 0.0005 p= 0.03 NS, p. 0.99

PM 17.5 23.6 21.5 KW test*, p= 0.34,
KW(s)=2.1

By cell NS, p= 0.52 NS, p= 0.95 NS, p. 0.99

Figure 8D–F, right Speed mean (°/s) V1 15.7 24.8 27.5 Hierarchical bootstrap By cell p= 0.0002 p, 0.0001 NS, p= 0.25
LM 18.1 26.5 24.4 Hierarchical bootstrap By cell p= 0.017 p= 0.04 NS, p= 0.31
PM 17.8 21.9 22.2 Hierarchical bootstrap By cell NS, p= 0.15 NS, p= 0.13 NS, p= 0.52

KW, Kruskal–Wallis. Preferred speed preferences for eye-specific responses in each area for contralateral eye-deprived mice.
*Statistics with a multiple-comparisons correction.

Table 9. Eye-specific visual properties in IMD mice

Figure panel Measure Area C B I Statistic By cell or by animal C vs B C vs I B vs I

Figure 8G–I, all Sample size: #
neurons (# mice)

V1 162 (4 mice) 124 (4 mice) 71 (4 mice)

LM 171 (4 mice) 132 (4 mice) 67 (4 mice)
PM 105 (4 mice) 51 (4 mice) 46 (4 mice)

Figure 8G–I, left Speed median (°/s) V1 13.9 26.6 33.2 KW test*, p, 0.0001,
KW(s) = 39.8

By cell p, 0.0001 p, 0.0001 NS, p. 0.99

LM 21.9 32.6 33.3 KW test*, p= 0.003,
KW(s) = 11.6

By cell p= 0.023 p= 0.011 NS, p. 0.99

PM 18.3 33.3 30.9 KW test*, p= 0.0028,
KW(s) = 11.7

By cell p= 0.009 p= 0.031 NS, p. 0.99

Figure 8G–I, right Speed mean (°/s) V1 14.2 26.2 28.4 Hierarchical bootstrap By cell p= 0.0005 p, 0.0001 NS, p= 0.33
LM 20.4 27.8 29.8 Hierarchical bootstrap By cell NS, p= 0.06 p= 0.029 NS, p= 0.66
PM 17 30.4 29.6 Hierarchical bootstrap By cell p= 0.002 p= 0.005 NS, p= 0.46

KW, Kruskal–Wallis. Preferred speed preferences for eye-specific responses in each area for ipsilateral eye-deprived mice.
*Statistics with a multiple-comparisons correction.

/

IMD (bottom row) mice. N, Summary bar plot for Mahalanobis distances shown in M. For A–
I, error bars represent confidence intervals. For density plots in A–I, * represents statistical
significance with multiple-comparisons correction (p, 0.05/3). Error bars in J–L represent
the SE for the difference of the means. For bootstrapped mean plots in A–I and panel M,
*p, 0.05; **p, 0.01; ***p, 0.001; ****p, 0.0001. For N, * indicates any statistically
significant comparison found in M (p, 0.05).
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Previously, we found that V1 cells dominated by the contra-
lateral eye prefer higher spatial frequencies than binocular or ip-
silateral dominated responses (Salinas et al., 2017). Here, we
report that the spatiotemporal tuning is significantly correlated
with ODI in V1 and that this relationship is less pronounced or

absent in LM and PM in normally reared adult mice (Figs. 5, 8,
10). In V1, in the spatiotemporal domain, contralateral domi-
nated responses are tuned to slower speeds (low temporal fre-
quency/high spatial frequency), binocular cells are tuned to
intermediate speeds, and ipsilateral dominated cells are tuned

Table 10. Eye-specific Mahalanobis distance analysis

Figure panel Measure/statistic MD status Area C vs B C vs I B vs I By cell or by animal

Figure 8M,N, all Sample size: # neurons (# mice) See Table 7-Table 9 for sample size
Figure 8M, top Mahalanobis distance NoMD V1 0.14 0.93 0.35 By cell

LM 0.16 0.12 0.032 By cell
PM 0.12 0.14 0.007 By cell

Figure 8M, middle Mahalanobis distance CMD V1 0.24 0.4 0.042 By cell
LM 0.14 0.08 0.008 By cell
PM 0.094 0.36 0.1 By cell

Figure 8M, bottom Mahalanobis distance IMD V1 0.39 0.63 0.094 By cell
LM 0.18 0.23 0.008 By cell
PM 0.27 0.39 0.11 By cell

Figure 8M, top Wilk’s l test* on Mahalanobis distance NoMD V1 p, 0.0001 p, 0.0001 p, 0.0001 By cell
LM p, 0.0001 p= 0.013 NS, p= 0.31 By cell
PM p= 0.0027 NS, p= 0.027 NS, p= 0.85 By cell

Figure 8M, middle Wilk’s l test* on Mahalanobis distance CMD V1 p, 0.0001 p, 0.0001 NS, p= 0.74 By cell
LM p= 0.0006 NS, p= 0.037 NS, p= 0.71 By cell
PM NS, p= 0.132 p= 0.008 NS, p= 0.27 By cell

Figure 8M, bottom Wilk’s l test* on Mahalanobis distance IMD V1 p, 0.0001 p, 0.0001 NS, p= 0.12 By cell
LM p= 0.0015 p= 0.004 NS, p= 0.83 By cell
PM p= 0.010 p= 0.0024 NS, p= 0.28 By cell

Mahalanobis distances based on preferred spatial and temporal frequency for eye-specific responses within each area in NoMD, CMD, and IMD mice.
*Statistics with a multiple-comparisons correction.

Figure 9. Monocular deprivation has distinct effects on the relationship between ocularity and speed tuning. A, Speed-tuning indices of well fit cells for NoMD (left), CMD (middle), and IMD
(right) mice in V1 (black), LM (red), and PM (blue). In CMD mice, the distributions of speed-tuning indices are significantly different. B, Scatter plot of speed-tuning index against ODI color
coded by eye specificity (contra dominated in blue, binocular in yellow and ipsi dominated in pink) in V1 (left), LM (middle), and PM (right) of NoMD mice. Linear regression is overlaid and cor-
relations are specified at the right. C, Speed tuning versus ODI linear regressions are overlaid for V1 (black), LM (red), and PM (blue) for NoMD (left), CMD (middle), and IMD (right) mice.
Shading corresponds to SE. For all *p, 0.05; ***p, 0.001.
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to the fastest speeds (high temporal fre-
quency/low spatial frequency). LM shares
some of the eye-specific functional segre-
gation found in V1, with the contralateral
dominated cells tuned to the slowest
speeds while PM is more homogenous in
that regard. In control mice, eye-specific
visual preferences are smaller in LM and
PM than in V1, suggesting that better
interocular matching of features emerges
in downstream areas of cortex. MD (espe-
cially IMD) reverts LM and PM to a more
eye-specific differentiated state (Figs. 5D,
8J, 10), similar to V1, suggesting that bin-
ocular visual experience is required for
proper interocular matching of spatiotem-
poral features in higher visual areas.

The functional specialization of visual
areas may be supported by distinct sub-
cortical inputs. Subregions of the dorsal
lateral geniculate nucleus house func-
tionally distinct cell types, which project
to distinct layers of cortex (Krahe et al.,
2011). For example, a subset of highly
direction-selective and high spatial fre-
quency-tuned cells of the shell region project to superficial
layers of V1 (Cruz-Martín et al., 2014). Thus, the functional
distinction of eye-specific responses in V1 and HVAs may be
a result of distinct circuit pathways originating from the ret-
ina and flowing through distinct subcortical pathways (for
review, see Seabrook et al., 2017). Consistent with this, we
have recently demonstrated eye-specific spatial frequency
tuning at the level of dorsal lateral geniculate nucleus inputs
to V1 (Huh et al., 2020). The functionally distinct input from
each eye may drive the organization and the functional archi-
tecture of V1 and HVAs.

The close association between ocular dominance and spatial
frequency tuning in V1 has been demonstrated by numerous vis-
ual deprivation studies performed during the critical period for
ocular dominance (Wiesel and Hubel, 1963; Dews and Wiesel,
1970; Hess and Howell, 1977; Levi and Harwerth, 1977; Fagiolini
et al., 1994; Gordon and Stryker, 1996; Prusky and Douglas,
2003). Given the hierarchical model, which describes the recep-
tive fields in HVAs as built on input from V1 cells, it would seem
likely that MD would have compounding effects on HVA differen-
tiation. In line with this prediction, amblyopic primates have severe
deficits in the processing of higher-level feature detection, including
contour integration, motion, and form processing (Kozma and
Kiorpes, 2003; Kiorpes, 2006; Kiorpes et al., 2006). It has not been
explored, however, whether the differentiation of HVAs into dis-
tinctly specialized functional modules requires binocular visual
experience.

The formation of speed tuning in visual area MT (middle
temporal) has been proposed to be a consequence of inputs from
V1 neurons preferring the same speed but varying in their indi-
vidual spatial and temporal frequency preferences (Heeger et al.,
1996; Simoncelli and Heeger, 1998). Studies in macaque V1 and
MT suggest that directionally selective V1 complex cells have the
same degree of speed tuning as cells in area MT (Priebe et al.,
2006). A hierarchical model would predict that the speed tuning
of HVAs depends on spatiotemporal tuning of lower-level areas,
namely V1 simple cells (Priebe et al., 2006). Surprisingly, we find
that the degree of speed tuning of LM and PM is largely pre-
served following CMD (Figure 9). In contrast, speed preferences
change in response to deprivation in all three areas (Figs. 6, 7).

While MD during the critical period reduces the functional
differentiation of V1 and HVAs, it did not completely eliminate
the degree of speed tuning in LM and PM. Each of these areas,
however, contains speed-tuned cells that are more likely to be bi-
ased to contralateral eye inputs. This greater degree of speed tun-
ing in contralateral dominated neurons may be important for
downstream motion processing given our previous findings that
direction selectivity is higher for contralateral dominated cells in
V1 (Salinas et al., 2017). CMD also eliminated the relationship
between ocular dominance and speed tuning in V1 while leaving
it intact in LM and PM. This finding suggests that LM and PM
may not simply inherit speed-tuning information from V1. In
addition, feedback from HVAs to V1 has been shown to influ-
ence spatial frequency responses in V1 (Huh et al., 2018). Thus,

Table 11. Speed tuning index analysis

Figure panel Measure MD status V1 LM PM Statistic
By cell or by
animal V1 vs LM V1 vs PM LM vs PM

Figure 9, all Sample size: # neurons (# mice) NoMD 48(8 mice) 39(7 mice) 44(8 mice)
CMD 35(6 mice) 28(6 mice) 26(6 mice)
IMD 26(4 mice) 25(4 mice) 16(4 mice)

Figure 9A, left Median speed tuning index NoMD 0.25 0.34 0.46 KW test*, p= 0.09, KW(s) = 4.87 By cell NS, p= 0.72 NS, p= 0.084 NS, p. 0.99
CMD 0.17 0.35 0.67 KW test*, p= 0.0011, KW(s) = 13.6 By cell NS, p= 0.19 p= 0.0007 NS, p= 0.23
IMD 0.26 0.26 0.47 KW test*, p= 0.51, KW(s) = 1.35 By cell p. 0.99 NS, p= 0.85 NS, p= 0.93

KW, Kruskal–Wallis. Speed-tuning indices, or the degree of speed tuning, for cells that passed the criteria for analysis for each area in NoMD, CMD, and IMD mice.
*Statistics with a multiple-comparisons correction.

Figure 10. Effects of monocular deprivation on the functional differentiation of visual areas. Left, V1, LM, and PM are
normally functionally segregated by unique profiles for spatiotemporal selectivity. In V1, eye-specific neurons are function-
ally segregated, with contralateral dominated cells preferring the slowest speeds, ipsilateral dominated cells preferring the
fastest speeds and binocular cells preferring intermediate speeds. Cells in LM and PM have better interocular matching and
less functionally distinct eye-specific preferences compared with V1. Right, Both CMD and IMD reduce the functional segre-
gation of V1 and HVAs in terms of spatiotemporal tuning, resulting in V1, LM, and PM preferring mostly intermediate
speeds. In V1, the eye-specific functional segregation is reduced, while in LM and PM it is more pronounced than in control
mice.
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future studies are required to probe whether feedback may con-
tribute to V1 speed tuning and which inputs generate speed tun-
ing in HVAs.

The results of our study and other recently published findings
suggest that the response properties of HVAs may depend less
on V1 than suggested by the classical hierarchical model. For
example, the inactivation of mouse V1 does not alter the spatio-
temporal tuning of HVAs, while the inactivation of the superior
colliculus (SC) does (Tohmi et al., 2014). The lesion studies of
adult SC parallel our findings of depriving visual input during
development, as follows: LM shifts to slower speeds and V1 shifts
to faster speeds with MD (Tohmi et al., 2014); the areas are less
differentiated in velocity tuning. The selective effects we find on
speed tuning in V1 hint that speed tuning in LM and PM do not
depend solely on V1 input. Moreover, a recent study suggests
that a higher visual area called the postrhinal cortex can discrimi-
nate motion independently from V1 but requires SC activity
(Beltramo and Scanziani, 2019). Eye-specific segregation at the
level of SC (Godement et al., 1984; Xu et al., 2011; Seabrook et
al., 2017) may provide the driving force for the differentiation of
HVAs. Future studies of eye-specific pathways in extrageniculate
circuits could help to determine the effects of MD on the extrage-
niculate pathway and the generation of functionally differenti-
ated HVAs.
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