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From eigenstate to Hamiltonian: Prospects for ergodicity and localization

Maxime Dupont,"? Nicolas Macé,® and Nicolas Laflorencie®
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3 Laboratoire de Physique Théorique, IRSAMC, Université de Toulouse, CNRS, UPS, 31062 Toulouse, France

This paper addresses the so-called inverse problem which consists in searching for (possibly mul-
tiple) parent target Hamiltonian(s), given a single quantum state as input. Starting from Wy, an
eigenstate of a given local Hamiltonian Ho, we ask whether or not there exists another parent
Hamiltonian Hp for ¥o, with the same local form as Ho. Focusing on one-dimensional quantum
disordered systems, we extend the recent results obtained for Bose-glass ground states [M. Dupont
and N. Laflorencie, Phys. Rev. B 99, 020202(R) (2019)] to Anderson localization, and the many-
body localization (MBL) physics occurring at high energy. We generically find that any localized
eigenstate is a very good approximation for an eigenstate of a distinct parent Hamiltonian, with an
energy variance o (L) = (HE)w, — (Hp)?l,o vanishing as a power law of system size L. This decay
is microscopically related to a chain-breaking mechanism, also signalled by bottlenecks of vanish-
ing entanglement entropy. A similar phenomenology is observed for both Anderson and MBL. In
contrast, delocalized ergodic many-body eigenstates uniquely encode the Hamiltonian in the sense
that o3 (L) remains finite at the thermodynamic limit, i.e., L — 4+oc0. As a direct consequence, the

ergodic-MBL transition can be very well captured from the scaling of o2 (L).

I. INTRODUCTION

Engineering trial wave functions to capture relevant
quantum physical phenomena is often the first step in
understanding them. It is also the basis of variational
approaches where only a handful of free parameters need
to be optimized or fitted in order to accurately repro-
duce observations. This approach has proven very suc-
cessful in condensed matter, with the famous examples
of the Bardeen-Cooper-Schrieffer theory of superconduc-
tivity [1] and the Laughlin wave function used to explain
the fractional quantum Hall effect [2], to cite but a few.
The next step is to ensure that such an ansatz is indeed
a good approximation of the actual ground state of the
microscopic model describing the many-body system, or
more generally to find a parent Hamiltonian for which
the trial state would be the ground state.

Typically, given a quantum state ¥y, finding a par-
ent Hamiltonian Hp with reasonable physical origin and
properties such as locality and pairwise interactions is
a tremendous task. There is no guarantee of existence
or uniqueness for that parent Hamiltonian, and one usu-
ally satisfies oneself with Uy being a decent approxima-
tion of an eigenstate of Hp, if not the exact one. The
quality of the approximation can be quantified in vari-
ous ways: by the overlap of the trial state with the exact
ground state of the parent Hamiltonian (which can be
computed for small system sizes by means of exact di-
agonalization for instance) or by measuring the energy
variance op = (Hp)w, — (Hp)3, > 0, equal to zero if
Uy is an eigenstate of Hp, although not necessarily its
ground state.

In this paper, we are interested in the properties of
parent Hamiltonians for one-dimensional disordered sys-
tems. In particular, starting from an exact eigenstate
Wy — ground and excited states are considered — of a
disordered many-body Hamiltonian Hg, characterized by

its disorder configuration, we ask if there exists another
parent Hamiltonian Hp for Wy, which would only differ
from the original Hamiltonian by its disorder configura-
tion. Because we start from an exact eigenstate, this task
is related to the following question: Can a given eigen-
state code for a unique local Hamiltonian? Recent studies
have shown that the answer is generically positive [3], and
holds in particular for eigenstates of disordered Hamilto-
nians, provided they satisfy the eigenstate thermalization
hypothesis (ETH) [4]. Some of the authors of the cur-
rent paper have provided strong numerical evidences that
this statement no longer holds for localized many-body
ground states [5], for instance describing the Bose-glass
state [6, 7], even if one requires the parent Hamiltonian
to keep the same local form. Here, we extend this study
by considering both ground and excited states for vari-
ous one-dimensional disordered models, addressing both
Anderson [8] and many-body localization (MBL) prob-
lems [9-11].

We first investigate the random-field spin-half XY
model in one dimension, which can be mapped to a dis-
ordered free-fermion model, and exhibits Anderson lo-
calization [12] at all energy densities. Because of the
free-fermion nature of the Hamiltonian, fairly large sys-
tem sizes L ~ 10% can be accessed numerically. We
then turn our attention to the interacting counterpart
of the previous model, namely, the random-field spin-1,/2
Heisenberg chain. The ground state of this model is al-
ways localized in the presence of disorder [6, 13], and this
quantum phase of matter is known as Bose glass [6, 7].
However, at finite energy density there exists a mobil-
ity edge between a thermal and localized phase [14-17].
The presence of interaction makes the numerical study
much more challenging, and we are able to access via
the exact shift-invert method [16, 18] system sizes up to
L = 22 spins. In both cases, we base our approach on
the “eigenstate-to-Hamiltonian” method, whose central


https://journals.aps.org/prb/abstract/10.1103/PhysRevB.99.020202

object is the covariance matrix [3, 19]. Given a target
space of Hamiltonians, the method aims at finding a set
of parameters — a disorder configuration in our case —
minimizing the energy variance o3 of the input state with
respect to the new Hamiltonian.

In Sec. II, we define the models and the eigenstate-
to-Hamiltonian reconstruction method which simply re-
quires the knowledge of two-point correlators. We then
address the simple problem of a one-dimensional Ander-
son insulator in Sec. IIT for which ground and excited
states are investigated. In both cases, a power-law de-
cay of the smallest eigenvalues of the covariance matrix
is found, with a disorder-dependent exponent. The asso-
ciated parent Hamiltonians display sharp spatial features
at the special sites where the bipartite entanglement is
locally minimal, and spins close to being perfectly aligned
or anti-aligned with the local field. Using numerics and
analytical calculations on a toy model, we explore this
behavior which, upon increasing the system size results
in chain breaks in the thermodynamic limit, thus pro-
viding a natural description of the parent Hamiltonians.
We further investigate in Sec. IV the more complex sit-
uation of disorder and interaction at high-energy using
state-of-the-art exact diagonalization techniques. Quite
remarkably, the transition from the ergodic to the so-
called many-body localized regime can be captured from
the behavior of the smallest non-zero eigenvalue of the
covariance matrix: finite in the ergodic phase, and power-
law vanishing in the MBL regime. Both phases are ana-
lytically understood, with again the remarkable trend for
the chain to break in the MBL regime, thus providing a
simple picture akin to that of Anderson localization. Fi-
nally, we summarize our conclusions in Sec. V. Additional
details are provided in Appendexes.

II. MODELS AND DEFINITIONS

A. The random-field XXZ models

In this paper, we focus on the paradigmatic one-
dimensional XX7 Hamiltonian describing L interacting
spins S = 1/2 in a local random magnetic field h;, drawn
from a uniform distribution € [—h, h], with h character-
izing the disorder strength,

L—1 I
Ho =Y SSH+SISL +ASISH +) hiSi. (2.1)
=1 i=1

We use open boundary conditions. This model can be
recasted into interacting spinless fermions in a random
potential through a Jordan-Wigner transformation, and
at A = 0, the system is equivalent to free fermions which
are Anderson localized for any finite disorder strength
h # 0. For later convenience, the above Hamiltonian can
be written in the following form, Hg = Z{:ll hiit1 +
Zle h;S?, where the first term represents the pairwise
spin-spin couplings acting on the L — 1 bonds of the open

chain, and the second one is a sum of L on-site random
field terms. The above model (2.1) has been intensely
studied in the past, owing to its localization properties
in the ground state [6, 20-22], as well as more recently as
a paradigmatic example for the MBL problem for highly
excited states [9-11].

B. Eigenstate-to-Hamiltonian construction

Starting from an input state Uq, an eigenstate of the
Hamiltonian defined in Eq. (2.1) for a given disorder con-
figuration {h; }, we aim at building another parent Hamil-
tonian Hp for ¥y, by minimizing the energy variance

ap = (Yo[Hp|Wo) — (To|Hp|¥0)?, (22)
and thus making ¥, a good approximation of an actual
eigenstate of Hp. We define and constrain the target

space for the possible Hp to be of the same form as the
original Hamiltonian (2.1), i.e,

L—1 L
Hp =a0 Y hiit1+ Y :S;, (2.3)

i=1 i=1
where the (L + 1)-dimensional vector = (xg,...,z1)7

contains the new parameters (real numbers) of the parent
Hamiltonian (2.3). Further simplifying the notations by
writing Hp = Zfzo z;0; allows us to express the energy
variance (2.2) as

L L
op = szz% [<Oi0g‘> —(0:)(0;)| = xT Cx, (2.4)
i=0 j=0

where C is the so-called covariance matrix with entries
Ci; = (0;05) — (0:){(0;), and where the expectation
value is taken over the input state ¥y. From Eq. (2.4), it
is clear that if « is an eigenvector of C with zero eigen-
value, the set of parameters contained in x defines a
parent Hamiltonian Hp for which the initial input state
P, is an exact eigenstate. We note and sort in as-
cending order the eigenvalues of the covariance matrix,
e1 < ...ej... < ep41, with corresponding eigenvectors x;.
Both the total magnetization operator S, =) . S7 and
H itself commute with Hg. Hence, the kernel of C is two-
dimensional with its first two eigenvalues e; = e3 = 0.
Therefore, we focus on the first non-trivial eigenvalue of
the covariance matrix, es.

C. Covariance matrix

For the target space of parent Hamiltonians considered
in this paper (2.3), the covariance matrix entries C;; =
(0:;05)w, — (0:)w,(0j)w, can be expressed in a simple
form, only involving two-body spin correlations. Indeed,



using the fact that Og = Hgy — Zle h;S7 and O; = S7 if
i > 0, the matrix elements can be simplified to

Coo = Z Z hih; ((285) = (S)(55) ).

i=1 j=1
L

Cos = Cjo = — D i ({8785) = (S7)(55) ).
=1

Cij = Cji = (S757) = (S7)(S5) (i # j #0),

1 )
Ci = 1 (S7)? (i #0),
where the expectation value is evaluated over the input
state Wy. These correlation functions can easily be com-
puted in numerical simulations and are used in practice

to evaluate the entries of the covariance matrix C.

(2.5)

III. NON-INTERACTING ANDERSON
LOCALIZATION

We first address the one-dimensional random-field
spin-half XY model described by the Hamiltonian (2.1)
at A = 0. Through a Jordan-Wigner transformation, it
can be mapped to non-interacting spinless fermions on a
chain,

L-1

L
1
Hang = Z 3 (CICH_1 + H.c.) + Z hic;rci, (3.1)
i= i=1
where CI (¢;) is a fermionic creation (annihilation) op-
erator and the random variables h; act as a disordered
potential. Working in the zero magnetization sector in
the spin language (half-filling for fermions), we define the
energy density above the ground state,

€= (E - Emin)/(Emax - Emin); (32)
with Fnin and Epa.x the extremal eigenenergies of the
Hamiltonian describing the system. We focus on € = 0
(ground state) as well as € = 0.5 (center of the spectrum)
in the following.

A. Exact diagonalization results

Covariance matriz.— Once the free-fermion Hamilto-
nian (3.1) is numerically diagonalized, we readily obtain
the spectrum {e;};=1, . r+1 of C using the substitution
S7 = c;rci —1/2 in Eq. (2.5). As already discussed,
the first non-trivial non-zero eigenvalue of C is e3. Its
value averaged over ~ 10* disordered samples is shown
in Fig. 1 (top panels) for a few representative values of
the disorder strength h. One clearly sees a power-law
decay of the form

oz(h)7

es o< L™ (3.3)

h 1 2 3 4 5
ae—o [2.05(1)(2.47(1){3.10(1)[3.56(1) |3.88(1)
e—0.5[2.05(1)2.24(1)|2.61(1) [2.93(1) |3.20(1)

TABLE I. Decay exponent a(h) of the third eigenvalue es of
the covariance matrix, as defined in Eq. (3.3), estimated at
energy densities € = 0 and € = 0.5 for a few representative
values of h shown in Fig. 1.

with a disorder-dependent exponent «(h), growing with
h and reported in Table I. All eigenfunctions of (3.1) are
localized for any h # 0. Using such localized eigenstates
|¥1oc) as an input states yields a vanishing variance e
when L — +o00, a feature already observed for the zero-
temperature interacting Bose-glass problem [5]. There-
fore, we expect |U,.) to be a fairly good approximant of
an eigenstate of the associated parent Hamiltonian Hp,
encoded in the corresponding eigenvector &3 of C. This
becomes increasingly true for growing disorder strength

and system size.
Parent Hamiltonians.— The first relevant feature con-
cerns the parent energy associated with |Uj,.),
Ep = (U10e|Hp | Vioc)- (3.4)

In terms of energy density measured above the ground-
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FIG. 1. Top: Power-law decay of the disordered average third
eigenvalue e3 of the covariance matrix, plotted as a function
of the inverse system length 1/L for e = 0 (left) and € = 0.5
(right). Various representative disorder strengths h are shown
[see also Table I for an estimate of the decay exponents as
defined in Eq. (3.3)]. Bottom: Distribution of the parent
energy density ep for input states |Wic) at (¢) e =0 and (d)
€ = 0.5. Data are shown at h = 3 for different system sizes L.
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FIG. 2. Typical disordered free-fermion chain of L = 128 sites with h = 5: ground-state (e = 0, left, e3 = 8.33 - 1077)
and highly excited state (e = 0.5, right, e3 = 6.05 - 107°). Top panels (a,d): Local distribution in real space of the initial
disorder configuration {h;} (purple) compared to the new configuration {h!} (red), together with their difference (orange lines).
Middle panels (b,e): Entanglement entropy S¥(i|4 + 1) between subsystems [1, 4] and [i + 1, L]. Bottom panels (c,f): Local

magnetization shown as a deviation to the full polarization.

state, as defined above in Eq. (3.2), we find that the
parent energy is sharply distributed around ep ~ 0.5, as
shown in Fig. 1 (bottom panels), regardless of the initial
value of € (zero or one half). This reflects the peak at € ~
0.5 in the underlying density of states. Note, however,
that finite-size effects are distinct between the [Fig. 1 (c)]
ground and [Fig. 1 (d)] excited input states.

By construction, the set of parent Hamiltonians has
the same form as the original one [see Eq. (2.3)], but with
a new random field configuration {h}'}. Tt is enlighten-
ing to compare it with the initial one {h;}, as done in
Fig. 2 (top panels) for a typical sample of size L = 128 at
h = 5. Interestingly, they are strongly correlated, such
that over finite segments s we observe hf’ ~ h; +C,. In
other words, the parent field is simply shifted by a global
constant Cs. It thus forms a plateau-type structure, with
sharp steps between consecutive segments, of amplitude
much larger than the average disorder strength h.

Interestingly, the jump positions ¢ correspond precisely
to minima in the entanglement entropy between subsys-
tems A=[1,4 and B =[i + 1, L],

SE(ii+1) = —Trg [,33 log [’)B], (3.5)

where pp = Tra|¥ioc) (Pioc|. This is visible in the middle
panels of Fig. 2. At these positions, the chain is cut into
two almost independent pieces. Furthermore, entangle-
ment minima are located at those sites where spins are
very close to being perfectly polarized, as visible in the
lower panels of Fig. 2. We further discuss the physics of
spin polarization in the next section.

B. Disorder-induced spin polarizations

Numerics.— Without loss of generality, the discussion
is done for the case ¢ = 0 here. Comparable results are
observed for € > 0, as discussed in Appendix A. We first
focus on the maximally (or minimally) occupied site, such
that in spin language, the quantity 1/2 — [(S?)| (bottom
panels of Fig. 2) is minimized along the chain. Interest-
ingly, this quantity vanishes algebraically with increasing
system size, as shown in Fig. 3 (b),

min [1 /2 — |<sg>|} o LM, (3.6)
3
This result implies that disorder will cut the chain in the
thermodynamic limit. Consequences for the entangle-
ment across such “bottlenecks” are also very interesting,
as displayed in Fig. 3 (a) where the minima min(S*) also
decays with a similar power-law. Indeed, considering a
two-site system (A-B) with a strongly polarized moment,
1/2 — |(8%)| ~ L=7, for any (S§) a straightforward cal-
culation yields
SE o L77(SE)%. (3.7)
Such similar power-law scalings for both minimal entropy
and maximal polarization are clearly visible in panels
(a-b) of Fig. 3 as a function of 1/L, together with the
exponents in panel (c) where a very good agreement be-
tween entropy and polarization exponents is observed.
Additionally, the third eigenvalue exponent a(h), from
Eq. (3.3) displays a similar disorder dependence, which
turns out to be non-trivial ~ logh, see the caption of
Fig. 3.
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FIG. 3. Exact diagonalization results for both (a) the mini-
mal entanglement entropy and (b) the maximal polarization,
plotted as a function of the inverse chain length 1/L. Power-
law decay is clearly visible for a few representative values of
the disorder strength h, as indicated on the plot. Panel (c)
shows the disorder dependence of the exponents, in a log-
linear scale. Straight lines are fits of the form a + blog h with
a =0.23(4), 0.37(3), 1.63(7) and b = 1.56(3), 1.49(1), 1.35(4),
respectively, for entanglement, polarization, and es.

Toy model.— To get an analytical understanding of
this behavior, we build a toy model which provides a
simplified picture for free fermions. Consider a collection
of one-dimensional localized orbitals, as schematized on
Fig. 4, of the form

i — i
&k

where k labels the orbital, & is the associated local-
ization length, i’g is the localization center, and A =
tanh(1/2¢,) a normalization factor. The particle density
at site ¢ is given by the sum of occupied orbitals

n(i)= > o)

k occcupied

|px(1)|? = Ay exp (— ) (i=1,...,L), (3.8)

(3.9)

We will assume for simplicity that all orbitals have
the same localization length & = £. Within such a
toy model, the maximally occupied site with ny.x =
max; [n(i)] is expected when £, consecutive sites are
occupied, as schematized in Fig. 4 (b). At half filling,
a configuration with ¢ consecutive sites occupied occurs
with probability P(¢) ~ 27¢. In the large system size
limit, the longest region has probability o 1/L such that

lmax = log L/ log 2. (3.10)

Numerics on
the toy model

IIIII 1 1 IIIIIII 1 1 1
0.1 1 1

FIG. 4. (a-b) Schematic representation of a collection of one-
dimensional localized orbitals of the form (3.8). (a) Generic
case for a random state. In (b) we show the maximally oc-
cupied site (red circle), a situation realized when a region
of ¢max consecutive sites are occupied. (c) Decay exponent
governing the deviation from the full polarization of the max-
imally occupied site computed from a numerical simulation
of the toy model at half-filling (purple symbols) compared to
the analytical prediction of Eq. (3.12) (orange line).

Therefore, the maximal occupation is very close to one,

1 Lrnax/2
Timax = tanh <2£> (1 +2 Z e—r/E)

r=1
exp (~ %)
=1-—=2 7O, (3.11)
cosh (2—15)
with a decay exponent
7€) ~ (2€10g2) . (3.12)

This analytical expression can be checked against numer-
ical simulations of the toy model, as shown in Fig. 4 (c)
where one sees a very good agreement for the exponent
~v(&) with Eq. (3.12).

Coming back to the real Anderson model, at strong
random field strength h > 1, the disorder dependence
of the localization length is easy to obtain. Indeed, a
perturbative expansion of any wave function away from
its localization center gives an amplitude vanishing ~
h~2", where r is the distance to the localization center.

)

This yields ¢ = (2logh)~!, and thus

~v(h) = log h/log 2, (3.13)
in good agreement with exact diagonalization results dis-
played in Fig. 3 (c) where the decay exponent is well de-
scribed by the form a + blog(h), with b ~ 1.5, which is
quite close to the predicted 1/log?2 ~ 1.44.



C. Consequences for the covariance matrix and the
parents Hamiltonians

If a site ig were fully polarized, some entries in C, given
by Eq. (2.5), would vanish: C;, ; = 0 Vj, implying that
e3 would vanish as well, and that the parent Hamiltonian
would decompose into two disconnected parts ¢ < ip and
1 > i9. However, such a chain breaking only occurs in the
thermodynamic limit, as seen before. For finite systems,
the diagonal entries are power-law vanishing C o L7
at maximally polarized sites.

We now argue that the power-law decay of the diago-
nal entries dictates the power-law decay of e3. For free-
fermions, all connected correlators of the form (S7S%) —
(S7)(S%) are mnegative if i # j and positive if i = j.
Therefore, one can interpret the covariance matrix as a
tight-binding Hamiltonian whose negative off-diagonal el-
ements are kinetic terms favoring delocalization of the
wave functions: One can write e3(L) = C;4,(L) —
|t¢T(L)| where |t$(L)| accounts for the effective “kinetic
energy” gain. It remains an open problem to understand
the precise size dependence of !tff(L)’ We resort to nu-
merics, and observe in Fig. 5 that

0,20

L x Q/Ciwo ~ cst, (314)

yielding [t5%(L)| & Cyy,4, (1 — 1/L) and e3(L) oc L7~
These results highlight the link between the spin polar-
ization induced by locally strong disorder and the power-
law decay of the minimum non-zero eigenvalue es. In the
thermodynamic limit, perfect polarization occurs for a
set of sites {ip}. By the previous reasoning, this implies
the vanishing of a corresponding set of e;>3, and the
existence of an associated family of exact parent Hamil-
tonians. In Appendix B 1, we numerically confirm this

fact in the case of an MBL system.

2.0
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e .
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FIG. 5. Ratio, as defined Eq. (3.14), between the average
smallest non-zero eigenvalue €3 and the average smallest di-
agonal element of the covariance matrix C;, s, rescaled by
the system length L, plotted against L for different disor-
der strengths h. FExact diagonalization results for the one-
dimensional Anderson model (3.1) at e = 0. We clearly see
convergence toward a finite value.
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FIG. 6. Schematic picture for the disorder h — energy density
€ phase diagram of the random-field Heisenberg chain model
defined in Eq. (2.1) at A = 1. In this work, the transition is
studied for eigenstates in the middle of the energy spectrum,
e ~ 0.5, along the dashed line.

IV. MANY-BODY LOCALIZATION

We now turn our attention to the random-field Heisen-
berg chain, Eq. (2.1) with A = 1. This model is well
known to exhibit a high-energy eigenstate transition as
a function of the disorder strength [10, 16, 23] between a
thermal ergodic phase for h < h. and a non-thermal MBL
regime for i > h.. The disorder strength versus energy
density phase diagram obtained in Ref. 16 is schematized
in Fig. 6. In the following we focus on the middle of the
many-body spectrum, ¢ = 0.5, where exact numerical
methods give a critical disorder strength h, ~ 3.8 [16, 24].
So far, this dynamical transition has been captured using
various observables, e.g., level statistics [16, 23, 25, 26],
entanglement entropy [14, 16, 27, 28], inverse partici-
pation ratio [16, 24, 29, 30], or out-of-equilibrium dy-
namics [31-39]. Here, building on the eigenstate-to-
Hamiltonain construction, we propose to shed light on
this exotic transition.

A. Eigenstate-to-Hamiltonian construction across
the ergodic-MBL transition

In the case of non-interacting localized fermions,
we concluded for the existence of parent Hamiltonians
for any given localized eigenstate. Similar conclusions
were also reached for localized ground-states in the
presence of an interaction, namely, in the Bose-glass
state [5]. However, the situation has been shown [3, 4]
to be different for delocalized systems satisfying the
eigenstate thermalization hypothesis (ETH) [40-42]. In
such a case, the Hamiltonian is expected to be uniquely
defined from a given eigenstate. In the language of
eigenstate-to-Hamlitonian construction, this means that
the third smallest eigenvalue e3 of the covariance matrix
should remain finite even in the thermodynamic limit.

Scaling of es.— We numerically explore the ETH-
MBL transition of the random-field Heisenberg chain of
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FIG. 7. First non-zero eigenvalue es of the covariance ma-
trix C for the random-field Heisenberg chain of Eq. (2.1) at
A = 1. Both panels show the typical value log,, es. (a) Finite
size scaling vs 1/L: Log-log plot showing the decay LM ip
the MBL regime for h > 3.8, and the convergence to a finite
value in the ETH phase. (b) Same data plotted against dis-
order strength h show a crossing separating the two different
regimes with a pronounced drift at small sizes. The data cor-
responds to shift-invert exact diagonalization results obtained
in the middle of the spectrum at ¢ = 0.5, with the average
performed over at least 5000 random samples, using one to
ten eigenstate(s) per sample.

Eq. (2.1) at A = 1. In Fig. 7 the behavior of the third
eigenvalue ez of C is shown as a function of disorder and
system size (here again e; = e; = 0 due to total en-
ergy and total magnetization conservation). For such a
high-energy interacting problem, we can no longer rely on
free-fermion methods, and turn to exact diagonalization
shift-invert techniques [16, 18] to deal with the exponen-
tially growing Hilbert space, allowing us to reach systems
up to L = 22 spins. In Fig. 7(a) the finite size scaling
es(L) clearly shows two qualitatively different behaviors:
In the MBL regime a power-law decay es oc L=*(") akin
to that of the Anderson localization is observed, while
in the ergodic regime h < h., es remains finite. This
striking difference is highlighted in Fig. 7 (b) where one
observes a crossing in the vicinity of h.. However, we
note strong finite size effects with a pronounced drift for
small sizes.

Distribution of e3.— Before discussing the asymptotic
forms in both regimes, let us address how eg is distributed
across random samples. This is shown in Fig. 8 for three
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FIG. 8. Histograms P [log,,(es)] collected over at least 5000
random samples, using one to ten eigenstate(s) per sample, for
three representative disorder strengths: (a) h = 1 in the ETH
regime, (b) h = 8 MBL, and (c) h = 3.8 close to the tran-
sition. Self-averaging is observed in (a), with a fast shrink-
ing of the distributions with increasing L, and typical (solid
lines) and average (dotted lines) which gradually coincide.
Instead, broad and non-self-averaging distributions are ob-
served in panels (b-c) with a clear separation between typical
and average values.

typical disorder strengths. While in the (a) ETH regime
one observes a fast shrinking with system size toward
the average e3 — 1/4, the situation is radically different
for both (b) MBL and (c) at the transition, where one
observes very broadly distributed ez, the absence of self-
averaging, and a clear distinction between typical and



average values (see also Appendix B 2 for strong disorder
distributions). In order to avoid abnormal rare events,
we focus on the typical value log,,(es) in Fig. 7, instead
of the average one. Note that we did not need to con-
sider the typical value in the Anderson localization case
since the typical and average values coincide with one
another (see Appendix A). Indeed, rare events are less
pronounced for Anderson than for MBL, for which there
will always exist, albeit small, thermal subregions in the
system.

Parent MBL Hamiltonians.— Similarly to Anderson
localization, MBL eigenstates are very good approxima-
tions for eigenstates of parent Hamiltonians having the
same form, only differing with their local random-field
configuration. Figure 9 shows an example for a given
MBL eigenstate of Hg, similarly to Fig. 2. Again, a step-
like structure is observed, with a perfect correlation of the
fields, and the jump occurring at the entropy minimum,
also corresponding the maximally polarized spin.
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FIG. 9. Same as Fig. 2 shown here for the interacting case in
the MBL regime at h = 6 for a high-energy eigenstate of an
L = 22 sites chain (e = 0.5, e3 = 3.26-1077). (a) Local distri-
bution in real space of the initial disorder configuration {h;}
(purple) compared to the new configuration {h}} (red), to-
gether with their difference (orange lines). (b) Entanglement
entropy S™(i|i + 1) between subsystems [1, 4] and [i + 1, L].
(c¢) Local magnetization shown as a deviation to the full po-
larization. The jump in the parent field {h}} (a) is precisely
observed at the minimum of entanglement (b), corresponding
to the maximally polarized site (c).

Maximally polarized sites.— In the spirit of our previ-
ous findings for Anderson localized states, we also iden-
tify for MBL states a chain-breaking mechanism through
which parent Hamiltonians become exact in the thermo-
dynamic limit. Indeed, in the MBL regime there are sites
where the local magnetization (S7) is very close to per-
fect polarization. At these sites, a step occurs in the
parent Hamiltonians’ local term, and the associated eg
eigenvalue is very small. While finite size scaling cannot
be performed over orders of magnitude such as for free
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FIG. 10. Strong disorder dependence in a log-linear scale of
the exponents « and v governing the decays of e3(L) (4.1) and
the maximum polarization (4.2). Both average and typical
values are shown. Straight lines are fits of the form a+blogh
with bavg = 1.49(8), byp = 1.43(4) and aavg = 0.8(3), atyp =
1.5(2) for a(h). The parameters for v(h) are bavg = 0.54(3),
btyp = 1.05(5) and aavg = 1.3(8), atyp = 1.2(2).

fermions, we still can extract both exponents a(h) and
~v(h) between L = 8 and L = 22, see Fig. 7(a). We fur-
ther note that our analysis is performed very deep in the
MBL regime where finite-size effects are not very strong,
such that the extracted exponents are reliable. These
exponents govern the decay of the energy variance,

— —aave(h
€3 X L a( )7

exp (log e3) o L owp(h) (4.1)
and the maximal polarization
5 = 157 o L7159,
2
1 ~iyp (B)
exp |log 5~ (S o | | 0 L7700 (4.2)

The above expressions define average and typical expo-
nents, which are shown in Fig. 10 as a function of disorder
strength. Interestingly, we also find here a logarithmic
scaling of the exponent with disorder strength, with a
distinction between average and typical values, which is
a direct consequence of the absence of self-averaging for
local observables, as discussed in Appendix B2. This
distinction is more pronounced for y(h) than for a(h).
Indeed, the numerics is compatible with an identical scal-
ing auyp(h) & Qavg(h) ~ 1.45log h of the variance expo-
nent at strong disorder. For the polarization, however,
we find Yiyp(h)/Yaveg(h) =~ 2 at strong disorder. Those
different behaviors can be related to the differences in
the distributions of these two quantities, as discussed in
Appendix B2. In contrast, Anderson localization does
not show such a distinction between average and typical
exponents (see Appendix A).



B. Analytical results and microscopic picture

Ergodic regime.— Before discussing the MBL regime
and the disorder dependence of the decay exponents, let
us first address the peculiar behavior observed in the
ETH regime. In the ETH phase at infinite temperature,
assuming perfect thermalization, the covariance matrix
elements given by Eq. (2.5) are traces of local operators.
They read,

1 [& 1
Coo = § Zlhfjv_l;hihj :
K 1#]

1 1
Coj =7 hj*iN_lzhi ;
I i#]
17 1—06;;
Cizogro = 6”_N—1j}'

(4.3)

One finds the two zero eigenvalues, expected from sym-
metry considerations. The following N — 2 values are
degenerate and equal to N/4(N — 1). Finally, the last
one is extensive. This calculation gives an upper bound
on the covariance eigenvalues, as it assumes perfect ther-
malization, which never occurs in a finite system. In the
ETH phase, we thus expect e3 < N/4(N — 1). In the
thermodynamic limit, the system thermalizes completely
and we predict e3 — 1/4, as we nicely observe in Fig. 7.

MBL regime.— Following ideas similar to the toy
model previously introduced for free fermions, one can
get some analytical insights in the MBL case. While the
picture of localized single-particle orbitals of Fig. 4 (a)
cannot describe the generic interacting XXZ model, we
can build perturbative arguments at strong disorder to
explain the algebraic decay of the maximally polarized
sites.

Deep in the MBL regime, most of the sites display large
local magnetizations |(S7)| ~ 0.5 [18, 43, 44]. Here we
argue that the most polarized site 7o belongs to the region
which has the largest number ¢, of consecutive aligned
spins. As schematized on Fig. 11, at very large disorder
strength h, flipping the central spin iy requires pax/2
spin-flip processes. Performing a perturbative expansion
in the spin-flip term, we therefore expect a vanishingly
small magnetization,

1

5~ (S5 oc ™t (44)

Estimating £, is complicated by the presence of inter-
actions. We nevertheless expect /.« to grow with log L,
such as in the simpler case of free fermions, but with a
non-trivial smaller prefactor, depending on the interac-
tion strength. It follows that y(h) o logh at strong dis-
order. This is confirmed by the numerical results shown
in Fig. 10. Similar to Anderson localization (see Fig. 3),

we also observe here a strong correlation between the ex-
ponents y(h) and a(h).

FIG. 11. Schematic picture illustrating the high perturba-
tive process necessary to flip the central spin ip located at
the center of the longest polarized region fmax. (a) shows
the zeroth order perturbative expansion of an MBL eigen-
state having a large region (fmax) of aligned spins. Spin flip
can occur gradually from the boundary of this region, here
illustrated from the left side. (b) At first order, the weight is
reduced ~ h™!, and (c) at second order ~ h™2. Finally (d)
shows the (fmax/2)th order (whose weight is strongly reduced
~ hfem‘“‘/Q) necessary to eventually flip the central spin i
(red circle).

V. DISCUSSIONS AND CONCLUSIONS
A. Summary

In this paper we have addressed the inverse problem
for one-dimensional quantum disordered models without
and with interactions, respectively describing Anderson
localization, many-body localization (MBL) and its tran-
sition toward ergodicity at high energy. Starting from a
given many-body state g, an eigenstate of a local Hamil-
tonian Hy, we have asked whether Wy could be a good
approximate eigenstate of another parent Hamiltonian
‘Hp having the exact same local form as Hy. To quantify
the goodness of the approximation, we have focused on
the energy variance op = (Hp)w, — (Hp)g, which can
be straightforwardly obtained as the result of a numeri-
cal diagonalization of the so-called covariance matrix C,
see Eq. (2.4). Interestingly, for short-range spin models,
such as the XXZ Hamiltonian of Eq. (2.1), the entries
C;; only depend on the two-point correlators evaluated
on the eigenstate [Wo), i.e., (S7S7)w, — (S7)w,(S7)w,-
Starting from a chain of length L, the sole knowledge
of these L(L — 1)/2 correlators is sufficient to build the
(L+1)x (L+1) covariance matrix C, and then access
both o3 (its eigenvalues) and Hp (its eigenvectors).



Non-interacting Anderson and interacting MBL
physics display similar results. Indeed, in both cases we
have found emerging parent Hamiltonians whose vari-
ances vanish algebraically with system size oZ(L) o
L= where the disorder-dependent exponent follows
a(h) ~ logh for large disorder strength h. As a re-
sult, we observe that quantum localization (interacting
or not) leads to the non-uniqueness of parent Hamiltoni-
ans. Looking more precisely at the microscopic structure
of Hp, the parent disorder configuration {hf'} turns out
to be strongly correlated to the initial one {h{}. Over
finite segments s we observe hf ~ h{ + C,, where C, is a
global constant shift, thus forming a plateau-type struc-
ture, with sharp steps between consecutive segments, see
Figs. 2 and 9. Interestingly, the jump positions ¢ cor-
respond to minima in the entanglement entropy and at
these very same positions, spins are very close to being
perfectly polarized, leading to chain breaks upon increas-
ing system size, see Fig. 3.

This chain breaking mechanism has been further in-
vestigated through a toy model of localized orbitals for
Anderson (Fig. 4), and using perturbative arguments for
MBL (Fig. 11), and in both cases compared to exact
numerics. It has been found that the maximally polar-
ized site belongs to the largest region £, with aligned
spins. The logarithmic scaling fi,.x o log L naturally
implies for the decay exponent v(h), which governs how
the maximally polarized site deviates from perfect polar-
ization & — [(S7)] .. < L77™) to increase with disorder
strength as y(h) ~ logh at large h, in the same way as
the energy variance exponent «(h). Likewise, the mini-
mal entanglement across this bottleneck decays with the
same exponent y(h), see Eq. (3.7) and Fig. 3 (¢).

The situation is completely different for high energy er-
godic eigenstates, where, contrary to the (many-body) lo-
calized physics, no bottlenecks and chain-breaking events
occur. Indeed, we have numerically and analytically
found that, disregarding the trivial degrees of freedom
due to total energy and total magnetization conserva-
tions, there is no parent Hamiltonian with vanishing en-
ergy variance for generic thermal states. The smallest
non-trivial eigenvalue of the covariance matrix C goes to
the finite value 1/4 in the thermodynamic limit, a direct
consequence of the eigenstate thermalization hypothesis,
see Fig. 7 and Eq. (4.3).

As a consequence, the ergodic-to-MBL transition can
be nicely captured owing to sharply distinct scaling be-
haviors of the energy variance o (L), as clearly visible in
Fig. 7.

B. Recap

Let us now summarize the main findings of our paper,
which provide several key insights for quantum localiza-
tion and ergodicity:

(i) Ergodic many-body eigenstates fully and uniquely
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encode their parent Hamiltonian Hg. In the case of
the short-range models considered, only two-point
correlations are sufficient to characterize H,.

(ii) Anderson and MBL eigenstates do not uniquely en-
code Hy. Indeed, as system size is increased, they
are better and better approximations of eigenstates
of a family of parent Hamiltonians Hp, which only
differ from Hg by their local disorder configuration.

(iii) The formation of entanglement bottlenecks is the
key mechanism for building distinct parent Hamil-
tonians. At such bottlenecks, the entanglement en-
tropy as well as the local spin fluctuations vanish,
leading to chain breaking in the thermodynamic
limit.

(iv) The ergodic-MBL transition can therefore be cap-
tured from the physics of the parent Hamiltonian,
providing another estimate in addition to the stan-
dard ones.

C. Outlook

Our paper opens several perspectives to address quan-
tum localization problems, in particular, beyond one di-
mension. For instance the two-dimensional Bose-glass
problem at zero temperature [45, 46] could be revisited
from this point of view. Its interacting localized ground
state, accessible by quantum Monte Carlo on much larger
system sizes than the ones of exact diagonalization, may
be a good representative of an excited state of another
Hamiltonian. This might enable the probing ot MBL
physics in two dimensions using ground-state techniques.

In order to improve the energy variance of parent
Hamiltonians, a promising route would be to enlarge the
target space of Hamiltonians, allowing, for instance, ran-
domness in the pairwise couplings. We expect the addi-
tional terms to better capture the microscopic structure
of the bottlenecks, therefore reducing the energy variance
o2.

In the MBL context, we may ask how (if at all) the
chain-breaking processes are related to the emergent in-
tegrability and the [-bit picture [47-51]. A step toward
this goal would consist in making a link with the Kane-
Fisher problem [52] which also leads to a chain breaking
in the presence of isolated impurities in a clean back-
ground.

Finally, the chain-breaking mechanism associated with
spin freezing is certainly a good prerequisite to further
improve strong disorder decimation schemes [53-55], for
both MBL at high energy as well as low-temperature
Bose-glass physics [56, 57].
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Appendix A: Anderson localization
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FIG. S1. Exact diagonalization results for the ground-
state (e = 0) of Anderson localization, showing the disorder
strength dependence h of the average and typical exponents of
the third largest eigenvalue ez of the covariance matrix a(h),
see Eq. (4.1). A semi-log behavior, with average and typical
values very close to one another is observed. Bold lines are
fits of the form a + blog h, with the parameters indicated on
the plot.
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FIG. S2. Exact diagonalization results for Anderson local-
ization, showing the h-dependence of the average and typical
exponents y(h) governing the maximal polarization scaling
as in Eq. (4.2). The upper panels show the largest polariza-
tion and the bottom panels the second largest. Left column:
Ground state ¢ = 0. Right column: High-energy eigenstate
€ = 0.5. One sees in all cases a semi-log behavior, with aver-
age and typical values very close to one another, in contrast
with MBL. Bold lines are fits of the form a + blog h, with the
parameters indicated on the plot.

Here, we show how average and typical values of the
different quantities considered in this paper behave in a
very similar way for Anderson localized eigenstates. In
particular, we show in Figs. S1 and S2 respectively that
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the decay exponents with system size of the third small-
est eigenvalue es of the covariance matrix (4.1), and of
the maximal polarization (4.2) have identical scalings for
typical and average values, at variance with high-energy
MBL results, see discussions in Sec. I'V. In addition, the
bottom panels of Fig. S2 show the exponent «(h) for the
second most polarized site, which is similar to the most
polarized shown in the top panels of Fig. S2.

Appendix B: Many-body localization
1. Other eigenvalues of the covariance matrix e;>3

In Fig. S3 we look at the first few non-zero eigenvalues
of the covariance matrix e;>3 at high energy in the MBL
phase. As in the case of the ground state [5], we observe
that they all vanish algebraically with the system size.
This further confirms that, as argued in Sec. III C, the
chain breaking mechanism happens not only at one site,
but at a set of sites {ig} in the thermodynamic limit.
The average decay exponents given in Table II are seen
to slightly increase with index ¢, while the typical decay
exponents are almost independent of the index i.

2. Strong disorder distributions

To understand the relationship between the different
exponents at strong disorder in the MBL phase, given in
Fig. 10, it is useful to look at the distribution of the cor-
responding observables. In that respect, Fig. S4 shows
that both the energy variance es and the maximal po-
larization feature several peaks, have a large negative
skewness, and are not self-averaging. Non-zero skew-
ness entails that average and typical values are different,
and the non self-averaging character indicates that this
difference will persist even in the thermodynamic limit.
For both quantities, as system size is increased, weight
is transferred from large to small values. In the case of
the variance, see Fig. S4 (a), this weight transfer comes
with a very visible shift of the whole distribution toward
smaller values. In the case of the maximal polarization
shown in Fig. S4 (b), such a shift is also visible but is far
less important. We can thus expect the average maximal
polarization exponent — mainly influenced by a shift of
the distribution, which here is tiny — to be significantly
smaller than the typical exponent — mainly influenced

i 3 4 5 6
Crave | 4.67(3)[4.77(3) |4.90(3)|5.07(2)
uyp | 5.4(1) | 5.1(1) | 5.2(1) | 5.5(1)

TABLE II. Decay exponent «; of the ith eigenvalue of the
covariance matrix, estimated from the average and typical
values at h = 15 shown in Fig. S3.
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FIG. S3. Scaling of the smallest eigenvalues e; of the covari-
ance matrix with the inverse system size 1/L, in the MBL
phase at disorder h = 15. (a) Scaling of the average values.
(b) Scaling of the typical values. The data are obtained from
at least 20000 samples, using one to ten eigenstate(s) per
sample.
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by weight transfer. This is confirmed by the numeri-
cal computation of the exponents plotted in the inset
of Fig. 10, which yields viyp(h) =~ 27avg(h). By con-
trast, in the case of the variance both the weight transfer
and shift are important, and we accordingly observe that

typ(h) = davg(h).
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