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Abstract 

 

Reproductive, Metabolic, and Autonomic Networks Across the Female Lifespan 

By 

Azure Grant 

Doctor of Philosophy in Neuroscience 
 

University of California, Berkeley 
 

Professor Lance J. Kriegsfeld, Co-Chair 
 

Professor Linda Wilbrecht, Co-Chair 
 

Mammalian physiology is exquisitely tuned to anticipate and synchronize with environmental 
oscillations. These oscillations appear to occur in a networked fashion across systems and 
timescales, such that information about difficult-to-measure systems (e.g., reproductive) may be 
garnered from easy-to-measure systems (e.g., autonomic, and thermoregulatory). These 
network dynamics and their implications for health require deep exploration. The goals of this 
dissertation are to 1) investigate the relationship among reproductive, metabolic, and autonomic 
rhythms at the hourly to ovulatory timescales, and 2) investigate the conditions under which 
peripheral timeseries features may serve as proxies for hormonal status. This dissertation 
traverses discrete stages of reproductive life: adolescence, adulthood,  and menopause; as well 
as the impacts of exogenous network perturbations at each stage of life. Chapter 1 reviews 
central mechanisms of coupled oscillations in the reproductive and thermoregulatory systems. 
Chapters 2 and 3 investigate the development of thermoregulatory rhythms across adolescence, 
their dependence on endogenous and exogenous reproductive hormones, their interaction with 
natural and artificial environments, and derive peripheral features to monitor reproductive 
development in the rat. Chapter 4 extends these findings to adult women and investigates 
shared rhythmicity among autonomic and thermoregulatory outputs and sex hormones for the 
purposes of LH surge prediction or identification of its absence in menopause. With an eye 
toward future developments in sex hormone replacement, Chapter 5 compares the effects of 
the most advanced forms of continuous hormone replacement therapy on biological rhythms in 
metabolic output. These studies inform our understanding of the structure of reproductive, 
metabolic, and autonomic networks across life, and reveal translational tools for reproductive 
health.
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1. Neural Substrate for Ultradian Coupling Among Reproductive and Thermoregulatory 
Circuits 

 

1.1 Abstract 

Background: Temporal coupling among reproductive and thermoregulatory outputs has been 
reported in females for over a century1–6. These systems exhibit inter-dependent, stereotyped 
biological rhythms at multiple timescales, including ultradian rhythms (UR; within-a-day), 
circadian rhythms (CR; daily), and multi-day ovulatory rhythms (ORs).  However, the mechanisms 
underlying these coupled oscillations, or if coupling occurs on a continuous basis, are not well 
understood. 

Motivation and Methods: Today, numerous digital tools aim to provide proxy measures for 
female reproductive state by presuming reproductive-thermoregulatory coupling across 
timescales and conditions. Due, in part, to the unknown origins of high frequency coupling 
among these outputs, little is known about the timescales and life stages under which these 
tools are accurate. One possibility is that coupling is generated at the level of the hypothalamus 
via direct synaptic communication among regions that temporally organize reproduction and 
thermoregulation. Alternately, peripherally observed coupling may be orchestrated indirectly 
through shared effects on metabolism, locomotor activity, and other factors. In this review, we 
compile evidence of neural substrate for coupling among central circuits governing reproduction 
and thermoregulation at the UR timescale. We include integration of dominant hypotheses 
about UR generation as pertains to reproduction, including the arcuate pulse generator and the 
dopaminergic ultradian oscillator.   

Conclusions: We find strong evidence of structural and functional hypothalamic coupling among 
thermoregulatory and reproductive circuits, with potential ovulatory phase modulation from the 
VTA and TIDA dopaminergic populations. Future work is needed to map the continuous 
dynamics of reproductive-thermoregulatory coupling across the lifespan, as well as the 
conditions that may decouple these circuits. It is likely that observations of temporal coupling 
among hormones in the blood and temperature outputs reflect central coupling, but that 
desynchronizing influences including chronic jetlag or metabolic disease may complicate 
interpretation of temperature-based proxies for reproductive state. 
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1.2 Introduction 

Neural Origins of Coupled Ultradian Oscillations. Endocrine and thermoregulatory outputs 
exhibit coordinated rhythmicity at the within-a-day (ultradian; UR)7–9, daily (circadian; CR)10, and 
ovulatory (OR) timescales in females11–13. Peripherally observed coupling has led to the 
hypothesis that neuroendocrine physiology operates as a network of coupled oscillators across 
reproductive, metabolic, autonomic, cognitive, and behavioral outputs2,4–6,14–16. If this coupled 
oscillator (CO) hypothesis is accurate at the fastest relevant timescale, ultradian, then surrogate 
measures, such as continuous body temperature (CBT), could be used to glean information 
about more difficult-to-measure reproductive outputs. Although numerous commercial tools are 
developed on the assumption that this hypothesis is true and applicable to all individuals, the 
origin of coupling, degree of functional coupling in real-world settings, and impacts of life stage 
are unknown. This review draws together evidence for and against the CO hypothesis as pertains 
to the connection between female reproductive and thermoregulatory neurocircuitry, as well as 
potential impacts on real-world applications. 

What Do We Know About Coupling? The study of temporal coupling among peripheral and 
reproductive output goes back over a century to the Dutch gynecologist and author Theodor Van 
de Velde. In 1904, Van de Velde documented the potential use of daily oral temperature for 
monitoring reproductive activity at long timescales, including the ovulatory cycle, pregnancy, and 
the transition to menopause1,13. He described that temperature rises approximately around the 
time of expected ovulation in premenopausal women, and that temperature exhibits a sustained 
rise in early pregnancy. However, it was unclear if this coupling between reproductive state and 
thermoregulation, which played out on the order of months, indicated that coupling also took 
place on more rapid timescales. The subsequent century of study in reproductive 
neuroendocrinology, thermoregulation, and biological rhythms revealed not only that 
temperature and reproductive output exhibit URs, CRs, and ORs; but that these rhythms may be 
coupled from hour to hour. Such rapid coupling could hypothetically provide faster, more precise 
readouts of reproductive state and, as described below, enable peripheral prediction of future 
reproductive state. As a result, females comprise a fascinating opportunity to understand 
endocrine and metabolic network dynamics5,67,17–21. 

Utility of the Coupled Oscillator Hypothesis. If patterns of hormonal change over time (URs, CRs, 
and ORs) are strongly coupled to patterns in easy-to-measure outputs, like CBT, then wearable 
sensors could be adapted to provide useful information about reproductive state. Potential 
applications include personalized prediction or detection of pubertal onset and progression, 
ovulation, pregnancy and miscarriage, labor, post-partum recovery and family health, infertility, 
aging, and guidance for hormone replacement. Of these potential applications, only daily-
resolution ovulatory cycle monitoring has been realized at scale22. Daily oral temperature, also 
known as basal body temperature (BBT), is commonly used as an approximate, retrospective 
indication of ovulation timing for purposes of family planning1,11–13,23–25. However, recent work 
suggests that it may be possible to anticipate ovulation via analysis of ultradian rhythmicity in 
CBT7,8,26. Although this evidence is promising, assuming that the CO hypothesis therefore holds 
broadly across individuals and stages of reproductive life could lead to inferences made from 
wearables that are suboptimal at best and damaging at worst. To move beyond phenomenology, 
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it is necessary to review the evidence for central coupling among reproductive and 
thermoregulatory measures. Doing so can help to identify questions for future study that will 
contextualize the development of peripheral markers for reproductive health across life.  

Central or Peripheral Substrate for Reproductive and Thermoregulatory Coupling. If peripherally 
observed co-pulsatility arises from direct connections among hypothalamic reproductive and 
thermoregulatory regions, then there is strong support for the development of surrogate 
markers of reproductive state. Conversely, if it does not appear that coupling among 
reproductive and thermoregulatory output arises from central circuitry, then peripheral coupling 
must occur via co-modulation of other systems. This would suggest that a more tangential, or 
dissociable connection among these outputs, and therefore encourage more caution in the 
interpretation of peripheral signals in reference to reproductive function27. In either case, proxy-
based predictors and detectors of female reproductive status would need to be identified and 
validated across stages of life, as hypothalamic circuits regulating both reproduction and body 
temperature undergo marked developments in puberty, pregnancy, and menopause, and in 
cases of pharmaceutical use28–30. These markers will also require validation in heterogeneous 
populations, as ethnicity31 and behavior32–34 impact rhythmic stability and reproductive function. 

1.3 Hypothalamic Organization of Reproduction  

The Hypothalamic-Pituitary-Gonadal Axis. Hypothalamic reproductive circuits form the apex of 
the hypothalamic-pituitary-gonadal (HPG) axis. Multiple hypothalamic subregions coordinate the 
release of reproductive neuropeptides and hormones35, including kisspeptin (KP) within the 
arcuate (ARC), medial preoptic area (MPOA), and anteroventral paraventricular nuclei (AVPV);  
gonadotropin releasing hormone (GnRH) within the MPOA/AVPV; and RFRP-3 within the 
dorsomedial nucleus (DMN)36,37. These populations integrate with the central clock in the 
suprachiasmatic nucleus (SCN) and extrahypothalamic regions to generate an exquisitely 
coordinated pulsatile, circadian, ovulatory phase, and environmentally integrated GnRH signal. 
GnRH is released to the portal vasculature of the anterior pituitary37–41, where it triggers the 
release of luteinizing hormone (LH) and follicle stimulating hormone (FSH). LH and FSH act on the 
gonads to stimulate the synthesis and release of sex steroids. Sex steroids and gonadotropins 
provide feedback both locally and long range to the pituitary and hypothalamus to regulate HPG 
activity from the pulsatile to the ovulatory, and longer timescales35,39.  

URs are integral to the functioning of the HPG axis across the ovulatory cycle39,42. Each KP-
induced GnRH UR or “pulse” consists of a short, ~2 minute square wave of elevation, a 4 or 5 
minute variable plateau, and a precipitous ~3 minute decline43–45. This pattern repeats with 
stereotyped frequency modulation across the ovulatory cycle. The pulsatile signal generated by 
these complex interactions propagates directly down the HPG axis, resulting in URs of LH, FSH, 
estrogen, progesterone, and testosterone5,42,46.  This patterning is required for normal pituitary 
gonadotropin secretion47,48, and its disruption contributes to the phenotypes of menopause49, 
polycystic ovarian syndrome (PCOS)49–51, hypothalamic amenorrhea52,53, and hypogonadotropic 
hypogonadism54–56.  
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In a typical ovulatory cycle, HPG pulse frequency increases from about once per 1-2 hours, to 
slightly less than once per hour across the pre-ovulatory or follicular phase5,42. This change is 
coincident with rising levels of estradiol that peak prior to ovulation, and low progesterone. 
Sufficiently elevated estradiol and circadian factors57,58 then integrate to initiate an LH surge: the 
trigger for ovulation59. Notably, despite apparent circadian coordination of ovulation timing57, 
and reports of post-ovulatory reduced circadian amplitude of CBT CRs21, CR stability does not 
appear to change stereotypically across the ovulatory cycle (See: Chapter 47). Following the LH 
surge and ovulation, pulsatility slows down to one pulse per 3 or 4 hours5,44,60. This post-
ovulatory phase (called the luteal phase in humans) is associated with elevated progesterone, 
and a relatively small elevation in estradiol. In the absence of pregnancy, progesterone, and 
estradiol decline in the latter portion of the luteal phase, and the cycle begins again with rising 
estradiol and increasing hormonal pulse frequency. The circuitry undergirding the canonical 
ovulatory pattern of HPG pulsatility influences not only reproduction, but thermoregulation, and 
broad coordination of URs. 

The Arcuate Kisspeptin Pulse Generator. Ultradian rhythmicity in the HPG axis appears to 
originate from an ARC pulse generator39 61 which, incidentally, has been proposed as a broader 
source of hormonal and behavioral URs61. Recently, Liu et al., demonstrated that ARC 
Kisspeptin/Neurokinin/Dynorphin, or KNDy, neurons make close, non-synaptic appositions to 
GnRH “dendrons”, which are unique structures positioned at the median eminence (ME) 
resembling both an axon and dendrite62. KP alone among the peptides released from KNDy 
neurons activates these dendrons62. Additionally, KNDy neurons exhibit synchronized bursting 
that is correlated with pulsatile LH secretion63. Tuning KNDy activity artificially results in 
corresponding changes to LH concentrations: selective activation of KNDy neurons in mice 
generates LH pulses64,  and their selective suppression inhibits LH pulses63. Although these 
circuits are frequently studied in rodents and ewes,  KP neurons in the rostral POA, infundibular 
nucleus, and ARC65 also appear to take on the role of pulse generation in humans66–68. Together, 
these observations support the link between periodic KP stimulation of GnRH dendrons as a 
generator of pulsatility across the HPG axis.  

Additional work supports that GnRH neurons cannot generate in vivo oscillatory dynamics 
without KP and extra-hypothalamic input69. Although there is some evidence across species for 
synchronous pulsatility 1 or 2 times per hour from cultured GnRH neurons, isolated cultures 
from various ages and species do not reflect in-vivo dynamics70–75. Synchronized activity has not 
yet been observed in slice, and optogenetic stimulation of synchronous bursts in GnRH neurons 
fails to evoke LH secretion76. Together, the ARC appears to impose pulsatility on GnRH neurons, 
and therefore on the entire HPG axis. Much remains to be learned about how synchronicity is 
maintained within the pulse generator, as well as mechanisms behind the stereotyped pattern of 
pulsatility observed across the ovulatory cycle 39,77. 

1.4 Hypothalamic Organization of Thermoregulation 

Body Temperature Dynamics: The Core and Shell. CBT is a non-stationary signal that is influenced 
by a variety of temporal, endocrine, autonomic, behavioral, and species-specific factors. Female 
mammalian CBT exhibits URs, CRs, and ORs; as well as distinct rhythmic structures at different 
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locations on the body. Although each part of the body comprises a “micro-climate”, body 
temperature is traditionally divided into the skin or “shell”, and the “core” or interior of the 
body78,79.  Briefly, during the active phase, core temperature is elevated relative to the shell80,81. 
During the inactive phase, vasodilation sends blood from the core to the shell, thereby reducing 
core temperature and heating the shell by dissipating heat through it82,83. In larger mammals, 
including humans, the gradient from shell to core is more exaggerated than in smaller animals, 
such as mice and rats84–86, suggesting that findings from rodents’ core and shell may not 
translate directly to human core and shell temperature21,80. For simplicity, the present discussion 
will be limited to central regulation of core temperature7,25,87. For reviews on behavioral and 
environmental, as opposed to endogenous rhythmic, influences on body temperature, 
see21,80,88,89.  

Warm and Cold Sensitive Neurons. Thermoregulation is predominantly influenced by neural 
populations within the MPOA/AVPV83. “Warm sensitive” neurons, named due to their activation 
at high temperatures via TRP receptors, make up ~30% of the MPOA90. “Cold sensitive” neurons, 
activated at low temperatures, comprise a smaller population, about ~5-10% of the MPOA,90 and 
extend into the ventral lateral preoptic nucleus91.  Additionally, GABAergic interneurons within 
the POA serve to inhibit warm sensitive neurons in response to cold stimuli92, and warm sensitive 
neurons reciprocally inhibit cold sensitive neurons90. Environmental feedback to 
thermoregulatory populations comes from sensory neurons in the trigeminal and dorsal root 
ganglia. These cells sample temperature from specific tissues in the abdomen, spine, skin, and 
within the brain itself83,93–95 (reviewed in96).  

1.5 Interaction Among Thermoregulatory and Reproductive Circuits 

Phenomenology of Ovulatory Cycle Impacts on Body Temperature. The previous century’s1 
documentation of covariance among reproductive hormones and body temperature were made 
largely using BBT in humans, and various surface or implantable sensors in animals, collectively 
giving rise to the term “in heat” for an ovulating, sexually receptive female97. Acutely, estradiol 
promotes vasodilation and progesterone promotes vasoconstriction82. Accordingly, estradiol 
lowers core and skin temperature in females98–100, and ovariectomized mice (in which the 
dominant estradiol source is removed) exhibit a sustained increase in tail temperature that can 
be reversed with estradiol treatment101. In males, testosterone acutely raises muscle 
temperature while lowering adipose temperature, but can also be aromatized to estradiol, 
thereby affecting body temperature through similar mechanisms as estradiol in females102,103. 
Conversely, progesterone, either alone or combined with estrogen, raises body temperature. In 
rodents, the preovulatory spike in estradiol and progesterone on estrous days is associated with 
a plateau of high CBT 8,26,104. This phenomenon has also been observed in humans following 
ovulation7,25. Although recent work claims to identify various patterns of pre-ovulatory 
temperature depression followed by peri-ovulatory temperature rise, confounding factors (e.g., 
conflation of LH surges with true ovulation) have thus far limited the interpretation of these 
enticing findings19,105–108. Finally, described below, changes in thermogenesis associated with sex 
steroids likely occur through co-influence on hypothalamic neurons that regulate pulsatile 
release of GnRH as well as body temperature, and through direct synaptic coupling98,99. 
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Kisspeptin and GnRH Input to Thermosensitive Neurons and Non-Thermosensitive Neurons 
Lower Body Temperature. A distinct population of non-thermosensitive NK3 neurons in the 
MPOA receive projections from ARC KNDy neurons109. NK3 neurons reduce core temperature 
when activated by KNDy input109. Moreover, GnRH and estrogen93,110 excite warm sensitive 
neurons, presumably lowering body temperature in a pulsatile fashion110. Finally, although not 
yet shown to be centrally mediated, the pituitary hormone prolactin, which is temporally 
coupled to pulsatile estrogen and LH release, reduces body temperature111. 

Progesterone and Prostaglandins Inhibit Warm Sensitive Neurons to Raise Body Temperature. 
Progesterone inhibits warm sensitive neurons in slice and in vitro, resulting in elevation of body 
temperature88,112,113. Additionally, prostaglandin E2, which is released in response to 
progesterone (and, canonically, in sickness), inhibits warm sensitive neuron activity by binding to 
EP3 receptors, thereby raising body temperature88,114.  

Temperature Sensitive Neurons in the POA Exhibit Pulsatile Activity. The POA exhibits URs, CRs, 
and ORs115,116. Activity across the rat POA, which includes both reproductive and 
thermoregulatory populations, is pulsatile during estrus and diestrus115, with some POA neurons 
exhibiting ultradian sleeping bouts associated with REM, and sinusoidal ultradian waking 
bouts116. Additionally, temperature sensitive neurons are reciprocally affected by ARC117. 
Arcuate KP neurons project to both warm and cold populations, and stimulation of the ARC 
results in inhibition of thermosensitive POA neurons, 117 suggesting that the pulsatile activity 
from this population may impose pulsatile structure on the activity of warm and cold populations 
in vivo109. Additionally, about half of temperature sensitive MPOA neurons are affected by 
estrogen or testosterone93. If warm and cold neurons are also sensitive to sex steroids, this 
would suggest that sex steroid pulsatility could reinforce temperature pulsatility directly. 
Moreover, in ovariectomized animals, temperature sensitive cells in the POA are both less active 
and exhibit an altered activity profile118. Additionally, their activity may be raised by 
phytoestrogen-rich black cohosh and by direct estrogen replacement119. Together, the activity 
profile and reciprocal connections among thermoregulatory neurons in the POA, reproductive 
circuits in the ARC, and sex steroids, suggest that reproductive-thermoregulatory coupling is 
both centrally generated and peripherally reinforced. 

1.6 Modulating URs by Phase of Cycle: A Job for the Dopaminergic Ultradian Oscillator, TIDA 
Neurons, and the Arcuate Pulse Generator? 

Soper and Weick determined in 1980 that an extrahypothalamic region projecting to the anterior 
ARC was necessary for maintenance of LH pulsatility in ovariectomized rats69. This indicated that 
hypothalamic pulsatility is dependent on extrahypothalamic regions,  despite the existence of 
the ARC pulse generator27.This observation indicated that an additional party is necessary to link 
UR generation across the ARC pulse generator and POA. Twenty five years after Soper and 
Weick, the ventral tegmental area (VTA) was compellingly presented as an tunable regulator of 
UR in dopamine, behavior, and temperature16,120. This system, dubbed the “Dopamine Ultradian 
Oscillator”, or DUO, may be responsible for reinforcement of URs and modulation of UR 
periodicity across the ovulatory cycle. 
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The Dopamine Ultradian Oscillator. From 2015 to 2017, Blum, Storch, and Bourguignon reported 
that the VTA exhibits URs in dopamine that are tightly correlated to URs in CBT and locomotor 
activity16,120. Additionally, they showed that natural and pharmacological increase in dopamine 
lengthens UR period, whereas natural and pharmacological decrease in dopamine shortens UR 
period16,120. Subsequent experiments established that the VTA is a key area for generation and 
coordination of URs across systems, including motivation, locomotor activity, feeding, and 
hippocampal activity16,120,121. Moreover, the VTA sends projections to the anterior, lateral, and 
posterior hypothalamus122. Reciprocally, the  pro-opiomelanocortin (POMC)123,124 neurons of the 
ARC both send projections to the VTA125, inhibiting dopaminergic activity, and express the KP 
receptor. Finally, AGRP/NPY125 neurons (canonically opposing the actions of POMC neurons) 
project to the VTA. The combination of KP-sensitive POMC input, and AGRP/NPY input to the VTA 
suggest potential bi-directional influence of the ARC on VTA activity. Finally, the Nucleus 
Accumbens (NAcc) projections to both the VTA and ventromedial ARC may reinforce coupling 
(reviewed in61). Together, dopaminergic URs could be an important reinforcer of reproductive-
thermoregulatory coupling and have direct synaptic substrate for communicating with pertinent 
hypothalamic circuits. However, an additional dopaminergic population within the hypothalamus 
itself must be considered in order to integrate reproductive, thermoregulatory, and ovulatory-
phase-dependent URs. 

Tuberoinfundibular Dopaminergic Neurons. An additional population of tuberoinfundibular 
dopaminergic (TIDA) neurons within the ARC both acts on KNDy neurons and releases dopamine 
to the ME126. This input is essential for normal reproductive function, and exerts pulsatile 
inhibition on dopamine’s antagonist: temperature-reducing prolactin127128. As reviewed in Nestor 
et al., 2018129 in the case of anestrous ewes: dopamine inhibits GnRH by suppressing KNDy 
neuron activity via D2 receptors130–132, E2 increases expression of D2, and D2 antagonist infusion 
in the ARC increases LH pulse frequency130,132,133. Although Nestor et al., were not able to find 
reports of URs in TIDA neurons, this activity is highly likely to be pulsatile in order for the 
pulsatile pattern of KNDy and GnRH activity to occur. Moreover, 70% of prolactin pulses occur 
coincident with LH pulses, supporting coupled timing of dopamine and KP pulsatility42. These 
findings indicate that TIDA dopaminergic output, KNDy, GnRH, LH, and prolactin likely exhibit 
synchronized URs. Finally, Stagkourakis et al., recently showed that D2R autoreceptor activation 
in TIDA neurons increases oscillatory period126. Although this finding occurred at a different 
timescale (seconds to minutes), the effect is consistent with the impact of dopamine on UR 
periodicity in the VTA. Together, the role of dopamine from TIDA neurons may accord with the 
potential role of the VTA in reinforcement of coupling among pulses of reproductive and body 
temperature, as well as potentially contribute to modulation of UR period across the ovulatory 
cycle, discussed below. 

Modulation of Ultradian Period by Phase of Ovulatory Cycle. The mechanisms underlying 
stereotyped modulation of UR periodicity across the ovulatory cycle are yet unexplained, but 
Prendergast and Zucker recently proposed that changes in dopaminergic tone across the 
ovulatory cycle could be responsible61. If so, one would expect higher dopaminergic tone to be 
coincident with times of UR period lengthening of body temperature, and hormonal output, as 
well as elevated temperature level (i.e., the post-ovulatory luteal phase). Likewise, one would 
expect reduced dopaminergic tone to be associated with increasing frequency of these URs (i.e., 
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the phenotype observed in the preovulatory follicular phase). Consistent with this, prolactin – a 

dopamine antagonist, is highest around ovulation (when URs are fastest and dopaminergic tone 
likely reduced), and lower during the early follicular phase (when URs are relatively slower and 
dopaminergic tone is likely increased)134. Moreover, in natural systems, it appears that increases 

                                
Figure 1. Schematic of Ultradian Interactions Among Reproductive and Thermoregulatory Output. An expanded 

model of hypothalamic and subcortical structures proposed to enable ultradian coupling of reproductive and 
thermoregulatory outputs (See: Prendergast and Zucker, 2016; Storch et al., 2014; Grant et al., 2018; for original 
models). The ARC pulse generator interacts with the POA/AVPV to convey a pulsatile GnRH signal to the anterior 
pituitary, in turn stimulating pulsatile release of LH and FSH. KNDy input to TIDA neurons may impose a similar 
inhibitory dopaminergic influence on prolactin secretion. These reproductive UR networks project directly to 
warm (W) and cold (C) neurons in the POA/AVPV, as well as to temperature-regulating NK3 POA neurons. The 
SCN, dopaminergic ultradian oscillator of the VTA, and NAcc may to impose both time of day (SCN) and time of 

cycle (VTA, NAcc) interactions on reproduction and body temperature. This action may be achieved through 
their influence on the ARC pulse generator, POA/AVPV KP and GnRH populations, reciprocal interaction with 

ARC POMC and AGRP neurons, and VTA projections to diverse hypothalamic subregions. Abbreviations: arcuate 
(ARC), preoptic area (POA), anterior ventral periventricular area (AVPV), kisspeptin neurokinin dynorphin (KNDy), 
tuberoinfundibular dopaminergic (TIDA), neurokinin 3 (NK3), suprachiasmatic nucleus (SCN), ventral tegmental 

area (VTA), nucleus accumbens (NAcc), gonadotropin releasing hormone (GnRH), luteinizing hormone (LH), 
follicle stimulating hormone (FSH), pro-opiomelanocortin (POMC), agouti-related peptide (AGRP). 
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in dopaminergic tone are inversely proportional to increases in LH pulse frequency, whether that 
dopamine is released from the VTA or TIDA neurons. Together, recent work reinforces the 
intriguing possibility is that the DUO120 and the ARC hypotheses of ultradian rhythm generation61 
could be united – presumably by direct or indirect communication among the ARC pulse 
generator, VTA, and TIDA populations61.  

1.7 Could Coupling be Decentralized? 

It appears feasible that a) central reproductive and thermoregulatory circuits are coupled within 
the hypothalamus and that b) dopaminergic circuitry within the hypothalamus, VTA, and NAcc 
intermediary could provide substrate for modulation of ultradian frequency of temperature and 
reproductive output across the ovulatory cycle. However, it is possible that the appearance of 
co-pulsatility is achieved by decentralized means. Numerous other factors contribute to 
thermoregulation in a manner that may be decoupled from reproductive status. For example, 
brown adipose tissue deposition is positively correlated with progesterone across the cycle, and 
inversely correlated with estrogen in the follicular phase, yet is heavily influenced by 
cortisol135,136. Unlike the HPG axis, URs in the hypothalamic-pituitary-adrenal (HPA) axis can be 
preserved in the absence of URs in their hypothalamic releasing hormone27. As HPA axis activity 
contributes to the regulation of body temperature137,138, and has been observed to potentially 
time-lock with ultradian rhythms of CBT139, central reproductive-thermoregulatory coupling is 
not likely to generate an isolated, 1:1 relationship between these systems. Variable additional 
impacts of stress, environment, and behavior on thermoregulation and reproduction have been 
reviewed recently88,140,141, and are required to contextualize our understanding of coupling 
between these systems. 

If co-pulsatility among reproductive and thermoregulatory outputs is not centrally generated, or 
even contains a strong peripheral component, then it is more likely that peripheral factors could 
perturb coupling. This outcome could lead to challenges or misinterpretations of a temperature 
signal that was used to infer information about reproduction, especially in cases of rhythmic 
instability (e.g., in shift workers, during late pregnancy and the post-partum period, in PCOS, in 
diabetes, in HPA axis disorders, or during the perimenopausal period)7,142,143. In particular, the 
unpleasant side effects of rhythmic disruptors, such as jetlag, are due to dissociation of 
rhythmicity among different systems in the body. When the body is required to “adjust” to a 
new time zone, different systems adjust at different rates, leading to decoupling and suboptimal 
function during the readjustment period, and the canonical malaise of jetlag144–146. Although 
physical time zone shifts are the most well-known example of rhythmic disruption, many 
common behaviors and medical interventions are associated with internal desynchrony. These 
include light at night, late meals, pharmaceuticals such as hormonal contraception or cortisone, 
and early school times, which together impose “pharmaceutical” or “social” jetlag on an 
alarming proportion of the population147–151. The result of these other forms of jetlag appear to 
exert de-coupling events on systems throughout the body, including the HPG and HPA axes, and 
thermoregulation7,139. A likely result of these de-coupling events is that the numerous systems 
contributing to patterns of CBT may be misaligned in many individuals and may therefore be 
more difficult to rely on as direct proxies for reproductive function. For this reason, it is 
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important to treat the likelihood of central substrate for temperature-reproductive ultradian or 
coupling with caution until even more direct observations of co-pulsatility within the 
hypothalamus, or continuous comparisons of temperature and pituitary/peripheral hormones 
can be made. 

1.8 Summary and Conclusions 

Reproductive and thermoregulatory hypothalamic output is pulsatile and appears to have the 
neural substrate to create coupled ultradian oscillations. Multiple hypotheses have been 
proposed for how such coupling may be achieved, including the ARC pulse generator, the DUO, 
and decentralized mechanisms. We propose that pulsatility is likely to be of central origin in the 
case of reproductive-thermoregulatory coupling, and that peripheral factors likely reinforce this 
coupling and may play a larger role in other hypothalamic-pituitary axes. Moreover, future 
studies may resolve the DUO and ARC pulse generation hypotheses into one coupled system, as 
there appears to be neural substrate for communication among the ARC pulse generator, the 
ARC TIDA system, and the VTA. If these systems work together, then the tunability of ultradian 
periodicity by the VTA and/or TIDA neurons may underly ovulatory cycle frequency modulation 
of ultradian rhythms. There is strong evidence to support the development of continuous 
temperature-based proxies for reproductive system output, but these proxies may be disrupted 
by desynchronizing behavioral, environmental, or pharmacological interventions. Applications 
may span from assessing changes to continuous patterns of hormones across adolescence, 
fertility and infertility, pregnancy, and menopause. 
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2. Adolescent Development of Biological Rhythms: Estradiol Dependence and Effects of 
Combined Contraceptives 

 

2.1 Abstract 

Purpose: Adolescence is a period of continuous development, including the maturation of 
endogenous rhythms across systems and timescales. Although these dynamic changes are well 
recognized, their continuous structure and hormonal dependence have not been systematically 
characterized. Given the well-established link between core body temperature (CBT) and 
reproductive hormones in adults, we hypothesized that high-resolution CBT can be applied to 
passively monitor pubertal development and disruption with high fidelity. 

Methods: To examine this possibility, we used signal processing to investigate the trajectory of 
CBT rhythms at the within-day (ultradian), daily (circadian), and ovulatory timescales, their 
dependence on estradiol, and the effects of hormonal contraceptives. 

Results: Puberty onset was marked by a rise in fecal estradiol (fE2), followed by an elevation in 
CBT and circadian power. This time period marked the commencement of 4-day rhythmicity in 
fE2, CBT, and ultradian power marking the onset of the estrous cycle. The rise in circadian 
amplitude was accelerated by E2 treatment, indicating a role for this hormone in rhythmic 
development. Contraceptive administration in later adolescence reduced CBT and circadian power 
and resulted in disruption to 4-day cycles that persisted after discontinuation.  

Conclusions: Our data reveal with precise temporal resolution how biological rhythms change 
across adolescence and demonstrate a role for E2 in the emergence and preservation of multiscale 
rhythmicity. These findings also demonstrate how hormones delivered exogenously in a non-
rhythmic pattern can disrupt rhythmic development. These data lay the groundwork for a future 
in which temperature metrics provide an inexpensive, convenient method for monitoring pubertal 
maturation and support the development of hormone therapies that better mimic and support 
human chronobiology. 
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2.2 Introduction 

Adolescence is a period of rhythmic reorganization during which physiology transitions from a 
non-reproductive juvenile state into reproductive early adulthood1–5.  Historically, researchers 
have relied on self-report, tanner staging, or infrequent salivary or blood hormone samples to 
track milestones of pubertal development. We reasoned that a time series characterization of 
continuous core body temperature (CBT)6–10 could reflect dynamic, rhythmic features of 
hormonal development across the pubertal trajectory. If feasible, CBT could become a highly 
convenient and more accurate pubertal staging tool with unprecedented temporal resolution. Its 
application could also improve our understanding of the range of typical pubertal trajectories 
and factors that drive deviation from these trajectories.   

Rhythmic development occurs at multiple timescales, including within-a-day (ultradian rhythms; 
URs)11, daily (circadian rhythms; CRs)12,13, and multi-day ovulatory cycles in females (ovulatory 
rhythms; ORs)14. These rhythms occur across physiological systems, serving to increase the 
efficiency of signal transduction15–17, temporally segregate incompatible processes18, 
synchronize internal systems to the environment19, and maximize reproductive success20. 
Although structure at one timescale can be modulated by changes at another21,22, distinct 
mechanisms underlie each rhythmic frequency. This suggests individual rhythmic frequencies 
may each follow distinct developmental trajectories.  

Coordinated URs are observed in hypothalamic-pituitary-peripheral axes and beyond in adult 
mammals, with broad manifestation in systems including cardiovascular outputs, 
thermoregulation, and even cognition (reviewed in6,23–26). Many URs, including those in 
reproductive and growth hormones, are present early in life27 and increase in amplitude from 
pre-to-mid puberty28–30. Some URs increase markedly in frequency and amplitude around 
puberty onset (e.g., gonadotropin releasing hormone (GnRH) luteinizing hormone (LH) and 
estradiol (E2)11,28,31–35,28,35). In adults, URs are modulated by time of day36 and phase of the 
ovulatory cycle21, suggesting that pubertal modifications at the CR and OR timescales likely 
impact UR structure. Conversely, increases in UR amplitude increase CR amplitude by definition, 
although, it is unclear if UR structure impacts regulation of CRs. Although URs are thought to be 
centrally controlled, potentially via interaction of dopaminergic and hypothalamic circuits23,37–42, 
relatively little is understood about mechanisms and progression of URs across adolescence.  

Whereas the mechanisms and phenomenology of ultradian development require much further 
study, those underlying circadian rhythms and pubertal changes to CRs are well documented. 
Circadian rhythms are nearly ubiquitous, generated intracellularly via interlocked transcription-
translation feedback loops, and are governed by a central pacemaker within the suprachiasmatic 
nucleus (SCN) of the hypothalamus43–45. Although changes in SCN output and connectivity during 
adolescence are not well characterized,  integration of new neurons into the central clock46 and 
reproductive neurocircuitry47 alongside adolescent increases in SCN input to the GnRH system48 
may contribute to downstream CR changes. For example, circadian amplitude appears to 
increase across puberty in many systems (e.g., cortisol49, activity45, and potentially 
temperature50), while emerging for the first time in others (e.g., LH34 and FSH29). Finally, 
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circadian activity45 and sleep-wake51 rhythms are phase delayed during puberty52 and are more 
vulnerable to disruption by mistimed light and food cues than in adults53. 

In contrast to ultradian and circadian rhythms, which are apparent to variable degrees in 
juveniles, the female ovulatory, or estrous, cycle emerges for the first time in adolescence14. 
Briefly, in spontaneously-ovulating rodents, the 4 to 5 day cycle begins with rising E2 levels that 
maintain LH at low concentrations through negative feedback. When E2 is sufficiently high, and a 
pool of ovarian follicles has matured, E2 positive feedback integrates with circadian signaling and 
progesterone of neural origin47,54,55 to induce a preovulatory LH surge that initiates ovulation55–

60. Subsequent formation of the corpus luteum leads to a brief rise in circulating progesterone 
prior to beginning the next cycle.  As with URs and CRs, ORs manifest as changes in a number of 
systems, including metabolic hormones, cardiac output, and thermoregulation61–63. Although it is 
clear that ORs emerge at puberty, the continuous patterns of commencement and stabilization 
are poorly understood. Pre-pubertal ovarian follicles typically undergo development and atresia 
without substantial release of sex steroids30. Soon after the emergence of the first cycle, at 
menarche in girls20, cycles have a higher likelihood of anovulation or low post-ovulatory 
progesterone compared to adults64. Although high temporal resolution patterns are unknown, 
large increases in plasma E2 and FSH occur from pre to mid puberty28,34,65. Given these changes 
in hormones across puberty, one aim of the present investigation was to employ continuous, 
longitudinal, and high-resolution CBT monitoring alongside daily E2 measures to characterize the 
emergence of the ovulatory cycle in rats. 

By characterizing rhythmic outputs that reflect underlying physiological change across 
adolescence, a greater understanding of typical progression can be garnered and the impact of 
exogenous hormone manipulation on temporal trajectories can be observed. Temporal 
disruption at all three timescales is associated with negative health outcomes in adults66–71, and 
adolescence may be a sensitive period where disruptions have rapid1 and potentially long-term 
health impacts2,53,72,73. A growing proportion of teenage girls (estimated between 22-54% across 
the first two decades of the 21st century74,75) receive hormonal contraceptives for a variety of 
purposes, including pregnancy prevention76 or treatment of menstrual symptoms77, and acne78. 
These hormonal contraceptives aim to prevent ovulation, sperm penetration, and implantation 
by maintaining elevated progestin levels akin to the post-ovulatory portion of the cycle (with or 
without estrogen derivatives)79–83. As they are delivered at static or once daily bolus 
concentrations that differ from the endogenous, multiscale rhythmic pattern of release84–86, 
hormonal contraceptives can be considered a form of temporal endocrine disruption87,88. 
Hormonal contraceptive use is associated with elevated body temperature89, decoupling of 
follicular maturation cycles within the ovary88,90, weight change91,92, mental health risks93–95, 
lasting luteal phase deficiency96, and a variety of other off target effects97–100. Furthermore, 
women under 21 are more likely to exhibit anovulatory cycles following birth control cessation 
than are older individuals101, suggesting that contraceptives taken during late adolescence may 
be more disruptive than in adulthood. Although currently considered safe, discontinuation rate is 
high102 and impact on the temporal progression of development is unclear.  

CBT as a continuous surrogate marker for pubertal status may provide convenience and new 
information to longitudinal research studies on this topic and beyond. Continuous measures of 
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activity have been used for rhythmic monitoring52, but this measure is not as closely tied to high-
frequency changes driven by hormonal systems9,10 and does not appear to predict individual 
health events with comparable specificity9,10,103. In contrast, CBT exhibits clear URs, CRs, and ORs 
that reflect underlying hormonal changes6,61,104, including ultradian rhythmic CBT patterns that 
mirror LH21,105 and estradiol21 prior to ovulation.  Likewise, CBT is a reliable phase marker for 
circadian rhythmicity106,107. Hormonal alterations across the ovulatory cycle directly influence CBT, 
with E2 decreasing temperatures prior to ovulation, and E2 with progesterone increasing 
temperature following ovulation8,106. As a result, we hypothesized that insight into changes in the 
temporal structure of underlying physiology across adolescence can be garnered via assessment 
of continuous CBT levels and rhythms. The present study employed continuous CBT to 
characterize rhythmic change across adolescent development and examine the role of pubertal 
onset of E2 production and ovarian status in guiding the typical developmental trajectory. 
Additionally, because late pubertal contraceptive use might act to disrupt the typical progression 
of rhythmic development, we examined the impact of a common contraceptive regimen (i.e., 
ethinyl estradiol and levonorgestrel) on endogenous estradiol concentrations and CBT rhythms.  
As the pulse amplitude of multiple hormones increases across adolescence, we hypothesized that 
the amplitude of CBT URs would be similarly impacted. We also hypothesized that CR amplitude 
and overall body temperature would increase during adolescence, and that these increases would 
be influenced by E2. As changes to rhythmicity have primarily been reported from early to mid-
adolescence, we hypothesized that rhythmic restructuring would be most pronounced during this 
period. Finally, we hypothesized that rhythmic patterns of body temperature change identified 
during adolescent development would be disrupted during and potentially after, the cessation of 
contraceptive administration, and in ovariectomized individuals. 

2.3 Materials and Methods 

Animals. Female Wistar rats were purchased at 250 g from Charles River (Charles River, 
Wilmington, MA) and bred in the lab and weaned at p21. Weanlings were housed in standard 
translucent propylene (96 x 54 x 40 cm) rodent cages, and provided ad libitum access to food and 
water, wood chips for floor cover, bedding material, and chew toys for the duration of the study. 
To minimize social isolation stress, which is known to affect pubertal development108,109, animals 
were housed with a same sex, non-experimental sibling. Animals were maintained on a 12:12 light 
dark (LD) cycle; light intensity during the photo- and scotophases were ~500 lux white light and 
<1 lux red light, respectively, with lights on at 1 AM and off at 1 PM. Animals were gently handled 
before weighing daily to minimize stress. To prevent mixing of feces used for hormone analysis, 
cage mates were separated by a flexible stainless steel lattice that permitted aural, scent, and 
touch interaction between siblings. A total of 64 animals were included in the study: 32 as 
experimental animals (Intact, Intact + Contraceptives, Ovariectomized (OVX) and OVX + E2; 
n=8/group), and 32 as social, littermate partners. All procedures were approved by the 
Institutional Animal Care and Use Committee of the University of California, Berkeley. 

Core Body Temperature Data Collection. Data were gathered with G2 E-Mitter implants that 
chronically record CBT (Starr Life Sciences Co., Oakmont, PA). At weaning, G2 E-Mitters were 
implanted in the intraperitoneal cavity under isoflurane anesthesia with analgesia achieved by 
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subcutaneous injections of 0.03 mg/kg buprenorphine (Hospira, Lake Forest, IL) in saline 
(administered every 12 h for 2 days after surgery). E-Mitters were sutured to the ventral muscle 
wall to maintain consistent core temperature measurements. Recordings began immediately, but 
data collected for the first 4 days post-surgery were not included in analyses. Recordings were 
continuous and stored in 1-min bins.  

Ovariectomy and Silastic Capsule Replacement.  Ovariectomies were performed at weaning (p21) 
at the same time as the implantation of the E-Mitter, as previously described10,57. The E-Mitter 
surgery served as a control operation in non-OVX animals. Incisions were closed using dissolvable 
sutures and wound clips. At p29, OVX animals were anesthetized and implanted with silastic 
capsules (0.78 mm I.D., 1.25 O.D.; Dow Corning, Midland, M).  Capsules were implanted 
subcutaneously and intrascapular.  Capsules were 20mm in length with with 5mm silicone sealant 
at each end (Sigma Aldrich, St. Louis, MO) and contained either 112µg (180µg/mL) 17β estradiol 
in sesame oil, or sesame oil alone.  E2 treatment results in plasma E2 concentrations averaging ~ 
5µg/day, beginning in animals of 80-100g110,111. Capsules were primed for 24 h prior to 
implantation via submersion in 0.9% saline in order to avoid delivering a large initial bolus of E2. 
Although these doses have been tested previously, large variability in serum E2 levels following 
silastic implant is typically reported110–113. Incisions were closed using dissolvable suture and a 
wound clip, and buprenorphine was delivered as above for post-operative analgesia.  

Contraceptive Administration.  Ethinyl Estradiol (EE2, 30µg/day) and Levonorgestrel (30 µg/day), 
a progestin, were dissolved in in 0.01 mL of sesame oil and delivered subcutaneously at the nape 
of the neck daily for the duration of two estrous cycles during mid to late adolescence (p50 to 
p58). Although a wide range of rodent doses of EE2 and Levonorgestrel have been reported114–116, 
the doses chosen here aimed to match those used consistently for suppressing ovulation and 
mimicking effects observed in humans, such as increased blood pressure117, and for comparability 
to existing rodent literature on subcutaneous delivery of Levonorgestrel and EE2118–120. Many 
doses for orally delivered EE2 and Levonorgestrel in rats also fall in this range82,115,121,122. These 
drugs have been available as human contraceptives for decades under several brand names in 
widely varying doses100,123. 

Fecal Sample Collection.  Fecal E2 (fE2) concentrations were assessed across puberty from feces 
generated over 24 h periods. Fecal samples provide hormone concentrations more 
representative of average daily hormone concentrations than single timepoint blood samples124–

128 and eliminates associated stress and infeasibility of high-frequency, longitudinal blood 
collection. Samples were collected in small, airtight bags at the end of dark phase under dim red 
light (<5 lux) from p25 to p37 (pre puberty and first cycle), p45 to p51 (mid-puberty), and p55 to 
p65 (late puberty to early adulthood) in all groups, and additionally to p75 in Intact+C and Intact 
groups (adulthood). Samples soiled with urine were discarded, and all other droppings generated 
over each 24-h segment were combined. Within 1 h of collection, samples were stored at -20°C 
until processed. Sample collection was rapid (~ 1 min per animal). 

Before assessment of hormone concentration, samples were processed according to 
manufacturers’ instructions129. Briefly, samples were placed in a tin weigh boat and heated at 
65°C for 90 minutes, until completely dry. Dry samples were ground to a fine powder in a coffee 
grinder, which was wiped down with ethanol and dried between samples to avoid cross 
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contamination. Powder was weighed into 0.2 mg aliquots. For hormone extraction, 1.8mL of 
100% ethanol was added to each test tube, and tubes were shaken vigorously for 30 minutes. 
Tubes were then centrifuged at 5,000 RPM for 15 minutes at 4°C. Supernatant was moved to a 
new tube and evaporated under 65°C until dry (~ 90 minutes). Sample residue was reconstituted 
in 100uL of 100% ethanol. 25µL of this solution was diluted for use in the assay and remaining 
sample was diluted and stored. 

ELISA Assays. A commercially available fE2 enzyme-linked immunosorbent assay (ELISA) kit was 
used to quantify E2 in fecal samples (Arbor Assays, Ann Arbor, MI). These assays have been 
previously published in species ranging from rats and mice130–132, to wolves133, to humans134. 
ELISAs were conducted according to manufacturer’s instructions. To ensure each sample 
contained ≤ 5% alcohol, 25µL of concentrate were vortexed in 475µL assay buffer.  All samples 
were run in duplicate, and an inter-assay control was run with each plate. Sensitivity for the assay 
was 39.6 pg/mL and the limit of detection was 26.5 pg/mL. fE2 intra-assay coefficient of variation 
(COV) was 5.94% and inter-assay COV was 5.71%.  

Data Availability and analysis.  All code and data used in this paper are available at A.G.’s and L.J.K.’s 
Github Repository (https://github.com/azuredominique; https://github.com/Kriegsfeld-Lab)135. 
Code was written in MATLAB 2020b with Wavelet Transform (WT) code modified from the Jlab 
toolbox and from Dr. Tanya Leise136,137.  Briefly, data were imported to MATLAB at 1-min 
resolution. Any data points outside ± 4 standard deviations were set to the median value of the 
prior hour, and any points showing near instantaneous change, as defined by local abs(derivative) 
> 105 as an arbitrary cutoff, were also set to the median value of the previous hour. Small data 
gaps resulting from intermittent data collection (<10 minutes) were linearly interpolated. 
Continuous data from p26 to p74 were divided into three equal-length phases: early to mid-
puberty (p26 to p41), mid to late puberty (p42 to p58), and late puberty to early adulthood (p59 
to p74). 

Wavelet Analyses and Statistics of CBT Data.  Wavelet Transformation (WT) was used to generate 
a power estimate, representing amplitude and stability of oscillation at a given periodicity, within 
a signal at each moment in time. Whereas Fourier transforms allow transformation of a signal into 
frequency space without temporal position (i.e., using sine wave components with infinite length), 
wavelets are constructed with amplitude diminishing to 0 in both directions from center. This 
property permits frequency strength calculation at a given position. In the present analyses we 
use a Morse wavelet with a low number of oscillations (defined by β=5 and γ=3, the frequencies 
of the two waves superimposed to create the wavelet138), similar to wavelets used in many 
circadian and ultradian applications9,10,136–139. Additional values of β (3–8) and γ (2–5) did not alter 
the findings (data not shown). As WTs exhibit artifacts at the edges of the data being transformed, 
only the WT from p26 to p74 were analyzed further. Periods of 1 to 39 h were assessed. For 
quantification of spectral differences, WT spectra were isolated in bands; circadian periodicity 
power was defined as the max power per minute within the 23 to 25 h band; ultradian periodicity 
power was defined as the max power per minute in the 1 to 3 h band. The latter band was chosen 
because this band corresponded with the daily ultradian peak power observed in ultradian 
rhythms (URs) across physiological systems in rats6,140–142.  

https://github.com/azuredominique
https://github.com/Kriegsfeld-Lab
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For statistical comparisons of any two groups, Mann Whitney U (MW) rank sum tests were used 
to avoid assumptions of normality for any distribution. Non-parametric Kruskal-Wallis tests were 
used instead of ANOVAs for the same reason; for all Kruskal-Wallis (KW) tests, χ 2 and p values are 
listed. In cases of repeated measures within an individual over adolescence, Friedman’s tests were 
used. Data from each estrous cycle were treated as independent. We chose to treat estrous cycles 
as independent for 3 reasons: 1) the estrous cycle is the longest periodicity rhythm within the 
study, 2) the adolescent estrous cycle develops rapidly from one iteration to the next in rats , and 
3) because the interventions of ovariectomy and birth control administration exert their effects 
by removal or modification of estrous cycles. Dunn’s test was used for multiple comparisons. Mann 
Kendall (MK) tests were used to assess trends over time in wavelet power  and linear CBT over 
three equally sized temporal windows described above. For short term (<3 days of data) statistical 
comparisons, 1 data point per hour was used; for longer term (>3 days of data) statistical 
comparisons, 1 data point per day was used. Continuous wavelet power data were smoothed with 
a 24 h window using the MATLAB function “movmean”. Violin plots, which are similar to box plots 
with probability density of finding different values represented by width143, were calculated using 
the MATLAB function “violin”. Median daily circadian power was regressed against each day’s fE2 
for each group using a mixed effects linear regression (MATLAB function “fitlme”, formula: 
circadian daily medians~1+E2 values + ( 1+ E2 |Individual ID)). 

Analysis of fE2 Concentrations and Estrous Cyclicity.  The day of fE2 rise before cycling began was 
defined as the first day fE2 level rose > 2 standard deviations above its starting value at p25. The 
initial rise in fE2 was used as an alignment point for CBT, ultradian power, and Z-Score(CBT) - Z-
Score(UR power) group averages.  Group differences in fE2 area under the curve by cycle were 
assessed using the MATLAB function “trapz” and KW tests with Dunn’s post hoc correction. As 
estrous cycles are not all aligned in time or by age, samples were aligned with the highest value in 
a collection period (e.g., mid puberty) where a  ‘fall’ was observed three days later. Fast Fourier 
Transforms (FFT) were used to assess the presence or absence of 4-5 day power in CBT in each 
individual from the period of fE2 rise until p50 (when Intact+C animals started receiving daily 
contraceptive injections), and from p50 to p74.  In order to further assess commencement and 
stability of estrous cycling after first rise in fE2, as well as any potential perturbation during and 
after contraceptive administration, metrics were divided into 4 day blocks, with each day labelled 
1,2,3, and 4: repeating for subsequent cycle lengths. Groups for statistical comparison were 
constructed from all data corresponding to 1’s, 2’s, 3’s and 4’s. Friedman’s tests with Dunn’s 
correction for multiple comparisons were used to determine if values associated with each day of 
cycle (e.g., all day 1’s) varied significantly from other days of the cycle by group.  

2.4 Results 

Impact of Hormonal Status on Estradiol Concentrations and Weight Gain Across Adolescence. 
Frequent fecal estradiol (fE2) measurements were collected to assess if hormonal status affected 
the level or temporal patterning of fE2 across puberty. FE2 concentrations did not differ between 
groups from p25-p31, a baseline period prior to puberty onset (χ2=4.48, p=0.214; Figure 1A). 
Vaginal opening occurred between p31 and p33 in Intact rats, and fE2 rose 2 standard deviations 
above its p25 starting value between p31 and p36.  
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During this window, Intact and Intact+C animals’ fE2 concentrations exceeded that of OVX animals 
(χ2=15.9, p=0.001; p=0.0134 and p=0.003, respectively; Figure 1B). This difference was maintained 
at mid puberty (cycles aligned from p40 to p47) (χ2=13.7, p=0.003; p=0.003 and 0.032, 
respectively) and early adulthood (cycles aligned from p55 to p61) (χ2=17.1, p=0.001; p=0.001 and 
0.009, respectively; Figure 1C-D). OVX+E2 animals were not different from other groups at any 
timepoint, with intermediate values between Intact and OVX groups (p>0.05 in all cases). Unlike 
Intact animals, Intact+C animals did not exhibit days of elevated fE2 every 4th day (See 
Supplemental Figure 1). However, fE2 concentrations did not differ between Intact and Intact+C 
groups approximately 4 to 5 cycles after contraceptive administration ceased, between p69 to p75 
(χ2=1.62 p=0.203). See Methods for details of within-cycle alignment. 

 

 

 

 

 

 

Additionally, daily weights were measured to recapitulate known effects of E2 on pubertal growth 
trajectory, and to assess if contraceptive administration modulated weight gain. Intact animals 
gained weight consistently across puberty. Pre-pubertal OVX was associated with increased body 
weight at mid puberty, with OVX animals weighing more than animals from all other groups, and 

Figure 1. High Frequency Fecal Estradiol Enables Monitoring of Estrous Cycle Emergence, Sex Steroid 
Manipulation, and Ovarian Status During Adolescence. Group mean (+S.E.M.) fecal estradiol 
concentrations of Intact (light blue), intact + short-term pubertal contraceptives (Intact+C; dark blue), 
OVX (gray), and OVX+E2 (orange) groups did not significantly differ prior to puberty (p24-30) (A). Fecal 
estradiol in Intact and Intact+C groups increased over that of OVX animals beginning at the first cycle 
following vaginal opening or relative to the time of silastic implant in OVX+E2 animals (p30-37) (B) and 
remained significantly elevated thereafter at mid puberty (p43-p49; C) and during late puberty (p55-
61; D). Dark horizontal bar in D indicates Intact+C data were gathered during contraceptive 
administration. Color of letters at the top of B, C, and D indicate experimental group; letters indicate 
statistical differences, with groups not sharing the same letter being significantly different (p<0.03).  
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OVX+E2 animals weighing more than Intact or Intact+C groups (χ2=57.9, p=1.65*10-12; p<0.05 for 
all individual comparisons). By early adulthood, both OVX and OVX+E2 groups weighed 
significantly more than Intact or Intact+C groups and did not differ from one another (χ2=76.1, 
p=2.08*10-16 ; p=0.99 for OVX vs. OVX+E2; p<0.05 for all other comparisons). Eight days of 
contraceptive administration did not significantly impact weight relative to Intact animals (χ2=0.28, 
p=0.594; See Supplemental Figure 2).  

Circadian, but not Ultradian, Power of Body Temperature Increased Across Pre-to-Mid 
Adolescence. As reproductive circadian and ultradian rhythms change markedly across 
adolescence and may be coupled to CBT32,49,144, we investigated the impact of estradiol status on 
the timing and tempo of CBT rhythmicity. All animals exhibited a significant positive trend in CR 
power from pre-to-mid adolescence (p26 to p41) (p=0.002, 0.007, 0.029, 0.04 for Intact, Intact+C, 
OVX, and OVX+E2 animals, respectively). CR power stabilized thereafter (p>0.05 in all cases; Figure 
2A-B). To examine the relative rate of this increase across groups, we set a criterion of 2 standard 
deviations above the mean. CR power rose 2 standard deviations above the mean significantly 
faster in OVX+E2 animals compared to Intact or OVX animals (χ2 =19.0, p=3*10-4; p=0.025 and 
0.001, respectively; Figure 2L).  

Ultradian power did not show a significant upward or downward trend across the study period  in 
any group (p>0.05 for all groups at all time windows) (Figure 2A-D).  Although directionality of CR 
power change across adolescence was similar (i.e., an early increase followed by a plateau) in all 
individuals, magnitude of circadian power differed among groups.  Specifically, circadian power 
for OVX animals was depressed compared to all other groups from pre to mid adolescence (χ2 

=125, p=4.02*10-27, p<0.02 for  OVX vs. all other groups; Figure 2E). From mid to late adolescence 
(p42 to p58), CR OVX power remained depressed and OVX+E2 trended toward lower power  (χ2 

=112, p=2.82*10-24; p<0.01 Intact and Intact+C vs OVX; Figure 2F). In early adulthood (p59 to p74), 
following contraceptive administration, the CR power for Intact+C was depressed compared to 
Intact rats (χ2 =37.9, p=2.93*10-08, p=0.04; Figure 2G).   

Body Temperature Circadian Power was Most Correlated to Fecal Estradiol Level in 
Unmanipulated Animals. Temperature level, UR power, and E2 exhibited coupled patterning, and 
appeared to change markedly during adolescence. However, it was unclear if CBT circadian 
rhythmicity was coupled to estradiol, if such a relationship existed during adolescence, and if the 
relationship could be modified by hormonal state. FE2 and normalized circadian power were 
strongly correlated in Intact (R2=0.226, p=2.90*10-4) and Intact+C rats prior to p50 when 
contraceptive administration began (R2=0.166, p=0.025), and weakly correlated in OVX+E2 
animals (R2=0.062, p=0.001; Figure 2 H-K). This positive correlation was abolished during and after 
hormonal contraceptive administration in the Intact+C group (R2=1.06*10-5, p=0.58; Figure 2I, 
inset). Circadian power and fE2 was not significantly correlated in OVX animals (R2=0.013, p=0.06; 
Figure 2J). 
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Figure 2. Level and Rate of Early Adolescent Rise in CBT Circadian Power are Tied to Estradiol. Circadian, but not 
ultradian power rises across early adolescence (A-D). Linear plots of group mean (± S.E.M.) of CBT circadian 
(solid) and ultradian (dashed) power in Intact (light blue, A), Intact+C (dark blue, B), OVX (gray, C) and OVX+E2 
(orange, D) animals. * Indicates significant trend over time for the bracketed time region (p<0.05). Phase of 
adolescent time periods (pre to mid, mid to late, and late to adult) are indicated by black dividers in the colored 
x-axis at p42 and p58. Although CBT circadian power rises over early adolescence in all groups, estradiol 
increases the rate of this rise (L). Violin plots (E-G) of circadian power in each group analyzed by segment of life: 
pre to mid adolescence from p26-41 (E), mid to late adolescence from p42-57 (F), and late adolescence through 
early adulthood from p58-73 (G) illustrate that CR power is highest in Intact animals, with reduction following 
hormonal contraceptive administration and OVX, with a partial rescue in OVX+E2 animals. Black lines indicate 
mean and red lines indicate median of each plot. Scatters of fE2 level by CR power indicate that hormonal 
manipulation reduces or eliminates the correlation between CR power and fE2 concentrations (H-K). Note that 
each individual within a group is plotted in a unique color. CR power and fE2 are significantly correlated in Intact 
(light blue, H), Intact+C animals prior to contraceptive administration (dark blue, I), with inset depicting 
abolished correlation during and after contraceptive administration. CR power and fE2 are weakly correlated in 
OVX+E2 (orange, K) but not OVX animals (J). * Indicates significant positive correlation between fE2 and 
circadian power. AIC indicates relative performance of the mixed effects model.  Color of letters at the top in E-
G and L indicate experimental group; letters indicate statistical differences, with groups not sharing the same 
letter being significantly different (p<0.03).  
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Ovulatory Rhythms in CBT and Perturbations During and After Contraceptive Administration. We 
next investigated the relationship between ORs and cycles in body temperature. Our goal was to 
determine if interactions at this timescale a) could be observed in continuous body temperature 
in adolescents, b) if previously described hormonal UR modulations by phase of cycle145,146 
translates to ovulatory cycles in CBT URs, and c) if exogenous hormone administration disrupts 
these continuous dynamics. In intact rats, we observed a significant 4-day modulation of combined 
CBT and UR power corresponding to the estrous cycle (Intact χ2=59.1, p=9.26*10-13, Intact+C 
group prior to BC administration χ2=13.7 p=0.003; Figure 3A-B, 4A-B). This 4-day pattern 
commenced in Intact and Intact+C rats (prior to treatment) with a significant increase in mean 
daily CBT following the first rise in fE2 above 2 standard deviations (p=0.03 in each case).  Intact 
and Intact+C (prior to treatment) animals also exhibited a 4-day pattern of UR power modulation. 
This modulation manifested as  as a significant trough of UR power within 4 days of the first rise 
of fE2, as previously reported in adult rodents9,10,147,148 (p=0.04, p=0.03, respectively). The 
combination of UR power and linear temperature yielded a more easily separable metric which 
rose significantly the day after first rise of fE2 in Intact and Intact+C (p=0.01, p=0.02, respectively; 
Figure 3A-B). (For individual metric comparisons see Supplemental Figure 3). 

We noted an absence of significant 4-day differences in combined CBT and UR power in the 
Intact+C group during hormonal contraceptive administration, even following 4 cycle-lengths of  
recovery (Intact+C group χ2=7.2, p=0.07; Intact group over same time period χ2=58.9, p=1.00*10-

12 ). A FFT of data in Intact and Intact+C animals prior to contraceptive administration revealed 
comparable AUCs for 4 to 5 day oscillations (no group difference; χ2 =0.54, p=0.46; Figure 3C, 
Inset). However, after hormonal contraceptive administration, AUC for Intact animals was 
significantly greater for 4 to 5 day oscillations than in Intact+C animals (χ2 =3.98, p =0.046; 
Supplemental Figure 4). As expected, a 4-day pattern was also absent in OVX and OVX+E2 animals 
(p>0.05 in both cases). Note that 5-day cycles occurred rarely in Intact rats and using 5-day bins 
rather than 4-day bins abolished significant differences by day of cycle for all groups (data not 
shown). 
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Figure 3. Contraceptive Administration in Adolescence Persistently Perturbs 4-Day Temperature Rhythms. 
Normalized CBT mean (± S.E.M.) minus UR power relative to within-individual first day of fE2 rise in Intact (A) 
and Intact+C (B) rats (see: Methods and Supplemental Figure 3). Dark bars along the x-axis for Intact+C animals 
indicate average time of contraceptive administration relative to fE2 rise. * Indicates regions of time over 
which every 4th day’s CBT values are significantly elevated compared to other days of cycle (p<0.003). Twenty-
four hour smoothed average plots of normalized linear CBT in Intact (C) and Intact+C (D) individuals from the 
time of contraceptive administration illustrate a reduction in regularity of oscillations. Insets show FFT centered 
at 4 to 5 days. * Indicates significantly higher AUCs in the 4 to 5 day range for Intact (panel C) compared to 
Intact+C rats (panel D).  Individual animals (E-T) comprising Intact (light blue) and Intact+C (dark blue) groups 
prior to and following hormonal contraceptive administration. Dark bars along horizontal axes indicate time of 
contraceptive administration; administration days differ based on an individual’s day of fE2 rise. 
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CBT Increased in Early to Mid-Adolescence. As growth and metabolism speed in adolescence, we 
hypothesized that CBT would also increase during the period of most rapid growth, pre to mid 
puberty. Pre to mid puberty (p26-41) was associated with a significant positive trend in CBT in 
Intact (p=5.75*10-5 ) and Intact+C animals prior to contraceptive administration (p=1.20*10-4; 
Figure 4A-B). Notably, implantation of the silastic capsule in OVX and OVX+E2 animals resulted in 
a transient (one day) increase in CBT (OVX p=0.01, OVX+E2 p=0.03; Figure 4C-D, Supplemental 
Figure 5). This surgical-recovery-associated rise was highly variable and did not differ between OVX 
and OVX+E2 animals (p=0.65; Supplemental Figure 5). Interestingly, the early pubertal CBT 
increase did not require E2, as OVX animals also exhibited a significant positive trend (p=0.034; 
Figure 4C,E). For a summary guide to CBT features that may be useful for Intact pubertal staging, 
see Supplemental Figure 6). 

CBT Maintenance in Late Adolescence to Adulthood Required Estradiol. Complex interactions exist 
between metabolism, growth, and E2 level during adolescence. As estrogen deficiency in puberty 
is associated with weight gain and reduced metabolism, we investigated if maintenance of 
elevated temperature would be impacted by hormonal status. The maintenance of increased 
temperature in late puberty and adulthood was E2-dependent, with OVX animals exhibiting a 
significant downward trend in CBT from mid to late puberty (p58-p74; p=0.01) relative to Intact 
and OVX+E2 animals (p>0.05 in each case; Figure 4C-D). E2 treatment in the OVX+E2 group 
prevented intra-individual CBT decline in late puberty; correspondingly, temperatures in the OVX 
but not OVX + E2 groups were lower than that of Intact animals (late puberty to early adulthood 
χ2=62.8 p=1.46*10--13, p=4*10-4 for Intact vs. OVX, p=0.16 for Intact vs. OVX+ E2; Figure 4F-G, 
Supplemental Figure 5).  

Contraceptive Administration Longitudinally Depressed CBT. CBT power did not exhibit a positive 
or negative trend from mid puberty through early adulthood (p42 to p58) in Intact animals 
(p=0.12), but exhibited a significant downward trend in Intact+C animals during the period of 
contraceptive administration (p=0.028; Figure 4A-B), resulting in a trend toward depressed 
temperatures following administration in mid to late adolescence (χ2=21.84 p=7.04*10-05, p=0.1  
for Intact vs. Intact+C) that persisted into early adulthood  (χ2=62.83 p=1.46*10-13, p=0.1 for Intact 
vs. Intact+C; Figure 4B, 4F-G).  
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Figure 4. Female Adolescence is Associated with Sex Steroid-Dependent CBT Levels and Trends. CBT linear group 
means (± S.E.M.) in Intact (A, light blue) compared to Intact+C (B, dark blue), OVX + sham (C, gray), and OVX+E2 
(D, orange) animals. * Indicates significant trend during the bracketed time period for the group matching the 
color of the bracket (p<0.03). Phase of adolescence time periods (pre to mid, mid to late, and late to adult) are 
indicated by breaks in the colored x-axis at p42 and p58. Time of hormonal contraceptive administration in 
panel B is indicated by the tall horizontal bar. Violin plots of temperature for all groups at early to mid-
adolescence (E), mid to late adolescence (F), and early adulthood (G) indicate that hormonal contraceptive 
administration leads to reductions in CBT relative to controls after administration. Ovariectomy, even with E2 
replacement, is also associated with significantly reduced temperatures by early adulthood (G). Color of letters 
at the top in E-G indicate experimental group. Letters indicate statistical differences, with groups of different 
letters being significantly different (p<0.001).  
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2.5 Discussion and Conclusions 

Adolescent Development and Estradiol Dependence of CBT Rhythmicity. Female adolescence is 
characterized by stereotyped development of CBT rhythms at the ultradian, circadian, and 
ovulatory timescales. The present findings reveal that early adolescence in the female rat is 
marked by rising CBT and CBT circadian power, and commencement of 4-day cycling in CBT and 
CBT URs. These early circadian and ultradian changes likely reflect maturation of the reproductive 
axis, as 1) the rate of CR power rise was hastened by estradiol, 2) the commencement of 4-day 
temperature cycling was preceded by a rise in fE2, and 3) CBT CR power was correlated with fE2 
concentration65,149. These observations confirm and extend reports of early pubertal development 
of ultradian-circadian-ovulatory interactions46 47, and suggest that reproductive-thermoregulatory 
coupling may develop prior to, or in tandem with, pubertal onset.  

Adolescent increases in UR amplitude for many endocrine outputs are well-documented, but UR 
structure across all of puberty is not well mapped28,65. However, from the time of rise in fE2 (a 
defining marker of pubertal onset), CBT UR power retained the same mean value but commenced 
a 4-day, ovulatory cycle-associated pattern. Four day cycles in URs are consistent with data 
collected on URs in adult rodents10,147,148 and humans (at a longer time scale)139. Four-day 
patterning was not present in ovariectomized or E2-replaced animals, consistent with dependence 
on the ovarian cycle. These results support that URs in CBT achieve adult amplitude and stability 
early in life, prior to maturity of CRs150–152, and that interactions among thermoregulatory and 
reproductive circuits permitting rapid ultradian coupling are established well before pubertal 
onset. 

Additionally, the present findings suggest that some dynamics of CBT development require specific 
patterns of E2 rather than simply concentrations above a particular threshold.  Ovariectomy 
eliminated ORs, increased weight, reduced CR power, rate of CR power rise, and correlation 
between CR power and fE2, and overall temperature153,154. E2 replacement partially rescued 
circadian metrics and reduced weight but did not recapitulate ORs.  Short-term exposure to 
contraceptives in late adolescence longitudinally altered CBT metrics by reducing temperature and 
CR power, and abolishing ORs in CBT and UR power. Despite the apparently early maturation of 
substrate for thermoregulatory and reproductive coupling, the impact of E2 replacement and the 
enduring effects of short-term contraceptives suggest that these systems are sensitive to both 
level and patterning of reproductive hormones across the adolescent period.  

Together, temperature amplitude and oscillation stability at the UR, CR, and OR timescales are 
modulated across the adolescent transition and are influenced by endogenous and exogenous E2. 
CBT URs mature to their adult amplitude and stability prior to CRs, and ORs and are rapidly 
modulated by ovulatory phase in intact animals (See Supplemental Figure 6). Conversely, CRs 
increase in magnitude and stability in early adolescence, are not significantly impacted by the 
phase of OR, and are impacted by ovariectomy. These results support the notion that ultradian 
and ovulatory systems are tightly coupled and reflected in CBT, and that circadian effects on the 
ovulatory cycle may be unidirectional22,139.  Ovariectomy, E2 replacement, and pubertal 
contraceptive administration have a number of effects on rhythmic dynamics at each timescale, 
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overall indicating that ‘intact’ dynamics are not easily recapitulated and that exogenous sex 
steroids can have enduring impact.  

Limitations.  The ovulatory cycle of the female rat differs from that of humans, in that rats do not 
exhibit prolonged elevation of progesterone in the absence of pregnancy or  
pseudopregnancy155. This lack of a true luteal phase means that post-ovulatory temperature 
elevation in the rat follows a more compressed trajectory than in humans156. Therefore, 
exposure to estrogen and progesterone analogs in rats for prolonged periods may be associated 
with a different phenotype in rats than in humans157. Finally, the laboratory environment 
imposes artificially stable environmental conditions on animals; recapitulation of these patterns 
under naturalistic conditions in future experiments will strengthen the translational potential of 
this work. 
 
Considerations of Rhythmicity Perturbation Through Adolescent Contraceptive Use.  Although rats 
cannot fully model human biology, it was notable that contraceptive administration imposed 
lasting structural changes on CBT rhythmicity and its relationship with E2. Levonorgestrel and EE2 
administration abolished the 4-day modulation of fE2, UR power, and temperature level, 
eliminated the correlation between CR power and fE2, and significantly depressed CR power. As 
these changes required continuous monitoring to detect and occurred in the absence of significant 
group changes to fE2 level, it is not unreasonable to speculate that studies of less frequently timed 
samples, or samples averaged across individuals, could make similar disruptions in humans difficult 
to detect.  

Perturbation of body temperature rhythms is associated with diverse health insults across species, 
both reflecting perturbation in underlying systems and potentially acting as a causative agent. 
Circadian disruption to CBT rhythms occurs in, and is proportional to, severity of jetlag158, 
depression159, sepsis severity160,161, post-traumatic injury162, cognitive decline163, and has even 
been proposed as a root cause of disease dubbed “Circadian Syndrome”164 . Disruption to 
ovulatory temperature rhythms occurs in anovulatory and atypical luteal phase cycles165–167, 
including those arising from polycystic ovarian syndrome (PCOS)168. The impact of ultradian 
rhythmic disruption of the reproductive axis requires additional study169–171, but existing work in 
other hormonal systems suggests that preservation of pulsatility in drug delivery (e.g., of cortisol 
in Addison’s disease or insulin in diabetes) can lead to better patient outcomes when compared 
to conventional non-rhythmic treatment66,67,104,172,173. It is likely that disruption of URs may result 
in negative impact analogous to disruption at longer timescales. It may appear counter-intuitive 
that thermoregulation could be both a reporter for such diverse maladies and a potential mediator 
for disease progression. However, temperature rhythm disruption is associated with a wide range 
of temporal, inflammatory, and endocrine insults, in part, because thermoregulatory circuits are 
directly impacted by the master clock, and modulated by inflammatory factors, autonomic status, 
and a variety of endocrine factors including estradiol8,174 and progesterone7. Lastly, CBT itself acts 
as a synchronizing cue for peripheral circadian oscillators175.  Further research is needed to 
disentangle if disruption of CBT rhythmicity itself causes harm, or if CBT rhythms are merely 
reporting perturbations in underlying systems (e.g., sex hormones or metabolic factors). 
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Our observations suggest that a non-physiological pattern of contraceptive administration may act 
as ‘hormonal jetlag’. The degree of lasting impact to other systems that rely on temperature as an 
entraining stimulus, or disrupted systems reported indirectly by temperature (e.g., SCN, 
endocrine, autonomic) remain to be assessed. Furthermore, the extent to which such disruptive 
effects differ among species157, contraceptive agents, administration methods, or between 
adolescent populations and adults requires further investigation. Encouragingly, the observation 
that rodents and humans exhibit similar CBT patterning during the peri-ovulatory period10,139,140 
points to potential translational relevance. 

Together, despite established societal benefits of widely available hormonal contraception176, 
especially in individuals experiencing hormonal irregularities177, the present findings suggest that 
administration of exogenous estrogens and progestins during adolescence leads to persistent 
rhythmic disruption across timescales. Future research is needed to determine if rhythmic 
patterns of sex steroid administration more closely mimicking endogenous release, analogous to 
those implemented in cortisol67 and closed loop insulin therapy178, can minimize rhythmic 
disruption. Conversely, future studies that validate an “updated” symptom-thermal method using 
signal processing of continuous CBT data may provide feasible, non-disruptive alternatives for 
contraception106,139,179–181. Contraceptive administration to adolescent girls is on the rise74, and 
there are a paucity of data on the impact of chronic hormonal perturbation on endogenous 
rhythmicity, or if such disruptions during the sensitive window of adolescence have lasting 
effects93,94,101,182,183. Further research is needed to characterize the impact of adolescent 
hormonal contraceptive use so that further improvements can be made, individuals at-risk for side 
effects can be identified, and informed decisions about hormonal contraceptive use can be made. 

Utility of CBT for Monitoring Pubertal Development in Rodents and Potential Translational 
Relevance.  Continuous monitoring of CBT may have great utility for passive detection of pubertal 
milestones in rodents in preclinical research. Existing methods for pubertal staging in rodents carry 
considerable downsides: frequent blood sampling and vaginal lavage184 are repeatedly invasive, 
and fecal hormone analysis is time consuming and costly124,185. Moreover, our results indicate that 
individual rats do not traverse identical pubertal trajectories by day of life, and that this 
assumption could lead to considerable errors in staging. Conversely, signal processing of passively 
collected CBT can add temporal resolution, greater quantitative power, and limit repeated invasive 
procedures for staging puberty186.   

In human subjects, continuous temperature monitoring via wearables may similarly facilitate the 
study of pubertal development. The signal characteristics of rat CBT exhibit remarkable similarities 
to human peripheral temperature (See:61,148,187 ). Monitoring human peripheral temperature 
during adolescence could serve broad purposes – from personalizing health education based on 
self-collected data188,189, to adapting teaching style to an individual’s developmental phase190–193, 
to enabling research into the impact of teen contraceptive use194,195 or the process of gender 
transition196,197. Together, pubertal monitoring via continuous body temperature is worthy of 
further investigation in both animal models and human subject populations for its potential utility 
to individuals, researchers, families, and clinicians.  

Conclusions. In conclusion, body temperature monitoring provides a window into the 
development of biological rhythms in puberty over multiple timescales. These rhythms may serve 
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as convenient and high temporal resolution indicators of developmental stage and trajectory for 
application in research and clinical studies. Our study of body temperature also reveals unintended 
side effects of tonic hormonal manipulations. We anticipate that these findings will inform creative 
improvements to female reproductive research and healthcare. 
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2.7 Supplemental Figures 

 

 

Supplemental Figure 1. Estradiol Group Averages from Pre-Puberty to Adulthood Post-Contraception:  
Contraceptives Longitudinally Alter the Pattern but Not Level of Fecal Estradiol. Pre-puberty (p24 to p30), early 
puberty (p30 to p37), mid puberty (p43 to p49), late puberty (p55 to p61) and early adulthood (p69 to p76) in 
Intact (A), Intact+C (B), OVX (C) and OVX+E2 (D). Early adulthood post-contraceptive administration, captured only 
in Intact and Intact+C animals, are overlaid in (E), illustrating persistent perturbation of estrous-cycle estradiol 
patterning. Dark bar indicates samples were collected during contraceptive administration in Intact+C animals. * 
Indicates significant elevation of day 3 compared to day 1 (p<0.05). 
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Supplemental Figure 3. Day of First Estradiol Rise Occurs Near Vaginal Opening and Coincides with Markers of 
Estrus. Subsequent Drop in UR Power and Rise in CBT. Estradiol has a unique day in proximity to, but distinct from, 
vaginal opening, during which fE2 rises > 2 Standard Deviations within an individual (A-B). Alignment to this day 
as a proxy for puberty onset provides a convenient point from which to average across animals to permit easy 
visualization of the estrous cycle. Daily mean UR power decreases significantly following this day (C), and daily 
mean CBT rises significantly following this day (D), The difference between these two metrics exaggerates the 
difference, and the differences across subsequent cycles (E). After this point, all three metrics commence the 4-
day estrous pattern. * Indicates significant difference from all other time periods. 

 

 

 

Supplemental Figure 2. OVX and OVX + E2 are 
Heavier than Intact Animals in Mid Puberty and 
Early Adulthood. Prepubertal OVX did not 
significantly impact weight gain before mid-
puberty. OVX animals  (gray) are significantly 
heavier than all other groups at mid-puberty. OVX 
animals remain significantly heavier into 
adulthood. In early adulthood, OVX+E2 animals 
(orange) are not different from OVX animals and 
are significantly heavier than either Intact (light 
blue) or Intact+C animals (dark blue). Colors of * 
Indicate groups that are significantly heavier 
(p<0.05). 
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Supplemental Figure 4.  FFT Power of Intact Temperature Across Life Peaks Unique at 4 Days and is Disrupted 
During and After Contraceptive Administration. Fast Fourier Transform of Each Individual’s CBT Log in Intact 

(light blue) and Intact + BC (dark blue) prior to contraceptive administration (left), and during and after 
contraceptive administration (right). * Indicates significant difference for AUC between the groups in 4-5 

periodicity. 

 

Supplemental Figure 5. Estradiol Administration in Ovariectomized Animals is Associated with Lower 
Temperatures Across Adolescence. Core CBT linear group means (± standard deviation) in OVX (gray) and OVX+E2 
animals from p28-p72. Box plots indicate values used in KW comparisons between groups during silastic implant 
recovery (left) and across adolescence (right) with independent y-axes. * Indicates significant difference between 
groups during the marked time period (p<0.03).  

 



 

40  

 

 

 

     
Supplemental Figure 6: Summary of CBT Feature Use for Pubertal Staging in an Intact Female. Features of CBT 
and CBT rhythmicity can be used to complement and extend hormonal and external markers of adolescence. 
Here, we illustrate derived features on an example Intact female from p26 to p74, with fE2 rise and vaginal 
opening occurring on p31 and p32, respectively.  Dots indicate vaginal opening and “e” indicates first rise of fE2 
> 2 standard deviations. Rising CBT, emergence of ORs in UR power, and Rising CR power can be used to 
characterize pubertal onset. Mid to late adolescence is characterized by a plateau of CR power, as well as the 
emergence of ORs in raw CBT their persistence in UR power. Post-natal day 60 did not correspond with any 
overt transitions in CBT or CBT metrics. 
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3. Sex Differences in Pubertal Circadian and Ultradian Rhythm Development Under 
Naturalistic Conditions 

 

3.1 Abstract 

Biological rhythms in core body temperature (CBT) provide informative markers of adolescent 
development under controlled laboratory conditions. However, it is unknown if the approach is 
practical under more variable naturalistic conditions, and if it may therefore prove useful in a real-
world setting. To evaluate this possibility, we examined fecal steroid concentrations and CBT 
rhythms from pre-adolescence (p26) through early adulthood (p76) in intact male and female 
Wistar rats under natural light and temperatures at the University of California, Berkeley Field 
Station. Despite greater environmental variability, CBT markers of pubertal onset and its rhythmic 
progression were comparable to those previously reported in laboratory conditions in female rats. 
Specifically, sex differences emerged in circadian rhythm (CR) power and temperature amplitude 
prior to pubertal onset and persisted into early adulthood, with females exhibiting elevated CBT 
and decreased CR power.  Within-day (ultradian rhythm; UR) patterns also exhibited a pronounced 
sex difference associated with estrous cyclicity. Pubertal onset occurred later than previously 
reported under lab conditions for both sexes, with vaginal opening and increased fecal estradiol 
closely tied to the commencement of 4 day oscillations in CBT and UR power. In contrast, preputial 
separation and the first rise in testosterone concentration was not associated with adolescent 
changes to CBT rhythms in male rats. Together, males and females exhibited unique temporal 
patterning of CBT and sex steroids across pubertal development, with tractable associations 
between hormonal concentrations, external development, and temporal structure in females. The 
preservation of these features outside the laboratory supports CBT as a strong candidate for 
translational pubertal monitoring under naturalistic conditions in females. 
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3.2 Introduction 

Clinical or self-assessment1 of pubertal status is typically conducted via observation of external 
characteristics (e.g., Tanner Scale, developed in the late 1960’s)2, manual ovulatory cycle tracking 
in girls3, or costly hormone measurement4. Today, relatively inexpensive wearable sensors that 
capture metrics influenced by reproductive hormones and metabolism, such as body 
temperature5,6, are widely available. These sensors provide a unique opportunity to automatically 
generate markers of pubertal events in real-world settings.  Such sensors, along with a database 
of normative changes, could provide non-invasive information about pubertal development to 
teens, families, or clinicians7.  These investigations require years of future study, wider adoption 
of wearables by preteens and teens, and further development of  regulatory standards for 
wearable companies and clinicians7–10.  Although the value of identifying these features for pre-
clinical and translational studies is evident, whether real-world environmental variability masks 
patterns identified under controlled laboratory conditions requires empirical investigation.  

Biological rhythms in core body temperature (CBT) change markedly across adolescent 
development in rodents, enabling unobtrusive monitoring of this trajectory in a laboratory 
setting11–13. These rhythms are coupled across physiological systems5,14–16 and at multiple 
timescales, including within-a-day (ultradian rhythms; URs)17, daily (circadian rhythms; CRs)18,19, 
and multi-day ovulatory cycles in females (ovulatory rhythms; ORs)20.  Rhythmicity serves 
numerous functions, including coordination of reproductive development11,21–23 and 
synchronization of internal systems to variation in the environment24–27, and can provide clinically-
relevant diagnostic information5,6,28,29.  We recently applied this approach to monitor female 
adolescent development in rats under controlled laboratory conditions13.  This strategy revealed 
predictable features of CBT across adolescent development, with CR power and CBT amplitude 
rising from early to mid-adolescence and stabilizing by early adulthood. Such outputs were 
coordinated with changes in reproductive hormones, consistent with well-established 
temperature modulating effects of estrogen30 and progesterone31.  

In addition to introducing more ‘noise’, exposure to the greater spectro-temporal variability of 
natural light, temperature, humidity, and enriched sensory complexity of such environments32,33 
may affect pubertal timing and tempo. Although a great deal of research has focused on extreme 
environments (e.g., polar34), temperate environments may reveal differences from laboratory-
derived features. Mice and rats exposed to longer or variable day lengths, for example, exhibit 
delayed external markers of pubertal onset35, more variable activity rhythms36,37, and have altered 
weight gain trajectories38.  In contrast, male Siberian hamsters (Phodopus sungorus) advance 
puberty in long day lengths39 to maximize reproductive success prior to winter. These changes 
suggest species-specific decoupling of maturation mechanisms that are coordinated under 
laboratory conditions and may decouple temperature features from sexual maturation under 
natural conditions40. Additionally, animals raised in naturalistic environments exhibit elevated 
steroid hormone concentrations41,42, suggesting that the hormonal milieu influencing the 
adolescent trajectory may alter temperature rhythms relative to laboratory-based studies.   

To assess the potential impact of these factors on CBT rhythmicity during adolescence, we 
examined reproductive hormones and CBT patterns in a naturalistic setting. As humans face a 



 

55  

complex environment of combined artificial and natural stimuli, we chose to investigate rhythmic 
features of adolescence in animals housed at the Field Station (FS) in Berkeley, CA, which is an 
intermediate between laboratory and field conditions. This environment provides shelters open 
to natural changes in light, humidity, and temperature while providing  a social partner and 
standard laboratory housing and food.  We hypothesized that the FS environment would result in 
higher and more variable sex steroid concentrations41,42 and pubertal timing onset compared to 
previous reports in the laboratory environment13.  We also speculated that these changes would 
be mirrored in CR and UR patterns and temperature amplitude. Finally, we anticipated that 
reported features of adolescence would occur in males as well as females, with the exception of 
the emergence of patterns associated with the ovulatory cycle, and that males may exhibit sex 
difference of elevated ultradian power and decreased temperature, as previously reported 12, 
compared to females.  

3.3 Materials and Methods 

Animals. Male and female Wistar rats were purchased at 250 g from Charles River (Charles River, 
Wilmington, MA).  Animals were bred at the FS and weaned at postnatal day 21 (p21). Weanlings 
were housed in same-sex pairs to minimize social isolation stress known to affect pubertal 
development43,44 in standard translucent propylene (96 x 54 x 40 cm) rodent cages, and provided 
ad libitum access to food and water, wood chips for floor cover, bedding material, and chew toys 
during the study. Animals were gently handled daily before weighing to minimize stress. To 
prevent mixing of feces collected, cage mates were separated by a flexible stainless-steel lattice 
that permitted aural, scent, and touch interaction between siblings. A total of 16 animals were 
included in the study (n=8 per sex), with 16 same-sex individuals as social, littermate partners. The 
experiment was conducted in rooms with natural light (light intensity during the mean photo- and 
scotophases were 677 ± 254 and 2.65 ± 0.40  lux, respectively), outdoor ambient temperatures 
averaging 22.6 ± 0.34° C , and air circulation from August 9th  to September 29th, 2019, at the field 
station at the University of California, Berkeley. All procedures were approved by the Institutional 
Animal Care and Use Committee of the University of California, Berkeley and conformed to the 
principles in the Guide for the Care and Use of Laboratory Animals, 8th ed. 

Core Body Temperature Data Collection. Data were gathered with G2 E-Mitter implants that 
chronically record CBT (Starr Life Sciences Co., Oakmont, PA). At weaning, G2 E-Mitters were 
implanted in the intraperitoneal cavity under isoflurane anesthesia, with analgesia achieved by 
subcutaneous injections of 0.03 mg/kg buprenorphine (Hospira, Lake Forest, IL) in saline.  
Buprenorphine was administered every 12 h for 2 days following surgery. E-Mitters were sutured 
to the ventral muscle wall to maintain consistent core temperature measurements. Recordings 
began immediately, but data collected for the first 5 days post-surgery were not included in 
analyses to allow for post-surgical recovery. Recordings were continuous and stored in 1-min bins.  

Fecal Sample Collection. Fecal E2 (fE2) concentrations in females, and fecal testosterone (fT) 
concentrations in males, were assessed across puberty from feces generated over 24 h periods. 
Feces provide a more representative sample of average daily hormone concentrations than do 
blood samples41,45–48 and are non-invasively generated, thereby reducing stress associated with 
high-frequency, longitudinal blood collection. Samples were collected in small, airtight bags in the 
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early mornings from p25 to p37 (pre puberty and first estrous cycle), p45 to p51 (mid puberty), 
and p55 to p65 (late puberty to early adulthood) in females, and every 3 days in males from p25 
to p74. Samples soiled with urine were discarded and all other boli generated over each 24-h 
segment were combined. Within 1 h of collection samples were stored at -20° C until 
preprocessing for ELISA assay. Sample collection took ~ 1 min per animal. One female’s samples 
were frequently soiled with urine and were therefore not to be included in analyses of 12 out of 
24 of collected timepoints. 

Samples were processed according to manufacturer’s instructions49. Briefly, samples were placed 
in a tin weigh boat and heated at 65°C for 90 minutes, until completely dry. Dry samples were 
ground to a fine powder in a coffee grinder, which was wiped down with ethanol and dried 
between samples to avoid cross contamination. Powder was weighed into 0.2 mg aliquots and 
added to 2 mL test tubes. For hormone extraction, 1.8mL of 100% ethanol was added to each test 
tube, and tubes were shaken vigorously for 30 minutes. Tubes were then centrifuged at 5,000 
RPM for 15 minutes at 4°C. Supernatant was moved to a new tube and evaporated under 65°C 
until dry (~ 90 minutes). Sample residue was reconstituted in 100µL of 100% ethanol. 25µL of this 
solution was diluted for use in the assay and remaining sample was diluted and stored. 

Hormone Assessment. A commercially available fE2 enzyme-linked immunosorbent assay (ELISA) 
kit was used to quantify E2 in fecal samples (Arbor Assays, Ann Arbor, MI).  These assays have been 
previously published in species ranging from rats and mice48,50–56, to wolves57, to humans58. ELISAs 
were conducted according to the manufacturer’s instructions. To ensure each sample contained 
≤ 5% alcohol, 25µL of concentrate were vortexed in 475µL Assay Buffer.  All samples were run in 
duplicate, and an inter-assay control was run with each plate. Sensitivity for the estradiol assay 
was 39.6 pg/mL and the limit of detection was 26.5 pg/mL. Sensitivity for the testosterone assay 
was 9.92 pg/mL and the limit of detection was 30.6 pg/mL. Fecal testosterone intra-assay 
coefficient of variation (C.V.) was 9.35% and inter-assay C.V. was 10.5%. Fecal estradiol intra-assay 
CV was 5.0% and inter-assay CV was 5.54%. 

Data Availability and Analysis. All code and data used in this paper are available at A.G.’s and L.K.’s 
Github59,60. Code was written in MATLAB 2020b and 2021a with Wavelet Transform (WT) code 
modified from the Jlab toolbox and from Dr. Tanya Leise61,62.  Briefly, data were imported to 
MATLAB at 1-minute resolution. Any data points outside ± 3 standard deviations were set to the 
median value of the prior hour, and any points showing near instantaneous change, as defined by 
local abs(derivative) > 105 as an arbitrary cutoff, were also set to the median value of the previous 
hour. Small data interrupts resulting from intermittent data pulls (<10 minutes) were linearly 
interpolated. Continuous data from p26 to p74 were divided into three equal-length phases: pre 
to mid puberty (p26 to p41), mid to late puberty (p42 to p58), and late puberty to early adulthood 
(p59 to p74). 

Wavelet Analyses and Statistics of CBT Data. Briefly, Wavelet Transformation (WT) was used to 
generate a power estimate, representing amplitude and stability of oscillation at a given 
periodicity, within a signal at each moment in time. Whereas Fourier transforms allow 
transformation of a signal into frequency space without temporal position (i.e., using sine wave 
components with infinite length), wavelets are constructed with amplitude diminishing to 0 in 
both directions from center. This property permits frequency strength calculation at a given 
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position. In the present analyses we use a Morse wavelet with a low number of oscillations 
(defined by β=5 and γ=3, the frequencies of the two waves superimposed to create the wavelet63), 
similar to wavelets used in many circadian and ultradian applications5,61–65. Additional values 
of β (3–8) and γ (2–5) did not alter the findings. As WTs exhibit artifacts at the edges of the data 
being transformed, only the WT of the second through the second to last days of data were 
analyzed further, from p26 to p74. Periods of 1 to 39 h were assessed. For quantification of 
spectral differences, WT spectra were isolated in bands; circadian periodicity power was defined 
as the max power per minute within the 23 to 25 h band; ultradian periodicity power was defined 
as the max power per minute in the 1 to 3 h band. The latter band was chosen because this band 
corresponded with the daily ultradian peak power observed in ultradian rhythms across 
physiological systems in rats14,66–68.  

For statistical comparisons of any two groups, Mann Whitney U (MW) rank sum tests were used 
to avoid assumptions of normality for any distribution. Non-parametric Kruskal-Wallis tests were 
used instead of ANOVAs for the same reason; for all Kruskal-Wallis tests, χ 2 and p values are listed 
in the text. All relevant comparisons have the same n/group, and thus the same degrees of 
freedom. Mann Kendall (MK) tests were used to assess trends over time in wavelet power (Figure 
2) and linear CBT (Figure 4) over three equally sized temporal windows, described above. For short 
term (< 3 days of data) statistical comparisons, 1 data point per 4 hours was used (approximately 
once per ultradian cycle); for longer term (>3 days of data) statistical comparisons, 1 data point 
per day was used. Dunn’s test was used for multiple comparisons, and Friedman’s tests were 
utilized in cases of multiple measurements per individual. Circadian power,  visualized in Figure 
2A-D was smoothed with a 24 h window using the MATLAB function “movmean”. Violin plots, 
which are similar to box plots with probability density of finding different values represented by 
width69, were calculated using the MATLAB function “violin” and used to visualize both circadian 
power (Figure 2J) and linear CBT (Figure 4E-G). Median daily circadian power regressed against 
each day’s fE2 for each individual using a mixed effects linear regression (MATLAB function 
“fitlme”). Individuals were treated as random effects, and fE2/fT and median daily CR power 
treated as fixed effects (Figure 2G-H).  

Estradiol and Testosterone Analysis and Statistics. Fecal estradiol and testosterone concentrations 
by day of life were averaged across animals by group and plotted with shaded mean ± S.E.M (Figure 
1A,C). Additionally, in females, data were plotted using a 4-day window for each cycle of life over 
which fecal samples were collected. As individual estrous cycles are not all aligned in time (e.g., 
one animal may begin puberty on p33, another on p35), samples were aligned with the highest 
value in a collection period (e.g., mid puberty) falling on the third day displayed (Figure 1B). Day 
of fE2 or fT rise was defined as the first day fE2 or fT concentration rose > 2 standard deviations 
above its starting prepubertal value. Relationship to vaginal opening, and preputial separation, are 
described in Figure 1D. Group differences in fE2 area under the curve by cycle were assessed using 
the MATLAB function “trapz” and Kruskal Wallis (KW) tests with Dunn’s post hoc correction. 
Hormone differences by day of life were assessed using Friedman’s test. In order to further assess 
commencement and stability of estrous cycling after first rise in fE2, metrics were divided into 4 
day blocks, with each day labelled 1,2,3, and 4: repeating for subsequent cycle lengths. Groups for 
statistical comparison were constructed from all data corresponding to 1’s, 2’s, 3’s and 4’s. 
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Friedman’s tests with Dunn’s corrections were used to determine if values associated with each 
day of cycle (e.g., all day 1’s) varied statistically from other days of the cycle by group. 

3.4 Results 

High Frequency Fecal Estradiol and Testosterone Enable Monitoring of Pubertal Progression Under 
Naturalistic Conditions. In females, fecal estradiol (fE2) increased after p35 (χ2= 9.80, p=0.001), 
and exhibited periodic days exhibited elevated fE2 thereafter (p=0.03 for days 3 versus day 1 after 
pubertal onset; Figure 1A,C-F). In males, fecal testosterone (fT) increased after p45 (χ2= 9.60, 
p=0.002; Figure 1B). The relationship between canonical external signs of pubertal onset and fE2/ 
fT rise was dependent on sex: fE2 rose 2 standard deviations prior to vaginal opening in most 
females (Figure 1D, top), whereas fT rose 2 standard deviations 1 to 2 weeks after preputial 
separation in males (Figure 1D, bottom).  

Sex Differences in Circadian Power are Present from Pre-Adolescence through Adulthood. CR, but 
not UR power rose across early adolescence in both sexes (CR power upward trend p=0.009, 
0.0012 for females and males, respectively; UR power p>0.05 for both sexes; Figure 2A-C).  Males 
maintained statistically significantly higher CR power from pre adolescence to mid adolescence 
and in early adulthood (χ2= 8.00, 3.78, 16.53; p=0.005, 0.052, 4.79*10-5 for pre to mid adolescence, 
mid to late adolescence, and late adolescence to early adulthood, respectively; Figure 2D-F). CR 
power exhibited a non-significant trend toward a 4-day periodic depression after pubertal onset 
in females (p=0.050; Figure 2E). CR power was positively correlated with fE2 in adolescent females 
(p=0.04, r2=0.08, AIC = -264; Figure 2G), whereas adolescent males exhibited a trend toward a 
negative correlation between CR power and fE2 (p=0.07, r2=0.09, AIC = -132; Figure 2H). This 
pattern was not present prior to pubertal onset, defined by vaginal opening or preputial 
separation,  in either sex (p=0.54, p=0.89 for females and males, respectively; Figure 2G-H, insets). 
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Figure 1. High Frequency Measurement of Fecal Estradiol and Testosterone Enables Monitoring of Estrous 
Cycle Emergence and Pubertal Progression in Naturalistic Conditions. Group mean ± S.E.M. of female fecal 
estradiol (blue, A) and male (red, C) fecal testosterone. Fecal testosterone by day of life differed significantly 
after p45 (C), whereas the adoption of the ovulatory cycle contributed to the variance of female fecal estradiol 
(A,B). * Letters signify Kruskal Wallis group differences of fT values over the bracketed time region. Group 
mean and S.E.M. of female (light blue, B) fecal estradiol (fE2) adopts a four-day cycle that stabilizes from early 
to late puberty, with levels elevated significantly by late adolescence. * Indicates significantly elevated fE2 
levels in cycle as compared to pre-pubertal state. Fecal estradiol rose 2 standard deviations prior to vaginal 
opening in most females (D, top), but fecal testosterone rose ~1 to 2 weeks after preputial separation in males 
(D, bottom).  
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Figure 2. Adolescence Exaggerates Sex Differences in Circadian Power and its Correlation to Sex Steroids. 
Circadian, but not ultradian power rises across early adolescence in both sexes (A-C). Linear plots of group mean 
± S.E.M. of CBT circadian (solid) and ultradian (dashed) power in females (blue, A), and males (red, B), overlaid in 
2C. * Indicates significant trend over time for the bracketed time region. Phase of adolescence cutoffs (early to 
mid, mid to late, and late to adult) are indicated by breaks in the colored x-axis at p42 and p58. Violin plots of 
circadian power illustrate that males maintain significantly (letter indicates group difference) higher CR power 

than females from early in life (D-F). Scatters plots of fE2 (G) and fT (H) by median daily circadian power in 
females and males, respectively, illustrate a female-specific positive correlation.  This correlation is not present 

prior to pubertal onset (G,H, insets). 
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CBT and Ultradian Power Exhibited Sex-Specific Changes. CBT exhibited an approximately 4 day 
periodic fluctuation in females, but not males, commencing with the rise in fE2 and vaginal 
opening (χ2=11.5, 1.3, p=0.003 and p>0.05 for females and males, respectively; Figure 3A-B). UR 
power exhibited a comparable 4 day pattern in females (χ2=8.75, 3.25, p=0.005) but not males 
(p>0.05) (Figure 3A-B). An FFT of male and female CBT and UR power corroborated these 
observations; females exhibited statistically greater A.U.C. for 4 to 5 day periodicity of CBT 
modulation (χ2=11.29, p=8*10-4 for sex difference in A.U.C. of 4-5 day temperature FFT; Figure 3C) 
and UR modulation (χ2=9.28, p=0.002 for sex difference in A.U.C. of 4-5 day UR Power FFT ; UR 
alignment shown in Figure 3D). Additionally, females exhibited a statistically significant upward 
trend in temperature from pre to mid adolescence (p=1*10-5 to p=0.02; mean p=0.004), and a 
significant downward trend in body temperature from mid to late adolescence (p=0.019) (Figure 
4A, 4C).  Conversely, males did not exhibit a statistical trend in temperature from early to mid 
(p=0.07) or from mid to late adolescence (p=0.12) (Figure 4B-C).  Violin plots of temperatures 
across adolescence indicated that females exhibited elevated temperatures compared to males 
for the entire period of study (χ2= 25.37, 33.84, 25.52; p=9.75*10-7, 5.97*10-9, 4.37*10-7 for pre 
to mid adolescence, mid to late adolescence, and late adolescence to early adulthood, 
respectively; Figure 3A-B, Figure 4D-F).  
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Figure 3. 4-Day Patterns of Temperature and Ultradian Power Track Ovulatory Cycles of After Pubertal Onset. 
Linear plots of smoothed temperature illustrate estrous cycles which onset in time with markers of puberty, 
vaginal opening and rise in fE2 in all individual females (A); and preputial separation and rise in fT in males (B). 
Dots indicate day of vaginal opening (blue) or preputial separation (red). Letter “e” indicates day of first rise in 
fE2> 2 S.D.s, whereas letter “t” indicates day of first rise in fT> 2 S.D.s. Fast Fourier Transform (FFT) of 
temperatures of females and males centered on 4 to 5 day periodicities indicate females (blue) exhibit a 
significant peak compared to males (red) (C). CBT UR power aligned among individuals with reference to first fE2 
exhibits onset of 4 to 5 day modulation among females approximately 1 week after fE2 rise (D). 
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Figure 4. Adolescence is Associated with Sex-Dependent CBT Trends and Levels. CBT Linear group means ± 
S.E.M. in females (blue, A), and males (red, B). * Indicates statistically significant MK trend during the bracketed 
time period. Phase of adolescence cutoffs (early to mid, mid to late, and late to adult) are indicated by breaks in 
the colored x-axis at p42 and p58. Females exhibit a statistically significant upward trend in body temperature 
from pre to mid adolescence (A-C), and a downward trend in body temperature from mid to late adolescence 
(A). Violin plots of female and male temperatures across adolescence indicate that females exhibit wider ranging 
(a,b indicate significant difference) and elevated temperatures compared to males (C, zoomed inset; D-F). 
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3.5 Discussion and Conclusions 

The present findings that CBT features gathered in a naturalistic environment can be used to 
monitor adolescence, despite the additional variability in sex steroid concentrations and 
environmental factors compared to a traditional laboratory environment. Adolescent trends in 
CBT and CBT rhythmicity observed in the present study were akin to those of females examined in 
the laboratory, with notable sex differences. Males and females exhibited differential trends and 
amplitude in CR and UR power, with the most notable being the rapid onset of CBT rhythms 
associated with ovulatory cycling in females following the rise in fE2 and vaginal opening. CR power 
increased from pre to mid puberty in both sexes, with females exhibiting higher CBT and lower CR 
power than males. Despite the observation of higher and more variable fE2 compared to lab-
reported values, females retained a statistically significant correlation between fE2 and CR power 
after pubertal onset13. In contrast to the coordinated patterns in fE2 and CBT in females, 
coordinated changes in CBT structure and testosterone were not observed in males. Together, 
these findings affirm that CBT and CBT rhythmicity remain informative in variable environments, 
particularly in females, and support the potential for using CBT for monitoring in humans in despite 
greater environmental variability. 

The similarity among the trajectories of circadian power in males and females is intriguing given 
that fT rose much later in males than fE2 in females11,18,70. Because rise in fT was temporally 
decoupled from rhythmic metrics and preputial separation, a sex-steroid-independent 
physiological change might drive early changes in male CBT rhythmicity (e.g., such as 
melatonin71,72 or growth hormone14,73). Despite gross similarities in adolescent circadian, 
ultradian, and CBT trajectories between the sexes, the elevated  CBT (which persists into 
adulthood12) and the persistent depression of circadian power in females relative to males, 
suggest that continuous-temperature-based diagnostic algorithms may perform more accurately 
if sex is taken into consideration. 

If the features described here have analogous counterparts in human populations, as has recently 
been shown for continuous temperature for female LH surge anticipation5,74, pregnancy13, and 
fever6; then this approach can be applied to develop powerful tools to further understand key 
developmental events. At present, children in developed nations begin puberty at an earlier age75–

79, are subject to widely varying temporal disruptions in the form of light at night80–82, late meals81, 
and female hormonal contraceptives83 and clinicians are equipped with relatively low temporal 
resolution tools for pubertal staging and diagnosis1,4,84. Likewise, the importance of rhythmic 
stability throughout adolescent development is often not considered by families or pediatricians85.  

Peripheral measurements of temperature, such as those from the iButton86 or Oura Ring5,87, could 
be sufficient for peripubertal detection of temperature and ultradian power rises5, and could be 
used to develop a population-wide database characterizing features associated with pubertal 
onset and development. Indeed, rhythmic features of body temperature have already formed the 
basis of methods for monitoring reproductive health, including pubertal onset13 and contraceptive 
use in a laboratory setting13, adult fertility in controlled and real world conditions5,65,88,89, and 
pregnancy in the laboratory64,90.  Such tools could be informative and empowering to young 
people during puberty, potentially anticipating first onset of menses3,7, impending growth spurts, 
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or for identifying adverse reactions to disruptive behavior53,91 and medication83. If adopted and 
studied in teen populations, these metrics could be used to generate the first high-temporal-
resolution images of healthy adolescent development and to aid early diagnosis via detection of 
deviations from a personalized healthy trajectory.  

Together,  non-invasive sex steroid measurement and chronic observation of CBT rhythms and 
amplitude represent promising metrics for the detection of pubertal onset and monitoring of the 
developmental trajectory in both sexes under naturalistic conditions, particularly in females. 
Future work is needed to determine the extent to which such features are extant and coordinated 
with markers of puberty in humans, but the present findings in rats suggest the feasibility of such 
an approach.  
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Supplemental Figure 1: External Pubertal Signs Differ in Time from Sex Steroid Rise. 
Distribution of the day of life on which vaginal opening (top) or preputial separation 
(bottom) (A) versus rise in fE2 (top) and rise in fT (bottom) (B) illustrate that females’ 
external and hormonal pubertal onset markers are more tightly coupled than in 
males. Scatter (C) of day of external marker versus day of hormonal rise >2 S.D.  
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Supplemental Figure 2: Male and Female Pubertal Weight Trajectory. 
Plot of day of life and weight for females (blue gradient) and males 
(red gradient). Male and female weights differ statistically by the 
approximate time of female pubertal onset, p39. 
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4. Ultradian Rhythms of Heart Rate Variability and Distal Body Temperature Anticipate 
Onset of the Luteinizing Hormone Surge 

4.1 Abstract 

The menstrual cycle is characterized by predictable patterns of physiological change across 
timescales. Although patterns of reproductive hormones across the menstrual cycle, particularly 
ultradian rhythms, are well described, monitoring these measures repeatedly to predict the 
preovulatory luteinizing hormone (LH) surge is not practical. In the present study, we explored 
whether non-invasive measures coupled to the reproductive system: high frequency distal body 
temperature (DBT), sleeping heart rate (HR), sleeping heart rate variability (HRV), and sleep 
timing, could be used to anticipate the preovulatory LH surge in women. To test this possibility, 
we used signal processing to examine these measures in 45 premenopausal and 10 
perimenopausal cycles alongside dates of supra-surge threshold LH and menstruation. 
Additionally, urinary estradiol and progesterone metabolites were measured daily surrounding 
the LH surge in 20 cycles. Wavelet analysis revealed a consistent pattern of DBT and HRV 
ultradian rhythm (2–5 h) power that uniquely enabled anticipation of the LH surge at least 2 days 
prior to its onset in 100% of individuals. Together, the present findings reveal fluctuations in 
distal body temperature and heart rate variability that consistently anticipate the LH surge, 
suggesting that automated ultradian rhythm monitoring may provide a novel and convenient 
method for non-invasive fertility assessment. 
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4.2 Introduction 

The fertility-awareness-method (FAM), a set of practices used to estimate the fertile and infertile 
days of the menstrual cycle, is challenging to implement and to study, and existing studies of its 

effectiveness are inconclusive1. However, an observation-based method of family planning or 
contraception has several potential benefits, including a lack of hormonal disruption, 
personalization, and relatively low cost. One challenge inherent to current FAM practices is the 
reliance on historical basal body temperature and symptom trends (e.g., breast tenderness, 
libido, cervical fluid) that can vary substantially by individual, within-individual from cycle-to-

cycle2, and that provide predominantly retrospective information. The challenges of FAM have 
led the majority of those seeking to avoid pregnancy to adopt another form of contraception. 
Unfortunately, the most widely used method, female hormonal contraception, has short and 

long term risks for many users, including increased breast cancer rate3,4, luteal phase 

deficiency5, dysmenorrhea5,6, altered cognition7,8, and depressed mood9,10. These risks, 
combined with increasing recognition that many physiological systems vary in a structured 
manner across the menstrual cycle11–14, provide the impetus to develop FAM approaches that 
employ high-temporal-resolution, non-invasive measures of physiology. 

The menstrual cycle is a continuous, rhythmic succession of endocrine, ovarian, and uterine 
events. Briefly, the cycle begins with onset of menstruation, followed by rising levels of estradiol, 
follicular maturation, and proliferation of the uterine lining15,16. Ovulation, which is triggered 
by numerous factors including estradiol, a surge of luteinizing hormone (LH), the presence of a 
mature Graafian follicle, and likely time of day17, frequently occurs between 1/2 and 3/4 of the 
way through the cycle in humans18. Other physiological systems, including metabolism19, 20 

and autonomic balance21, fluctuate with the menstrual cycle. An individual is mostly likely to 
become pregnant during the time leading up to, and shortly past, the ovulation event, making 
identification of this peri-ovulatory period central for the successful use of the FAM. Although 
high-frequency hormone. 

measurements (e.g., daily estradiol from blood or urine) and ultrasound can provide information 
on when an LH surge and subsequent ovulation are likely to occur, such measurements are both 
laborious and expensive, limiting their widespread utility. Furthermore, at home tests available 
for measuring supra-threshold LH concentrations provide retrospective rather than prospective 
information about this event. Ideally, new methods of fertility awareness would accurately 
indicate the approaching peri-ovulatory period via relatively inexpensive and non- invasive 
means22. This study aimed to develop such a preliminary indicator for future, larger scale 
investigation. The premise of the present investigation is that the presence of structured 
changes to peripheral biological rhythms across the menstrual cycle may allow for anticipation of 
the LH surge. Such a finding would further support the notion that the state of one system (e.g., 
reproductive) can be inferred via measurements of another (e.g., autonomic or 
metabolic)14,23,56. Perhaps the most consistent biological rhythmic changes across the 
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menstrual cycle occur at the few hour (ultradian rhythm, UR) timescale14,23–26. Most elements 
of the hypothalamic- pituitary-ovarian axis, including gonadotropin releasing hormone 
(GnRH)27–29, LH 30–32, FSH33–36, estradiol30,37, progesterone30,31,38–41, and 
testosterone42 show URs that are coordinated with menstrual phase14. Across species, 
timeseries of these neuropeptides and hormones exhibit an increase in ultradian frequency and 
inter-hormone coupling strength leading up to ovulation29,31 and a decrease in ultradian 
frequency and stability in the luteal phase29–32,37,40,41,43. Additionally, peripheral measures 
of distal body temperature (DBT) and heart rate variability (HRV) reflect the activity of 
reproductive44–46, autonomic21,23, 47–52, and metabolic systems23,53–55 and show both 
URs and menstrual rhythms44. These peripheral and endocrine measures are proposed to 
operate as coupled oscillators at the ultradian timescale. Assessment of these peripheral 
measures could, therefore, potentially enable endocrine status assessment via timeseries 
analysis14,23,56. 

Recent animal work supports the idea that non-reproductive measures can be used to anticipate 
reproductive status. In rodents, the wavelet power of core body temperature URs exhibits a 
trough on the day of ovulation12,13. The translational capability of this method is supported by 
the association of gross timescale changes in DBT, heart rate (HR), and HRV by menstrual 
phase11,19,44,45,53,57–61. However, it is unknown if human ovulatory cycle phase is 
associated with patterns of rhythmic change in non-reproductive outputs. Although the specific 
factors responsible for the changes in frequency of reproductive URs across non-human 
mammalian ovulatory cycles are not well understood, their consistency of change across species 
of widely varying cycle lengths suggests a concerted role in ovulatory cycle function14. Finally, 
although the structure of some circadian rhythms (~ 24 h; CRs) is altered in the luteal phase, with 
estradiol acrophase advancing, and REM sleep exhibiting a modest decrease; structured sleep 
and circadian changes are not generally observed during the peri-ovulatory period62. As both 
URs and CRs are tightly regulated across systems, monitoring their structure may enable more 
accurate assessment of reproductive state than is possible using infrequently collected data 
(e.g., 1 temperature time point per day)26,63,64. Wearable devices offer unprecedented ease of 
collecting the continuous, longitudinal data needed to assess URs and CRs across the menstrual 
cycle65–68. To determine if rhythmic structure exhibits reliable changes leading up to the LH 
surge, we used a wearable device (the Oura Ring) to monitor DBT, sleeping HR, sleeping HRV 
(root mean square of successive differences; RMSSD), sleep timing, and duration. If endocrine, 
metabolic, and autonomic rhythms are sufficiently coupled at the ultradian and circadian 
timescales, then coordinated patterns should be observed across measures and potentially 
across the menstrual cycle. Such patterns would contribute to a growing body of work in 
“network physiology”69,70, which proposes that changes among endocrine, metabolic, and 
autonomic outputs are coupled under real world conditions. As mentioned above, implicit in this 
hypothesis is that one could infer the state of one system via measurements of another. 
Anticipation of female reproductive events is a test of the network physiology framework with 
potential for rapid translation. 
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4.3 Materials and Methods 

Ethical approval. This study and all procedures were approved by the Office for the Protection of 
Human Subjects at the University of California, Berkeley. All participants gave informed consent. 
All research was per- formed in accordance with relevant guidelines and regulations. 

Participants and recruitment. Participants were recruited from the Quantified Self community, a 
global group of individuals interested in learning through self-measurement95,96. Individuals 
attended a prospective discussion about the project at the 2018 Quantified Self meeting in 
Portland, Oregon and contacted the experimenter via email if interested in participating. 
Prospective participants were contacted to discuss study structure, risks and benefits, and to 
review the informed consent form. Once informed consent was obtained, participants were 
instructed to complete an introductory questionnaire with their age, cycling status (regular, 
irregular, recovering from hormone/IUD use, perimenopausal, menopausal), and historical LH 
surge day(s), if known. Contact information was collected for the purposes of communication 
and delivery of study materials. Data from pregnancies (n = 3) that overlapped with the study 
were excluded from these analyses. Participants had not taken hormonal contraception within 
the prior year and did not have any known reproductive medical concerns. There were no age or 
parity restrictions, consistent with the principles of participatory research96,97. See Table 1 for 
participant demographics. 

Study design. Each of the 28 (n = 20 premenopausal, n = 5 perimenopausal, n = 3 premenopausal 
and became pregnant) participants collected 2 to 3 cycles of data for analysis. For all cycles, the 
Oura Ring, a DBT, HRV (RMSSD), HR, and sleep sensor, was worn continuously on the finger, as 
previously described65,98. For all cycles, LH was monitored via urinary test strips (Wondfo 
Biotech Co., Guangzhou, China) from day 10 (with first day of menstruation considered day 1) 
until a positive reading was detected, and subsequently until 2 days after LH fell below the limit 
of detection (see below for details on the Urinary Hormone Assay, Luteinizing Hormone). Of the 
55 total cycles collected (45 = premenopausal, 10 = perimenopausal), 20 were paired with daily, 
morning urine tests for E2, αPg and βPg, the major urinary progesterone metabolites (Precision 
Analytical, McMinnville, OR). This study was designed using the principles of participatory 
research96,99 in which individual participants maintain control of their own data prior to 
anonymization and came to the project with personal questions that could be answered with the 
data to be collected. All participants received a copy of their Oura Ring data. 

Data collection and management. HR, HRV (RMSSD), DBT, sleep onset, sleep offset, sleep 
duration, breathing rate, and nightly temperature deviation (described briefly below) were 
collected using the Oura Ring (Oura Inc., San Francisco, CA; Oura Health Oy, Ltd., Oulu, Finland). 
The Oura Ring is a small, wireless sensor worn on the finger. By using an LED light source and LED 
sensor to measure reflection off the skin above the radial artery of the finger, the Oura Ring 
calculates HR, HRV (RMSSD), and breathing rate. The ring also contains 3 thermistors for 
detection of DBT. DBT is measured 24 h a day (binned in 1-min intervals). To avoid artifacts 
associated with activity, HR, and HRV (RMSSD) are only measured during sleep (binned in 5-min 
intervals), limiting our analyses of HR and HRV (RMSSD) to the sleeping period. All other metrics 
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are calculated once per night. Briefly, the body temperature deviation for each night is the 
moving mean of nightly temperature between 10:00 pm and 8:00 am, minus the mean 
temperature of the previous 20 days. Oura Rings were loaned to the group by Oura Inc. 

The Oura Ring can be connected to a mobile phone application, Oura, via Bluetooth. At the start 
of the study, each participant downloaded the Oura application from either the Google Play 
Store (Google Inc., Mountain View, CA) or the Apple App Store (Apple Inc, Cupertino, CA) to their 
mobile phones and created an Oura account. Participants were able to view their own data 
provided by the application throughout the study. Par- ticipants were asked to synchronize data 
from the ring to the application each morning. Uploaded data was automatically transferred via 
the internet to the study database in the Oura cloud service. In order to access data from the 
cloud, data were imported into the Open Humans100 framework, which provides encrypted, 
password protected data access to researchers, with the participants’ revocable consent. In 
addition to data collected by the Oura Ring, participants uploaded personal spreadsheets that 
tracked days of menstruation, days of LH tests and results, days of urine collection, and notes 
(e.g., forgot to wear the Oura Ring) to Open Humans. Participants could opt out of the study and 
remove their data at any time. Data were anonymized by the researchers for analysis. Data, once 
anonymized at the end of the study, remained in the data set. 

Hormone assays. For the assessment of E2, αPg and βPg, participants collected daily, first-
morning urine samples across a cycle according to manufacturer’s instructions (Precision 
Analytical, Willamette, OR). Briefly, a standardized piece of filter paper with an attached label 
was submerged in the urine sample and dried for 24 h. Filter paper was then frozen at ~ -18 C in 
participants’ home freezers until analysis. E2, αPg, and βPg were analyzed using proprietary in-
house assays referred to as Dried Urine Testing for Comprehensive Hormones (DUTCH) on the 
Agilent 7890/7000B GC–MS/MS (Agilent Technologies, Santa Clara, CA, USA). The equivalent of 
approximately 600 μl of urine was extracted from the filter paper using acetate buffer. In the 
first week of the cycle, and from 3 days after LH surge completion until the end of the luteal 
phase, samples were pooled every 2 days (a third day was pooled at the end of cycles in 
instances where the total number of remaining days after the surge was odd). Urine samples 
were extracted and analyzed as previously described, with previously established ranges of 
hormone concentrations expected in urine by phase of cycle and during menopause90,101. 
Briefly, creatinine was measured in duplicate using a conventional colorimetric (Jaffe) assay. 
Conjugated hormones were extracted (C18 solid phase extraction), hydrolyzed by Helix pomatia 
and derivatized prior to injection (GC–MS/ MS) and analysis. The mean inter-assay coefficients of 
variation were 8% for E2, 12% for αPg, and 13% for βPg. The mean intra-assay coefficients of 
variation were 7% for E2, 12% for αPg and 12% for βPg. Sensitivities of the assays were as 
follows: E2 and αPg, 0.2 ng/mL; βPg, 10 ng/ mL.  

Luteinizing hormone was measured using the commercially available WondFo (Wondfo Biotech 
Co., Guangzhou, China) Luteinizing Hormone Urinary Test102, a validated at-home urine assay. 
Briefly, the strip was sub- merged by participants for 5 s in a fresh urine sample and laid 
horizontally for 5 min before reading. When samples were collected for E2, αPg and βPg, those 
same samples were used for LH testing. Each strip contains a positive control and a “test” line, 
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indicating if LH is present in the urine at, or over a concentration of 25 MIU/ mL102. Test results 
were depicted as either + or – (no quantitative information provided) and were recorded in a 
personal spreadsheet by the participant. A photograph of each test was taken by participants to 
ensure accurate reading of the results. 

Inclusion and exclusion criteria for collected cycles. Cycles were included in the premenopausal 
data set as likely ovulatory by four criteria a) one or more localized days of supra-threshold LH 
concentration, b) the presence of a rise in E2 (if collected) within typical range prior to or 
coincident with supra threshold LH, c) a subsequent rise in αPg and βPg (if collected), and d) 
positive values of DBT deviation, as previously described98, within 2 days of surge onset until the 
end of the cycle (See Supplemental Fig. 1). Cycles without E2, αPg, and βPg data were included 
by meeting criteria a and d only. Cycles with missing data within sixteen days of the of the LH 
surge (defined as no HR/HRV/DBT data for a given night) were omitted in order to avoid 
erroneous estimation of rhythmic power (see Data Analysis below). Cycles were defined as 
“perimenopausal” by the presence of positive LH measured at least every other day across the 
cycle and age > 45 years. Four such cycles were paired with daily urinary hormone analysis for 
E2, αPg, and βPg, as described above. 

Data analysis. All code and data used in this paper are available at Open Science Framework 
(https://osf. io/wzf47/). Code was written in MATLAB 2019b, MATLAB 2020a and Python 3. 
Wavelet Transform (WT) code was modified from the Jlab toolbox and from Dr. Tanya Leise103. 
Briefly, data were imported from the Open Humans framework to Python 3, where HR, HRV 
(RMSSD), and DBT data were extracted. Data were cleaned in MATLAB, with any data points 
outside ± 4 standard deviations set to the median value of the prior hour, and any points 
showing near instantaneous change, as defined by local abs(derivative) > 105 as an arbitrary 
cutoff, also set to the median value of the previous hour.  

Wavelet transformation (WT) was used to assess the structure of ultradian rhythms of DBT, HR, 
HRV (RMSSD), and circadian rhythms in DBT. As DBT shows high plateaus during the sleeping 
period, and URs during the day, DBT analyses here were used on data collected during the 
waking hours (see Supplemental Fig. 2). Conversely, as indicated previously, because the Oura 
Ring only collects HR and HRV (RMSSD) during sleep, wavelet analyses were restricted to the 
sleeping window for these metrics. In either case, the excerpted data were compiled from all 
days of the cycle resulting in one continuous signal representing all days (DBT) or all nights (HR, 
HRV (RMSSD)). In contrast to Fourier transforms that transform a signal into frequency space 
without temporal position (i.e., using sine wave components with infinite length), wavelets are 
constructed with amplitude diminishing to 0 in both directions from center. This property 
permits frequency strength calculation at a given position. Wavelets can assume many functions 
(e.g., Mexican hat, square wave, Morse); the present analyses use a Morse wavelet with a low 
number of oscillations (defined by β and γ), analogous to wavelets used in previous circadian 
applications103. Morse Wavelet parameters of β = 5 and γ = 3 describe the frequencies of the 
two waves superimposed to create the wavelet; Additional values of β (3–8) and γ (2–5) did not 
alter the findings (data not shown)104. This low number of oscillations enhances detection of 
contrast and transitions. The band of the wavelet matrix corresponding to 2–5 h rhythms were 

https://osf.io/wzf47/
https://osf.io/wzf47/
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averaged in order to create a linear representation of UR WT power over time. This band 
corresponded to the timescale of ultradian rhythmicity observed across physiological 
systems14,25,56. Potential changes to circadian power of DBT (mean power per minute within 
the 23–25 h band) were additionally assessed prior to extracting days for ultradian-only analyses, 
but no significant changes across the cycle were detected (see Supplemental Fig. 3). Because 
WTs exhibit artifacts at the edges of the data being transformed, only the WT of the second 
through the second to last days of data were analyzed further. To enable comparisons across 
cycles of different durations, premenopausal cycles were displayed from LH surge onset minus 7 
days to LH onset plus 7 days. As perimenopausal individuals had tonically high LH, and therefore 
no surge onset to which all individuals could be aligned, each cycle’s midpoint was chosen for 
alignment. 

LH surge anticipation features. Wavelet power in the 2 to 5 h band was calculated as described 
above. Extracted bands were smoothed using a daily moving average using the MATLAB function 
“movmean”. The MATLAB  function “findpeaks” was used to identify peaks as points at which 
either adjacent point had a lower UR power. This function was run on the negative of the signal 
to identify troughs. Points at which the derivative of the signal crossed zero, indicating a change 
in direction of UR power (i.e., either increasing to decreasing or vice versa), were found using the 
MATLAB function “diff ”. The first time the derivative crossed zero in the cycle (i.e., the first 
inflection point), excluding the first five days of the cycle, during which LH is very unlikely to rise, 
was marked as the presence of the first feature for either HRV (RMSSD), DBT, or HR. Following 
this inflection point, the next peak identified by “findpeaks” was marked as the second feature. 
These methods of identifying peaks, troughs, and direction changes were used to ensure the diff 
function was identifying all visually identified peaks. 

Statistical analyses. Descriptive values are reported as means ± daily standard deviations (SD) 
unless otherwise stated. For statistical comparisons of average ultradian power in 
premenopausal and perimenopausal cycles, Kruskal Wallis (KW) tests were used instead of 
ANOVAS to avoid assumptions of normality for any distribution to assess the trend in average UR 
power leading up to the surge as compared to after the surge. For KW tests, χ2 and p values are 
listed in the text. One-way repeated measures analysis of variance (rmANOVA) tests were used 
to compare peak average E2 to other days surrounding the surge, and baseline αPg and βPg (7 
days prior to the surge) to other days surrounding the surge. For rmANOVAs, p values are listed 
in the text. Because the dominant trend was an inflection point in UR power followed by a peak, 
slopes of individual signals were compared rather than raw values at each timepoint. The same 
tests were applied to individuals, in addition to tests for significance of raw power differences on 
peak and trough days, using 25 min centered on peaks and troughs, respectively. To avoid 
multiple comparisons and chance of a type I error, differences between individually-determined 
peak and trough values of UR WT power found using “findpeaks” were assessed using a KW test, 
such that each cycle contributed only 1 peak value and 1 trough value (N = 45 data points per 
group). Figures were formatted in Microsoft PowerPoint 2019 (Microsoft Inc., Redmond, WA) 
and Adobe Photoshop CS8 (Adobe Inc, San Jose, CA). 

4.4 Results 
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Demographics. Findings are reported for individuals with premenopausal cycles (n = 20, n = 45 
cycles, 2–3 cycles per individual) or perimenopausal cycles as (n = 5, n = 10 cycles, 2 cycles per 
individual) as defined in the Methods. Individuals who became pregnant (n = 3) during the study 
were excluded from the analyses. All premenopausal participants experienced menses, 1 or 
more supra-threshold LH readings per cycle, and a sub- sequent, sustained rise in temperature 
deviation during all cycles. See Table 1 for participant age, ethnicity, cycle length, LH surge 
length, LH surge onset timing, LH surge onset relative to estradiol (E2) peak and progesterone 
rise, and percent of individuals with regular cycles. Some variability was observed in the day of 
LH surge onset relative to day of E2 peak(s), as previously reported71. 

Premenopausal and perimenopausal estradiol, luteinizing hormone, and progesterone 
metabolites. Participants monitored LH for all 55 cycles, whereas daily urine samples were 
collected by 20 women (n = 16 premenopausal, n = 4 perimenopausal) for the measurement of 
E2, α-Pregnanediol (αPg) and β-Pregnanediol (βPg). E2, αPg and βPg were collected to confirm 
that hormone concentrations were within healthy ranges for pre-menopausal women and that 
LH surges were followed by a rise in progesterone metabolites. For all 16 cycles, estradiol, αPg 
and βPg fell within normal ranges, with a pre-LH rise in E2 (2 days prior to LH onset through LH 
onset day were significantly greater than all other days, p < 0.01 in all cases). Likewise, LH surge 
onset was concomitant with a significant rise in αPg (p < 0.05 on LH onset, and < 0.01 6 days 
after LH onset and thereafter) (Fig. 1A−C) and βPg (p < 0.005 on LH onset, and < 0.001 3 days 
after LH onset; data not shown for βPg). These hormonal changes were associated with a rise in 
temperature deviation above zero and a non-significant elevation of breathing rate around LH 
surge onset (Supplemental Fig. 1E–F). Consistent with previous findings71, LH surge length was 
variable, with 42% of individuals exhibiting supra-threshold LH concentrations 2 days following 
surge onset, falling to 26% of individuals 3 days after surge onset (Fig. 1A). LH was tonically 
supra-threshold in perimenopausal women (n = 10 cycles, Fig. 1D). Perimenopausal individuals 
exhibited a significant increase in αPg and βPg only 6 days after midcycle (p < 0.05; data not 
shown for βPg), and a trend toward elevation of E2 prior to mid cycle (p = 0.176) (Fig. 1D−F). 

 
 

Factor Premenopausal Perimenopausal 
Number of participants 20 6 
Number of cycles 45 10 
Age range, mean (STDEV) years 21–38, 32 (4) 48–60, 55 (5) 
Ethnicity (%) Caucasian: 94; 

African American 6 
Caucasian: 100% 

Cycle length 25–36, 27.78 (4.16) 22–50, 28.7 (8.87) 
LH surge length range, mean (STDEV) days 1–5,1.95 (1.2) N/A; LH tonically high 
LH surge onset day 10–29, 15.75 (3.4) N/A; LH tonically high 
LH surge onset relative to E2 peak in days 0–4, 1.67, (1.38) N/A ; LH tonically high 
LH surge day relative to progesterone rise day(n = 21) 0–5, 1.14, (1.95) N/A; LH tonically high 
Regular cyclers (%) 88 0 

Table 1. Demographics of the QCycle cohort, including n values, age, ethnicity, and hormonal cycle characteristics. 
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Ultradian power of DBT, HRV, and LH surge onset. Ultradian (2−5 h) power of daytime DBT 
exhibited a stereotyped pattern preceding LH surge onset in premenopausal (Fig. 2A,B), but not 
perimenopausal (Fig. 2C,D), cycles. Ultradian DBT power exhibited an inflection point a mean 
of 5.82 (± 1.82) days prior to LH surge onset and a subsequent peak a mean of 2.58 (± 1.89) 
days prior to the surge onset. A second trough in UR power occurred a mean of 2.06 (± 1.02) 
days after surge onset (χ2 = 5.66, p = 0.0174,). These stereotyped changes were not present in 
perimenopausal cycles (χ2 = 0.37, p = 0.5354, for the same comparisons) (Fig. 2C). 

Figure 1. Ovulatory & Perimenopausal E2 and αPg. Linear plots of premenopausal (A–C) and perimenopausal 
(D–F) E2 and αPg. Mean ± standard deviation E2 (solid) and αPg (dashed) concentrations for premenopausal (A) 
and perimenopausal cycles (D) within one week of LH surge onset (N = 16 out of 45 premenopausal cycles, and 
N = 4 out of 10 perimenopausal cycles). # Indicates significantly elevated pre-LH E2 concentrations 

(premenopausal p = 5.5 × 10–5; perimenopausal non-significant p = 0.391), and * indicates significantly elevated 

αPg after LH surge onset (premenopausal p = 4.71 × 10–31; perimenopausal, p = 0.028). Blue bars and text and 
indicate percent of cycles showing an LH surge a given number of days after onset, beginning on the day 
marked “LH” (e.g., 26% indicates that 26% of individuals were still surging on the 3rd day after LH surge onset). 
Representative E2 (gray) and αPg (black) from premenopausal (C) and perimenopausal (F) individuals relative to 
LH surge onset, and cycle mid-point, respectively. 
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Ultradian power of sleeping HRV (RMSSD) also exhibited a stereotyped fluctuation preceding LH 
surge onset in premenopausal (Fig. 3A,B), but not perimenopausal (Fig. 3C,D), cycles. Ultradian 
HRV (RMSSD) power showed an inflection point with a mean of 5.82 (± 1.53) nights prior to LH 
surge onset, a subsequent peak with a mean of 2.58 (± 1.59) nights prior to the surge onset and a 
trough a mean of 2.11 (± 1.27) days after surge onset. (χ2 = 4.91, p = 0.034). These stereotyped 
changes were not present in perimenopausal cycles (χ2 = 0.4797, p = 0.57) (Fig. 3C). Ultradian 
power of HR and circadian power of DBT did not show a significant pattern of change preceding 
the LH surge (χ2 = 0.3 and 1.12, p = 0.581 and 0.2899), nor mid cycle in perimenopausal individuals 
(χ2 = 0.02 and 1.65, p = 0.8798 and 0.1984, respectively) (See Supplemental Figs. 2 and 3). No 
significant trends were observed in sleep metrics captured once per night (See Supplemental Fig. 
1). Linear means of nightly HR and HRV, and continuous DBT did not yield consistent patterns of 
change relative to surge onset or peri- menopausal midcycle (Supplemental Figs. 4–6). 

Figure 2. Ultradian power of DBT anticipates LH surge onset. Mean DBT ultradian power (z-scored) ± standard 
deviation for premenopausal cycles (A) within one week of LH surge onset and perimenopausal cycles (C) within 
one week of mid cycle. DBT UR power peaks exhibit an inflection point 5.82 (± 1.82) days prior to LH onset, a peak 
a mean of 2.58 (± 1.89) before LH onset on average and a subsequent trough a mean of 2.6 (± 1.02) days after 

surge onset (χ2 = 5.66, p = 0.0174). Perimenopausal UR power shows no conserved peaks and troughs (χ2 = 0.37, 
p = 0.5354, for same comparisons). Representative individual example of raw DBT ultradian power within one 
week of LH surge onset in premenopausal (B) and within one week of mid cycle in perimenopausal (D) cycles. 
Black squares in (B) and (D) correspond to Boxes 1 & 2 and Boxes 3 & 4, respectively. Boxes show linear waking 
DBT from which ultradian power in B and D were generated; these days were selected to visually illustrate days 
of relatively high and low ultradian power in premenopausal cycles, and the same two days in perimenopausal 
cycles. 
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Inflection points and subsequent peaks of DBT and HRV ultradian power anticipate LH surge 
onset. In premenopausal women, the first inflection point of DBT and HRV (RMSSD) UR power 
occurred between -8 and -2 days prior to surge onset, whereas the subsequent peak in UR 
power for both metrics occurred between -6 days before to 2 days after LH surge onset (Fig. 4). 
85% of cycles exhibited the first inflection point by 4 days prior to the surge, with 100% showing 
this inflection by 2 days prior to the surge. The peak of UR power occurred at least 1 day prior to 
the surge in 82% of cycles. Together, these inflection points and subsequent peaks in UR power 
of HRV (RMSSD) and DBT uniquely anticipated the LH surge days before its onset (see 
"Discussion” for potential relevance to the fertile window). 

 
 

Figure 3. Ultradian power of HRV (RMSSD) anticipates LH surge onset. Mean HRV (RMSSD) ultradian power (z-
scored) ± standard deviation for premenopausal cycles (A) within one week of LH surge onset and 
perimenopausal cycles (C) within one week of mid cycle. Ultradian HRV (RMSSD) power inflects an average of 
5.82 (± 1.53) nights prior to LH surge onset, exhibits a subsequent peak an average of 2.58 (± 1.59) days prior  
to the surge onset and a trough an average of 2.11 (± 1.27) days after surge onset. (χ2 = 4.91, p = 0.034,). 
These stereotyped changes are not present in perimenopausal cycles (χ2 = 0.4797, p = 0.57). Representative 
individual example of HRV (RMSSD) ultradian power within one week of LH surge onset in premenopausal (B) 
and perimenopausal (D) cycles. Black boxes in (B) and (D) correspond to Boxes 1 & 2 and Boxes 3 & 4, 
respectively. Boxes show linear sleeping HRV (RMSSD) signal from which (B) and (D) were generated, 
illustrating days of relatively high and low ultradian power in ovulatory cycles, and the same two days in 
perimenopausal cycles. 
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4.5 Discussion and Conclusions 

The present findings reveal stereotyped fluctuations in DBT and HRV (RMSSD) UR power that 
anticipate 100%   of LH surge onsets, a key component of female health and fertility. By contrast, 
changes in DBT circadian rhythm power were not predictive of the LH surge, suggesting that URs 
are uniquely coupled to the pre-ovulatory time of the menstrual cycle. Likewise, discrete, nightly 
behavioral, and physiological measures did not anticipate the surge, suggesting that continuous 
measures of physiological output provide signals more amenable to LH surge anticipation. 
Finally, these features did not occur stereotypically in perimenopausal cycles with respect to mid 
cycle. These findings point to peripheral URs as oscillations that are coupled to menstrual cycle 
physiology and that have the potential to contribute to the development of tools for estimating 
the female fertile window. 

Although the underlying physiological mechanisms that lead to systematic changes in UR power 
in DBT require further investigation, much is known about general changes in body temperature 
across the menstrual cycle. Estrogens lower, and progestins raise, body temperature53,72. 
Accordingly, body temperature reaches a minimum, with minimum core circadian amplitude, 
during the late follicular phase and rises in the core, mouth, and skin following ovulation73. Body 
temperature also broadly reflects metabolic rate, which is elevated in the late follicular and 
luteal phases74. In mice, the structure of core temperature URs allows for the detection of 
female reproductive state, with a high plateau of temperature and trough of UR power during 
the active phase indicative of the LH surge and ovulation13,75. Most human studies to date have 
focused on core temperature, measured via an ingestible device that travels through the GI 
tract73, intravaginal or rectal sensor76, or oral thermometer60. However, ultradian, circadian, 
and ovulatory rhythms in temperature are readily observed at the periphery, providing several 
advantages: (1) DBT has higher amplitude fluctuations than core body temperature, making URs 
and CRs easier to detect77, (2) changes in DBT may correlate with sleep stage78, and (3) DBT is 
in circadian antiphase to core temperature, but shows the same general trend across the 
menstrual cycle, suggesting com- parable reliability77. It is possible that rising UR power of DBT 
before the LH surge reflects higher UR power of reproductive hormones during this time. 
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Whereas body temperature is the most commonly used non-hormonal output in menstrual 
cycle tracking, previous studies have found that HRV also changes by cycle phase and may 
therefore be a candidate for surge anticipation79. Parasympathetic input to the heart 
dominates during the follicular phase, lowering resting heart rate and elevating HRV 
(RMSSD)57. Sympathetic input to the heart dominates during the luteal phase, elevating heart 
rate and depressing HRV (RMSSD)11,57. Consequently, HRV (RMSSD) varies ~ 10 ms from the 
follicular to the luteal phase11, with a marked decrease in the latter portion of the cycle52. 
These fluctuations may be more difficult to detect during a short daytime recording window, 
and are impacted by daytime activities, making sleep an ideal window over which to look for 
unmasked features45. Natural negative controls illustrating reproductive and metabolic 
influences on HRV patterns are that (1) LH pulsatility is disrupted in obese and diabetic 
women80,81, and (2) mid cycle and luteal fluctuations in HRV are absent in polycystic ovarian 
syndrome (PCOS), a leading cause of female infertility58,59. In the present study, sleeping HRV 
(RMSSD) UR power rose in the late follicular phase, peaked near the LH surge, and dropped 
sharply before rising into the early luteal phase. Although the present study lacks sufficient 
power to evaluate other potential patterns that may be relevant to the menopausal transition, 
the preliminary absence of comparable features in perimenopausal individuals suggests that 

Figure 4. Inflection Points and Peaks of Ultradian Power Anticipate the LH Surge Within and Across Individuals. 
(A) Cumulative histogram indicates the proportion of cycles showing an inflection point on a given day relative 
to LH surge onset (blue = HRV (RMSSD), maroon = DBT, dashed = inflection point, solid = subsequent peak). Box 
indicates that on day LH—4, ~ 90% of individuals had shown the HRV and DBT first inflection point. (B) Intra-vs. 
inter-individual range of days over which inflection points (“UR Inflection”) and subsequent peaks (“UR Peak”) of 
ultradian DBT and HRV power occurred. The range intra-individual range (2–3 cycles per individual) is 25% the 
size of the inter-individual range (45 total cycles). 
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this group deserves further study. Together, signal processing of DBT and HRV could yield 
actionable information for individuals and clinicians wishing to estimate the “fertile window”. 
However, there are several challenges inherent to accurately defining the female fertile 
window. 
 
The fertile window (the time during which a woman may become pregnant) depends upon 
many factors, including (1) the timing of the LH surge, (2) the subsequent time of the release of 
the ovum or ovulation, (3) the presence of a viable corpus luteum releasing adequate 
progesterone38, (4) the duration of time sperm can survive in the female body, which is 
dependent both on sufficient number and quality of sperm and on the appropriate vaginal 
environment (e.g., pH)22,82, and 5) quality of the uterine environment. Most investigations 
report the highest probability of fertility as the 5 days preceding ultrasound-determined day of 
ovulation (USDO)83, but actual days on which an individual may become pregnant are much 
more variable, with pregnancy occurring up to 11 days prior to ovulation to 5 days after 
ovulation71. 
 
Some of the reported variability in the fertile window likely results from discrepancies in 
language used to describe both human ovulation and the fertile window itself84. Despite their 
namesake, home “ovulation tests” that identify supra-threshold LH concentrations do not 
measure ovulation, which may occur many days after and occasionally a few days before LH 
surge onset71. Despite this variability, the fertile window is often treated as predictable, with 
definitions including the 5–6 days prior to the LH surge as a proxy for ovulation85, the first day 
of slippery clear cervical fluid through LH surge onset86, the total days of slippery clear cervical 
fluid87, day 10–17 of the cycle88, and retrospective measures of salivary ferning85, basal body 
temperature64,89, and progesterone metabolites (e.g.,90). Today, many online and app-based 
ovulation prediction algorithms are validated using day of cycle or LH data alone, in the absence 
of hormone measures or USDO2,83,84,91. Additionally, extant data sets regularly report 
excluding 20–50% of collected data due to cycle irregularities, without determining if given 
cycles were hormonally aberrant71,92–94. Together, the confounding of the LH surge with 
ovulation and the variable criteria used to define the fertile window make it difficult to 
accurately determine the variance, and contributors to variability, of fertility relative to the LH 
surge or ovulation. Despite these discrepancies, the possibility that UR features anticipate the 
onset of the LH surge by a few to several days suggests applicability for family planning. When 
one considers the additional time between LH surge onset and ovulation, these features may 
anticipate much to all of the fertile window. If confirmed in larger cohorts, this method would 
constitute the earliest method of predicting a definitive event at any point within the fertile 
window. 
 
Open source, non-invasive methods for predicting the LH surge as a marker of likely future 
ovulation are not currently available71, but the present findings indicate that the onset of the 
LH surge may be anticipated days in advance by automated detection of changes in ultradian 
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power of DBT and HRV (RMSSD). These changes consistently anticipate LH surge onset in 
women of a variety of ages, cycle lengths, surge timing and duration. The frequency band of 2–
5 h examined in the present investigation was not specifically selected for the present group of 
participants but chosen based on the peak frequency band observed across physiological 
systems14,25,56, suggesting potentially broad applicability. Due to the high demand for 
accurate methods of fertility assessment, such novel methods carry the responsibility to clearly 
report the aspects of reproductive physiology that are detected and the methods by which 
detection is achieved once algorithms are tested on large populations68,84,91. Future work will 
determine the extent to which these ultradian rhythm-based methods of menstrual cycle 
monitoring generate accurate predictions in larger, more diverse cohorts. In particular, the 
study of a greater number of cycles within individuals may enable personalization of relevant 
features. With these data, methods such as empirical mode decomposition for selection of 
tailored ultradian bands, or machine learning based methods for assessment across many 
different features at once, may result in greater specificity or longer predictive windows. These 
features could potentially be used on their own, with minimal user input (e.g., tracking of dates 
of menstruation), or in combination with other FAM methods. Ideally, such methods could be 
widely employed on wearable devices such as the Oura Ring, or on future generations of 
convenient and precise body temperature and HRV sensors. Together, these findings may guide 
further research aimed at understanding how hormones, metabolism, and the autonomic 
nervous system temporally interact; and may aid the development of open-source, non-
invasive methods of fertility awareness. 
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4.7 Supplemental Figures  

Supplemental Figure 1. Sleep timing, duration, latency, breathing rate and temperature deviation do not 
anticipate the LH surge. Bedtime (A), wake time (B), sleep duration (C) and sleep latency (D) do not show 
reliable changes relative to LH surge onset in premenopausal individuals. Breathing rate (E) and nightly 
temperature deviation (F, see methods) do not anticipate the surge, but exhibit an upward trend following the 
surge. 
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Supplemental Figure 2. Heart rate ultradian power does not anticipate LH surge onset. Mean sleeping heart rate 

ultradian power ± standard deviation for premenopausal cycles (A) within one week of LH surge onset and 
perimenopausal cycles (C) within one week of mid cycle. HR ultradian fluctuations do not anticipate the LH surge 

(p>0.05) but exhibit a significant elevation 2-3 days after the surge (χ2 =0.3, p=0.04 ). Representative individual 
examples of HR ultradian power within one week of LH surge onset or mid cycle in premenopausal (B) and 

perimenopausal (D) cycles, respectively. 
 

                                                             
Supplemental Figure 3. Circadian power of body temperature does not change stereotypically around LH surge 
onset. Mean DBT circadian power ± standard deviation for premenopausal cycles (A) within one week of LH surge 

onset and perimenopausal cycles (C) within one week of mid cycle do not exhibit significant stereotyped 
fluctuations relative to LH surge onset or mid cycle. Individuals varied widely (examples B and D). 
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Supplemental Figure 4. Linear average of DBT relative to LH surge onset in premenopausal and mid cycle in 
perimenopausal individuals. Mean (A), ± standard deviation (shaded) of linear DBT around LH surge onset. 
Perimenopausal mean (B) ± standard deviation (shaded) of linear DBT surrounding mid cycle (note two 
perimenopausal cycles were very short, with only 6 days after midcycle occurring before next menses), and 
individual example (C). Individual example of DBT around LH surge onset (D) and zoomed window in this 
individual from LH-3 days to LH illustrating the presence of high amplitude URs during the day and a relatively 
high plateau during sleep (E). 
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Supplemental Figure 5. Linear average of sleeping HR relative to LH surge onset in premenopausal and mid cycle 

in perimenopausal individuals. Premenopausal average (A), ± standard deviation (shaded) of linear sleeping HR 
surrounding LH surge onset, and individual example (B). Perimenopausal average (C) ± standard deviation 

(shaded) of linear HR surrounding mid cycle, and individual example (D). 
 

 

Supplemental Figure 6. Linear average of sleeping HRV (RMSSD) relative to LH Surge onset in premenopausal and 
mid cycle in perimenopausal individuals. Premenopausal average (A), ± standard deviation (shaded) of linear 
sleeping HRV surrounding LH surge onset, and individual example (B). Perimenopausal average (C) ± standard 
deviation (shaded) of linear HRV surrounding mid cycle, and individual example (D).  
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5. Multi-Timescale Rhythmicity of Blood Glucose and Insulin Delivery Reveals Key 
Advantages of Hybrid Closed Loop Therapy 

5.1 Abstract 

Background: Blood glucose and insulin exhibit coordinated daily and hourly rhythms in people 
without diabetes (nonT1D). Although the presence and stability of these rhythms are associated 
with euglycemia, it is unknown if they (1) are preserved in individuals with type 1 diabetes (T1D) 
and (2) vary by therapy type. In particular, Hybrid Closed Loop (HCL) systems improve glycemia in 
T1D compared to Sensor Augmented Pump (SAP) therapies, but the extent to which either 
recapitulates coupled glucose and insulin rhythmicity is not well described. In HCL systems, more 
rapid modulation of glucose via automated insulin delivery may result in greater rhythmic 
coordination and euglycemia. Such precision may not be possible in SAP systems. We 
hypothesized that HCL users would exhibit fewer hyperglycemic event, superior rhythmicity, and 
coordination relative to SAP users. 

Methods: Wavelet and coherence analyses were used to compare glucose and insulin delivery rate 
(IDR) within-day and daily rhythms, and their coordination, in 3 datasets: HCL (n = 150), SAP (n = 
89), and nonT1D glucose (n = 16). 

Results: Glycemia, correlation between normalized glucose and IDR, daily coherence of glucose 
and IDR, and amplitude of glucose oscillations differed significantly between SAP and HCL users. 
Daily glucose rhythms differed significantly between SAP, but not HCL, users and nonT1D 
individuals. 

Conclusions: SAP use is associated with greater hyperglycemia, higher amplitude glucose 
fluctuations, and a less stably coordinated rhythmic phenotype compared to HCL use. 
Improvements in glucose and IDR rhythmicity may contribute to the overall effectiveness of HCL 
systems. 
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5.2 Introduction 

In people without diabetes, blood glucose, insulin, and other metabolic outputs (e.g., glucagon) 
are rhythmically regulated at multiple timescales1–4. Prominent timescales include the day 
(circadian rhythm(s); CR, 23-25 h)5–7 and within-a-day (ultradian rhythm(s); UR, ~1-6 h)2,4. CRs are 
maintained by a hierarchy consisting of a master brain clock in the suprachiasmatic nucleus of the 
hypothalamus that coordinates the activity of subordinate central and peripheral cellular 
oscillators8–11. Although mechanisms of UR generation are still under investigation, these 
oscillations are nearly ubiquitous in metabolic and endocrine systems and are thought to be 
generated centrally and reinforced peripherally12–14. At both timescales, exogenous signals such 
as food intake and light act as cues to synchronize internal systems with respect to the 24 h day5,15–

20. 

Stability and in-range amplitude of CRs and URs are associated with better health outcomes. At 
the CR timescale, stable sleep-wake schedule and time restricted eating are associated with 
improved glycemia in individuals without diabetes or in those with Type 2 Diabetes (T2D)15,21–24. 
Circadian oscillators within pancreatic beta islet cells modulate insulin secretion throughout the 
day, with disruption to these rhythms resulting in oxidative stress and diabetes in animal models25–

27. Additionally, time of day modulates the response of muscle and adipose tissue to insulin, with 
more efficient glucose uptake during the daytime hours28,29. At the UR timescale, a pulse of 
glucose followed promptly by a pulse of insulin can more expediently trigger glucose uptake, 
thereby preventing glucose from rising out of the euglycemic range5. Conversely, a pulse of 
glucose followed by a delayed or blunted pulse of insulin is more likely to result in hyperglycemia30, 
a dynamic observed previously in individuals with T2D31. Together, metabolic health does not 
merely reflect healthy levels of key factors, but coordinated rhythmic patterns of intake, 
absorption, and production. 

Biological rhythms and coordination of glucose and insulin have been studied only to a limited 
extent in people with T1D, with previous studies largely restricted to modelling32–35. People with 
T1D likely exhibit widely varying glucose and insulin dynamics in comparison to nonT1D and T2D 
individuals, due to the latter’s temporal pattern of endogenous insulin production and sensitivity. 
As a result, understanding 1) the timing of glucose and insulin delivery fluctuation, and 2) any 
preservation of endogenous glucose rhythms in people with T1D, is critical for understanding the 
efficacy of current treatments and designing effective future therapies. 

For people with T1D, insulin is delivered exogenously under varying protocols, ranging from 
multiple daily injections to Sensor Augmented Pump (SAP) therapy and Hybrid Closed Loop (HCL) 
therapy. In SAP therapy, an insulin pump delivers a pre-programmed basal rate of insulin which is 
supplemented by manual bolusing as needed for meals or corrections. In HCL therapy, glucose 
data is fed into an algorithm that directly determines insulin delivery adjustments up to every five 
minutes and is supplemented by manual bolusing for meals by the user. This process allows for 
frequent adjustment of insulin delivery, greater personalization, and is associated with greater 
safety, improved glycemia, and superior A1c as compared to SAP therapy36–48.  
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Much remains to be learned about how T1D therapies temporally coordinate with metabolic 
physiology, the mechanisms responsible for the particular effectiveness of HCL, and how the 
growing diversity of HCL systems could be further improved. A key difference between SAP and 
HCL systems is that, in SAP therapy, glucose does not automatically influence insulin 
administration, whereas, in HCL therapy, glucose algorithmically determines insulin delivery. A 
possible downstream effect of these two methods of insulin administration is a difference in 
temporal coordination between glucose and insulin delivery rate (IDR) which may generate 
differences in the amplitude and stability of glucose rhythms. Understanding potential rhythmic 
differences between users of SAP and HCL and any relationship between rhythmicity and glycemia 
may enhance our understanding of how HCL achieves its success and suggest avenues for future 
improvements and personalization.  

T1D rhythmicity can now be studied for the first time in a large, longitudinal dataset of SAP and 
HCL continuous glucose monitor (CGM) and insulin pump data to better characterize therapy 
outcomes beyond A1c and time in range. Additionally, the increased usage of CGMs by individuals 
without diabetes now allows for glucose timeseries and rhythmicity comparisons among people 
with and without T1D. We hypothesized that glycemia and rhythmicity vary widely among T1D 
individuals, but that HCL system use results in patterns of rhythmic change in glucose and insulin 
delivery, such as high glucose-insulin delivery temporal coordination and linear correlation relative 
to SAP1,2,5,49,50. Specifically we hypothesized that: 1) HCL users would show fewer instances of 
hyperglycemia compared to SAP, consistent with previous findings36,37,39; 2) glucose levels and 
insulin delivery rate would be more strongly correlated in HCL than SAP users; 3) such 
coordination, if present, may be associated with greater correlation of rhythmicity at higher 
frequencies in HCL (as these frequencies of change are enabled stably by HCL systems) than SAP 
users, and 4) HCL users would exhibit stronger temporal coordination between glucose and IDR 
compared to SAP users. To examine these possibilities, we used wavelet and wavelet coherence 
analyses to compare glucose and insulin delivery data sets. 

5.3 Materials and Methods 

Ethical Approval and Data Access. T1D data used in this study (1-SRA-2019-821-S-B) were licensed 
by JDRF from the Tidepool Big Data Donation Project51, a Type 1 Diabetes data organization 
service. NonT1D data used in this study were made available through Open Humans52, a service 
that allows individuals to anonymously donate their biometric data53. Because all data were 
anonymized and retrospective, IRB approval was not required. 

Inclusion Criteria and Data Cleaning. Data were included from SAP and HCL users with at least 1 
month of data without gaps of > 12 h at any point during the month (n=89 SAP, n=150 HCL). In 
wavelet analyses, data were further restricted to users who consistently logged > 4 CGM readings 
per hour (n=144 HCL, n=82 SAP); the vast majority of data points were logged approximately every 
five minutes. CGM data from n=16 nonT1D individuals from the Quantified Self Blood Glucose 
Data Set were included. Data were not cleaned of outliers as we intended to capture all variance 
within the data but were z-scored for wavelet coherence analyses and wavelet scatter plots. There 
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were no age, sex, or parity restrictions (see Demographic data). Data were interpolated to a 
standard of five minute resolution for analysis.  

Data Analysis. All code and data needed to recapitulate these analyses are available on AG’s 
Github54. Code was written in MATLAB 2020a, 2020b (MathWorks, Natick, MA), and Python 3 
(Python Software Foundation, Wilmington, DE). Wavelet transformation (WT) code was modified 
from the Jlab toolbox and from Dr. Tanya Leise 55. WT was used to assess the structure of URs and 
CRs of blood glucose and IDR timeseries, and wavelet coherence was utilized to assess the 
relationship between rhythms in glucose and rhythms in IDR. In contrast to signal processing 
methods that transform a signal into frequency space without temporal position (e.g., Fourier 
transform using sine wave components of infinite length), wavelets are constructed with 
amplitude diminishing to 0 in both directions from center, enabling frequency and amplitude 
calculation at a given position (See: Supplemental Figure 1).   

Additionally, wavelets enable variation of window length when calculating power at different 
frequencies, enabling more accurate assessment of power at each frequency. Wavelets can 
assume many functions (e.g., Mexican hat, square wave, Morse); the present analyses use a Morse 
wavelet with a low number of oscillations (defined by β and γ), analogous to wavelets used in 
previous circadian applications55,56.  Morse Wavelet parameters of β = 5 and γ = 3 describe the 
frequencies of the two waves superimposed to create the wavelet, and which have successfully 
been used on biological timeseries 56–58. This low number of oscillations enhances detection of 
contrast and transitions. The maximum for each point in time within the band of the wavelet 
matrix rhythms of each hour (e.g., 2-3 h) was taken in order to create linear representations of UR 
WT power over time. Bands analyzed here corresponded with the daily ultradian peak power 
observed in URs across many physiological systems (2-5 h), with a slight shift (omission of 1 h) and 
expansion (inclusion of up to 6 h) in supplemental figures to account for the onset and duration of 
insulin action in people with T1D 12,13,59. The band of the wavelet matrix corresponding to 23-25 h 
was assessed to represent circadian rhythmicity. Because WTs exhibit artifacts at the edges of the 
data being transformed, only the WT of the second through the second to last days of data were 
analyzed further.  After WT, wavelet matrices were down-sampled to every 10th point for ease of 
visualization in scatter plots. Wavelet coherence was assessed using the MATLAB “wcoherence” 
package by Dr. Aslak Grinsted 60,61. Briefly, wavelet coherence enables the assessment of the 
extent to which two signals share power at a timescale (here, circadian) at a given moment, and 
the consistency of their phase relationship 61–63. Thus, coherence between IDR and endogenous 
glucose rhythms was assessed despite the delay from subcutaneous insulin delivery to absorption 
into the bloodstream.  
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Statistics. Distributions of glucose were differentiated by group by extracting skewness of each 
individual’s proportionally scaled glucose distribution using the MATLAB function “skewness”. A 
Kruskal Wallis test (non-parametric ANOVA) was then used to compare skewness of individuals by 
group (HCL vs. SAP vs. NonT1D). Linear regression was used to generate correlations of z-scored 
glucose and z-scored IDR, and of glucose and insulin UR power, using the MATLAB function “fitlm”. 
Area under the curve was used to represent an individual’s amplitude of daily and hourly glucose 
rhythms and, separately, circadian coherence. Kruskal Wallis tests were used to compare areas 
under the curve by group for circadian glucose oscillation amplitude and ultradian glucose 
oscillation amplitude differences from NonT1D “baseline”, and to compare circadian coherences. 
Each statistic utilized 1 number representing each individual per group, per comparison. 
Corrections for multiple comparisons used Dunn’s test within the MATLAB function 
“multcompare”; where all groups differed significantly, the largest p-value was reported. Findings 
were considered statistically significant when p<0.05. 

5.4 Results 

Demographics.  The T1D dataset comprised a wide age range of individuals, most diagnosed with 
T1D at a young age. Notably, ethnicity data were not collected by Tidepool, and reporting of sex 
was optional. Demographics, including the percentage of individuals who opted not to report sex 
in each group, are listed in Table 1. 

 
n-Value Mean Age 

(stdev) 
% Female, Male, 
Unlisted 

Years Living with Diabetes 
(stdev) 

SAP 89 34.4 (20.6) 13,23,64 18.4 (16.9) 

HCL 150 28.5 (16.2) 44,32,24 15.3 (12.0) 

Non-
T1D 

16 33.6 (13.9) 56,44,0 0 (0) 

 

 

 

 

Table 1: Demographics. Age, sex (when listed), and years living with diabetes of individuals by 
group. 
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HCL Use is Associated with Improved Glycemia.  HCL use reduces hyperglycemia 36–39,64–68. 
Specifically, SAP system users exhibit a broader, right shifted distribution of glucose in comparison 
to HCL system users, indicating greater hyperglycemia (>7.8 mmol/L); SAP, HCL, and nonT1D 
glucose distributions differed significantly from one another (χ2=57.86, p<3*10-4). Hypoglycemia 
was rare in both T1D datasets (<5% of all data points for either group) (Figure 1).  

Linear and Rhythmic Correlation of Glucose and Insulin Delivery Rate  are Increased in HCL Users.  
HCL increases the correlation between normalized glucose and IDR levels (SAP r2=0.002; p=0.119; 
HCL r2=0.015; p=1.26*10-5) and the correlation between glucose and insulin high frequency URs 
(SAP r2 =0.002; p=0.127; HCL r2 =0.084; p=5.6*10-22) compared to SAP (SAP metrics are 
uncorrelated). (Figure 2). This difference was not restricted to the 2 to 3 h ultradian band 
(Supplemental Figure 2). 

 

 

 

Figure 1: HCL Systems Reduce Hyperglycemia.  A) Proportional counts of glucose distributions of all individuals 
with T1D using SAP and HCL systems. Note that counts are scaled such that each individual contributes the same 
proportion of total data. SAP system users exhibit greater hyperglycemia (>7.8 mmol/L); SAP, HCL and, nonT1D 
glucose distributions differed significantly. Hypoglycemic events (<4mmol/L) comprised <5% of all data points for 
either T1D dataset. B) Proportional counts of nonT1D glucose distributions. C) Median distributions for each 
dataset.  *Significantly different from other groups in the same figure panel p<0.05. 
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HCL Use is Associated with Lower Amplitude Circadian and Ultradian Glucose Deviations than SAP. 
SAP glucose CR and UR amplitude is significantly higher than that of HCL or nonT1D (χ2=140 p< 
4.41*10-4, χ2=73.5, p<1.11*10-4 , respectively). (Figure 3A). HCL CR amplitude is not significantly 
different from nonT1D CR amplitude (p=0.206). Together, HCL users are more similar than SAP 
users to the canonical nonT1D phenotype of glucose rhythmic amplitude. 

HCL Exceeds SAP Wavelet Coherence of Circadian Rhythms of Glucose and Insulin Delivery Rate. 
HCL users exhibit greater coherence between circadian rhythms of glucose and insulin delivery 
rate (χ2=29.12, p=6.80*10-8) (Figure 3B). Finally, HCL improves the correlation between glucose 
and insulin circadian rhythms (SAP r2 = 0.002, p=0.141; HCL r2=0.083, p=1.13*10-21) (See 
Supplemental Figure 2). These findings indicate that the relationship between glucose and insulin 
in HCL users more closely resemble that expected in nonT1D than SAP users1,5,7,69. 

 

            
Figure 2: HCL Increases Correlation of Glucose and Insulin Levels and Ultradian Rhythmicity.  SAP users exhibit 
uncorrelated normalized glucose and insulin levels (A) and uncorrelated URs of glucose and insulin (D). Glucose 
and its rhythms assume a wide spectrum of values for each of the standard doses of insulin rates provided by the 
pump, leading to the striped appearance of the correlations. By contrast, Hybrid Closed Loop users exhibit 
correlated normalized glucose and insulin levels (B) and correlated ultradian rhythms of glucose and insulin (E). 
Overlays of normalized glucose and insulin (C) and ultradian rhythms (F) emphasize group differences. 

 



 

106  

 

5.5 Discussion and Conclusions 

The present findings reveal that glycemia, biological rhythms in glucose and IDR, and rhythmic 
coherence vary significantly by T1D therapy type. In conjunction with lower incidence of 
hyperglycemia, HCL system use is associated with lower amplitude rhythmic fluctuation at the CR 
and UR timescales, a stronger association between glucose and IDR, and increased coherence of 
glucose and IDR circadian rhythms. The lack of a significant amplitude difference between HCL and 
nonT1D individuals is encouraging. Although much research is aimed at raising the amplitude of 
biological rhythms, the nonT1D data provide a context for illustrating that a reduction of rhythmic 
amplitude with preservation of rhythmic stability may be desirable in SAP systems, and in HCL 
systems at the UR timescale. Together, HCL systems appear to recapitulate glucose levels and 
rhythms to a greater extent than SAP systems.  

The biological rhythm and insulin delivery metrics in the present investigation differ from those 
typically used to assess the efficacy of T1D therapies (e.g., A1c and time in range). In contrast to 
insulin release in nonT1D individuals, absorption of insulin delivered subcutaneously results in 
smoothed levels of the hormone reaching the bloodstream with a delay70,71. Such delays can also 
occur for measurements of interstitial glucose, relative to circulating levels72,73

. Although these 
delays may hamper the interpretation of rhythms in insulin delivery rate, the present findings 
argue that this variable can be informative.  The observation that glucose and IDR oscillate at the 

 

Figure 3: HCL Use Decreases Amplitude of Glucose Oscillations and Increases Glucose-Insulin Coherence 
Compared to SAP.  The amplitude of HCL users’ glucose CRs (blue) and URs (maroon) (solid), and those of 
nonT1D (dashed) and SAP (dotted) users’ (A). Transparent shading indicates standard deviation (SD). SAP 
glucose CR and UR amplitude is significantly higher than that of HCL or nonT1D. HCL CR amplitude is not 
significantly different from nonT1D CR amplitude. Mean± STD of circadian wavelet coherence for HCL (solid) 
and SAP (dotted) users (B). Circadian (blue) coherence of glucose and insulin in HCL (solid) and SAP (dotted) 
users. Transparent shading indicates SD. Although both HCL and SAP individuals exhibit lower coherence than 
would be expected in nonT1D individuals, HCL CR coherence is significantly greater than SAP CR coherence. 
*Significantly different from other groups indicated in the same figure panel p<0.05. 
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same frequencies and are temporally coordinated argues that the algorithmic coupling of glucose 
to delivered insulin can be stably maintained in both outputs, and therefore that central insulin 
maintains aspects of this 2-5 h and 24 h rhythmicity. 

Because timeseries metrics assess key aspects of glucose-insulin regulation, CRs and URs, they 
may be useful for further comparison of different HCL systems or for reviewing efficacy at different 
time points after adoption of HCL. Consideration of rhythms in, and coordination of, glucose and 
insulin may enable better understanding of how algorithmic changes to HCL systems result in 
improvement or deterioration of glycemia and may guide protocols to help individuals more 
quickly achieve euglycemic status after changes in therapy. Additionally, available data on the 
number of interactions required both by users of HCL and SAP therapies may help differentiate 
outcomes and highlight possible improvements based on the number of interactions required to 
achieve euglycemia. In each of these cases, attempts to understand and improve therapies may 
be more successful if both the levels and rhythmic patterning of glucose and insulin administration 
are evaluated. 

Additional  factors, such as sex and age, likely impact rhythmicity of glucose and insulin74–77. For 
example, adolescence is a time of restructuring of circadian and ultradian rhythmicity, and, in 
females, the emergence of a monthly timescale of rhythmicity in the form of the ovulatory cycle 
(or its suppression by the use of hormonal contraceptives)78. Likewise, aging (e.g., menopause, 
andropause) is a time of endocrine, metabolic, and rhythmic change as circadian rhythms lose 
coherence and decrease in amplitude79–82. These changes to hormones, metabolism and their 
temporal structures may require different algorithms to customize therapy for different age 
groups, sexes, and hormonal milieus. Future explorations of donated T1D and nonT1D timeseries 
will be essential to understanding individual differences in glucose-insulin dynamics and to 
creating more effective, personalized HCL algorithms.  

Limitations 

These analyses were limited to the HCL systems present in the Tidepool HCL dataset and may not 
apply to all HCL systems.  Additionally, analyses were conducted on basal-rate and temporary 
basal-rate delivered insulin data. This analysis excludes manual bolus data.  More specifically, 
corrections for out of range glycemia are delivered by either bolus or temporary basal rates 
manually by SAP users whereas temporary basal rates likely make up a larger proportion of 
‘corrections’ for out of range glucose levels in HCL users, depending on their HCL and the available 
settings. Thus, future analyses will evaluate rhythmic features with the addition of manual boluses 
in both datasets. Finally, subcutaneously delivered insulin takes time to reach the bloodstream, 
and subcutaneously measured glucose may not capture changes at the highest frequencies in 
general circulation70–73. The true relationship between circulating insulin after administration and 
circulating glucose requires longitudinal evaluation in a clinical setting, and future work modelling 
these delays32,83,84 in real-world conditions. 

Conclusions 
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HCL use is associated with beneficial outcomes and rhythmic dynamics that more closely resemble 
nonT1D individuals, including: 1) a significantly lower incidence of hyperglycemia compared to SAP 
users, consistent with previous reports, 2) lower amplitude glucose oscillations at the circadian 
and ultradian timescales than SAP users, 3) a greater correlation of glucose and IDR than SAP users, 
4) a higher correlation of ultradian rhythms of glucose and ultradian rhythms of IDR than SAP users, 
and 5) greater rhythmic coordination of glucose and IDR at the circadian and ultradian timescales 
compared to SAP users. Together, these results illustrate that HCL use is associated with both 
improved glycemia and stronger coordination between key rhythmic patterns of glucose and 
insulin administration. 
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5.7 Supplemental Figures 

 

 

 

 

 

 

Supplemental Figure 1: Example of Wavelet Analysis.  Morse wavelets (A) estimate rhythmic strength in glucose 
or insulin data (a combination of signal amplitude and oscillation stability) by assessing the fit of a wavelet 
stretched in window and in the x and y dimensions to a signal (B). The output (C) is a matrix of wavelet power, 
periodicity, and time (days). Transform of example HCL data illustrates predominantly circadian power in glucose, 
and predominantly 1-6 h ultradian power in insulin. Color map indicates wavelet power (synonymous with Y axis 
height). Wavelet coherence (D) enables assessment of rhythmic interactions between glucose and insulin; here, 
glucose and insulin rhythms are highly correlated at the ultradian and circadian timescales. 
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Supplemental Figure 2: Glucose and Insulin Rhythms Exhibit Greater Correlation and Tighter Range in HCL than 
SAP.  Scatter plots of rhythmic power of glucose and insulin for HCL (blue) and SAP (red) data across 
periodicities (A-E) and overlaid at all periodicities. HCL use is associated with a significant correlation between 
glucose and insulin circadian rhythms (E). Correlation across all periodicities is greater in HCL users. 
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