UC Irvine
UC Irvine Previously Published Works

Title
Computing policies and problems A stage theory approach

Permalink
https://escholarship.org/uc/item/9523n2x0

Journal
Telecommunications Policy, 5(3)

ISSN
0308-5961

Authors

Kraemer, Kenneth L
King, John Leslie

Publication Date
1981-09-01

DOI
10.1016/0308-5961(81)90004-5

Copyright Information
This work is made available under the terms of a Creative Commons Attribution License,

availalbe at https://creativecommons.org/licenses/by/4.0/

Peer reviewed

eScholarship.org Powered by the California Diqgital Library

University of California


https://escholarship.org/uc/item/9523n2x0
https://creativecommons.org/licenses/by/4.0/
https://escholarship.org
http://www.cdlib.org/

Computing policies have been con-
sidered a major mechanism for
redueing and preventing the emerg-
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ence of probiems in CoOmpuung
operations. The authors examine
the relationship between computing
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policies and problems, and formu

late a theory of the interactions
between problems, policies and
commitment of resources for com-
puting activity. The data presented
are from an intemational compara-
tive ethudv of comnuting oneratione
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and |mpacts in 40 US and 16 other
cities.
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Kenneth L. Kraemer and John Leslie King

Computing policies have been considered a major mechanism for
reducing and preventing emergence of problems in computing opera-
tions. The rationale, based largely on the expenence of industnal
management, 1s that policy is the primary means of executive leadership
to gain and maintain effective and efficient control of operations. This
perspective assumes that alteration of management policy and the local
computing environment will reduce problems and improve computing
operations by increasing resource base, political and social support for
computmg, technical efficiency, chient responsiveness, and user nter-
action and participation in computing provision.

The data presented here are from an international comparative study
of {‘nmnutlng npprahnne and imnacts 1 40 UJS citieg (called the TJTRRIS

of computin erations and impacts 1n cities (called the
cities) and 16 ctties 1n nine other developed nations, called the Organisa-
tion for Economic Co-operation and Development (OECD) cities.'
Earher analysis of URBIS data has shown that problems with computing
are ubiquitous among the computer-using orgamzations studied, but also
that there 1s substantial vanance among the cities studied 1n types and
levels of problems expenenced.? However, earlier research concentrated
on identifying relationships between computing policies and impacts, so
the true extent to which computing pohcies affect problems has been
unknown.

Moreover, there 1s reason to expect that environmental factors might
influence the level of problems a computer-using organization suffers.
The city environment can be expected to affect computing problems
because u)mpuung, like omer Clly govemmem aciiviues, 18 affecied b Dy
socloeconomic and pohtlcal characteristics that are critical features of city

En tha ad vl
Oor \—Aallll}lv, uus\.l \,luba that auupu..u \-Uluyuuus \.axly

might be expected to have low levels of problems because they have more
fully adopted the technology and worked out the early problems of
adaptatlon Similarly, political conditions that bring about large,
centralized or even regional centres providing computing to large
numbers of users might result in fewer resource and capacity problems

due to economes of scale.

anyirnanrmant
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The analytical framework of this study is shown 1n Figure 1. A distinction
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Figure 1. Framework of analysis

Continued from page 198

Local Government and Information Tech-
nology, Organisation for Economic
Co-operaton and Development, Pans,
1978

2K L Kraemer, W H. Dutton and A
Northrop, The Management of Inforrmation
Systems: Implementation Policy for Com-
puting in American Local Govemnment,
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3See Kraemer and King, op cit, Ref 1
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can be made between the extra-organizational city environment, made
up of factors that are seldom under local government control (eg city
population or growth rates), and the intra-organizational environment of
the local government itself. Within the local government that uses
computing, there are three major components: computing environment,
computing management policy, and outcomes.

Policies take three forms: technological development, structural
arrangements, and sociotechnical interface. Outcomes of computing
include both beneficial impacts and problems. This article concentrates
on computmg problems, so beneficial impacts are not discussed.’> The
problems of compuiing generaily remain within iocal government iiseif,
although sometimes problems are created for citizens in the community

ac wall Tha ntc nf tha milian Af lasal oave "t
QGO ¥V il. L IIUQ\/ UUIIIWIIUIIIB Ul (3 ¥ wnuyuuus uuu\.u Ul lU\fﬂI 5\}'\—! lull\vlll

feedback into one another to create a dynamic cycle of development. The
measures mnkmo up these variables in the URRIS and OECD studies are

presented in Appendlx A.

City environment

The city environment is likely to affect problems with the technology.
Some cities might be required, as a matter of state or central government,
to participate in shared computing arrangements among all cities within a
region, whereas others might be free to choose shared, local or both
arrangements. Some cities, because of their small size and limited
expertise, might have to join with a larger government or a shared centre
to obtain computing services. Other cities might have to adopt multiple
independent computing installations because their size, complexity,
multiplicity of functions, and historical political-administrative
fragmentation do not permut any other means of obtaining computing
services. Thus, city environmental factors sometimes determine how a
city shall obtain computing services regardiess of what politicians,
managers or users might want.

In these |netanmc therefore. electronic data processine (EDP)

-------- (84 £ L0 £ —2Y e A5 \AvAsX )

problems can be sand to be determined by the city environment and
uncontrollable by either management policy or the shape of the com-
puting environment. Environmental factors which might affect EDP
problems include the size of the community, its social complexity and 1ts
growth, as well as national and regional governmental policies regarding
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“C F. Gibson and R Nolan, ‘Managing the
four stages of EDP growth', Harvard
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computing arrangements or service requirements. Vanables used here
are limited to city size (population) and city wealth (size of government
budget).

Computing environment

The computing environment 1s the technical and professional infra-
structure that provides the necessary foundation for computing in the
city The major vanables here are size of the computing operation
measured as EDP staff size; level of staff development (percentage of
programmers/analysts compared to other computing staff); the city’s
length of experience with computing; and the extensiveness of com-
puting’s application.

Management policies

Problems with computing are sometimes viewed as highly dependent
upon the state of technological development in the organization.* The
most common approach of technical experts 1s to pursue a technological
fix. Thus problems with computing are often approached by advocating
the further development of the technology A common claim 1s that ‘the
pay-offs are just around the comner’. Once computer technology 1s
developed to its full capacity, the benefits of the technology will be
realized to their greatest extent and the problems attendant to the
technology will be minimized. Thus local governments must keep up with
the state-of-the-art and maintain a highly sophisticated computing
capability. Variables tapping this sophistication include the number of
termunals used, the extent of online capability, the degree of data linkage
among data files (a measure of integration), and the degree of report
sophistication.

Another perspective suggests that problems with the technology are
dependent on the structural arrangements which govern its use.®
Reorganization is therefore a basic response to problems with the use of
technology. Common structural remedies are the centralization or
decentralization of computing, a change n the recipients of data proces-
sing reports, or the creation of interdepartmental policy boards to govern
computing This perspective assumes that problems with technology
largely stem from organizational arrangements affecting the locus of
control over computing resources. Reorganization might then create
better conditions for managing the technology and thus for mmimizing
problems. Vanables mnclude the centralization of facilities (eg single v
multiple installations), decentralization of control over computing
priorities, and presence of a policy board for computing management.

Another factor which might shape computing problems is the way in
which technology has been integrated into the organization. It has been
suggested that the successful implementation of computing might be
contingent on how the users interface with the technology. For example,
to what extent are they provided with onentation and training for
computer use and development? Are they skilled enough to utilize the
technology? This perspective suggests that computing problems might
best be addressed by training or changing the way in which users interface
with the technology. But computing problems also might be addressed by
changing the way in which data processing staffs interact with the users.
Analysts and programmers might be employed by the user departments,
or they might be employed by the computing installation but assigned to
specific user departments. EDP staff might be sensitized to the impacts
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and problems which changes in computing arrangements can create for

users and to the potential conflicts between their commitment to profes-

sionalism and to client service. Thus, computing can be integrated into

the organization by changing the attitudes, behaviour and interactions of

the providers as well as users of data processing services. Vanables

include the extent to which city management personnel are involved 1n
s smrsbiom oy smanmasammant tha avtant Aftcarinvaluamant sn cuctans

da
Compiuting managemeiit, ine SXicnt o1 User invoivemcent in SysiCm ““3‘5"’

and the orientation of individuals at different management levels to

comnnting
LULLIpP UGS,

Computmg problems refer primarily to problems with computing
nnnnnnnnnn Al rcronmn need ccencmnmnms thhnt wnler e thn tanhenlane:, Thasa aea
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seven kinds of problems measured in the study.

Staff problems concern difficulties in the EDP staff-user interface,
focusing on inadequacies of the data processing staff rather than of users,
and involving poor communication, insensitivity to users, and ‘profes-
stonal’ rather than ‘client service’ values. Staff problems are viewed as a
failure of data processing managers and staff in dealing with their inter-
personal and professional relationships.

Technical problems concern unreliability of computer hardware, soft-
ware and services in day-to-day, routine operational performance of
computing. Technical problems are viewed as a failure of EDP managers
and staff in the management and operation of their own internal
operations.

Responsiveness problems concern the flexibility of data processing
services and systems for handling requests for special information, service
or modifications to existing computerized systems. Responsiveness

nrohbhleme are viewed ac a failure of data nroceccing to adenuately deal
Prooiéms are vVieweg as a ianure Of ¢ata precessing ¢ agequately cea:

with the needs of managers and users.

Resource problems concern lack of sufficient staff, budget, hardware,
software, data or other resources needed to satisfy the demand for EDP
services. These problems are a constraint on data processing that lies
outside the control of data processing managers.

Support problems concern unacceptance of data processing within the
government, whether that acceptance is based on an understanding of
EDP or not. Lack of support is viewed as a failure of EDP management to
build good relationships with government officials and staff.

AICUWlCug pr ‘bt’e_ r f €T {0 managers and users’ lack of unaerstanmng
about the potentials and limitations of computing (eg uncertainty about

whather and haw ta nea cnmnnting and haw ta ndant ta ite inh imnnate)
YW AIWRIIWE GG 1IUV YW LU U Wlllpulllls QGiId IVUY WJU a\.layt Wi JUU ullpu\'“’

Knowledge problems are due to failure of EDP management to orient
and train managers and users adequately for adaptation to computing n
their jobs. They relate to support problems in that lack of adequate
knowlege may lead to unrealistic expectations about what the computer
can do, and to manager and user resistance to computerization.
Knowledge problems were measured only in the OECD cities.

Data for this article were derived from responses of chief executives,
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*As used here, policy refers both to ‘articu-
lated policy’ and to ‘de facto policy’ The
former 1s indicated by data processing
managers’ responses to quenes about what
policies they follow for example, whether
the city charges for computing, uses policy
boards or involves user in design De facto
policy is indicated by the data processing
managers’ responses about factual con-
ditions of the computing environment, for
example, whether the data processing
installation has expenenced an increase in
the number of CPUs, a change in develop-
ment pnionties, or undergone a major
reorganization (change in location, depart-
ment status, consolidation, decentraliza-
tion)

department heads and division heads 1n 40 URBIS cities and in 16 OECD
cities to questions about problems, constraints and satisfaction with
computers and data processing. In the URBIS cities the responses were
to Likert-type, close-ended quernes in a questionnaire, whereas 1n the
OECD cities the responses were to open-ended quenes by field investi-
gators. Four hundred and eighty one local officials responded to the
URBIS survey and 134 responded to the OECD interviews.

Data on management policies and computing environment were
derived from city data processing managers’ responses to questions about
arrangements for the management of computing and about computing
budgets, staff, equipment, software, operations and applications ® The
data on the city environment were derived from background information
requested from each city, from case reports on each city, and in the case
of URBIS cities, from secondary sources such as the City and County
Databook. The data on computing problems were collected from
respondents 1n each city, whose responses were aggregated to form a ‘city
level’ score for each problem vanable

Indices of management policies were developed which represent the
technological, structural, and sociotechnical interface policies, the com-
puting environment and the city environment. A correlational design was
then used to assess the statistical relationship between the policy and
environment factors and indices of computing problems. Multivanate
regression techniques were then used with the URBIS data to sort out
those factors most explanatory of different types of computing problems.
Taken together, these correlations and regressions were used for analysis
of the relationships between environment, policy, and problems, and for
developing a grounded theory about stage development of computing
environments.

Table 1. Correlates of computing problems in the URBIS cities.

City Environment
Size of population
Govemment operating budget

Computing environment

Total EDP staff

Percent programmers-analysts
Year EDP began in city

Degree of automation

Degree of functional automation

Technological development
Number of termunals

Online computing capabiity
Degree of data linkage
Degree of report sophistication

Structural arrangements

Single installation

Decentralized controt of prionties
Policy board used

Sociotechmical interface
CAO involvement in management of computing

Department head involvement in management of computing

User involvement in design of applications
CAO onentation to computing
Department head onentation to computing
Section head onentation to computing

Staft Technical Responsiveness Resources Support
021 0348 0322 03123 019
014 017 0333 025 012
020 0282 0362 0462 005
023 016 001 000 -002
-0 362 -0332 -0 18 -025 012
0302 014 023 0392 000
0272 017 015 020 006
0292 0262 025 0512 009
016 005 -004 006 002
014 006 -001 020 -0 17
0402 019 0332 0422 015
008 001 -014 023 -004
017 020 007 023 000
0353 0362 0314 021 017
012 001 009 000 -024
014 0402 017 0342 012
0382 011t 017 002 0293
-014 0402 017 0342 012
017 0302 019 0312 020
014 006 028a 017 025

Note o Pearson correlations signficant at the 0 05 level
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Management policies and problems

In analysing technological development, the technical sophistication of
computing is significantly associated with computing problems. Specifi-
cally, the degree of data linkage, the number of online terminals and the
sophistication of computer reports tend to be associated with all com-
puting problems n the URBIS cities and with resources and technical
problems in the OECD cities (see Tables 1 and 2). Thus, 1t 1s not the lack
of technical sophistication in computing that 1s associated with computing
problems, but the presence of highly sophisticated computing. Note,
however, that for some OECD cities the lack of technical sophistication 1s
associated with computing problems. Specifically, batch processing,
mndependent data files and low report sophistication are significantly
associated with responsiveness, staff, support and knowledge problems
(Table 2).

Structural arrangements for computing are significantly related to
computing problems, though there are important differences between
the URBIS and OECD cities in the arrangements used for computing
One difference has to do with the use of shared versus purely local
computing installations. The OECD cities, many of which use shared
computing arrangements, tend to have particular difficulty with respon-
siveness, staff and knowledge problems (Table 2) Specifically, shared
installations are highly correlated with insensitivity of EDP staff to
problems they create for users, lack of user involvement 1n the design of
systems, communication problems between EDP staff and users, mnad-
equacy of systems, inflexibility of systems, lack of potential pressure/
support for computerization and lack of knowledge about how depart-
ments staff should adapt to computerization in their jobs (see Table 3).

Table 2. Correlates of computing problems in the OECD cities.

Resource Technical  Responsiveness Staft Support Knowiedge

City environment

Size of population om 031 -036 -0472 037 001
Govemment operating budget 016 022 -012 -037 —0482 -002
Computing environment

Total EDP staff 030 028 -012 -0492 -0562 -023
Percent programmers-analysts -0 11 0522 001 014 -0532 0582
Year EDP began in city 023 -030 -018 0472 020 -039
Degree of automation 0453 033 -0432 -032 -029 -015
Degree of functional automation 037 033 -0 492 -019 -0462 -017
Technological development

Number of teminals 025 032 -022 -0462 -0522 -025
Onhine computing capability 000 020 008 003 -0462 -022
Degree of data hinkage 028 024 -0433 -0492 -0422 -010
Degree of report sophistication 017 o672 023 -022 -033 030
Structural arrangements

Regional installation -013 -001 0672 0692 017 0522
Decentralized control of prionties -028 006 -008 019 010 024
Soctotechnical interface

CAQ nvoivement in use and development 028 -0t -025 000 -031 -022
Depariment head mnvolvement in use and development -006 -031 -0632 -019 007 -023
CAO mvolvernent in management of computing 003 -026 -0 40 -0672 007 -012
Department head involvement in management of computing 023 -015 -0602 -007 008 -021
User involvement in design of applications -031 011 -038 -0442 046 013
CAO onentation to computing 0562 -013 012 017 -040 -0 14
Department head onentation to computing 0582 -0 11 001 -010 -030 -028
Section head onentation to computing 0542 017 -002 -0 16 009 -012

Note 2 Pearson correlations signficant at the 0 05 level
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"The OECD questionnaire and case reports
did not contan data about EDP policy

boards

Note 8Peareon comalat

level
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Shared 1nstallations experience fewer resource problems such as limited
machine and staff capacity.

It appears that the shared installations have adequate technical capacity
but might not have the ‘nght’ capacity or might not sufficiently manage
that capacity to deal effectively with the needs of the individuai munici-
palities and departments served by the centres. Moreover, the lack of
knowledge about how depariment staff should adapt to computerization
in their jobs and the lack of local political pressure/support for

coamnnutarizatinn might ha dua ta the charad arrangamant On tha ane
COMmpuiCiiZaniin Mmignt o0 Gul 10 ull Siarcy arrangoimcnt. Un uic Ond

hand, municipal staff might not be able to develop knowledge about how
to adant Qllf‘r‘PQQﬁl"\l to {‘nmnntpn_zangn because the technical expertise
to assxst them re51des in a remote centre. On the other hand, because
political leaders have ‘bought into’ the shared arrangement, they might
not exert the political pressure/support to develop local capability or to
pressure the shared installation to be more responsive and helpful.

Another difference in structural arrangements has to do with the use of
EDP policy boards. In theory such boards and commuttees should reduce
computing problems because they provide an opportumty for manage-
ment and users to participate in decision making about computing
services. Yet, the use of policy boards is significantly associated with igh
staff, technical and responsiveness problems in the URBIS cities (Table
1) 7 It1s also associated with high resource and support probiems

The sociotechnical 1nterface 1s mgnifrcantly related to computmg
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URBIS cities. For example, high levels of management and user involve-
ment and management and user traming are positively associated with all

: Si

-
'T

computing problems in the URBIS cities.

The OECD cities exhibit two different patterns of relationships. On
one hand, high levels of management involvement and management and
user training are positively and significantly associated with resource and
cost problems. Client participation should not result directly in resource
and cost problems per se, but 1t might simultaneously increase chent
demand for computing and chient awareness of resource limitations for
satisfying their demands. In other words, participation may simply
heighten managers’ and users’ awareness of resource and cost problems,
irrespective of the factual basis of their perceptions. Our data do not
aliow further testing of this idea.

Tabie 3. Computing problems associated with shared instaliations in the OECD cities.

Type of problem Shared instaliation
Staff problems

EDP staff not sensrtive to problems they create for users 0692
EDP staff does not invoive users sufficiontly 0742
Communication problems between EDP staff and users 036
Rsemnelvangss nroblems

Inﬂextblltty of systems 0422
Inflexibility/inadequacy of natonal systems 0692
Support/knowledge problems

Lack of political pressure/support 038
Staff adaptation 0592
Resource problems

Limited machine capacity -0452
Too few EDP stall -034
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In closer keeping with expectations, low levels of management and
user involvement and management and user traiming are associated with
greater responsiveness, staff, support and knowledge problems. Cities
that are smaller, less experienced, less automated and share computing
exhibit such problems. It is likely that greater client participation and
training reduce the incidence of problems with EDP staff, responsive-
ness, support and knowledge in cities with shared computing, as well as
cities that are small and inexperienced with the technology.

The computing environment has different impacts in the URBIS and
OECD cities, but in both it tends to be an important factor in generating
problems. In the URBIS cities a high commitment of the government to
data processing (large staffs, computing capacity and budgets), early
adoption of computing by the government, and a high degree of computer
automation (both in terms of total number of applications and the number
of departments served by computing) tend to be associated with greater
staff, technical, responsiveness and resource problems.

For some OECD cities, a high level of commitment to data processing
and a high degree of computer automation are related to greater resource,
technical and cost problems. The year computing was adopted has no
relationship to computing problems in these cities. In contrast, for other
OECD cities, a low commitment to data processing and a low degree of
computer automation are associated with responsiveness, staff, support
and knowledge problems. The length of time that a computing installa-
tion has been in operation appears to be an important factor in problem
generation, but varies in its effect. Early adoption is related to staff and
support problems whereas later adoption is related to responsiveness and
knowledge problems.

Uncontrollable features of the city environment, such as city size and
wealth, are also related to computing problems. Size 1s particularly
important but 1t operates differently in the URBIS and the OECD cities.
In the URBIS cities, larger cities tend to have more computing problems
whereas smaller cities tend to have fewer problems. Technical, respon-
siveness and resource problems are all significantly related to the larger
cities. In the OECD cities, size tends to discriminate between the kinds of
problems experienced by a city. Larger cities tend to have resource and
technical problems whereas smaller cities tend to have responsiveness,
staff and support problems.

Patterns of computing problems

At the most general level, the analysis indicates that different problems
tend to be associated with different kinds of cities, and the patterns are
different from URBIS and OECD cities. In the URBIS cities, all prob-
lems tend to be associated with cities that are larger, that have computing
environments characterized by early adoption of computing, large EDP
capacity and high levels of automation; management policies emphasize
high technical sophistication, local computing arrangements with a policy
board for coordination, high client participation and high management
and user training. Support problems are the most weakly associated with
these characterstics and also tend to be the least frequent category of
problems in the URBIS cities (Table 1).

In contrast, URBIS cities with few problems tend to be smaller, have
computing environments characterized by recent adoption, moderate
EDP capacity and moderate levels of automation; management policies
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emphasize low sophistication, local computing arrangements, no policy
board, low client participation and low management and user traming
These cities probably have few computing problems because the tech-
nology’s use within the government 1s limited as yet to only a few depart-
ments, which can be adequately served by current computing capacity,
and because relations between EDP and these departments are simple
and direct. It 1s also likely that department users’ expectations about
computing are relatively modest and that their expernience with
computing 1n the past has been positive or at least not critically
disruptive

In the OECD cities, the problems tend to split along two categones of
cities (Table 2). Resource and technical problems tend to be associated
with cities that are larger, that have computing environments character-
1zed by earlier adoption of computing and larger staffs, and that have
management policies emphasizing high automation and sophustication,
locally developed and locally controlled computing, high management
involvement but low user involvement and high management and user
traiming. In short, these cities appear to have a high current demand for
computimng (as evidenced by high automation) but limited resources for
satisfying that demand and, probably as a result, many technical problems
1n day-to-day service provision Itis also possible that their chent-onented
management policies account for their lack of problems with responstve-
ness, staff, support or knowledge.

In contrast, responsiveness, staff, support and knowledge problems
tend to be associated with OECD cities that are smaller, that have
computing environments which adopted either early or late, but which
also have small EDP staffs, and that have management policies empha-
sizing low sophistication, shared computing arrangements and less local
control over computing, and low chent participation (low management
and user involvement and traimng) The problems of these cities are
directly associated with their shared computing arrangements, probably
because shared installations greatly increase the number and complexity
of relationships among all the demands and actors party to the arrange-
ment. Shared installations are also physically remote from many of the
departments they serve which probably creates specific difficuities 1n
responsiveness and communication and undoubtedly increases the ‘social
distance’ which users feel with respect to data processing. Staff problems
are likely to be high because the EDP staff 1s somewhat independent,
insulated from local managers and users, and nsensitive to the impacts
their decisions have upon the departments they serve Finally, many
shared installations serve to implement large nationwide or statewide
‘standard’ applications among cities and do less development of ‘tallored’
applications. The standard applications are not hikely to serve all cities
equally well, and are likely to be oriented more towards serving national
and regional needs than local needs. Standard apphcations are also more
difficult for local governments to change 1n the short run, if they can
change them at all

The fact that among the large URBIS cities and the larger, locally
controlled OECD cities management policies are positively related to the
presence of all categories of computing problems is puzzhng More
detailed exammation to determine whether computing problems simply
are endemic, whether management policies cause problems, or whether
problems cause management policies 1s called for. The formal analysis
presented below was limited to URBIS cities because the URBIS data-
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hypothesis’, Communications of the ACM,
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Computing policies and problems

base supports more detailed analysis; where appropriate, the expenence
of the OECD cities is also introduced.

The data above indicate that management policies that are expected to
reduce computing problems are highly associated with problems. High
technical sophistication 1s significantly associated with computing prob-
lems despite the assumption that these cities have greater expernence with
the technology and greater techmical capacity for problem-free
implementation. Structural arrangements, particularly the use of policy
boards and interdepartmental committees, are also positively associated
with computing problems, even though these are a means for ainng
difficulties, developing prionities for dealing with them, and improving
both coordination and communication between EDP staff and the
operating departments. The sociotechnical interface, especially exten-
sive user involvement and intensive user training, are both positively and
significantly associated with problems, agamn, contrary to the
belief that chent participation in decision making about computing would
reduce problems by helping data processing services to provide greater
attention to user needs.

Since these data are only cross-sectional, one must ask i which
direction the causal relationship lies. Do management policies cause
computing problems? It 1s possible that the policies might contribute to
computing problems, or exacerbate them, but 1t seems unlikely that they
generate the problems in the first instance. Rather, the management
policies found n the larger URBIS and OECD cities are probably a
response to computing problems in an effort to amehorate them.
Unfortunately, this interpretation seems at odds with the findings. One
would expect to find that the policies had ameliorated the problem, but
we find problems and policies together. This raises the possibility that
policies are mstituted to reduce problems, but that on the whole they do
not. If this 1s true, then either the policies are ineffectual at reducing
problems, or problems arise to meet the threat of policies

Foundations of a stage theory

It has been noted that outward signs of computing departments’ behav-
iour are identifiable according to the time the department has been n
operation.® The data presented above also indicated a relationship
between the presence of problems and the length of time an organization
has been using computing. It seems too simplistic to attribute presence or
absence of problems to length of time which computing has been a part of
an organization’s activity, but the strength of the finding coupled with the
interactions of other policy vanables indicates that time may be a major
factor in the presence of problems as an enabling agent; 1e 1t takes a
certain amount of time to get to any given level of growth.

When all of the findings are considered, it seems likely that manage-
ment policy being related to problems both in the ‘nght’ (theoretically
expected) and ‘wrong’ (unexpected) directions is due to chfferences in the
cities’ ‘stages’ of EDP growth and development. Each stage has associ-
ated with 1t certain charactenstics of the computing environment,
computing problems and management policy (see Table 4).

Stage I, which we call introduction and conquest, 1s partly illustrated by
the OECD cities with shared computing arrangements, but also applies to
cities with service bureaus of their own initial computing installation.
Stage I cities are recent adopters with little or no computing capacity and
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staff expertise (although they might have remote access to such resources
through a shared computing installation or service bureau). These cities
have a few computer applications operational, usually n batch mode, and
these apphications serve only a few city departments. Application growth
is slow because of start-up costs and because local knowledge about the
technology is limited and/or concentrated. Consequently the demand for
computing 1s low and 1t is centred around the perceived needs of the
resource controllers, usually for finance and administration apphications.

As might be expected, these cities have problems generating support
for the technology, partly because of the lack of users’ and managers’
knowledge about its potential application. In cities served by service
bureaus or a shared facility, the lack of support might also be due to the
failure of the centre to adequately tailor apphications to local users’ needs
because the economues of centre operation (and perhaps the ‘charter’ of
the organization) dictate that standard rather than custom apphcations be
developed.

Stage I cities also have staff problems because EDP staff have not yet
learned how to communicate with users, do not conduct user orientation
and training, and in the case of service bureaus and shared facilities, may
be physically remote from the users. Responsiveness problems might
result from EDP staff who are inexperienced in the various functional
areas, or who feel compelled to develop standard rather than tailored
applications, either one of which reduces their ability to respond to
special requests and modifications from users after the systems are buult.

Stage I1, which we call experimentation and expansion, is illustrated by
the small and moderate-size URBIS cities. Stage 11 cities are ‘middling’
adopters with moderate local computing capacity and staff expertise

Table 4. Stages of EDP growth indicated by URBIS and OECD data.

Growth Computing Computing Management
stage environment problems policies Hiustration
| Recent adopters Moderate to major No local policy board Smaller OECD cites
Introduction Low local computing capacity and staff problems with Low or ‘remote’ manager and user with shared
and expertise responsiveness, nvolvement computing
Conquest Few apphcations, usually batch, in a few staff, support and Low onentation and training for
departments knowledge managers and users
Slow application growth Control of computing is in the hands of
Computing located in finance depart- the ‘owner’ of computing resources
ment, a shared faciity, or a service Use shared facility, service bureau or
bureau small local installation
L] ‘Middiing’ adopters No problems or No local policy board Small and moderate-
Introduction Moderate local computing capacity and moderate problems  Low to moderate involvement of users sized URBIS ciies
and staff with EDP staff, Low to moderate onentation and train-
Establishment  Slack computer resources technology, ing of managers and users
Rapid apphicaton growth and responsiveness Technology expanded and moderately
expansion to many depatments and resources upgraded
Computing located in finance or Control of computing under the chief
independent department executive
L] adopters Moderate to major Use policy board or interdepartmental Larger URBIS and
Competition Large, sophisticated computi problems with EDP comittee OECD cites
and capactty and techmcal staff; being staff, technology, Centralize computing in a local
Regulation overloaded installation
Many sophisticated applications in and resources High management and user
many departments No support problems mnvolvenent
Appiication growth 1s marginal, in areas Intensive management and user
already developed onentation and training
Extensive demand for maintenance and Control of computing shared between
modification of equipment, soft- chwef executive and policy board
ware, applications Advanced technology s used

Computing located in an independent
department
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They have recently upgraded capacity and have slack computing resources
relative to current demand; consequently, they are engaged in extensive
applications development in many departments. These cities also tend to
have moved the computing installation out of finance into an independent
computer department intended to serve all departments and agencies of
the government.

Few problems with computing exist in the Stage II cities. Earlier
problems have been worked out, so expenenced users are relatively
satisfied with computing. New users are enthusiastic, even promotional,
about the computer’s potential as they anticipate the new applications
coming into existence. While slack computing resources might not be
large, they are still sufficient to handle some increase in demand.
Management policies for some user involvement and for some orientation
and training are 1nstituted or continued. Control of computing decisions
is 1n the hands of the chief executive, but no policy board is instituted to
give departments a say in development. The technology is expanded and
upgraded moderately in sophistication.

Stage III, which we call competition and regulation, is illustrated by the
larger URBIS and OECD cities. Stage III cities are early adopters which
now possess large, sophisticated computing capacity and technical exper-
tise 1n a single central computing installation, perhaps with a few smaller
satellite installations. However, these cities also have many sophisticated
applications serving many departments and, consequently, both
computer and staff capacity are likely to be overloaded. The large number
of existing applications places heavy demands on the EDP staff for
maintenance and modification, so few resources are available for
additional new development. Competition among departments for the
available maintenance and development of resources 1s hkely to be
intense and the data processing operation 1s likely to be caught in the
middle.

Many kinds of problems with computing arise in this environment of
Imited resources and competition. Communication problems develop
between EDP staff and users. Given the complexity of the EDP operation
and the tension among departments, EDP staff might even try to insulate
themselves from user demands and problems. Consequently, EDP staff
do not respond well to user requests for special information, for appli-
cation modification or for new applications development. Technical
problems develop as the EDP staff try to make equipment and procedural
adjustments aimed at more efficient operations.

As a means of dealing with these problems, the Stage II cities form a
policy board or interdepartmental committee for resolving conflicts in
priority among the departments and for focusing attention on problems
between EDP and staff users. These cities begin to involve managers and
users more in decision making about computing arrangements, in the
design of new applications and in onentation and training courses for
computer use. They also decentralize analysts and programmers in an
effort to improve responsiveness and staff relations. And they might try
several technological fixes, such as multiprogramming or upgrading the
CPU, for dealing with their shortfall in capacity.

Dynamics of the stages

This interpretation produces an empirically-based ‘stage theory’ of EDP
growth and development. While the stage notion is not original to this
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*The stage notion was posited earlier by
Nolan, op cit, Ref 8 See also Gibson and
Nolan, op cit, Ref 4, and R L Noian,
‘Controlling the costs of data’, Harvard
Busmness Review, March/Apnl 1979, pp
115-126
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study, the empirical basis for this specific theory 1s original and results in
better specifxcation of the basic stage theory.’

lllC Stage 0[ a paﬁu.unar ley lb GC[Cl'mlIlC(l Dy C[ldl'aC[Crlb[le OI 1ts
computing environment, such as how long it has been usmg computing,
laval Af cammiting racaiirane fhiudosat aqrrcmman
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mation, and degree of change and growth. Different computing probilems

are associated with different comnutine environments and therefore,
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with different stages of growth. Management policies are introduced into
this ‘computing environment-problems mix’ in an effort to change the
computing environment and ameliorate the problems. Thus, each stage
of growth also tends to be charactenized by certain management policies
which are more or less appropnate for the environment-problems mix at
that stage If inappropriate management pohcies are introduced at any
stage, one would expect these policies to exacerbate current problems
and create new problems. At munimum the msapphcation of
management policy represents a mususe of resources and creates
opportunity costs for the computing installation and the govenment.
The stages of EDP growth also might be associated with different
characteristics of the city environment, but more as a matter of historical
dLLlUCﬂl uldll as a ucterfmmbuc fesuu IHC stagc notion lmpucs [ﬂdl
each stage 1s a discrete step, that the stages proceed 1n sequential fashion,

that all ~it: th h all ¢ + + th 1¢h h
and that all cities PAass inrougn au siEPs at onc ime Or anoiner, aitnougn

the passage might be longer or shorter for some cities than for others. In
fact, however, the earliest computers were expensive and hmited 1n
capability such that their initial use was feasible only 1n the largest cities
These cities also tend to be at more advanced stages of EDP growth
today. However, a more advanced stage of EDP growth 1s not necessarily
assoclated with size; small and medium-sized cities can also be at the
advanced stages.

Policy and problem mixes

Some support for the argument that different ‘policy-problem mixes’
exist can be gleaned from the results of regression analysis of the URBIS
cities’ problems. The URBIS data are nch in detail, so several new
management policy and computing environment variables have been
included in the subsequent analyses 1n an effort to obtain better specii-
cation of the factors related to problems. The total set of vanables
included is shown in Table 5 The regression results for each group of
problems are discussed next.

First, EDP staff-user interface problems tend to be associated with a
computing environment where structural arrangements are being mmple-
mented (Table 6). Invoivement of an inierdepartmental board n
decisions about applications development and prionty accounts for 23%

noa A th + A s fF LD {~h
of the variance among e Ci\.ies, 4ana reorganizanon o1 cur (Ciiange in

location, department status or centralization/decentralization) accounts
for an addition 9% of the vanation. Moreover, staff problems also tend to
be associated with places that have implemented training for managers in
the operating departments — another strategy for improving EDP staff-
user relations. The fact that staff problems are also associated with places
that have had computing for some time and that have sophisticated
computing indicates that these policies probably have been implemented
as a response to staff problems. That s, staff problems are more likely to
arise in places that adopted computing early and have sophisticated
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Table 5. Pearson correlations between computing problems and computing policies and environments in the URBIS cities.
Staff Technical Responsiveness Resources Support

Crty environment .

Size of population o1 0343 0328 0313 019
Government operating budget 014 017 0332 025 012
Computing environment

Year installation began -0348 -0332 -018 -025 -012
Percent of government budget allocated to EDP 004 0282 002 a18 008
Total EDP staff in installation 020 0288 0362 0464 005
Percent of EDP staff who are programmers/analysts 023 016 001 000 -002
Degree of automation 0302 014 023 0392 000
Degree of functional automation 0272 017 015 020 006
Lapsed hours/week computers operational 024 0312 0302 0552 005
Technology

Amount of core capacity 018 0332 0348 0532 004
Number of terminals 0292 0262 025 0518 009
Online computing capability 016 005 -004 006 002
Degree of data linkage 014 006 -001 020 -017
Muttiprogramming capability 000 015 -001 028 -009
Degree of report sophistication 0408 019 0332 0423 015
Change m vendors in last 2 years 023 013 012 016 -001
Increase in the number of CPUs in last 2 years co8 0492 025 001 017
A change in size of CPU, a significant upgrading, in last2years ~ —0 06 014 011 -007 020
Structure

Degree of structural change in last 2 years 016 014 001 -019 002
Change in development priornties for new systems 020 023 019 03ta 008
Single installathon 008 00t -014 023 -004
Decentralized control of prionties 017 020 007 023 000
Presence of policy board 0352 0368 0312 021 017
Interdepartmental board involvement in apphication development 0 482 0.288 0302 019 010
Board activity in computing centre policies 03423 0298 014 022 011
User invoivement

CAO involvement in management of computing 012 001 009 000 -024
Department head involvement in management of computing 014 0402 017 0348 012
User involvement in design of applications 0382 011 017 002 0298
Degree of user involvement in computing centre policies 0422 0268 0302 020 012
Programmers employed by EDP but located in user departments 0 01 -027 012 008 -0308
Training of department heads by EDP 0452 o2 019 0362 000
CAO onentation to computing -014 015 -002 020 -005
Department head onentation to computing 017 0302 019 0312 020
Section head onentation to computing 014 006 0282 017 025

Note 2Pearson correlations significant to the 0 05 level

computing because these places simply have more extensive and complex
relationships with the operating departments in the government.
Managing this environment of extensive complexity therefore requires
the adoption of structural and training policies.

Second, technical problems are more likely to be present 1n a policy
environment where a technological fix is being effected (Table 7). The
dominant policy associated with technical problems is a recent increase in
the number of CPU’s in the computing installation, accounting for 24%

Table 6. Regression results for EDP staff-user interface problems in the URBIS cities.
Dependent variable: EDP staff-user interface problems

Independent Zero-order Beta Variance
variable correlation weight expilained
Interdepartmental board involvement

n applications development 048 030 23%
Degree of report sophistication 040 039 15%
Degree of structural change in

past two years 016 046 9%
Year installation first began -034 ~030 9%
Training of department managers 045 030 6%

Note R = 0 78, Total vanance explained = 62%

TELECOMMUNICATIONS POLICY September 1981 21



Compunng policies and problems

Note R = 0 85, Total vanance explained = 72%

Note R = 0 65, Total vanance explained = 42%
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Table 7. Regression results for technicai problems in the URBIS cities.

Denandent variahia: tachnical problams

Lepangant vanaixe:

) Zero-order Beta Variance
variable correlation weight explained
Increase in number of CPUs 049 063 24%
Degree of report sophistication 019 048 13%
Programmers employed by EDP but

iocated In user departments 027 —044 5%
Percent of government budget

aliocated to EDP 028 035 11%
Pressnce of a policy board 636 631 8%

of the between-city variation. The degree of report sophistication, an
indication of the general level of sophistication in the computing
environment, explains an additional 13% of the variation. Interestingly,
decentralization of analysts and programmers 1s negatively associated
with technical problems. That 1s, cities that have decentralized their EDP
staffs have fewer technical problems. Furthermore, cities with technical
problems have large budgets (a size mdicator) and use EDP policy
boards.

These findings indicate that cities having technical problems are larger
and more sophisticated; they probably also have more automation. They
use policy boards for dealing with computing issues but do not use a
strategy which appears effective in reducing problems — decentralizing
EDP staff. They probably have upgraded their CPU’s to handle the ligh
demand for services present in large cities, in the process they mlght also
have contributed to technical problems while the upgrading was being
effected. Consequently, the technologlcal fix might be both a response to

demande af a comnlay comnuting nn\nrnnﬂ-}

oent and n the nroceee. a
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generator of new technical problems.

Third, reemncwene« problems tend t nviron-

ments whlch are essentlally conservative. Although none of he factors
explain much of the vanation, responsiveness problems are associated
with large EDP staff, a recent upgrade in CPU, no change 1n equipment
vendor and no use of multiprogramming, but some user involvement in
EDP decision making (Table 8).

These computing installations can be charactenized as conservative
because while they have large staffs and large computer capacity, they do
not use multiprogramming which could increase their ability to respond
to special requests for information, or modifications to existing appli-
cations. Moreover, while they involve users in decision making about
overall EDP arrangements, there 1s no mdication that they work ciosely
with users on a day-to-day basis where more responsiveness problems

eyl 1]

-
ULLul .

occur in cnmpl_xtm

Table 8. Regression results for responsiveness problems in the URBIS cities

Dependent variable: responsiveness problems

independent Zero-order Beta Variance
variable correlation weight explained
Totai staff in SOP instailation 036 662 13%
User involvemnent in computer

centre policies 030 040 8%
Multiprogramming capability 001 -088 7%
A change in size of CPU, significant

upgrading in last 2 years 011 035 9%
Change in vendors in last 2 years -014 -024 5%
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Fourth, resource problems tend to occur in computing environments
with a capacity overload. The dominant factor associated with resource
problems 1s the number of hours per week that the computer operates;
around-the-clock operation is associated with resource problems and
explains 31% of the variation between cities (Table 9). Other factors
which indicate capacity overload are the use of multiprogramming capa-
bility, the juggling of deveiopment priornties and a smaii proportion of
analysts and programmers in the EDP installation These three factors
awn rnncitiualy nocnnintad writh cacniienn cveablaes ne Aavelnie an additinnal

ale PUSILIVLLY addULIAlLU WILEL ICYUUILL PLUUIGLILS allu CAPalll all aulitiviidal

27% of the between-city variation. Resource problems also tend to occur

n cnnhmhnatpd computing e environments
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Sortmg out policy from environmental factors, these findings suggest
that resource problems occur in computing environments charactenzed
by sophlstlcated applications and by few EDP staff for the development
of new applications or for maintenance of old ones. To maximize the
efficiency of computer and staff resources, these installations operate
around the clock, use multiprogramming techniques and juggle develop-

ment priorities for new systems.

Conclusion

Problems with computing appear to be endemic to the technology’s use in
cities. Although the kinds and intensity of problems expenienced by cities
vary, all cities have some probiem with compuiing. The specific kinds of
problems that a city experiences seem to be related to the city’s stage of
TENMD qenurth Danh ataoca 1o shasaatasrad b dictemativn ahosnatasictine

7 nf
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its computing environment, computing problems and management
pnhmpe Different comnutine environments generate different kinds of

L2aNE0S, AJA0IRAAN CULRPGLAIIE MAIVAIUMNEICINS NI AT SRIIRINIT RIS

computing problems and different kinds of management policies for
dealing with these problems.

The presence of certain management policies in the cities could be
expected to be associated with low computing problems, yet the analyses
presented here show the opposite. Management policies that are expected
to reduce computing probems are frequently highly associated with the
presence of problems in the city. However, this does not necessanly mean
that management policies cause computing problems Both the stage
theory of EDP growth and the regression analyses presented above
suggest that certain policies are a response to problems rather than a
cause. Moreover, the existence of certain logical ‘policy-problem mixes’
1n the cities suggest that specific policies are being effected in an effort to

armmall s a smeti

dalnciorailc lllC pruolcmb

Dependent variable: resource problems

o _— . - Vark
variable correiation weight expiained
Hours per week one or more

computers operatonal 0558 038 31%
Degree of report sophistication 042 050 13%
A change n development pnonty

for new systems 031 045 8%
P programmers/analysts

In instailation 000 -059 7%
Miiltiprogrammning capability (o] 052 12%

Note: R = 0.84, Total vanance explained = 71%
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Appendix

Details on surveys and
variables

The 5€ cties surveyed i the URBIS
and OECD studies are hsted in Table
Al. The OECD survey consisted of
interviews with a vanety of local
government officials in different local
government positions Vanables were
selected from the responses to
questions located 1n the different inter-
views The methodology utilized
provided data at the individual level
and the city level. All analysis was done
at the city level To obtam city-level
scores the responses from the depart-
ment head and section head were
aggregated The set of city-level EDP
Problems Indices were obtained from
hand coding each city based on the
responses of the CAO, department
heads and section heads to the open-
ended question ‘What constramnts do
you have upon fuller exploitation of the
computer’s potential for your depart-
ment?’ This method was necessitated
because so few responses were elicited
within each level of the government
hierarchy Also, given that each
respondent 1n the local government
levels would be involved in computing
differently, 1t was expected that by
combining all with responses, assigning
equal weights to each response and
summating the responses within each
category, a ‘representative sampling’ of
EDP problems within the city would
result By the summation of the number
of times a particular problem-category
occurred, some differentiation (al-
though crude) of the extent of each
problem category within the city would
also be provided Below are hsted the
indices of EDP problems encountered
by users that were developed

The Staff Problems Index measures the
extent to which the city 1s expenencing

Note @ These ctties were also surveyed, although
not onginally selected as part of the 40-city URBIS
Phase Il population The data from these ciies
were included in the analysis, while data from two
other ciies in the bist (Quincy, MA and New
Rochelle, NY) were excluded from analysis
because they did not have a level of computer use
sufficient for some studies
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problems 1n the interface between the
computing staff and user staff, focusing
primanly on madequacies of the com-
puting staff to deal with the needs of
users

The Techmical Problems Index
measures the extent to which the city 1s
expenencing  techmical rehability
difficulties of the hardware and soft-
ware systems mn day-to-day operations

The Responsiveness Problems Index
measures the extent to which the city 1s
expeniencing difficulties ansing from
inflexibility of the computing resource
of the city to accommodate needs and
changes of the user environment.

The Resource Problems Index measures
the extent to which there are problems
of storages of sufficient monetary,
staff, hardware, data or other comput-
1ng resources within the city

The Support Problems Index meaures
the extent 7 which there 1s an unwill-
ingness witnin the city organization to
accept and support computing activity

The Knowledge Problems Index
measures the extent to which there 1s a

lack of user understanding as to what
the abilities and constraints of comput-
ing and computing staff are in the city

The URBIS Project consisted of two
phases of data collection and multiple
levels of respondents. In the first phase
of the project, a census was carried out
of all cities with 50 000 or more popu-
lation and all counties with 100 000 or
more population The second phase of
the URBIS project consisted of a strati-
fied random sample of 40 cities in which
different functional tasks of the cty
were nvestigated vis-a-vis the use of
automated processing. In addition, all
nstallations were surveyed again with a
similar but not 1dentical questionnaire
to the first phase Finally, a mail-back
questionnarre (user core) was distrib-
uted to purposively selected respon-
dents within the departments of the city
(including departments which did not
use or seldom used automated proces-
sing)

Both Phase I and Phase II of the
project produced data at the individual
level, the city level and the installation
level Inanalysing the URBIS data with
the OECD data, one constant level of
analysis was selected - the city level
This involved making certain decisions

Table A1, Cities surveyed in the URBIS and OECD studies

URBIS cities
Albany, NY
Atlanta, GA
Battimore, MD
Brockton, MA
Burbank, CA
Chesapeake, VA
Cleveland, OH
Costa Mesa, CA
Evansvilie, IN
Flonssant, MO
Fort Lauderdale, FL
Grand Rapids, MI
Hampton, VA
Lancaster, PA
Las Vegas, NV
Lincoin, NB

Littie Rock, AR
Long Beach, CA
Louisville, KY
Miami Beach, FL
Kansas City, MO

OECD cities

Vienna, Austna
Vareloese, Denmark
Aarhus, Denmark
Helsinki, Finland
Gagny, France
Montpelher, France
Toulouse, France
Backnang, FR Gemmany

Milwaukee, Wi
Montgomery, AL
New Orleans, LA
New Rochelle, NY
Newton, MA
Oshkosh, Wi
Paterson, NJ
Philadelphia, PA
Portsmouth, VA
Quincy, MA
Riverside, CA
Sacramento, CA2
San Francisco, CA
Jan José, CA2

St Louts, MO
Seattie, WA
Spokane, WA
Stockton, CA
Tampa, FL

Tulsa, OK
Warren, M|

Duisburg, FR Germany
Nurtingen, FR Germany
Jonkoping, Sweden
Leeds, UK

Torbay, UK

Calgary, Canada
Maebashi, Japan
Nishinormiya, Japan
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concerning the aggregation methods
used for the URBIS data The prob-
lems indices were constructed based on
the factor analysis of responses shown
in Table A2

Staff Problems Index Three items were
used for the index: ‘Data processing
staff are more interested 1n working on
new computer uses rather than making
improvements 1n ones we now use’;
‘Data processing staff are more
intnigued with what the computer can
do than with solving the problems of
my department’; and, ‘Data processing
staff confuse our conversations with
therr technical language’

EDP Technical Problems Index Two
of the items 1n this index were taken
from a list of problems presented to the
respondent with the following instruc-
tions: ‘Below are hsted problems
sometimes associated with data proces-
sing 1n local government. Indicate for
each whether this has been a problem
in your department, agency or office

within the last year’. The technology-
related problems were: ‘Foul-ups in
day-to-day computer operations’, and
‘Frequency techmical and organiza-
tional changes 1n data processing
service’. The third question used for
this index was: ‘Please rate the quality
of the data processing services
provided to your department, agency,
or office’.

EDP Responsiveness Problems Index.
Three of the items were « “en from a
list of problems presenied to the
respondent with the following instruc-
tions: ‘Below are listed problems some-
times associated with data processing in
local government. Indicate for each
whether this has been a problem n
your department, agency or office
within the last year’. The three respon-
siveness related problems were. ‘Slow
response of data processing to requests
for information’, and ‘Computer-based
data not available for the analysis of
specific questions or problems’, and,
‘Difficulty in getting priority in using

Compuunng policies and problems

the computer’

EDP Resource Problems Index Two
items were taken from a hst of prob-
lems presented to the respondent with
the following nstructions ‘Below are
isted problems sometimes associated
with data processing in local govern-
ment. Indicate for each whether this
has been a problem 1n your department,
agency, or office within the last year’
The resource-related problems were
‘High cost of computer use’, and,
‘Difficulties 1n accessing computer-
based data gathered or held by other
departments and agencies’. Again, the
factor analysis 1n Table A2 provided
selection guidance

EDP Support Problems Index Support
for computing was measured by two
user core questions: ‘In general, com-
puters and data processing have failed
to hive up to my expectations’, and,
‘Within the next five years, computers
will greatly improve the operations of
this government’

Table A2. Factor ioadings for dimensions of computing problems in the URBIS cities.

Type of computing problem
Questionnaire items Staft Technical Resource Responsiveness Support
Data processing staff are more interested in working on new
computer uses rather than making improvements inoneswe nowuse 0 948 028 006 002 -019
Data processing staff are more intngued with what the computer can
can do than with solving the problemns of my department 0812 -004 000 019 014
Data processing staff confuse our conversation with their
technical language 0592 o021 027 024 015
Frequent technical and organizational changes in data
processing services 001 o0g2a 017 006 -004
Foul-ups in day-to-day computer operations 024 0762 004 032 005
Quality of data processing services provided 026 0432 -006 036 -001
Difficulties in accessing computer-based data gathered or held
by other departments/agencies 020 -006 0922 032 005
High cost of computer use -003 024 0542 010 -018
Siow response of data processing to requests for information 008 on 020 0352 -003
Drfficutty in getting pnonty in using the computer 014 030 004 0672 -010
Computer based data not available for the analysis of specific
questions or problems 028 013 029 0522 023
In general, computers and data processing having failed to
to live up to my expectations o1 -001 -013 033 o7ia
Within the next five years, computers will not greatly
improve the operations of this government -007 -001 -009 -021 0562
Varniance explained (%) 33 14 " 10 8
Note" 3These tems represent a single factor
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